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One of the main reasons for accidents among workers is harmful gas leakage. Many people die in chemical industries and their
surrounding areas.  e present invention is responsible for monitoring and controlling hazardous toxic gases like nitrogen
dioxide (NO2), carbon monoxide, ozone (O3), sulfur dioxide (SO2), LPG, hydrocarbon gases, silicones, hydrocarbons, alcohol,
CH4, hexane, benzine, as well as environmental conditions, such as temperature and relative humidity to prevent industrial
accidents. eArduinoUNOR3 board is used as the central microcontroller. It is connected to the Cloud via AQ3 sensor,Minipid
2 HS PID sensor, IR5500 open path infrared gas detector, DHT11 Temperature and Humidity Sensor, MQ3 sensor, and ESP8266
and WIFI Module, which can store real-time sensor data and send alert messages to the industry’s safety control board. Machine
learning and arti�cial intelligence will be used to make an intelligent prediction (AI).  e information gathered will be examined
in real-time.  e real-time data provided through the sensor can be accessed worldwide. Sensor data quality is critical in the
Internet of  ings (IoT) applications because poor data quality renders them useless. Error detection in sensor data improves the
IoT-based toxic gas monitoring, controlling, and prediction system. Live data from sensors or datasets should be analyzed
properly using appropriate techniques. Hence, hybrid hidden Markov and arti�cial intelligence models are applied as an error
detection technique in the sensor dataset.  is technique outperformed the dataset gas sensor array under dynamic gas mixtures
and lived data. Our method outperformed harmful gas monitoring and error detection in sensor datasets compared to other
existing technologies.  e hybrid HMM and ANN fault detection methods performed well on the datasets and produced 0.01%
false positive rate.
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1. Introduction

*e expansion of the chemical industry in India and
around the world has increased the possibility of events
involving hazardous chemicals. *e chemical industry in
India and other parts of the world produces many
products. Chemical mishaps can have fatal consequences
for both humans and the environment. When a hazardous
substance is discharged unrestrained, it threatens public
health and the environment. In conjunction with unin-
tentional or deliberate liveliness, natural circumstances
can proceed in chemical mishaps. Globally, air quality is
deteriorating, and indoor air pollution poses a significant
hazard to human health. *e pollutants in indoor air are
often made up of several volatile organic compounds
(VOCs) that are detrimental to the human body, partic-
ularly those with low molecular weights. Furthermore, in
some cases, more than one type of VOC is present.
*erefore, a device that can detect one or more VOCs
simultaneously would be ideal [1]. It is difficult to monitor
harmful gases in the ambient air, however, the industry
needs to maintain a safe atmosphere. Too much oxygen or
a hazardous gas, such as sulfide, hydrogen, chlorine, or
ammonia, could endanger persons and equipment nearby.
It is critical to have a reliable, accurate, automated, and
continuous toxic gas monitoring, controlling, and pre-
diction system.

On the other hand, finding the proper sensor and
monitoring system for industrial area and the environ-
ment can help automate the gas detection process [2].
*e Bhopal gas tragedy happened in the year of 1984, and
the Visakhapatnam (Vizag) gas leak, as well as a number
of other industrial accidents, occurred at night or when
the plants were about to restart after a period of inactivity
[3]. Sensor fault detection methods were developed to
detect the faults in the sensor dataset [4]. It is vital to
utilize as much data as available while evaluating their
influence by measuring their information quality to
execute the utmost accurate detection of crucial devel-
oping defects. Time series analysis and forecasting ap-
proaches are utilized to evaluate the course of critical
performing defects and estimate future values to discover
them as early as possible [5]. A remote monitoring
terminal detects the site’s environment and gas con-
centrations. Remote sense terminals are used to detect
scene circumstances and gas concentration states. *e
control station manages the main station’s connection to
the network of remote detection terminal information
and sends timely alarm data to your phone via the GSM
module tracking terminal [6]. To identify the presence of
numerous different types of gases in a sample or in the
environment, an IoT-based dangerous gas monitoring
system is designed that will include several sensors and
components, and the fault data detection method is
applied to the sensor dataset to detect the faults that exist
in the real-time sensor dataset.

*is research paper typically contains an introduction, a
literature review, related terminologies, a proposed system,
and results and discussion.

2. Literature Review

Shi et al. [7] developed Gaseous cataluminescence (CTL)
sensor equipment that uses aluminum/iron oxide com-
posites to detect and measure harmful gases, such as ethyl
ether, acetone, hexane, and chloroform. *e output pre-
sented that the CTL sensor equipment could respond to
ethyl ether at temperatures as low as 180°C, significantly less
than most detailed CTL reaction temperatures. *e decision
also revealed that the linear detection extent was extensive,
spanning from 10 ppm to 58 ppm (R� 0.998, n� 7), and that
the detection boundary was low (4.30 ppm). Furthermore,
the CTL sensor had a reaction time of 4 s and a resumption
time of 8 s for ethyl ether detection, which was fairly quick.
*e word error refers to soft faults discovered in sensor
information, typically identified in the framework, just as
missing values, outliers, bias, drifts, and uncertainty, which
should be identified, measured, and eliminated or rectified to
enhance the value of the sensor data. To explore the various
types of sensor data errors that contribute to sensor in-
formation contamination, as well as existing solutions for
detecting and correcting those mistakes that can be
implemented at the layer of the IOT architecture. *is re-
search work considered a limited number of gases. Sun et al.
[8] proposed a system to monitor the harmful gas for the
tunnel. *e dispersion of NOx and CO in the tunnel over
time and space was studied. NOx absorptions were lower
than 2mg/m3 and CO absorptions were lower than 3mg/m3

about 4 minutes after the trains passed the monitoring
stations. *e combinations of CO and NOx in the yang-
bajing1# tunnel, which is 3000 meters above sea level, diesel-
hauled, and has a length of more than 3 kilometers, can meet
the specifications in the code for design on managing the
ventilation of railway tunnels (tb10068 - 2010) during
natural lighting circumstances, as per the outcomes of on-
site selections of hazardous gases. Only CO and NOx were
evaluated in this study.

Takami et al. [9] suggested sensor data analysis with
machine learning. Machine learning can enable advanced
maintenance, such as degradation diagnostics and predictive
maintenance when used for sensor data analysis in industrial
automation. Even though factors that cause mistakes and
influence the sensor data quality are well-understood, it has
easy solutions to data quality issues, including using in-
dustry-level sensors that are more precise, sustainable, and
robust.*ese are not attainable for applications that demand
the formation of huge and dense-based sensor networks, and
so are several IoT applications. *e concept of analyzing the
data of pH sensors using machine learning was considered,
and fault data detection is not included in this paper [9].
Singhaniaet al. [10] suggested dense-based sensor networks.
In horticulture, for instance, sensors must be positioned to
provide heavy coverage and precision via huge and dense-
based sensor networks. Utilizingmany eminently precise but
valuable sensors will surpass the deployment rate. As a
result, uttermost IoT appliance employs low-price sensors,
albeit with the consumption of data quality. Using either
corporation degree or low-price sensors leads to tremendous
time and repair activities because a skilled person must fade
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out into the area to assess and renovate the whole network of
the sensors to support the data. Aside from that, retrans-
mitting data when correct data errors (lacking information)
occur does not perform well in an IoT-based application. It
is because the devices in the network are mechanized by
restricted battery and recollection. It is costly to undermost
the capability and computation power to send back the
missing data over the network, particularly if there is a large
pack of data to retransmit. *e process of retransmission
furthermore causes slow determination, which can point to
defective results. *e presentation of wireless gas observed
on an internet server will allow users to closely monitor the
value of the construction or commercial air environment
from a distance.

Namuduri et al. [11] suggested the deep learning tech-
niques that can be used on the data collected by these
sensors. It is likely that information from electrochemical
and solid-state sensors will be used more frequently for
predictive maintenance. A potential agricultural sensor for
resolving the quality of water is one example. In a typical
predictive maintenance scenario, the inceptive data pro-
duced from the destination sensor would be combined with
information from extra environmental sensors that could
influence the target sensor’s degradation. In the analysis,
only a few variables, such as moisture, temperature, pH,
pressure, and other metals and ions are considered. Zhang
et al. [12] proposed a system to identify potentially harmful
gas combinations in the smart kitchen using a wireless
transmission network software layout. Six commercial MOS
sensors were used in the sensor array, each of which was
cross-sensitive to three different types of dangerous gases. To
apprehend the awareness stages of three dangerous gases,
SVMmodels were trained using features acquired using two
methods. A five-fold cross and validation were employed for
all target gases to assess and examine the precision of various
methods. Compared to the traditional feature extraction
method, the results showed that wavelet time dispersal can
extract features more successfully. *e CO, CH4, and CH2O
models based on wavelet time dispersing characteristics had
a correctness of 98.73 percent, 100 percent, and 97.46
percent, respectively. It gives a realistic popularity technique
and detection stage for multigas sensing applications. *is
paper considered only three numbers of gases. Makiko
Kawada et al. [13] developed a new method to enhance the
correctness of the leakage price computation. *e gas strain
sensor has sufficient features, a determination of 20 Pa, and a
stableness of 0.004%, consistent with the year.*e new set of
rules of the leakage price computation has eliminated in-
tervention because of solar radiation and climate. *is al-
gorithm helped the users find the gas leakage only from gas-
insulated switchgear (GIS).

Chen [14] proposed a fault detection technique simu-
lation entrenched ordinary statistics evaluation in wireless
sensor networks. It has a spatial clustering optimization
method and generally groups to find the facts of float within
the wireless community time window over the clustering
method.It has determined the clustering information to
discern the findings of ordinary community occasions. It is
able to keep the traits of events and facilitate categorize the

odd information occasions *is paper will justify the reli-
ability and predominance of the advanced optimization set
of rules over the simulation era. Experiments demonstrate
that the fault detection fee primarily depends on peculiar
information analysis as excessive as ninety-seven percent,
which is five per cent greater than the usual fault detection
charge. Simultaneously, the comparative fault false detection
value is low and restrained below one percent.*e capability
of this set of rules is around ten percentage greater than that
of the conventional set of rules.*e comparable data include
humidity, temperature, voltage, and light and current values,
and this method was not applied to the dataset, which deals
with different harmful gases.

Tsai et al. [15] proposed a detection system to avoid
irregularity amidst the sensors depending on the machine
getting to know. *e resumption precision relies on the
Bayesian method precision because the recovery method is
standardized with the Bayesian model prediction and sensor
assessment. *e precision of resumption is 95.5% for the
dataset network aquatic microbial observing system. *e
author considered only a few parameters, such as humidity,
temperature, and light. Xu et al. [16] proposed a gas con-
centration prediction set of rules based on a new version.*e
random regression tree and gradient boosting selection tree
regression technique are decided on because of the fact the
base learning devices help the new set of rules to utilize the
output of every base getting to know the tool as an input to
educate a new model to supply a final output via the new
version. *e grid search set of rules is examined to routinely
advance the parameters so that the overall accomplishment
of the complete gadget can extend the ideal values. *e new
version exhibited the first-class prediction impact for eth-
ylene and carbon monoxide with the decency of in-shape
data of up to 0.99 and 0.991. *is model is the appropriate
handiest for predicting carbon monoxide and ethylene.

3. Related Terminologies

An artificial neural network is a basis loosely formed after a
brain’s artificial neural systems. Its major purpose is to help
in modelling techniques from difficult processes, including
pattern realization. ANNs are made of a deep convolutional
network of neurons, termed as a perceptron, in which every
unit gets many original-valued inputs (associated utilizing a
guidance function) and runs them by way of its activation
value (e.g., sigmoid, linear, and reorganized linear unit), and
they provoke an original-valued output. Each particular
input is associated with a weight, which decides the input
data’s participation in the outcome.*e basis for training an
ANN to gain knowledge is to understand the density of the
input rates so that it generates the appropriate output rate.
*ere are numerous methods for achieving this, such as the
perceptron principle for binary classification gradient de-
scent datasets, nonlinear datasets, and back propagation
[11].

A support vector machine is a machine learning-based
technique that seeks a hyperplane in an F-dimensional space
to distinguish and categorize data points. *e characteristics
are derived precisely as parables or through a process known

Scientific Programming 3



as remodeled engineering, which generates new features,
depending on the evidence and its port of independent
values. *e hyperplane is a determination dividing line, in
which information points on one part are about a particular
class and information points on the other side correspond to
the next.*e goal is to identify a hyperplane with the greatest
boundary that is the greatest distance of 2 information
points from various groups. Support vectors are information
scores nearer to the hyperplane and are used to determine
the hyperplane by maximizing the classifier’s margin. *e
determination boundary of the general data is identified for
the intrusion detection system, containing most of the data
in the peculiarity space. *en, new data deviating from the
border are labeled exceptions [12]. As the number of internet
users grows and new technologies arise, such as the Internet
of *ings (IoT concept), new and ongoing methods to
pervade computer systems and networks emerge. Some
organizations are investing more in the investigation to
identify these attacks. By correlating the best value of cor-
rectness, institutions are using clever approaches to test and
verify [17]. Support vector machines are a group of su-
pervised learning techniques for classifying and predicting
multidimensional datasets. *is class of classifiers can
minimize the empirical classification error andmaximize the
geometric margin. A maximum margin classifier is another
name for an SVM [18].

Clustering is an unsupervised fault detection method that
does not necessitate precedent information about the sys-
tematic technique or underlying information distribution. It
comprises several processes, beginning with preprocessing, in
which the fixed-width clustering method segregates and
categorizes the data in the dataset. Each corresponds to a
cluster in the corrected clustering process, and the infor-
mation score is into the interior part before the distance from
the cluster’s center. A new one is formed if no such group
exists, with that piece of data as its center. Following that, the
anomaly identification process classifies each group as
“normal” or “outlier.” *e user must, therefore, decide the
ideal number of clusters or cluster width. It is accomplished
by computing the Euclidean distance amidst two clusters. If a
cluster’s typical intercluster distance is more than one stan-
dard error out of the way from the average cross distance, it is
considered an outlier. *e variables in the outlier groups are
then examined carefully with the help of nearest neighbors
and timestamps to establish whether they are events or true
abnormalities. Harmful gases in the industrial area are de-
tected and shown on display. *e appropriate decisions have
been taken to reduce pollution in the commercial plant and
ensure a healthy job atmosphere for the employees [19].

A Bayesian Network, often called a belief network, is a
problematic graphics method based on Bayesian inference. It
employs a counselled acyclic graph to represent several ele-
ments and their provisional relations. It can be utilized to
estimate the probability values of an unknown point utilizing
data from those other parameters. As per the chain rule of
probability, the joint possibility distribution of the elements a,
b, c, and d is expressed [20]. It also fulfils the local Markov
substance, which expresses that provided its parental values,
each parameter is unrelated to its nondescendants, reducing

the chain rule. *is architecture uses the sensor node idea for
the gas parameter layer. *e attributes and parameters for the
hazardous gases that the gadget assesses are all the same in
principle and customized for each gas (CO and NO2). A “gas
sensor” and a “gas sensor driver” will be included in each
sensor node. *e driver board comprises multiple compo-
nents that enhance and transform the sensor’s output current.
A connector board, external resistor, and low pass filter have
been used to regulate the voltage [21].

Anyhow, the statistical testing of a slop distribution is
essential for the reliable detection of gas leaks [13]. In the gas
leakage detection system [13], based on the filtered data of
diminished gas leak rate, the gas pressure was determined
using the regression analysis. *is method is generally used
to determine the rate of gas leakage. *e GBDT regression
method employs the boosting model, which consists of two
main parts: the core values of the GBDT regression tech-
nique and the decision tree values. Among the frame values
of GBDT, the sampling portion “subsample” and the
learning data “learning rate” are the most important. *e
GBDTregression algorithm takes the biological sample, and
when the sampling proportion equals 1, it uses the learning
rate. In other words, the samples are all sampled, identical to
the nonsampling process. In regression analysis, one ormore
variables are modeled and analyzed to determine the rela-
tionship between the dependent and independent variables.
*e objective of regression analysis is to determine how the
characteristic value of the established variable changes whilst
any impartial variable is varied, at the same time as the other
impartial variables stay regular [22].

Fault data in sensor measurements to infuse NOISE
faults: we take a series of models and inject an arbitrary value
sapped from general distribution to every sample in the
severity of NOISE faults (Table 1). Formedian and high-level
intensity faults, as well as problems with a reasonably long
duration generally, the 1-step ahead forecasting situated
approach is beneficial for identifying concise to intermediate
duration faults. Still, the l-step ahead anticipating positioned
technique is essential [23]. When faults last for an extended
period [4], as expected, methodologies can diminish the
number of false positives and negatives.*e positives are not
true. Detecting errors with two (or more) procedures in
succession can result in more false positives. Outliers and
events are two types of outliers. In natural tracking, sensor
knowledge can vary from predicted rates because of an
unforeseen event or external part of familiar explanations
(outliers). If the faulty specimens do not meet some
established fault techniques, it is adorable that the result has
attended different or are merely extreme values. Contingent
information around the sensors and the phenomenon being
observed, if these data result from an exploring alternative in
this setting.

4. Proposed System

In multilayer artificial neural network, Figure 1 depicts the
system architecture of an automated IOT-based smart
harmful toxic gases and environment monitoring system
that measures the concentration of a certain gas in the air to
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monitor toxic gases and environmental conditions [24].*is
system is designed for stationary gas detection using remote
or local sensors. Depending on the different gases involved
and the size of the work area, one or more types of gas
detectors may be utilized in the same area. Globally, air
quality is deteriorating, and indoor air pollution poses a
severe hazard to the health of humans. Pollutants in indoor
air are often made of a variety of volatile organic compounds
(VOCs) that are generally toxic to humans, particularly
those with low molecular weights [25].

Furthermore, multiple VOCs may be present in some
conditions. Hence, a device that can detect one or more
VOCs simultaneously would be the most advantageous.*is
system combines various types of sensors and technology,
such as the AQ3 gas sensor, Grove gas sensor (MQ3),
DHT11 sensor, MiniPID 2 HS PID sensor, open path in-
frared (OPIR) industrial gas sensors, ESP8266WIFI module,
active buzzer, and so on. Because it has been designed to
operate in a wide range of environments with extreme
conditions, it is highly specific and intended to measure the
gas[26]. *e AQ3 gas sensor functions in various situations
and challenging circumstances. AQ3 gas sensors detect
gases, such as nitrogen dioxide, ozone, carbon monoxide,
and sulfur dioxide (SO2). *ey will, nevertheless, respond to
various gases to some extent, achieving individual tem-
perature and cross-sensitivity adjustment. *e irregularity
detection manner may also easily assess or contain a greater
complex analysis. *erefore, the power signature seize is
coordinated with the chosen IoT operation using the
microcontroller program. *e abnormality detection man-
ner knows which operation is related to the power signature
[27]. *erefore, it no longer wants to perceive the IoT op-
eration from the obtained signature. It simply assesses if the
received power signature is in the ordinary power intake
variety of the comparable IoT operation [28].

*e central detection of anomalies relies mainly on the
spatiotemporal association standard of anticipated data. *e
hypothesis of the anomalous data detection technique is the
feasibility of information failure of all nodes within wireless
sensor networks. *e respective single node within the
wireless sensor network is served by data vi [29]. *e
concerned ai denotes the sensing data node like the re-
spective single node vi. *e respective parameters of the
respective detection accuracy rate and the respective
warning rate are C and so on [19]. *ey will respond to
various gases, achieving individual temperature and cross-
sensitivity adjustment. *e Grove gas sensor module can be
utilized to find gas leaks. It can find benzene, CH4, hexane,
alcohol, LPG, and carbon monoxide. Measurements can be
directed very soon to their high-level sensitivity and quick

Table 1: Comparison of algorithms with used dataset.

Author Algorithm/method Dataset Metrics Purpose

Sharma et al.
[4]

Rule-based (heuristic) methods,
histogram-based method, and
hidden Markov model (HMM)

Berkeley dataset, Great
Duck Island (GDI)
dataset, NAMOS

dataset

Accuracy, false
positive, false

negative

For diagnosing faults, heuristic rules are
developed to detect abnormal sensor
behavior based on sensor correlations.

Anomaly sensor measurements are flagged
as faults by leveraging this information

Chen [19] Centralized anomaly data
detection Real time dataset Fault detection

rate

To enhance the fault detection technique of
correlated irregular information analysis

and abnormal event detection
Tuan Anh
Nguyen [23] Fault-injection algorithms Sensor Scope dataset Fault detection

rate To detect and classify faults in sensor data

Mahmudul
Hasan

Artificial neural network
DS2OS Accuracy,

precision, recall

Identify the attack and detection anomalies
in the internet of objects (IoT)

infrastructure
Support vector machine

Decision tree

Tsai et al. [15]
Automatic threshold selection,

impermanent faults, fault
recovery

Airbox open data, Accuracy, fault
detection rate

Design the architecture of detection system
and prevent anomaly amongst sensors

based on machine learningIntel lab data

1

2

3

4

5

6

7

8

9

1011

Power supply

GND

Figure 1: Hardware components of automated IOT-based smart
harmful toxic gases and environment monitoring system. 1. LCD
display, 2. SIM, 3. DC active buzzer, 4. MiniPID 2 HS PID sensor, 5.
AQ3 sensor, 6. Arduino board, 7. ESP8266 WIFI module, 8. Cloud
server, 9. IR5500 open path infrared gas detector, 10. MQ3 sensor,
and 11. Temperature and humidity sensor.
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reaction time.*e potentiometer can be utilized to revise the
sensitivity value of the sensor [30].

DHT11 is a low-cost digital temperature and humidity
sensor. *e connection to this sensor is made simply to any
microcontroller, such as an Arduino, to compute the value of
humidity and temperature of the environment in real-time
[31]. It can detect humidity levels ranging from 20% to 90%.
It is one of the sensors that belong to the DHT series. Its
purpose is to read the sensor’s humidity and temperature.
*e digital number from which the output of the DHT
sensor must be read is called PIN. Industrial gas sensors with
open path infrared (OPIR) detect hydrocarbon gases, sili-
cones, hydride gases, and halogenated hydrocarbons in vast,
open regions. Because open path infrared gas detectors work
similarly to point infrared gas detectors, with the exception
that their detection path can be extended to more than 100
meters, they can identify big and small gas leaks by mon-
itoring LIL-m and ppm-m ranges [32]. Because the MiniPID
2 HS PID sensor is more sensitive and capable of detecting
trace quantities of VOCs, such as carbon, excluding carbon
dioxide, carbon monoxide, carbonates or metallic carbides,
carbonic acid, and ammonium carbonate, it is employed in
this invention. Because of its straightforward connectivity,
ESP8266 is utilized as an access point (AP Mode) to provide
wireless internet access to any microcontroller-based design
[33].

An active buzzer alarm module for Arduino is an audio
signaling device that is more expensive than a passive buzzer
but easier to manage. Buzzers are frequently utilized for
timers, alarms, and the affirmation of human input, such as a
keystroke or mouse click. *ingSpeak is a cloud-oriented
IoTanalytics platform that enables users to gather, view, and
analyze real-time data streams [34]. Data may be supplied to
*ingSpeak from our devices, and web services can be used
to build rapid representations of live data and deliver
warnings/alerts. To set up *ingSpeak, a user account and a
channel would be created. Install *ing Speak Communi-
cation Library for Arduino and configure with my Channel
Number and my Write API Key variables. Every 20 seconds,
it takes an analogue voltage from pin 0 and publishes it to a
*ingSpeak channel. We utilized *ingSpeak to commu-
nicate several values to *ingSpeak from Arduino. For each
value to send, we used set field (#, value) and *ing Speak.
With the help of *ingSpeak, data can be sent from devices/
sensors to the cloud and stored in either a private or public
channel.

Figure 2 depicts the various types of sensors that con-
tinuously monitor the gases in the environment and transfer
data to a server for storage and future use. While contin-
uously monitoring, an alert will be raised if any gas levels in
the air exceed the normal range. An alert notification will be
sent to the organization’s safety control board, workers’
mobile stations, and the nearest police station alone. If
necessary, it sends the data to the cloud and then plots the
sensor data in the graphical form [35].

As illustrated in Figure 3, it is important to ensure that
the sensor data is in the correct format or structure before
applying anML algorithm [36]. Preprocessing is the term for
this. Denoising and dimensionality reduction are the

examples of preprocessing procedures. Eliminating noise
from a signal is known as denoising to increase the signal
ratio to noise. By obtaining a set of principal variables,
dimensionality reduction reduces the number of random
variables considered. It can be split into two categories:
feature extraction and feature selection. Dimensionality
reduction is lowering the number of independent variables
in a dataset while preserving as much information as pos-
sible. *e data collected/gathered will be analyzed
continuously.

4.1. Error Detection. Multilayer artificial neural networks
(MLANNs) and the hidden Markov model are utilized to
detect mistakes in the sensor dataset. Hidden layers are
found in multilayer artificial neural networks. *ese will, of
course, be utilized for more complex tasks than the per-
ceptron. ANNs with one hidden layer, and it simplifies with
the feed forward back propagation algorithm. Feed-forward
networks are those one can input on the left and reproduce
in advance to have an output. An ANN with 2 sigmoid parts
in the hidden layer is shown below. All of the units’ weights
have been set arbitrarily. It is a multilayer feed-forward ANN
that analyzes a signal’s sliding windows to permit translating
between the past and current values. *e examples are based
on the same real-time-oriented datasets we are using to
assess the occurrence of sensor defects. More information on
these datasets is provided posterior in the substance. In real
datasets, some sensor reading errors were discovered. *ese
examples provide readers with a visual understanding of the
types of defects that can occur in practice and motivation for
the fault model.

*e real-time data that must be included in the sensor
can be obtained from the internet from all over the world,
and the time series sensor data will be included in forecasting
future beliefs and detecting abnormalities, with the variance
being found to be comparable to a specified limit and being
unconnected to the fundamental physical phenomena.*ere
are three types of faults: the first type is a constant fault,
which defines the high number of consecutive samples, and
the sensor reports a consistent value. Compared to “typical”

START

Read Real time sensor data

Threshold
Value

AbnormalNormal

Send to Cloud &
Public

Interrupt/Alarm

Figure 2: Process flow diagram of a Gas monitoring and con-
trolling system.
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sensor readings, the described constant rate is very low or
very high. *e second type is a short fault, which is the
difference between two consecutive data points, with a
significant variation in the actual values. *e third type is
NOISE fault. *e measured value becomes more variable.
NOISE faults, except short faults, influence a single sample
simultaneously with the impact of a series of samples.
SHORT and NOISE faults were first distinguished and
personalized but only for a single dataset to categorize the
three categories previously defined as expressing the “data-
centric” perception of fault classification, i.e., the fault kinds
are expressed in terms of incorrect data characteristics.

Convolutional neural networks (CNNs) can be used to
discover anomalies in this system, which involves using time
series sensor data to predict future values and comparing the
deviation to a predetermined threshold. While it is un-
imaginable to determine the main driver for sensor blames
all the time, a few framework (equipment and program-
ming) flaws have been known to bring about sensor issues.
*e run-of-the-mill equipment has been seen to motivate
sensor issues to incorporate harmed sensors, short-circuited
associations, low battery, and adjustment mistakes. A
learning-based strategy may be more suitable for phe-
nomena that are not spatially. As an illustration, if the se-
quence of “normal” sensed data and the impact of the
sensor’s faults on the described information for a sensor is
well-comprehended, we can develop a framework for the
dimensions observed by that sensor utilizing learning-based
techniques, such as integrated hidden Markov models and
artificial neural networks. Fault detection plays an important
role in identifying permanent (very long-lasting) missing
defects (lack of sensor readings). Long term irregular de-
tection components save the data from real-time irregular
detection components, while the real-time irregular detec-
tion components continue to determine whether each sensor
is malfunctioning. As many parameters must be trained on a
regular basis and because these operations must operate with
enormous amounts of data, they must be batch processing
jobs.

4.2. ;e Types of Faults and ;reshold Selection. *e
threshold is performed by comparing the real measurement
value to the predicted value to determine if the data is er-
roneous. *e threshold can easily influence the accuracy.
False negatives rise if the threshold is set too low, and the
value of a false positive is enhanced if the threshold is set too
high. As a result, the threshold could be carefully chosen to
balance both false negatives and positives. Because the
dataset contains incorrect data and the estimated error may
be disparate during the validation phase, we must first
discard the highest variability estimation error and choose
other maximal estimation errors as the threshold.

(1) Sorting estimation errors in ascending order
(2) Sorting the estimation error sequence into

categories.
(3) Determine the slope of each group.
(4) Determine the difference in slope between the two

groups. *e impermanent fault sensor showing is
periodically good, and sometimes, it is terrible. *is
problem shows up as very high or very low infor-
mation. *e data from the sensor is combined with
noise information. Hence, a noise fault is recognized
if there are no long continuous faults in the sensor’s
log.

Successive error detection is typical in persistent faults.
*us, when a successive error is identified, all we have to do
is identify it as (by observing standard deviation ST) the
following:

(i) Absolute (continuous) faults: compute the standard
deviation of sequential sensor readings, where ST is
zero.

(ii) Bias drift faults: while the ST should be modest, the
bias was introduced as an offset in the output.

(iii) Degradation faults: a defect that constantly changes
and is mostly driven by drift velocity. Analyze the
differences between the measurement and the

Data 
Analysis 

Denoising & 
Dimensionality

Reduction

Sensors / IOT 
devices
Data 

Acquisition

Integrated RNN & CNN

Prediction Result

Figure 3: Stages of data preprocessing, analysis, and prediction.
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predicted value to see if standard deviation has to be
raised.

*e verification of event anomaly detection optimization
techniques falls under the second category. *e offset
reading of fault types precalibration algorithm has been
verified, and the random reading fault types algorithm has
detected. *e experiment mainly validates the algorithm’s
detection accuracy and the common error detection value
for the performance test of the algorithm before calibration.

5. Results and Discussion

If at least one of the methods flags a sample as bad, this
method flags it as problematic. *e goal of this strategy is to
reduce false negatives. It is, however, susceptible to false
positives. *e accuracy and robustness of these procedures
must be assessed. We should ensure no incorrect samples in
the dataset before adding flaws. To achieve this, we used a
real-world dataset, including observations, to introduce the
defects of the sorts into sensor measurements.

Furthermore, because we did not have any field data on
the defects for this dataset, we had to depend on various
visual inspections and feedback that the dataset was fault-
free. *ere are two benefits to using the same strategy. For
starters, inserting flaws into a dataset provides a precise
“ground truth” that can be used to comprehend how well an
identification system performs. Furthermore, we may
control the severity of a fault, allowing us to investigate the
limits of every recognition method’s efficiency and analyze
various methods at low-level fault intensities. Even though
several of the faults we’ve seen in current real-world datasets
are of quite a high-intensity rate, we regard it critical to know
how mistake detection techniques behave over a range of
fault intensities. We also incorporate defects in the training
data to build the hybrid HMM and ANN model. For each
fault, we confer the detection achievements of several ap-
proaches. *e number of errors discovered, false positives,
and negatives are three indicators we use to assess the ef-
fectiveness of various approaches.

*e AQ3 carbon monoxide gas sensor uses 4 electrode
electrochemical technologies. It has a measurement range
of 0 ppmCO to 10 ppmCO. Its maximal overload is 50 ppm
CO without a board and 30 ppm CO with the board.
Constant fault occurs when a sensor produces a constant
rate for several consecutive samples. *e time-series sensor
data will be used to anticipate future values/data and detect
irregularities by comparing deviations to a preset threshold
unrelated to the underlying physical events. As illustrated
in Figure 4, the highlighted data in red color are the injected
data, which is valuable in the training dataset. Our paper
focused on two phases: phase 1 is to detect the toxic gases
from the environment using different types of effective
sensors. *e live data sensor reading is sent to the cloud
through the internet. Phase 2 focuses on monitoring, early
detection, and prediction of toxic gases in the environment.
To improve the early detection and prediction of toxic

gases, it is important to improve the data analysis on the
given dataset. We are using a hybrid model of ANN
&HMM to detect the fault data in sensor reading. We tested
our hybrid model in different ways. *e first way is that we
took 200 sensor reading samples from AQ3 sensor and
injected 100 fault data into the hybrid model of ANN
&HMM. Our model performed well and produced a good
result in detecting the fault data, as shown in Figure 5 and it
was compared with the linear least squares estimation
method and hidden Markov model. We considered the
dataset gas sensor array under dynamic gas mixtures from
which we took sensor readings of 50 carbon monoxide
samples. We injected 20 fault data, and our model pro-
duced good results. *e analyzed data will help improve the
prediction accuracy.

*e defective samples are detected using the ARIMA
one-step and L-step approaches. *e ARIMA (one-step)
method is better suited for identifying SHORT defects than
the ARIMA (L-step) method. *e Hybrid model of ANN
&HMM is compared with the ARIMA one-step model,
which produced a detected percentage of total faulty samples
of 96.7. Assume that the L value is 120. Its false positive rate
is 0.02, which is greater than the false-positive rate of the
proposed method, as shown in Figure 5, and the proposed
method produced 81.2 percentage of faulty samples, which is
less than the ARIMA one-step model. Hence, our model
outperformed well with a good false-positive rate.

*e performance of the hybrid model of ANN &HMM
is compared with that of the ARIMA one-step model. *e
detected percentage of total faulty samples is 76.7, with a
false positive rate of 3.It is greater than the false positive
rate of the proposed method and the ARIMA one-step.
*e proposed method produced 81.2 per cent of the faulty
samples, which is greater than the ARIMA L-step model.
Hence, our model outperformed well, with a good false-
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Figure 4: Comparison of false positive rate of the hybrid HMMand
CNN with the existing method (LLSE).
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positive rate and percentage of total faulty samples de-
tected, as shown in Figure 6. Our proposed model has
increased the 0.10 percentage accuracy compared with the
precalibration algorithm.

*e fault data detection accuracy of the hybrid model
of ANN &HMM proposed in this paper is significantly
higher than that of the precalibration algorithm but lower
than the accuracy of the random reading algorithm. It can
be seen from Figure 7 that the hybrid model of ANN
&HMM is compared with the error rate of existing al-
gorithms. *e algorithm proposed in this paper has low
error rate than both algorithms, such as the precalibration
algorithm and random reading accuracy and a lower error
detection rate when dealing with ANN &HMM, as shown
in Figure 8.

6. Conclusion and Future Scope

As a result of growing industrialization and concerns about
the global impact of air pollution, there is a growing demand
for automated gas monitoring and control systems. *ere
are several flaws in traditional methods for evaluating and
identifying the presence of numerous different types of gases
in a sample. To address this issue, we designed an IoT-based
dangerous gas monitoring system that will employ several
sensors and components, including AQ3 gas sensors, that
can sense a variety of gases: ozone (O3), carbon monoxide
(CO), nitrogen dioxide (NO2), and sulfur dioxide (SO2) are
mostly used for environmental monitoring in the ambient
environment. Our newly proposed IOT-based toxic gas
monitoring system performed well. To improve the accuracy
of the early prediction of toxic gas existing in the envi-
ronment and to reduce the false positive rate of the model,
effective data analysis is mandatory. Hence, we have applied
the hybrid HMM and the ANN method to detect the fault
data, which exist in the sensor dataset.*e hybrid HMM and
ANN fault detectionmethods performed well on the datasets
and produced a 0.01% false positive rate. *e fault data
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detection accuracy of the hybrid model of ANN and HMM
proposed in this paper is significantly higher than that of the
precalibration algorithm. Still, it is lower than the accuracy
of the random reading algorithm. *e proposed system will
be tested on different datasets with different parameters or
features in future work.
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