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With the development of computer graphics technology, the application of 3D visualization simulation technology has become
increasingly widespread.)is paper develops a three-dimensional visualization simulation system for water bodies by studying the
general model of regional landscape space and water quality purification. )is paper mainly does research on rapid dynamic
rendering and modeling technology of water landscape based on 3D image technology and uses the 3ds Max Material Editor to
map the enhanced 3D landscape design to complete the design, and the designed landscape feature data will be saved in the system
data statistics unit for later query.)is article also expounds the entire process of alternative simulation construction and confirms
the feasibility and superiority of alternative modeling methods throughmultiple case comparisons. Alternative modeling methods
are used as the main way to construct waterfall scenes, that is, simple models are combined with texture mapping, particle effects,
and other forms to replace complex models, while ensuring the simulation effect, and the complex models are presented in the
most simplified way tomake the virtual scene. It is well performed in terms of authenticity and real time.)e research results show
that the designed system design renderings are extremely clear and of good quality; they have a high score in the water landscape
design. Moreover, the system application cost is low, energy consumption is low, and operation efficiency is high.

1. Introduction

Water body is a common natural scene in real life. Simulation
research on water body has important theoretical significance
and practical value in many fields such as landscape simu-
lation, online games, film and television special effects, and
water conservancy engineering. Due to the irregular shape
and random variability of water bodies, water body simu-
lation has become a research difficulty and hotspot in the
simulation watershed. At the same time, it has also aroused
the interest of countless researchers. )e water body is
simulated. However, due to the limitations of computer
hardware equipment, there is still a contradiction between the
authenticity and real-time nature of water simulation. Fish
and bear’s paw cannot be achieved at the same time. )is
requires a balance between authenticity and real time [1–5].
)e 3D image technology is shown in Figure 1.

)e application field of water body simulation requires
simulation effects so that water body simulation has three

characteristics: authenticity, real time, and interactivity.
Authenticity refers not only to similarity in form, but also to
having a sense of reality in terms of object features. At
present, particle systems and fluid dynamics are mainly used
to express the shape of water bodies, and rendering tech-
niques such as environment mapping and ray tracing are
used to realize the refraction of light by water bodies. In
terms of real-time performance, technologies such as GPU
hardware acceleration and LOD are used to increase the
rendering speed and ensure the real-time performance of
water body simulation. Interactivity refers to the dynamic
effects of the interaction between the water body and other
objects, such as waves caused by the ship when sailing and
floods hitting buildings. Authenticity and real time are the
goals that water simulation research and development are
constantly pursuing, but these two characteristics have very
high requirements on computer hardware. When pursuing
high real-time effects, realism is often sacrificed. Water
simulation modeling methods are controlled by the
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development of computer software and hardware. In the
early days, texture mapping and parameter modeling were
generally used to achieve simulation effects. )e develop-
ment of GPU technology enabled the use of particle systems,
fluid dynamics, and other methods. )e authenticity of
water simulation effects, real time, and interactivity are also
gradually increasing. At present, the common water simu-
lation performance methods include texture mapping,
surface parameters, particle systems, fluid dynamics, and
wave functions. With the continuous improvement of water
body simulation requirements, modelingmethods tend to be
integrated with multiple methods, and comprehensive
treatment is adopted to complement them in order to
achieve better water body simulation results [6–12].

Compared with other landscapes, water landscapes are
more distinctive. )ey not only meet the objective re-
quirements of human aesthetics, but also have aesthetics and
spiritual contributions.Water landscape is the product of the
combination of human aesthetic standards, culture, and
water [13–18]. It is the evolution product of human civili-
zation that perfectly integrates human mythology, literature,
and other conceptual forms and tangible entities such as
architecture and ornaments with the water landscape of a
certain designated area. People use the principle of VISC
conversion of computer graphics to realize the conversion of
data to graphics, display the graphics on the screen, and
finally meet their needs through interactive processing.
From a long-term perspective, people will still meet their
different needs from different data structures, algorithms,
and mathematical theories, and they will also get a variety of
three-dimensional visual models according to different
computer software and hardware configurations. )ese
calculated accurate models will be put into actual produc-
tion. Regarding the actual requirements for the visualization
of water bodies in the water system, the water quality model
can be used to simulate the required water bodies [19–21].

Traditional methods usually use virtual design methods
to improve the authenticity of water design works. However,
the virtual design method has disadvantages such as large
data collection error and picture distortion. With the rapid
development of electronic technology, electronic drawing
and computer visualization technology are gradually opti-
mized. Since the 1960s, two-dimensional drawing has
evolved into the current three-dimensional virtual simula-
tion method [22–26]. )e three-dimensional virtual simu-
lation method can present the actual environment with high

precision. It has important application value in the fields of
medicine, urban planning, design, and manufacturing.
)erefore, this article applies 3D image processing tech-
nology to landscape design, designing a landscape design
system based on 3D image processing technology [27–33].

2. Water Landscape Design System Based on 3D
Image Processing Technology

2.1. Hardware Design. Virtual reality technology is a com-
puter-generated three-dimensional digital model of a scene
model that exists or does not exist in reality and imports the
virtual reality technology into the virtual reality software to
generate a visual, auditory, and tactile model that can be
viewed from all angles. )e modeling technology of water
landscape based on 3D image technology is shown in Fig-
ure 2, which is mainly used to store garden design examples,
plant picture collections, plant graphic symbol libraries, and
scenery picture collections, which are used to provide de-
signers with landscape design materials. In the landscape
planning of the model scene design unit, the scene design is
mainly completed through the three-dimensional model.
)e structure of the three-dimensional model is shown in
Figure 3. )is module mainly contains the architectural
landscape point elements, which are directly produced using
ArcGIS 10.2. First, construct a three-dimensional geometric
model, and introduce the basic building information and the
two-dimensional CAD distribution map. Set real textures to
the buildings to achieve a landscape design close to reality.
)e 3D landscape image can be preprocessed during design.
Finally, the 3ds MAX material editor is used to the enhanced
3D landscape design drawing for texture mapping. )e
feature data such as landscape name, basic functions, land
area, and elevation data are all optimized with ArcMap to
construct a feature database for landscape design.

2.2. 3D Image Processing. )e rendering of model colors in
landscape 3D design must be implemented based on real
landscape images. Decompose the covariance of Lw

according to the relevant theory:

DLw
� F L

T
w  � FEFT

, (1)

where E represents the diagonal matrix of eigenvalues and F
represents the orthogonal matrix. )en, the linear whitening
matrix is

U �
F

T

��
E

√ . (2)

)rough the above analysis, s covariance matrices can be
obtained:

Ds � F ss
T

 

� UF LwL
T
w U

T
.

(3)

In order to overcome the shortcoming, that is, the 3D
image base is too difficult to roughly increase the compu-
tational difficulty, the 3D image features must be processed
by dimensionality reduction. Distribute the eigenvalues in

Figure 1: 3D image technology.
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descending order, and select eigenvalues with large values to
obtain the reduced-dimensional diagonal matrix; then,

U �
1

��
E

√
D

T
, (4)

where D describes the variance and U represents the 3D
landscape image after dimensionality reduction. After the
above operations, the observation vector of the 3D landscape
image is

s(t) � s1(t), s2(t), . . . , sa(t) 
T
. (5)

)e above formula conforms to

s(t) � ULw(t). (6)

)en, the statistics of the independent components of
the 3D landscape image are

zj(t) � βj1, βj2 . . . , βja 

s1(t)

s2(t)

· · ·

sa(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

In the formula, βja describes the independent compo-
nents of the 3D landscape image. In summary, selecting a
reasonable image base for 3D landscape images can mini-
mize the amount of calculation while not causing 3D image
distortion. )e auxiliary virtual environment gives people a
sense of psychological reality and can directly act on all
objects in this virtual environment. )e human-computer

interaction functions of virtual reality technology provide
people with a platform for experience and simulation
training anytime and anywhere. First of all, it plays a pivotal
role in simulation training in the military and aerospace
fields. )e evaluated x and y are shown in Figure 4.

After the 3D landscape image is preprocessed, when
enhancing the 3D landscape image, the 3D landscape
image is first enhanced in the frequency domain, and the
pixel grayscale of the image is converted into a new image
grayscale based on a fixed function to obtain the image
grayscale feature. Obtain the enhancement function of the
gray contrast of the edge of the image, and realize the
enhancement of the 3D landscape image features. Suppose
g″(a, b) is used to describe the preprocessed 3D landscape
image, yjui′ describes the neighborhood of random pixels
dsg′ in the 3D landscape image, vwer′ describes the number
of values of each image feature, and cwer′ describes the total
value of the number of image pixels; then, use the fol-
lowing equation to enhance the image in the frequency
domain:

Kqwu′ �
cwep′g″(a, b)

yjui′dsg
′

vwer′⊕hgtu′ . (8)

In the formula, hgtu′ describes the gray value distribution
of the 3D landscape image. Assuming that the number of
occurrences of various gray values in a 3D landscape image is
set to θ(a,b)

′ which describes a random point in the image,
(a+ n, b+m) describes the disturbance point of the image,
and (a+ n, b+m)kl describes the corresponding points of (a,
b) and (a+ n, b+m); then, obtain the new image grayscale by
the following formula:
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cpoi′ �
(a + n, b + m)

kl

(a, b)(a + n, b + m)
⊕
θ′

yjui′
. (9)

Assuming that the first-order differential function of the
image is ϑpoi′, the inherent characteristic of the 3D landscape
image is uwer′, and the amplitude-frequency characteristic
function is set to esgh′; then, the grayscale characteristics of
the image can be obtained by the following formula:

ryup′ �
esgh′ ± ϑpoi′

uwer′
± esgh′. (10)

It is assumed that the variance of the original image
block and each adjacent basic image block after merging is
φuip′, and the ratio of the total image occupied by each image
block is set to λwepp′. )e enhancement function of the edge
gray contrast of the 3D landscape image is

ε′ �
λwepp′φuip′

gtu
′

grty′. (11)

In the formula, gtu
′ is the mask operator and grty′ is the

texture attribute in the low frequency range. )e predicted
value is shown in Figure 5.

Assume that the texture attribute weight space in the low
frequency range is η and that the relevance of each pixel in
the 3D landscape image signal when it is near in the spatial
domain is set to MPOL′; then, the 3D landscape image feature
enhancement method is

ϖpo
′ �

MPOL′ηXZ
′

Zsdj′Kqwu′
⊗ yup′
ϖpo
″ cpoi′

ryup′
ε′. (12)

In the formula, Zsdj′ describes the structural information
of the 3D landscape image and ϖpo

″ describes the variance of
the original image block and the basic image block of each
neighbor. Based on the above processing, the 3D landscape
image feature enhancement can be achieved, and the
landscape design image clarity is improved.

3. 3D Visualization Simulation Technology

In recent years, with the continuous improvement of virtual
reality technology and the rapid advancement of computer
technology, people have become more and more aware of
the importance of virtual reality technology, and it has been
used in many industries, showing broad development
prospects. Developed countries began to study the emerging
research field of scientific visualization in the late 1980s. It
can effectively obtain accurate data. )e essence is to track
the simulation calculation process through graphics and
image processing, and the results are on the screen. )e
above shows that the interactive processing method closely
integrates the graphics and image processing understanding
technology and the human-computer interaction technol-
ogy and finally produces complex multidimensional data
image graphics. At present, the field of scientific computing
visualization research mainly focuses on the research of
computing environment, the research of virtual

environment display equipment, and the research of sci-
entific computing visualization technology. (1) As for re-
search on the computing environment, in the high-end
computing environment, massively parallel computers with
distributed storage, symmetric multiprocessors with shared
internal storage, and multiprocessors with distributed
shared internal storage have come out one after another. In
low-end aspects such as PCs, multiprocessor structures and
parallel processing functions have also appeared to improve
the quality and efficiency of scientific computing. (2) )e
research of virtual environment display devices and the
development of wall-type large-screen displays are suitable
for true three-dimensional display. )e cave-like display
device with immersive characteristics provides methods and
means for the generation and performance of huge amounts
of data. (3) )ere are currently two main types of scientific
computing visualization technology that can be studied: one
is the study of various application models, and the other is
visualization technology.)e research of various application
models is based on simulation and design application
models. It uses visual insight to interactively solve various
problems and processes data from different disciplines such
as medicine, geology, meteorology, physics, and biological
sciences. Graphical information that can be intuitively ac-
cepted by human vision and the research of visualization
technology, distributed, collaborative, and immersive
technologies have become the current mainstream research
directions. )e prediction is compared in Figure 6.

Water simulation is an important research and devel-
opment direction of virtual reality technology. In a virtual
reality scene, in order to increase the richness and realism of
the scene, it is often necessary to add a large number of
natural landscapes. Focusing on the needs of the water pu-
rification system and in accordance with the requirements of
project construction, the system can be roughly divided into
three parts: a water purification module, a visual simulation
module, and a data management platform. )e water puri-
fication module includes four sub-function modules: water
purification model parameter management, model estab-
lishment, model calculation, and result query. )e visual
simulation module includes six sub-function modules: scene
management, modeling, channelization, topography, geo-
physicalization, and water quality. )e data management
platform includes six sub-function modules: database pa-
rameter management, module data management, channel
data management, terrain data management, surface data
management, and spatial data management.

1. )e water purification module is one of the core
modules implemented in this project. It is based on channel
modeling, using relevant spatial information and model data
provided by the data management platform to dynamically
establish a water purification model, calculate and analyze
the water quality based on system parameters setup, and
then form a result query record to provide guiding infor-
mation for decisionmaking. 2.)e visual simulationmodule
is another core module of this project. It is based on the data
management platform to extract channel data, terrain data,
feature data, and related data information; use OpenGL
technology to dynamically draw channels, terrain, features,
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etc. Objects represent the water channel and its spatial scene
in a true three-dimensional manner; use human-computer
interaction technology to dynamically set the scene ex-
pression mode to realize the scene’s functions such as
changes in lighting and conversion of observation angles. 3.
)e data management platform is the foundation of the
other two parts, which centrally manages all kinds of data.
)is module is responsible for storing system initial data,
model data, channel data, terrain data, various object data,
etc.; it provides various datamodification, addition, deletion,
and query functions; at the same time, it provides data for
the results of model calculations of the water purification
system. )e prediction is shown in Figure 7.

)e system menu includes menu items such as “display
initialization,” “database initialization,” “system initializa-
tion,” “import model,” “model save,” and “exit.”)e “display
initialization” menu item is mainly used to set the control
parameters of the scene display, the “database initialization”
menu item is used to complete the establishment of the

database and the setting of the database parameters, and the
“system initialization” menu item is mainly responsible for
completing the reading of channel data and establishing the
system water body. In water purification model, the “import
model” menu item is used to complete the import of the
established system water purification model into the system,
the “model save” menu item is used to export the established
model in the system to a file and save it, and the “exit” menu
item is used to complete the system exit operation. )e data
management menu includes items such as “database set-
ting,” “river bank data management,” “channel data man-
agement,” “loading object management,” “coordinate point
management,” “cross section management,” and “terrain
data management.” )e “database settings” menu item is
mainly used to set the correspondence between the system
and the tables in the database and the extraction of database
parameters. )e “river bank data management” menu item
mainly maintains the spatial data information of the river
bank; the “loading object management” menu item is mainly
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used to load 3ds Max objects into the system library; the
“coordinate point management” menu item is used to
complete the functions of adding, deleting, modifying, and
querying all spatial coordinate points in the system; and the
“cross section management” menu item is used to manage
each item in the system. For the cross section data of the
channel, the menu item “terrain data management” is re-
sponsible for the management of the terrain elevation data in
this system. )e Fourier analysis is compared in Figure 8.

)e design of the terrain 3D visualization simulation
subsystem is based on the construction of the terrain ele-
vation model as the main axis; establishes the terrain cat-
egory for management, drawing, and interpolation and
other related spatial data; and designs and presents the
terrain 3D visualization simulation system. 1. Realization of
terrain elevation model. )e terrain elevation model is based
on discrete spatial elevation points, and the terrain model is
created by constructing nonrepetitive triangles. )e data in
different position is shown in Figure 9.

)e specific process is as follows. (1) Data preprocessing:
)e discrete spatial elevation point data, such as channel key
point coordinates, ground feature key point coordinates, and
actual measured elevation point coordinates, are sorted
according to the spatial distribution. After abnormal points
are eliminated, the maximum X, Y, Z values and the min-
imumX, Y, Z values of the display area are formed. Provide a
reference for the display parameters for the simulation scene
setting. (2) Spatial interpolation processing: )e distance
power inverse ratio method is used to interpolate the space
where the known points are relatively sparse, so as to achieve
a relatively uniform point density and lay the foundation for
the later construction of the triangle model. (3) Construct a
triangle, according to the original space point and the space
coordinate value of the interpolation supplementary point,
use the triangle to connect all space points, cover the entire
terrain area, and form a terrain model. In the construction
process, the system adopts the regular spatial interpolation
method in the process of spatial interpolation and uses an
interpolation radius of 5m× 5m to perform interpolation to
obtain regular gridded spatial coordinate data.)ese gridded

spatial data are stored in the system using a two-dimensional
array for three-dimensional space rendering. 2. Rendering of
terrain elevation model. In the process of terrain 3D visu-
alization, the regular grid data established by the terrain
elevationmodel established above is used to complete the 3D
simulation rendering of terrain using triangle-based surface
rendering technology. )e process includes the following
steps. (1) Establish the terrain class according to the pre-
processing results and simulation needs, constructing the
destructor and the initialization of the terrain, rendering,
and some texture-related functions. (2) Obtain the model,
associate the model with the terrain class, instantiate the
terrain class to form a terrain object, and at the same time
copy and store the two-dimensional array of the elevation
model to obtain the elevation data of the terrain. (3) Draw
the model. According to the grid vertex data constructed by
the two-dimensional array, a grid is split into two triangles,
and the triangles are drawn in a counterclockwise order.
After drawing the triangle patch for the entire area, the
preliminary three-dimensional visualization of the terrain
model is basically completed. However, in the actual process,
you need to further modify and add effects (such as color
settings, texture settings, light settings, and material settings)
to achieve a more realistic drawing effect.

)e channel 3D visualization simulation subsystem in-
cludes several aspects such as cross-sectional data man-
agement, channel data management, purification system
data management and calculation, and 3D channel modeling
and drawing. 1. )e organization of the channel model. )e
channel model is based on cross-sectional information, and
the channel model is constructed through the combination
of two adjacent cross-sections. )e specific process is as
follows. (1) Data preprocessing, extracting two adjacent
section data, corresponding to vertices, and forming 8 or-
dered vertices. (2) Construct a channel model, compose a
trapezoidal or rectangular quadrangular prism based on the
coordinate information of the 8 vertices, corresponding to
the channel data in the database, extract various parameter
information of the channel, and establish a three-dimen-
sional channel model. 2. Drawing the channel model. In the
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process of channel three-dimensional visualization, the
channel model established above is used to complete the
three-dimensional drawing of each surface of the channel
using quadrilateral-based surface rendering technology. )e

process includes the following steps. (1) Establish the
channel class, and construct the channel’s destructor, ini-
tialization, rendering, and some texture-related functions
according to the preprocessing results and simulation needs.
(2) Obtain the model, associate the model data with the
channel class, instantiate the channel class to form the
channel object, copy and store the channel’s spatial data
information and organizational structure information, and
construct the left and right dams and a bottom model of the
channel. (3) Draw the model. According to the coordinate
information of each vertex of the channel model, draw the
left and right dams and the bottom model in a quadrilateral
manner, and give different texture feature maps to achieve a
more realistic drawing effect, which is shown in Figure 10.

)e first step is modeling of other objects in the simu-
lation process of the 3D visualization scene for the water
purification system. )e drawn objects involve not only the
main objects such as terrain and channels, but also objects
such as ground objects, lawns, trees, buildings, dams, river
banks, and other modified objects. )e structure of these
objects is relatively complex, and it is difficult to express with
simple three-dimensional models. 3ds Max is an excellent 3D
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modeling tool. It can easily build 3D models of various
complex shapes. It is currently one of the most used static
modeling tools. )erefore, 3ds Max modeling tools can be
used to quickly create various complex objects and attach
textures, materials, and other attributes to the objects to
achieve a certain rendering effect. To read and draw objects,
we can use the 3ds Max tool to build a variety of different
three-dimensional models. )e established model can be
saved in the corresponding 3ds file.)erefore, as long as the
system can read these modeling files, it can easily convert
various objects and display them further. Here, the system
uses the obj file storage format as a unified interface for
object reading to read objects and their textures. In this type
of file, the object is decomposed into several triangular
patches for storage. )erefore, after installing its storage
method and reading it into the system, the object can be
remodeled and drawn in the form of triangular patches.)e
effect is shown in Figure 9. )is example is to read a 3ds
Max rosette architecture. After the system is introduced,
you can complete the translation, zoom, and rotation of the
object through the control interface to achieve better ob-
servation effects.

)e scene includes three parts: channel, lake surface, and
terrain. )e specific steps for drawing are as follows. (1)
Object loading: After modeling the above objects, load these
objects into the system in turn. (2) Scene modeling: Establish
a view class for integrated display of 3D object scenes; this
class inherits from CsGL GL class. Implement Init(),
Resize(), and other initialization functions in this class
according to the scene initialization parameters, lighting
model, and projection transformation. (3) Scene drawing:
Implement GL’s Display() drawing function in the view
class. In this function, each model is drawn in the order of
object loading, and the rotation angle of the object is set in

the local coordinate system according to the relevant pa-
rameters of the object. While drawing the scene in 3D, the
system adds simple human-computer interaction technol-
ogy to provide technicians with a multiangle view of the 3D
scene.

4. Conclusion

)is paper designs a water landscape design system based on
3D image processing technology. Designers can obtain
landscape design materials in the landscape design data
acquisition unit and then, in the model scene design unit,
realize the design based on the landscape design materials
through the three-dimensional model.

(1) )e design process can preprocess the 3D landscape
image, remove noise information and redundant
information, and use the 3D landscape image feature
enhancement method to achieve 3D landscape image
feature enhancement and improve the clarity of the
landscape design image. )e 3ds Max Material Ed-
itor is used to map the enhanced 3D landscape
design to complete the design, and the designed
landscape feature data will be saved in the system
data statistics unit for later query.

(2) )is paper also expounds the entire process of
alternative simulation construction and confirms
the feasibility and superiority of alternative
modeling methods through multiple case com-
parisons. Alternative modeling methods are used
as the main way to construct waterfall scenes; that
is, simple models are combined with texture
mapping, particle effects, and other forms to re-
place complex models, while ensuring the simu-
lation effect, and the complex models are presented
in the most simplified way to make the virtual
scene. It is well performed in terms of authenticity
and real time.

(3) )e research results show that the designed system
design renderings are extremely clear and of good
quality; they have a high score in the water landscape
design. In addition, the system application cost is
low, energy consumption is low, and operation ef-
ficiency is high.
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[20] J. Arús-Pous, T. Blaschke, S. Ulander, J.-L. Reymond,
H. Chen, and O. Engkvist, “Exploring the GDB-13 chemical
space using deep generative models,” Journal of Chem-
informatics, vol. 11, no. 1, pp. 20–29, 2019.

[21] T. Moon, T. In Ahn, and J. E. Son, “Long short-term memory
for a model-free estimation of macronutrient ion concen-
trations of root-zone in closed-loop soilless cultures,” Plant
Methods, vol. 15, no. 1, pp. 1–12, 2019.

[22] N. Pourdamghani and K. Knight, “Neighbors helping the
poor: improving low-resource machine translation using
related languages,” Machine Translation, vol. 33, no. 3,
pp. 239–258, 2019.

[23] L. Bote-Curiel, S. Muñoz-Romero, A. Gerrero-Curieses, and
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