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Due to the timeliness and short life cycle of news, the postrelease prediction is limited, and the prerelease prediction also faces
huge challenges due to the diversity and difficulty of defining influencing factors. )is paper uses the foreclosure. )is paper
proposes a news popularity prediction method based on GRU deep neural network. Firstly, a web crawler was designed to obtain
news data of different types and structures from 10 information security portal websites in China. After data preprocessing, the
Word2Vec method was used to extract features, extract key news sentences and construct a subset of content features. Establish a
GRU neural network regression prediction model to predict hot news on the Internet. )e experimental results show that,
compared with the traditional processing method, the model can process the multi-source rough data set in this paper and greatly
reduce the prediction error. At the same time, because the threshold recurrent unit structure used in this paper is simpler than the
long-short-term memory network structure, it can shorten the prediction time and improve the computing performance.

1. Introduction

)e Internet is subtly changing the way of life of human
beings, and has transformed from the original entertainment
to an indispensable part of people’s daily work and life [1].
News popularity prediction is an estimate of the number of
page views or shares obtained after news is released. By
predicting the number of news page views or shares, it can
help content producers to better evaluate the quality of news
in advance, and then help to rank news and recommended
[2–4].

Popularity is one of the important characteristics of
online news, it represents the spread of news and the possible
social impact of news. By studying the relationship between
online news and its popularity, it is possible to understand
the reasons why online users forward and comment on news,
and to dig out the key factors that determine news popu-
larity, which is helpful for the reasonable release of online
information and the grasp of public opinion trends [5, 6].
News with higher popularity tends to gain more attention
from the public and become hot news, which has a greater
impact on society and people’s lives. News with less

popularity tends to lack attention and have less impact.
Major news websites release all kinds of news all the time.
Due to the limited time and energy of the public, they cannot
read every news. Only a very small number of news will
attract widespread public attention and become hot news.
)erefore, it is timely. It is necessary to predict which news
will become hot [7, 8]. In addition, online hot news pre-
diction has important application value; firstly, it can enable
the government to grasp the trend of public opinion in a
timely manner, which is convenient for the government to
manage public opinion and grasp and handle sudden public
events; secondly, it can help news websites manage the
release locations of different news, Put hot news in the area
that users pay more attention to, thereby increasing the
influence of news websites; at the same time, it promotes the
public to pay attention to the current hot news in a timely
manner, and triggers thinking about daily life from the news,
thereby improving the quality of life. For example, when hot
news related to telecommunication fraud occupies the
homepage of major fine-textured websites, it can increase
people’s attention to and beware of telecommunication
fraud, and help people learn the relevant knowledge of
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preventing telecommunication fraud [9–12]. Network news
has become the main source of network waves and public
opinion, and it is of great theoretical and applied value to
accurately predict hot news and attract public attention and
discussion [13–15].

With the development of Web 2.0 and various self-
media and online social networks at home and abroad, it
has greatly changed the way users generate and consume
content. Whether it is for content consumers, or for
companies, content providers and self-media content
producers, online content is a valuable asset and a major
attraction and competitiveness on the Internet. At the same
time, user-generated content has exploded due to the ease
and lower cost of content creation. For example, users
around the world send more than 300,000 tweets on
Twitter, share more than 680,000 pieces of content on
Facebook, and upload 100 hours of video every minute
[16]. In this case, determining the quality of the content will
become very important. Online users overwhelmed with
information can reduce clutter and focus on the infor-
mation most relevant to them, helping content consumers
focus on the most valuable resources in the online world.
For content distributors, they can rely on the popularity
prediction after content distribution to actively allocate
resources according to the needs of future users. )e news
popularity prediction studied in this paper is to predict the
number of pageviews or retweets that may be obtained after
the news is released. It can help journalists to better
evaluate the quality of news and rank news, so as to conduct
news delivery more reasonably [17–20]. Online news
popularity prediction is an extremely challenging task. Due
to the richness and difficulty of mining text content, it is
important for researchers to measure various factors that
affect popularity (such as the quality of content or relevance
to users) and how to choose an appropriate predictive
model that can adapt to different datasets and It is difficult
to fit the popularity value after news release more accu-
rately [21–26].

Aiming at the problems in this field, this paper proposes
a news popularity prediction model based on deep neural
network, taking financial hot and nonhot news crawled from
the Sohu News website as the research object, extracting
features from the content of online news, and establishing a
GRU neural network. )e news popularity prediction re-
gression model combined with the network and the fully
connected layer, thereby shortening the prediction time and
improving the computing performance.

2. Word Vector Representation of Text

2.1. Word Vector Representation. A word vector refers to a
low-dimensional real number vector (usually 50-dimen-
sional or 100-dimensional) to represent words. For example,
the word “Xi’an” can be represented as a vector of the form
[0.692, − 0.877, − 0.157, 0.119, − 0.532, . . .], the text “I go to
school in Xi’an” is represented by word segmentation as “I,”,
“zai,” “Xi’an,” and “going to school,” where each word can be
trained as a 1∗ n-dimensional tensor, and the subtext can be
Represented as a 4∗ n-dimensional tensor.

Traditional text representations are based on bag-of-
words models. )e shortest answer is the one-hot model,
which arranges all the words in the corpus in a column. For a
certain document, the position of the words it contains in the
corpus is k, then the k-th position is set to 1, for this
document )e words that are not included are set to 0; in
order to show the importance of different words, the TF-IDF
weight is used instead of 0 or 1, which is the traditional text
space vector representation. )e space vector model of text
classification often results in the problem of too large text
vector dimension and sparse space vector. )e use of
principal component analysis and singular value decom-
position can achieve the purpose of reducing the dimen-
sionality. However, in the process of dimensionality
reduction, important information is often lost, such asWord
order information. In addition, the spatial vector repre-
sentation in this paper considers that any two words are
completely independent, but adjacent words in text data are
often associated. Using word vectors to represent text can
not only solve the problem of high dimension and sparse
vectors, thereby reducing the training difficulty of the model,
but also word vectors can better reflect the semantic char-
acteristics of words, reduce the distance between similar
words or synonyms, and at the same time It can better
represent the text content considering the order of words in
the text.

2.2. Word2vec 'eory. )e vectorized representation of
words includes One-Hot representation and word vector
representation. )e One-Hot representation represents each
word as a long vector containing only 0s and 1s. )e di-
mension of the vector is the size of the dictionary, and the
position of 1 corresponds to the position of the word in the
dictionary. )ere are some problems with this approach:

(1) Since the dimension of the vector is determined by
the size of the dictionary.)enwhen the dictionary is
large, it will cause the dimension of the vector to be
too high and cause dimension disaster.

(2) When the vectorized representation of each word is
performed, most of the vector values are 0, which will
cause the word vector to be a high-dimensional
sparse vector.

(3) In addition, the One-Hot method does not consider
the semantic and contextual relationship between
words.

To solve the above problems, Google in 2013 proposed a
word vector representation that uses contextual relation-
ships to map words to low-dimensional, dense vec-
tors—Word2vec. Word2vec is a deep learning based tool
released by Google in 2013. )e tool mainly adopts two
model architectures—CBOW model (Continuous Bag-of-
Words) and Skip-Gram (Continuous Skip-Gram) model to
learn the vector representation of words. )e CBOW model
predicts the word output at the current position based on the
words in the window around the current word; Skip-Gram,
on the contrary, predicts the word output around it based on
the words at the current position. Converting the text dataset
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into the input form accepted by the two models of
Word2vec, CBOW and Skip-Gram, can get its corre-
sponding word vector as the output. )e basis of the vec-
torization of the two models of Word2vec is to construct a
word list based on the training text data set, and learn the
vector representation of the words in the word list. Word
vectors can performmathematical operations and are widely
used in natural language processing and other related fields,
such as calculating the similarity and semantic correlation
between two words. )e features learned through the
generated word vectors can be used in fields such as text
classification, named entity extraction, clustering, and
sentiment analysis.

P wt|wt− k, wt− (k− 1), . . . , wt− 1, wt+1, wt+2, . . . , wt+k . (1)

)e training goal of the CBOWmodel is to find the word
that maximizes the probability shown in formula (1), where
k is the window size, and the current word is predicted
according to the context word.

2.3. Word Vector Training. Word2Vec is Google’s open
source natural language processing training tool. It repre-
sents all words in the corpus with vectors, so that the re-
lationship between words can be quantitatively measured by
distance measurement. Word2Vec uses the Distributed
representation to replace the One-hot model. )rough
training, each word is mapped to a specified lower-di-
mensional vector, and then the relationship between words
can be studied by ordinary statistical methods. )e words in
the document )e use of vector representation can fully
consider word semantics and word order. Word2Vec is
often used for some problems in the field of natural language
processing, such as machine translation, relation mining,
part-of-speech tagging, etc. It is computationally efficient
and can train a large number of corpora. Word2Vec gen-
erally uses a neural network without hidden layers for
training, and the definitions of input and output include
Skip-Gram and CBOW training models.)e structure of the
CBOW model is shown in Figure 1.

)e input information of the CBOW model is the word
vector corresponding to the context-related words of the
target word in the vocabulary, and the output is the word
vector of the target word. For example, the words “related,”
“network,” “hot spots,” “news,” “of,” “research,” “has,”
“important,” and “meaning,” the target word is “news,” and
the word vector of the word is output; when the window size
is 5, the context value is 2, then the word vectors of the first
two words “network,” “hot spot” and the last two words “de”
and “research” adjacent to the target word are the input of
the model; the training goal is to make )e softmax
probability of the target word in the training sample is the
largest. In the CBOW neural network model corresponding
to the above example, there are 4 neurons in the input layer,
and the number of neurons in the output layer is equal to the
number of words in the vocabulary. )e parameters of the
model can be obtained by the BP algorithm, and the word
vectors corresponding to all the words in the vocabulary are
obtained at the same time. In the figure, w(t) represents the

position t of the target word in the sentence. In the window
(the window size is 5), the upper and lower words except the
target word together constitute the context.

3. GRU Neural Network

)e LSTM network structure can solve the long-distance
dependence problem of the traditional RNN network, but
the internal structure of the LSTM is very complex, the
training time is long, and there are many parameters.
)erefore, various variants have appeared on the basis of
LSTM. For example, in order to improve the training speed,
the SRU (Simple Recurrent Unit, SRU) proposed by Lei et al.
A widely popular variant of LSTM is that in 2014, CHOK
et al. proposed a simplified structure of LSTM—GRU (Gated
Recurrent Unit, GRU).

GRU and LSTM also use the gating mechanism, but
compared with LSTM, GRU only retains two gating units
reset gate (reset) and update gate (update). At the same time,
the cell state and output gate are abandoned, and the cell
state is combined with the hidden state. Compared with the
LSTM structure, the update gate in the GRU plays the role of
the input gate and the forgetting gate, controlling how much
of the memory of the previous moment is retained at the
current moment, that is, zt in Figure 2 where ht is the
memory state at the current moment, and ht is the hidden
state at the current moment.

Similar to the LSTM structure, the external input xt at the
current moment and the hidden state ht at the previous
moment jointly generate the input of the reset gate and the
update gate. )e update gate plays the role of “connecting
the past and linking the future,” it controls the discarding of
the state at the previous moment and the information
retained at the current moment; the reset gate controls the
proportion of the information at the previous moment being
forgotten. )e cooperation of the reset gate and the update
gate enables the learning of long-term memory. Since the
GRU structure was proposed, it has been favored by re-
searchers at home and abroad, and has been widely used in
different fields. Various variants have also emerged based on
their basic structure. )e GRU structure has an advantage
over the LSTM structure in terms of computational per-
formance due to its simpler structure and fewer parameters,
on the premise of ensuring the same effect as the LSTM.

W (t-2)

W (t-1)

W (t+1)

W (t+2)

W (t)

Enter Map Output

Figure 1: CBOW model structure.

Scientific Programming 3



)e GRU structure not only overcomes the gradient
dispersion problem existing in the traditional RNN structure
and can learn long-distance dependencies, but also has a
simpler structure and fewer parameters than LSTM. )ese
advantages of GRUmake it one of the widely used variants of
the traditional RNN structure.

ht � tanh W
x
xt + U r⊗ ht− 1( .( (2)

4. News Popularity Prediction Model based on
GRU Neural Network

)e main process of the framework to achieve news pop-
ularity prediction is as follows:

(1) Data preprocessing: there is a lot of “dirty data” in
the news data set obtained by designing web
crawlers. Data preprocessing needs to be carried out
first, which mainly includes deduplication of data
and judgment of empty data. In the preprocessing of
data It also includes word segmentation and stop
word removal operations for news headlines to
prepare for text feature extraction.

(2) Feature extraction process of surface information:
after the data preprocessing in step (1), the news is
decomposed into title, category, author, release time
and text, and the custom features are derived from
the title, category, author and release time. Sentiment
polarity analysis and named entity extraction are
performed on news headlines as “text features;” news
headline lengths, publishing time conversions, au-
thor scores and category scores are calculated to
construct a set of “metadata features.”

(3) Key sentence extraction and content features: before
using the key sentence extraction algorithm to ex-
tract key sentences from the news text, it is necessary
to perform preprocessing of sentence segmentation,
word segmentation and stop word removal. )e
preprocessed news uses the key sentence extraction
algorithm to complete the extraction of key sen-
tences.)e named entity feature extraction of the key
sentences of the news mainly includes the number,

place name and organization name to construct a
subset of content features.

(4) Feature set construction: after steps (2) and (3), the
surface feature extraction and key sentence feature
extraction process of news are completed, and text
features, metadata features and content features are
obtained respectively. )e three feature subsets are
connected and fused into a feature set, that is, the
final feature set participating in model training.

(5) Model training: in this paper, the regression model is
trained with the simplified structure GRU of LSTM,
and the fully connected layer is added after the GRU
network layer to output the prediction result. In
order to prevent overfitting, a dropout layer is added
to control the random deactivation of neural units
and the L2 regular term during model training, and
the ReLU function is used as the activation function.
Take MSE as loss.

(6) Result output: based on this framework, the multi-
feature extraction and fusion of news are realized,
and the GRU structure is used to connect the fully
connected layer to train a regression prediction
model to predict news popularity.

4.1. Data Set. )is paper describes the popularity prediction of
news as a regression prediction problem, which predicts the
number of pageviews received in the future after the news is
published. Design a web crawler based on the crawler frame-
work Scrapy, and use xpath tomatch by viewing the source code
of the web page to obtain data and save it as a csv file.)is article
obtains some news from 2014 to 2018 through the crawler, and
uses the number of news views as the prediction target of this
article. In order to achieve faster convergence during training,
logarithmically transform the news pageviews, and the trans-
formed pageviews obey a Gaussian distribution.

4.2. Algorithm Evaluation Index. )e research on the news
popularity prediction framework in this paper belongs to
regression prediction, so the MAE (Mean Absolute Error,
MAE), MSE (Mean Squared Error, MSE), R2 (R-squared, R2)
and RMSE (Root Mean Squared Error, RMSE) as metrics to
measure the performance of the framework.
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Figure 2: GRU network structure diagram.
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Among them, MAE, MSE, and RMSE indicators reflect
the prediction error of the framework and are the main
evaluation indicators; R2 is the discriminant coefficient,
which is used to indicate that the interpretability of the
framework is a secondary indicator. Lower values of MAE,
MSE and RMSE indicate smaller prediction errors of the
framework.

5. Analysis of Results

)e data set used in this article is the news data set of the
security news portal website obtained through web crawlers.
)e experimental environment is the Python3 integrated
environment Anaconda 3. )e tools used mainly include the
Python scientific computing package Numpy, Pandas, the
word segmentation tool stuttering word segmentation and
visualization Toolkit Matplotlib, Seaborn.

)e construction of the model is based on Keras with
)eano as the backend, performing 5 repeated experiments
and taking the average result of the 5 experiments as the final
result. At the same time, in order to more accurately evaluate
the prediction effect of the framework during training, the
data set is divided into training set, test set and validation set
according to the ratio of 7 : 2 :1. )e experimental results
shown in this article are the test set results. When building
the GRU network, the Keras sequential model is used. In
order to prevent overfitting, a Dropout layer is added, and
the random deactivation ratio of neurons in the hidden layer
is set to 0.5. At the same time, the L2 regularization is added
to the GRU layer as a penalty term for model complexity; the
ReLU function is used to calculate the model complexity. As
an activation function, because the ReLU function does not
involve a large number of exponential operations compared
to the sigmoid or tanh function, the model converges faster.
At the same time, ReLU can randomly inactivate some
neurons, that is, “dead neurons,” which can alleviate
overfitting and )ere will be no gradient dispersion prob-
lems. )e loss function used in this paper is MSE, stochastic
gradient descent (SGD) is used as the optimization method,
and the epoch is determined to be 6 by using grid search.
Figure 3 shows the training process of the network. In the
early stage of network training, with the increase of epoch,
the loss function of the training set and the validation set
decreases rapidly, indicating that the network learning speed
is faster at this time; when the epoch continues to increase,
the loss function decreases slowly, the network learning
speed slows down; until epoch� 6, the loss function of the
training set and the validation set basically does not change,
and the network almost stops learning.

)e results obtained by repeating the experiment three
times and taking the average of the results are shown in
Table 1.

)e GRU and multi-feature fusion method proposed in
this paper outperforms LSTM plus custom feature combi-
nation, ordinary linear regression-based, and random forest-
based prediction methods in regression prediction, three
indicators MSE, RMSE and MAE. )e deep learning-based
security news popularity prediction framework proposed in
this paper shows low prediction error on rough and irregular

datasets, while the prediction method of LSTM plus custom
features does not achieve good results when dealing with
rough multi-source datasets effect. At the same time, the
discriminant coefficient R2 of the prediction method pro-
posed in this paper is 0.60349, which is slightly lower than
the prediction method of LSTM plus custom features. R2 is a
secondary indicator, indicating that the model has better
data fitting ability. Figure 4 is the fitting result of the pre-
dicted value and the actual value.

Compared with LSTM, GRU requires less training time
due to its simpler structure and fewer parameters. Table 2
shows the comparison of computing performance using
GRU structure and LSTM structure respectively. When

Epoch

Lo
ss

Training set
Validation set

Figure 3: Model training loss comparison chart.

Table 1: Comparison of experimental results.

Model MSE MAE RMSE R2

GRU 0.0152 0.0865 0.1098 0.6001
LSTM 0.2114 0.3352 0.4576 0.6298
Linear regression 0.2976 0.3621 0.5423 0.2651
Random forest 0.3521 0.4108 0.5901 0.1365

Actual value

Pr
ed

ic
tiv

e v
al

ue

Figure 4: Model fitting effect diagram.

Table 2: Comparison of computing performance.

Index GRU LSTM
Time 10689 12351
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faced with larger-scale data sets, the advantage of GRU
structure in computing performance will be more obvious.

6. Conclusion

News popularity prediction before news release can predict
the number of clicks, comments or reposts of news in the
future. Based on the prediction of popularity, news quality
evaluation, news ranking, news recommendation and news
retrieval can be carried out. At the same time, news pop-
ularity prediction plays an important role in alleviating the
information explosion and information overload caused by
the rapid development of the Internet and social media.
Prerelease forecasting also faces huge challenges due to the
diversity and difficulty of defining influencing factors.
Compared with the existing work, this paper proposes a
news popularity prediction framework that can process
multi-source rough data sets and greatly reduce the pre-
diction error by extracting multi-feature fusion and com-
bining with neural network structure threshold recurrent
unit training regression prediction model.

)is paper proposes a news popularity prediction
method based on GRU deep neural network. Firstly, a web
crawler was designed to obtain news data of different types
and structures from 10 information security portal websites
in China. After data preprocessing, the Word2Vec method
was used to extract features, extract key news sentences and
construct a subset of content features. Establish a GRU
neural network regression prediction model to predict hot
news on the Internet. )e experimental results show that,
compared with the traditional processing method, the model
can process the multi-source rough data set in this paper and
greatly reduce the prediction error. At the same time, be-
cause the threshold recurrent unit structure used in this
paper is simpler than the long-short-term memory network
structure, it can shorten the prediction time and improve the
computing performance.
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