Hindawi

Scientific Programming

Volume 2022, Article ID 8750580, 12 pages
https://doi.org/10.1155/2022/8750580

Research Article

@ Hindawi

Research on Fresh Product Logistics Transportation Scheduling
Based on Deep Reinforcement Learning

Hongshen Yu

Changchun University of Finance and Economics, Changchun 130177, Jilin, China

Correspondence should be addressed to Hongshen Yu; yuhongs301@ccufe.edu.cn

Received 24 November 2021; Revised 16 December 2021; Accepted 23 December 2021; Published 14 February 2022
Academic Editor: Baiyuan Ding

Copyright © 2022 Hongshen Yu. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the improvement of the economic level, people’s quality of life continues to improve, the demand for fresh food is increasing,
and the logistics of fresh products is also developing rapidly. We effectively balance the relationship between transportation costs
and service levels in fresh product logistics and transportation businesses, improve the transportation capacity and efficiency of
logistics transportation businesses, and improve the resource utilization of businesses. It is important for the development of the
logistics transportation scheduling industry for fresh products. Significance. Based on this, this paper proposes a DNQ algorithm
based on pointer network, which solves the single fresh product distribution service center-regional efficient logistics scheduling
problem, and a feasible logistics transportation scheduling scheme can be obtained through simulation experiments. The
simulation results show that the algorithm is superior to other common intelligent algorithms in terms of accuracy and stability,
which proves that the algorithm is effective and feasible (the research results cannot be directly shown in the abstract and need to
be supplemented) At the same time, it further explored the DNQ algorithm to improve the correction network, which can solve
the complex problem of multiple fresh product distribution service centers-regional efficient logistics scheduling. It is a successful
attempt to improve the solution algorithm. Complex logistics and transportation scheduling problems provide ideas and have

good guidance and reference significance.

1. Introduction

With the further improvement of residents’ living standards,
the scale of online and offline demand in the fresh product
market has gradually expanded. How to achieve accurate
delivery of customer needs has put forward higher re-
quirements for the efficient transportation of fresh product
logistics. The logistics and transportation of fresh products
need to be comprehensively considered from the aspects of
precooling and refrigeration technology, fresh product lo-
gistics links, etc.; for the huge fresh market demand, the
continuous improvement of the logistics distribution opti-
mization problem of fresh products becomes the problem
especially important. According to the latest research, the
transportation cost of fresh product logistics is 40%-60%
higher than the logistics of ordinary goods, and the cost
incurred is on the rise. How to plan vehicle scheduling
scientifically and reasonably plays a very important role in

reducing distribution costs and total logistics costs, as well as
providing better services to consumers. For the optimization
of the logistics and distribution vehicle scheduling of agri-
cultural products and fresh products, it is necessary to apply
modern information technology to carry out real-time and
accurate positioning of agricultural products cold-chain
transportation vehicles, driving data collection, customer
information collection and analysis, agricultural product
transportation volume analysis, and distribution route
planning to achieve distribution. Intelligent and efficient
vehicle scheduling can meet consumer demand at the lowest
cost and guarantee the quality of agricultural products. This
article summarizes the life scenarios of residents, the dis-
tribution network of fresh products is scattered, the pro-
duction and sales are separated, the distribution path is too
long, the transportation capacity is wasted, the vehicle
loading rate is too low, and the transportation efficiency is
low. Research on the efficient logistics transportation
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scheduling problem of the distribution center has certain
guidance and reference significance for solving the complex
logistics transportation scheduling problem of fresh
products.

2. Related Work

The research content of fresh product logistics and trans-
portation mainly focuses on the development status and
countermeasures of fresh products, safety management,
route optimization, precooling and cold storage technology,
and optimization of fresh product logistics links. A brief
introduction to the research contents of fresh product lo-
gistics and transportation in recent years is now given.

In terms of qualitative research, Macheka et al. [1]
pointed out that the core technology and core equipment of
fresh product logistics are backward, the cold chain supply
chain is severely disconnected, and smooth operations
cannot be formed. Fresh product logistics lacks systematic
laws and regulations and authoritative logistics standards
and other internal development contradictions. Musavi and
Bozorgi-Amiri [2] put forward that my country’s fresh food
logistics is facing problems such as reprocessing and
packaging and last-mile delivery. Neves-Moreira et al. [3]
used the fuzzy analytic hierarchy process to analyze the
weights of IS indicators and summarized three indicators
that have the greatest impact on the development of agri-
cultural and fresh products logistics. Rahimi et al. [4] found
out the restrictive factors restricting the development of my
country’s agricultural and fresh products logistics from the
five perspectives of policy, personnel, hardware, software,
and management. Lei [5] analyzed the development con-
ditions of my country’s fresh agricultural products and fresh
product logistics from economic factors and social factors.
Samuel Mercier [6] summarized and analyzed the current
situation of the food cold chain in Canada and believed that
the main problems of the cold chain include seasonal
outbreaks of food waste and food poisoning, cold chain
transportation in summer, and products produced in severe
cold areas, freezing damage, and other issues. The research of
Xin et al. [7-9] focused on the technical improvement of the
fresh-keeping link in the logistics of fresh food products.
New Zealand scholar James K. Carson [10] focused on how
to optimize the preservation process to extend the life cycle
of products on the shelf. In the case study, he introduced
how to improve the carton packaging and stacking methods
of kiwifruit to extend the life of the product. Marlies de
Keizer [11] believes that the different spoilage rates of dif-
ferent types of products will have an impact on the effect of
the fresh agricultural product logistics network. He believes
that the product delivery cycle and the different spoilage
rates of products should be considered as factors in the
logistics network model.

In terms of quantitative research, the research on the
logistics of fresh agricultural products and fresh products
has a wide range of research. Sun Zhidan and others used
cost-saving methods and human ant colony algorithms to
solve the path optimization problem of fresh agricultural
products and fresh products logistics distribution [12-14].
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Ge Changfei et al. [15] optimized the existing logistics and
transportation model of fresh food products from the
perspective of product quality and order quantity. Huang
Chunhui’s research [16] focuses on the emergency com-
plementation of intersupplier inventory in the food cold
chain and the optimization of the entire fresh product
logistics and transportation network. Zhang Wenfeng [17]
established an optimization model for the layout of fresh
product logistics outlets with the goal of outlet operating
costs and construction costs and used a particle swarm
algorithm to solve the model. Xiunian Zhan [18] estab-
lished a value-based decision model. In order to improve
the efficiency of the cold chain of fresh products, Soto-
Silva et al. [19] designed three models to improve the
efficiency of the cold chain of fresh products: fresh product
purchasing model, fresh product storage model, and the
combination of purchasing, transportation, and ware-
housing. The model was finally validated with a Chilean
dried apple processing plant. Ghezavati et al. [20-22]
established an optimization model for the supply chain
distribution network of fresh agricultural products from
the place of production to the customer with the maxi-
mum benefit as the objective function and verified the
effectiveness of the model. Marco Bortolini and others
created a three-objective distribution planning model to
optimize the logistics distribution path of fresh products
with the minimum cost as the goal [22, 23].In solving the
scheduling problem model, Zhang Jianfeng and others
used a deep recurrent neural network model embedded
with a pointer network to solve the job shop scheduling
problem.

3. Related Theories

In reinforcement learning, modeling strategy 7V (a V s) and
value function V7 (s) and Q" (s,a) are generally required.
Early reinforcement learning algorithms mainly focused on
the discrete and limited problems of states and actions, and
tables can be used to record these probabilities. But in many
practical problems, the number of states and actions of some
tasks is very large. In order to effectively solve these
problems, in order to be able to design a stronger strategy
function, so that the agent can deal with complex envi-
ronments, learn better strategies, and have better general-
ization capabilities, the pointer network model is used.

3.1. Pointer Network Model. Compared with the traditional
local search algorithm, the pointer network model has two
obvious advantages. First, compared with the traditional
local search algorithm, the pointer network model responds
faster when entering new data. In the traditional heuristic
algorithm, when a new case is entered, it needs to be
recalculated without any experience. Second, the output of
the pointer network model is related to the length of the
input but has nothing to do with the dictionary. The ver-
satility of the model is greatly improved. The same model is
used in the same type of problem, saving the trouble of
training the model in each case.
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Pointer Networks (Ptr-Nets) are composed of an en-
coder (Encoder), a decoder (Decoder), and a shallow neural
network. The encoder is a two-way long and short-term
memory network, and the decoder is a single Xiang’s long
and short-term memory network [24]. The structure of the
pointer network is shown in Figure 1. [24].

Sequence to sequence is a conditional sequence gener-
ation problem. Given a sequence x,,, generate another
sequence y,.r. The length S of the input sequence and the
length of the output sequence can be different. The goal of
the sequence-to-sequence model is to estimate the condi-
tional probability as

) ST

where is an element in the set V. Given a set of training data,
the maximum likelihood estimation can be used to train the
model parameters.

T

Po (ylzTV xl:S) = H(y||tvy1:(t—1),x1:5

t=1

N
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n=1

After the training is completed, the model can generate
the most likely target sequence based on an input sequence X,

jzzargmfxpg(ny). (3)

The specific generation process can be completed by the
greedy method or beam search.

Similar to the general sequence generation model,
conditional probability can be implemented using various
neural networks. The most direct way to achieve sequence to
sequence is to use two recurrent neural networks to encode
and decode, respectively, which is also known as the En-
coder-Decoder model.

3.1.1. Encoder. First, use a recurrent neural network Ren. To
encode the input sequence x_(l:s) to obtain a fixed-di-
mensional vector u, u is generally the hidden state of the
encoding recurrent neural network at the last moment.

h: = fEVtC(h‘;—l’ex[,l,eenc)) vt € [1:5],

‘ (4)
u = h.
Among them, f_.(-) is the coded recurrent neural
network, its parameter is 0,,., and e, is the vector of x.

3.1.2. Decoder. When generating the target sequence, an-
other recurrent neural network R, is used to decode. In the
t-th step of the decoding process, the generated prefix se-
quenceis y,.,_;. Let ) denote the hidden state in the network
Ryeis 0, € (0,1)"Y is the posterior probability of all words in
the vocabulary; then,

3
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FiGure 1: Schematic diagram of pointer network structure.
hg =u,
d d
ht = fdec(ht—l’ey,_l,edec)’ (5)

0 = g(h(tj’ 90))

where f . (-) is the Decoder recurrent neural network, g(-)
is the last layer of the feedforward neural network with the
softmax function, 6,,. and 6, are the parameters of the
neural network, e, is the vector of y, and y, is a special
symbol, such as “$.”

Although the sequence-to-sequence model based on the
recurrent neural network is relatively easy to implement in
theory, there are some shortcomings: (1) the length of the
input sequence is difficult to determine, so the capacity of the
encoding vector cannot be determined, and the information
of the input sequence cannot be saved; (2) length depen-
dence is an unavoidable problem of cyclic neural networks.
If the input sequence is too long, it is easy to lose
information.

In order to obtain more abundant input sequence in-
formation, the attention mechanism can be used to select
useful information from the input sequence in each step. The
hidden layers of Encoder and Decoder are represented by
(ey,...,e) and (dy,...,d,); then,

hg =u,
htd = fdec(h{tj—l’ eyt_l,edec)’ (6)
o, = g(hf,@o).

In the t-th step of the decoding process, the model takes
the node e of the hidden layer of input j and the current
state d, as simple input through the network, and the output
obtained is the corresponding input j at this time, and all the
inputs are calculated. After that, the normalized processing
is performed by softmax, and then the processing result is
weighted and summed with the node e;, which is the
probability distribution of the next input.



The attention mechanism can be used alone, but more
often as a component in a neural network. The attention
mechanism is mainly used for information screening,
selecting relevant information from the input information.
The attention mechanism can be divided into two steps: one
is to calculate the attention distribution &, and the other is to
calculate the weighted average of the input information
according to « [25].

The input of the pointer network [26] is a vector se-
quence X = x,,...,x,_ n of length n, and the output is a
subscript sequence ¢;.,, = €;,C5, - -»CpyC; € [1,n],Vi. Un-
like general sequence-to-sequence tasks, the output se-
quence here is the subscript (index) of the input sequence.

The calculation formula of the conditional probability
p(cl:mvxlzn) is

p(cl:mvxl:n) = Hp(civcl:m’xl:n)
i=1

(7)

p(eiVerpeenscy).

N

]
—

In formula (7), the conditional probability
peVxe,...,x, ,x. ) is calculated using the attention
distribution. For x.,...,x. ,x. , if a recurrent neural
network is used to encode the vector h;, then

pler VX1 ) = softmax(s,»)j). (8)

In formula (8) s;; is the unnormalized attention dis-
tribution in each input vector when decoding at the i-th step:

8, = thanh(ij + Uh,-), Vje [1,n]. 9)

In formula (14), v, W, and U represent learnable
parameters.

3.2. Deep Reinforcement Learning Technology. Agents can
perceive their environment through sensors and act on
anything in the environment with the help of actuators.
Reinforcement learning can obtain the optimal strategy for
sequential decision-making by maximizing the cumulative
reward value that the agent obtains from the environment,
which is more suitable for exploration of effective strategies
to solve problems, with strong decision-making ability but
lack of perception ability.

Deep learning is another important research field of
machine learning, and it has made considerable progress in
recent years. DL mainly combines low-level features of
things through multilayer neural networks and nonlinear
transformations to form abstract and easily distinguishable
high-level feature representations to realize effective per-
ception and expression of things. Although deep learning
has a strong perception ability, its decision-making ability is
insufficient.

Deep reinforcement learning integrates deep learning
and reinforcement learning. It can give full play to their
respective advantages and integrate perception and
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decision-making capabilities. Specifically, deep learning
methods are used to obtain abstractions of large-scale input
data. Representation is used as the environmental obser-
vation value for reinforcement learning, thereby obtaining
the optimization of the problem-solving strategy. The basic
process of deep reinforcement learning is shown in Figure 2.

The basic iterative process of deep reinforcement
learning is as follows.

In the first step, the agent obtains the observations about
the environment state by interacting with the environment
and uses the deep learning method to realize the perception
of the environment based on the obtained environment state
information and determine the characteristics of the envi-
ronment state. The second step is to use reinforcement
learning methods to map the current state features to
corresponding actions through a certain strategy.

In the third step, the environment gives feedback to the
action taken by the agent and forms the next state, returning
to the first step.

Deep Q-Learning (DQN, Deep Q Network) is a typical
deep reinforcement learning algorithm to solve the problem
that the Q-Learning algorithm cannot be applied when the
state space is too high or the action space is continuous.

The basic idea of DQN is to use a neural network instead
of the action value function, use a neural network to receive
state-action pair as input, and output the corresponding
Q-value. DQN algorithm converts the original Q-Learning
problem into the corresponding deep learning problem;
namely, the problem of updating the Q-table is transformed
into a problem of approximating the Q function using neural
network fitting, as shown in Figure 3.

DQN introduces an experience playback mechanism and
dual network mechanism in the training process.

The experience playback mechanism mainly relies on the
storage unit of the experience pool. At each time step, the
trajectory transfer sample e, = (s;, a,, 1, s;,;) obtained from
the interaction between the agent and the environment is
stored in the experience pool P = (ey,...,e,), as shown in
Figure 4. When training the DQN network, each time a small
batch of trajectory transfer samples is randomly taken from
P, this approach effectively reduces the correlation between
training samples.

In addition to using a neural network to approximate the
current state-action value function, DQN also uses another
network alone to generate the target Q-value. Specifically,
f(s,av0) represents the output of the current Q-value
network; f(s,av6') represents the output of the target
Q-value network; usually, Y =7+ ymax, f' (s,av8’) ap-
proximately represents the goal of value function optimi-
zation, namely, the target value Q, .. During each iteration,
the parameters 6 of the current Q-value network will be
updated. After several iterations, the parameters 0 of the
current Q-value network will be used to replace the target
Q-value network parameters 6, so that the target will be
within a period of time. The Q-value remains unchanged,
thereby reducing the correlation between the current
Q-value and the target Q-value, as shown in Figure 5.
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FIGURE 2: The basic process of deep reinforcement learning.

_’Q

f(s,al6)

FIGURE 3: Schematic diagram of neural network fitting Q function.

€1
e, sampling
(€1, €2-4)
storage
e _storage | e

FIGURE 4: Schematic diagram of experience playback mechanism in DQN.

Calculate Loss < Quarget
isi—» T
! ! Parameter
s KA A Qe —» Q'
N copy :
pa—» 5 a

f(s,al6) f(s,al6)

FIGURE 5: Schematic diagram of DQN dual network.

3.3. DQN Algorithm. In Q-Learning, let Q(s,a) directly Qu(s,a) = Q" (s, a). (11)
estimate the optimal state value function ?(s,a). The esti-

mation method of the Q function is The function Qg (s, a) is usually a function with a pa-

Q(s,a) — Q(s,a) + a(r + ymax, Q(s',a') - Q(s,a)) rameter of &, usually a neural network, and the output is a
> > a > > . . . . . .

10 real number. If the action is a finite discrete m action

(10) “ay,...,a,,” we can make the Q network output a di-

When the Q-Learning algorithm is used in practical mensional vector, where each dimension is represented by

problems, the problem of dimensional explosion often occurs; Qg (s,a;), and the corresponding value function Q(s,a;)

that is, the state space or action space is often very large, and ~ approximate value.

Q-table storage cannot be used, because the hardware cost of

storage and the time cost of querying are very high. In the Qz(sa)) Q" (ssay)
continuous reading state and action space, the dimensions are Q,, (s) =
even greater, and obviously, storage is impossible. So we need @

a function Qg (s, a) fitted value function Q" (s, a). Qs (sa,) Q'(say,)

I?

(12)



It is necessary to learn a function Qg (s, a) containing the
parameter & to approximate the value function Q” (s, a). By
fitting the mapping relationship between Q-value and s-a,
the limited Q-value is replaced. To obtain good reinforce-
ment learning results, a better fitting function is needed. In
order to obtain the required fitting function, the pointer
network introduced in Section 3.1 will be used. Driven by
this kind of thinking, the DeepMind team proposed the
Deep Q-Learning Network (Deep Q-Learning Network,
DQN). According to the knowledge of the Q-Learning al-
gorithm in the previous section, the core of each iteration of
the algorithm is to seek

Q(s,a) =Esr,ar[r+me,1xQ(s',a')]. (13)

Introduce a deep neural network with parameter & to fit
Qg (s,a) = 2(s,a), and train the network by gradient de-
scent at each iteration, and the sample mean square error is
caused by the loss function instead:

Li (Qz) = Es,u [(yz - Q@,- (S’ a))z

>

(14)
v =Egy [r +max Qg (s',a')].
a

The gradient of the loss function on & is

V{aiLi (Qz) = Es,a,s'

. [(r +max Qg (s',a") - Qg (s, a))VgiQ@i (s, a)].
(15)

In order to make the training of deep neural networks
more efficient and convergent, the deep Q network algo-
rithm also introduces an experience playback mechanism
and a target network mechanism [27].

4. Optimization Algorithm for Logistics
Transportation of Fresh Products Based on
Deep Reinforcement Learning

4.1. Algorithm Structure Design

4.1.1. Design of DNQ Algorithm Structure Based on Pointer
Network. For tasks that require the perception of high-di-
mensional raw input and output decision-making control at
the same time, deep reinforcement learning algorithms have
made huge and substantial progress. Because the convolu-
tional neural network has natural advantages in image
processing, the deep Q network has a level of competence
with humans when it solves the complex problems related to
image processing but is close to the real environment.
However, the problems faced by deep reinforcement
learning often have a strong time dependence. If there is a
delay in the rewards in the environment, the agent needs a
long number of steps to optimize the strategy. Faced with
such problems, the deep Q network is not good. Perfor-
mance and recurrent neural networks are suitable for
handling problems related to time series [28]. Based on this,
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this chapter uses the pointer network model introduced in
Section 3.1 to replace the convolutional neural network in
the traditional deep Q network model. This modified deep Q
network is called the deep Q network based on the pointer
network (Deep Q Network) (DQN-PN).

In the structure diagram of the pointer network model
shown in Figure 1, the encoder of the model is a two-way
long and short-term memory network, and the decoder is a
one-way long and short-term memory network. Assuming
that a single fresh product logistics service center has 4
customer points in the deterministic logistics transportation
scheduling problem, the location information of the 4
customer points is input into the encoder, and the output of
the encoder each time focuses on the customer point in-
formation and other 4 points. Concerning the information
of a customer point, such output is called the node of the
customer point. We input the information of the customer
point where the agent is at this time into the decoder and
input the node containing the previous path information
and the 4 customer points obtained before into a shallow
neural network, and 4 outputs can be obtained. The output is
normalized by softmax, and what is obtained is the location
information of the next client point that the agent will visit.
The size of the output dictionary is the number of client
points input to the encoder.

4.1.2. Design of DNQ Algorithm Structure Based on Improved
Pointer Network. When using the value function and
strategy function of the pointer network model-fitting al-
gorithm proposed in the previous section, it is found that for
the efficient logistics transportation scheduling problem of
multiple fresh product service centers, after the distribution
service center is added, the number of transportation ve-
hicles will increase or decrease at the same time. The input
becomes very complicated; therefore, the encoder input
becomes inefficient, which affects the performance of the
algorithm. In order to improve the efficiency of input, this
section improves the pointer network model, simplifies its
structure, and makes it suitable for solving the efficient
logistics transportation scheduling problem of multiple fresh
product distribution service centers.

The RNN encoder adds additional complexity to the
encoder, but it is not actually necessary, and the method can
be made more versatile by omitting it. The encoder RNN is
necessary only when the input transfers order information,
and when there is no meaningful order in the input set, it is
not necessary to use it for combinatorial optimization
problems in the encoder. Therefore, in the model established
by et al,, the encoder RNN is simply omitted, and the
embedded input is used directly instead of the hidden state
of the RNN. With this modification, much of the compu-
tational complexity disappears without reducing the effi-
ciency of the model.

As shown in Figure 6, the model consists of two main
components. The first is a set of embeddings, which maps the
input to a D-dimensional vector space. There may be
multiple embeddings corresponding to different elements of
the input, but they are shared between the inputs. The



Scientific Programming

FIGURE 6: Improved pointer network model.

second component of the model is the decoder, which points
to the input of each decoding step. Use RNN to simulate the
decoder network, and provide static elements as input to the
decoder network, and dynamic elements can also be the
input of the decoder.

In the model in Figure 6, the embedding layer on the left
maps the input to a high-dimensional vector space. On the
right, the RNN decoder stores the information of the
decoded sequence. Then, the hidden state and embedded
input of the RNN use the attention mechanism to generate a
probability distribution on the next input.

4.2. Algorithm Steps. Through the introduction of the
pointer network and the deep Q network in the previous
chapter, the specific algorithm steps of the deep Q network
based on the pointer network are as follows: d!

4.3. Algorithm Environment Design. From the steps of Al-
gorithm 1 in the previous section, it can be seen that it
essentially uses the reinforcement learning of the deep
learning fitting value function. Therefore, the process of the
deep Q network algorithm based on the pointer network is
also the continuous interaction between the agent and the
environment. If we want to use this algorithm, we need to
design a single fresh product eflicient logistics and trans-
portation scheduling problem, including the state space S
design, the action space A design, and the action reward r
design. The discount rate y, the learning rate «, and the
parameter update interval C are relatively simple inputs, and
their values will be given in the experimental part, and no
design will be done in this section.

4.3.1. State Space S Design. One of the inputs of the algo-
rithm is the state space S, so the state space S is designed first.
According to the algorithm structure design ideas in Section
4.1, the fresh product logistics transportation scheduling
problem model is determined. At time t, the state s, of the
environment at this time is represented by a set of vectors
(P>49> 1> j2» - - -» jn)- The state of the environment is con-
stantly changing over time. Although time is a continuous
variable, according to the Markov property of reinforcement
learning, the state change trajectory of the environment can
be divided into countless discrete states in a certain short
period of time. Here, the unit is separated by the length of
time the delivery vehicle moves from one customer point to

another customer point. Assuming there are T states, in the
fresh product logistics transportation scheduling problem,
T=N+2m, m is the number of times to return to the
distribution center. All states form a state set, that is, the state
space S, S ={s,;: 0,...,T}.

4.3.2. Action Space A Design. Another input of the algo-
rithm is the action space A. The output of the deep Q
network algorithm based on the pointer network is the
mapping relationship function between state and action.
Therefore, the design of the action space is indispensable for
environmental design. In the logistics and transportation
scheduling problem of fresh products, in each step of the
iteration, the agent chooses the next customer point to be
visited which is the action. The agent can only choose one
action to execute. In addition, the time discretization of the
action space is consistent with the state space of the envi-
ronment. In the problem to be solved, the transportation
vehicle needs to depart from the distribution service center
and eventually return to the distribution service center, so
the default “a, = a; = p, , thatis, the first action and the last
action select the distribution center. At other times, it has
never chosen one of the customer points visited. If the
remaining load capacity of the vehicle cannot meet the needs
of the customer point, the strategy is to return the vehicle to
the distribution service center to unload the goods and then
continue to provide services.

4.3.3. Action Reward r Design. Action reward is the key to
the algorithm because it determines the learning direction
and efficiency of the deep Q network algorithm of the
pointer network. In each step of the iterative process, the
environment will give a reward value according to the
current state and the action chosen to be executed, and the
evaluation and improvement of the strategy will be carried
out according to the reward r. In the fresh product logistics
transportation scheduling problem, the goal is to make the
total visit distance the smallest, and the reward for each step
can be represented by the distance between two customer
points.

5. Simulation Experiment and Result Analysis

5.1. Experimental Environment and Parameter Settings.
All the experimental algorithms in this article are imple-
mented on the Linux system based on the Tensorflow



platform using Python. The computer’s CPU is Intel Core i7

8700, the CPU frequency is 3.2 GHz, the graphics card is

NVIDIA GeForce GTX 1080Ti, and the RAM is 16 GB.
The parameter settings are shown in Table 1.

5.2.  Simulation Experiment Results and Analysis.
Simulation Experiment 1: solve a single fresh product dis-
tribution service center-regional efficient logistics schedul-
ing problem.

Since there is no public cvRPSD calculation example set,
in order to verify the solution effect of Deep Q Network
based on pointer network (DQN-PN), in this section, the
experimental data will be obtained from the benchmark
example of the deterministic CVRP example set (http://
www.branchandcut.org//data/), and then through the im-
provement of the deterministic CVRP example set, the
experiments needed in this section will be obtained.
CVRPSD calculation example set is as follows. Compared
with the CVRP calculation example, other information is not
changed except for the needs of the customer. Assume that
the random demand of the customer point in this experi-
ment obeys a discrete distribution, and the expected value of
the random demand is equal to the demand of the corre-
sponding customer point in the CVRP calculation example.
The random distribution function of the demand of cus-
tomer point i is shown in Table 2. The random distribution
function of the demand of other customer points obeys the
same formula as that of customer point i, and the difference
lies in the different distribution probabilities. Table 2 is only
used to show the form of the data and does not have the data
details of the examples. The space is limited, and the data
details of each customer point are no longer listed. At the
same time, since no result set of using deep reinforcement
learning to solve such problems was found, the results of the
frequently used simulated annealing algorithm (simulated
annealing, SA) were used as a reference.

In Table 3, BKS represents the best-known value of the
calculation example; BS represents the best value obtained in
the algorithm experiment; AS is the average value obtained
in the algorithm experiment; CT represents the average time
consumed in the algorithm experiment and the unit of time
consumption for seconds.

Combining Table 3 and Figure 7 shows that for different
types and scales of calculation examples, the deep Q network
algorithm based on the pointer network is effective and
stable for solving the single fresh product distribution ser-
vice center-regional efficient logistics scheduling problem.
There is a higher solution accuracy. When the solution time
is not much different, most of the results are better than the
solution results of the simulated annealing algorithm. This
shows that the method designed in the article can effectively
solve the problem of single fresh product distribution service
center-regional efficient logistics scheduling. The main
reason is that the pointer network model network with better
approximation performance is adopted.

Simulation Experiment 2: solve the problem of multiple
fresh product distribution service centers-regional efficient
logistics scheduling.
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In order to verify the effectiveness of the improvement
based on the improved DNQ algorithm of pointer network
(I-DNQ-NP) in solving multiple fresh product distribution
service centers-regional efficient logistics scheduling prob-
lems, this section designs and the previous one contrast
experiment of section algorithm. Since there is no public
MDCVRPSDTW example set, and it is not meaningful to
directly use the result data of simulation experiment 1, this
section changes the examples Q1 and Q2 in the related
literature [30] to change the definite requirements of each
customer point used after being a random demand variable.

Calculation example Q1 is to solve the logistics sched-
uling problem of multiple fresh product distribution service
centers with 3 distribution service centers and 15 customer
points. The specific information of the distribution service
center is shown in Table 4, and the specific information of
the customer points is shown in Table 5.

Example Q2 is the logistics scheduling problem of
multiple fresh product distribution service centers with 4
distribution service centers and 25 customer points. The
specific information of the distribution service center is
shown in Table 6, and the specific information of customer
points is shown in Table 7.

In Tables 4-7, the X and Y coordinates represent the
coordinates of the customer point and the coordinate po-
sition of the freight yard; K represents the number of vehicles
available in the distribution center; Q represents the carrying
capacity of each vehicle in the distribution center; I repre-
sents the basic salary of the driver for each vehicle startup in
the distribution service center; H represents the hourly
salary of the driver of the distribution center; E is the ex-
pected value of the customer’s random demand; ET is the
time when the service can be started; LT is the time when the
customer can be serviced.

The comparison of the experimental results is shown in
Table 8. In the table, TO in BS represents the timeout time of
the optimal solution, DIS in BS represents the path length of
the optimal solution, TO in AS represents the average
timeout time of the solution obtained by solving the cal-
culation example 20 times, and DIS in AS represents the
average path length of the solution obtained by solving the
calculation example 20 times, F is the driver’s salary, CT is
the calculation time, and the unit of time is seconds.

Through simulation test two, it can be known that under
the conditions of the above experimental parameters, both
DNQ-NP and I-DNQ-NP can obtain feasible solutions that
do not exceed the carrying capacity of the transport vehicle
and meet the customer’s point time. Analyzing the data in
Table 8 shows that under the same parameter conditions,
I-DNQ-NP is equivalent to DNQ-NP in terms of solution
quality and accuracy (no difference between the optimal
value and the average value). However, it has been drastically
reduced. The experimental results prove that the modifi-
cation of the pointer network is effective. The RNN encoder
does add additional complexity to the encoder, simply
omitting the encoder RNN, and directly using embedded
input instead of RNN hidden state. Through this modifi-
cation, a lot of computational complexity disappears, which
greatly improves the efficiency of the model.


http://www.branchandcut.org//data/
http://www.branchandcut.org//data/
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Input: State space S, action space A, discount rate y, learning rate «, parameter update interval C

(1) Initialize experience pool D, the capacity is Np;

(2) Randomly initialize the parameters of the Q network &

(3) Randomly initialize the parameters of the target Q network & = &;

(4) repeat

(5) Initialize the initial state s;

(6) repeat

(7) In state S, choose action a = 7°

(8) Perform action a, observe the environment, get an instant reward r and a new state s’y

(9) Put s, a, r, s’ into D;

(10) Sample ss,aa,rr,ss’ from D;

rr, ss' Terminal state,
1 y= rr+ymax Qg (ss’,a')other.
a

(12) Use (y — Qg (ss, aa))? as the loss function to train the Q network;

(13) se—5s'"; R

(14) Every C steps, & = J;

(15) Until s is the termination state;

(16) Until Vs,a, Qg (s,a) converges;

output : Q network Qg (s, a)
ALGORITHM 1: Deep Q network based on pointer network
TaBLE 1: Parameter setting [29].
Parameter Parameter description Value
Enc-net Encoder parameters (N +2)x256 + (N +2) x 256>
Dec-net Decoder parameters (N +2)x256 + (N +2) x 256>
y Discount rate 1.0
o Learning rate 0.001
B Learning rate 0.002
€ Parameters of ¢ — greedy method [0.1, 1.0]
C Parameter update interval 0
Np Capacity of experience pool D 5000
TaBLE 2: The random distribution function table of the demand of customer i.

Demand G & Gk
Probability distributions Pi1 Pia Pik
TaBLE 3: Comparison of result sets of CVRPSD calculation examples.

SA DNQ-PN
Examples BKS
BS CT BS AS CT

E-n22-k4 375 411.57 104.1 406 409 84.6
P-n23-k8 529 619.53 21.1 580 642 17.2
A-n32-k5 784 853.6 199.8 822 868 138.4
A-n33-k4 661 704.2 178.2 695 730 196.5
E-n33-k4 835 850.27 3717 813 855 239.2
A-n34-k5 778 826.87 236.4 788 823 240.7
A-n36-k5 799 858.71 276.1 815 823 2352
A-n39-k5 822 869.18 257.6 754 809 243.6
P-n40-k5 458 4725 367.2 430 1495 338.1
A-n44-k6 937 1025.48 281.4 1019 1136 253.0
A-n45-k7 1146 1264.99 216.0 1213 1285 2489
P-n50-k10 696 760.94 150.6 732 764 157.6
E-n51-K5 521 552.26 586.0 594 621 4458
A-n55-k9 1073 1179.11 265.5 1149 1269 248.5
A-n60-k9 1354 1529.82 393.7 1477 1504 354.8
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TaBLE 4: Calculation example QI distribution service center information table.
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FiGURE 7: Comparison of optimal solutions.
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Distribution Service center X coordinate Y coordinate K Q I H
1 60 50 2 100 1000 10
2 10 80 2 100 1200 12
3 100 80 2 100 1500 15
TaBLE 5: Example QI customer point information table.
customer X coordinate Y coordinate E(j) ET LT
1 9 115 10 140 510
2 80 86 30 100 260
3 920 112 10 65 146
4 40 112 10 410 640
5 72 65 10 15 67
6 60 99 20 265 710
7 25 66 20 50 300
8 10 60 20 10 70
9 38 70 10 334 705
10 35 66 10 100 350
11 35 89 10 260 450
12 25 105 20 152 321
13 52 75 30 30 135
14 65 85 10 167 620
15 20 100 40 384 529
TaBLE 6: Calculation example Q2 distribution service center information table.
Distribution Service center X coordinate Y coordinate K Q 1 H
1 30 80 3 150 1200 12
2 22 20 3 150 1200 12
3 80 90 3 150 1500 15
4 75 40 3 150 1800 18
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TaBLE 7: Example Q2 customer point information table.

Customer X coordinate Y coordinate E(j) ET LT
1 65 40 10 129 450
2 100 86 30 100 170
3 32 66 10 65 146
4 85 90 10 10 70

5 75 65 10 115 367
6 90 69 20 150 210
7 80 46 20 170 225
8 88 98 20 50 95

9 45 70 10 234 605
10 80 66 10 200 450
11 65 29 10 448 505
12 25 85 20 0 100
13 22 75 30 30 92

14 52 85 10 367 467
15 50 80 40 184 429
16 20 95 40 155 548
17 58 65 20 99 148
18 35 95 20 179 254
19 45 90 10 258 345
20 30 50 10 10 73

21 39 42 20 310 532
22 28 36 20 12 433
23 18 41 10 102 397
24 25 20 10 0 60

25 5 14 40 250 300

TaBLE 8: Comparison of experimental results.

Q1 Q2
TO 0 0
BS DIS 4450 6267
F 10055 16632
DNQ-NP TO 0 0
AS DIS 4521 6748.5
F 10127 17684
CT 194 383
TO 0 0
BS DIS 4461 6194
F 10169 15568
I-DNQ-NP TO 0 0
AS DIS 4487 6446.8
F 10207 17006
CT 161 328

6. Conclusion

The language expression of the conclusion analysis part is
more colloquial. It is recommended to clarify the logical
relationship and make a rigorous expression. In today’s
highly developed material civilization, the daily fresh
product needs of residents’ lives are more personalized, and
at the same time, the effectiveness of customer needs is
gradually becoming higher. This further brings challenges to
the logistics and transportation scheduling of the fresh
product market (how to achieve it). The precise delivery of
customer needs puts forward higher requirements for the
efficient transportation of fresh product logistics. Based on
this, this paper proposes a DNQ algorithm based on a
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pointer network to solve the single fresh product distribu-
tion service center-regional efficient logistics scheduling
problem, and a feasible logistics transportation scheduling
plan can be obtained through simulation experiments. The
simulation results show that the algorithm is superior to
other common intelligent algorithms in terms of accuracy
and stability, which proves that the algorithm is effective and
feasible. Based on this, we further explored the improved
DNQ algorithm of the correction network, which can solve
multiple fresh product distribution service centers-regional
efficient logistics scheduling problems. The improved al-
gorithm reflects its efficient model solving efficiency on
complex problems, and through simulation, the analysis can
turther obtain multiple fresh product distribution service
centers-regional efficient logistics scheduling schemes. It is a
successful attempt to improve the solution algorithm. It is of
great significance for further research on solving the com-
plex logistics transportation scheduling problems of fresh
products. Through this research, we can see that the DNQ
algorithm of the pointer network has an important position
and practical value in solving the actual problem of fresh
product logistics transportation scheduling, but the trans-
portation scheduling model in this article is a very abstract
model. When the follow-up is further combined with the
classic algorithm research, it needs to be further improved in
practical applications.
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