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�e increasing complexity of the international situation intensi�es the changes of the economic environment. People’s demand
for information represented by accounting earnings, such as judging the pro�tability and risk coe�cient of the company, is
becoming more and more urgent. �is study puts forward the theory of predicting accounting earnings through accounting
earnings factors in a nonlinear way and designs an accounting earnings forecasting model based on arti�cial intelligence.
Integrating LSTM, seq2seq, and reinforcement learning and combining with self-attention like mechanism, a complex multifactor
time series forecasting model is established, and reinforcement learning is used to stabilize the model to prevent over�tting, which
puts forward a new solution to the multifactor time series forecasting problem of complex relationship. �e experimental results
and comparative analysis show the e�ectiveness of the enhanced recurrent neural network accounting earnings prediction model
designed in this study.

1. Introduction

As a discipline that provides economic information
re�ecting the �nancial status and operating results of en-
terprises, accounting re�ects the performance of the
entrusted responsibilities of the enterprise management by
providing the users of �nancial accounting reports with
accounting information centered on the operation of en-
terprises, which is helpful for the users of �nancial ac-
counting reports to make economic decisions [1–5].
Accounting surplus is the most important concept and index
in accounting information. Its decision usefulness is the
foundation of �nancial accounting and the main means to
judge the value of the company [6].

In the information view of accounting, it is considered
that the market is incomplete and full of uncertain factors
[7]. No accounting method can get the real income of an
enterprise, but accounting earnings information is a signal to
investors that is helpful to judge and estimate economic
income, which can improve the accuracy of investors’
prediction of the future situation of the company. �e

valuation view of accounting further complements the role
of accounting earnings information. It is believed that in-
vestors will take the corresponding accounting data (with
pro�t as the core) as the model change when valuing the
company, so that the accounting earnings information and
stock price a�ect each other. In other words, through the
value of accounting earnings, we can infer a lot of infor-
mation related to accounting earnings and use the earnings
information to analyze the company’s operation, risk, future
pro�tability, stock price change trend, etc. �erefore, the
prediction of accounting earnings and the analysis of
earnings information have always played a very important
role in corporate management, investment, and other
economic behaviors.

�e research of earnings information system can be
traced back to the relationship between the intensity of
expected income change and stock price adjustment. From
the beginning of being concerned to today’s research, many
scholars have been exploring the correlation between ac-
counting earnings and earnings information based on the
company’s stock price. In these studies [1, 8–11], a large
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number of theoretical and empirical studies show that the
relationship between accounting earnings and stock returns
(usually expressed by earnings response coefficient) changes
alternately. Many studies also found that the stock price will
fluctuate in the window period of accounting earnings in-
formation announcement such as annual report. In other
words, earnings information will have an impact on the
expected stock price in the future. At the same time, the
stock price will also affect the future surplus.

In the current research, considering the weakness of the
linear correlation between accounting earnings and stock
return and the limitations of relevant assumptions, scholars
have been seeking to establish a nonlinear correlation to
uncover the secrets between accounting earnings, stock
price, earnings announcement, annual report, and other
factors, so as to judge the value of the company and help
investors analyze and make decisions. (e characteristics of
this nonlinear system coincide with the nonlinear properties
of neural networks [12, 13]. Moreover, accounting earnings
and related data are time series data. As a neural network
that can display dynamic time series and use its internal
memory to process the input sequence of any time series,
recurrent neural network (RNN) [14–20] can predict
earnings fluctuation and reflect the stock price behavior at
this stage in combination with the influence of different time
series data. Reinforcement learning can intelligently solve
complex problems, get rid of the constraints of the current
theoretical analysis of accounting earnings value, and bring
more possibilities for the research and development of
earnings information.

(erefore, driven by artificial intelligence [12–20], this
paper constructs an overall model of various accounting
earnings value related factors, such as earnings (here refers
to the specific number of earnings, which can be equivalent
to profits), earnings announcement, stock price, assets and
liabilities, and company cash flow, based on the neural
network for time series and combined with parameter self-
tuning means such as reinforcement learning. Based on
earnings forecasting, an enhanced RNN earnings forecasting
model is proposed, which can be nonlinear and can auto-
matically adjust the importance of factors related to earnings
value through model learning.

2. Accounting Earnings Value Forecast Model

2.1. 'e Basic Idea. (e current two types of models (time
series analysis model [21, 22] and multiple cross-sectional
regression model [23, 24]) have their advantages and dis-
advantages. (e time series analysis model can have a more
stable output because it considers the dependencies that pass
over time. Still, it is also difficult to obtain its data, and the
model is too ideal. (e multiple regression model based on
cross-sectional data starts from reality, considers the cor-
relation between earnings factors, and can achieve a more
accurate output than the time series analysis model. How-
ever, the limitation of the linear model makes it impossible
to include the time-dependent relationship at the same time,
and the effect on multiple factors is also limited, so it is
limited to instability and further development.

Due to the superiority of RNN in processing time-series
data and the excellent ability of the neural network in fitting
complex models, we hope to combine the advantages of the
time series analysis model and multivariate cross-section
regression model. (e mainstream research factors of the
accounting earnings system are unified into a nonlinear
earnings forecasting model. (e purpose is to realize an
earnings forecast model that can reflect the relationship
between accounting earnings factors and output more ac-
curate accounting earnings forecast results by improving
and enhancing the RNN infrastructure.

As a model that can transmit data time relationships and
input multiple influencing factors simultaneously, RNN has
many points to pay attention to when used as the basis of the
whole model. (e simplest RNN is prone to failure to
converge when the factors are too complex; therefore, in the
impact of multiple accounting earnings factors, next, this
paper forms a preliminary model framework inspired by the
multistep prediction based on seq2seq. Here, we use the
seq2seq structure to improve LSTM. Because the seq2seq
structure is a structure of encoder-decoder, after using
seq2seq to improve LSTM, our earnings forecasting model
can implement variable-length inputs. In this way, even if
the value of each factor related to the value of accounting
earnings that we choose is not null, it will not affect the
model’s output. Another feature of this improved seq2seq
structure is that it can use the joint probability of previous
values to predict the next value, making the entire prediction
model more stable and reflecting the relationship between
earnings-related factors.

With the improvement of seq2seq [25, 26], we can in-
corporate many factors related to earnings value into the
earnings forecast model. However, many parameters still
need to be manually adjusted in the entire forecast model.
From this point of view, the model will have similar
problems as the multisection regression model: too many
parameters, challenging to adjust, and then affect the effect
of the model. To address this shortcoming, we use rein-
forcement learning to improve the whole prediction model.
(rough reinforcement learning, we can make the whole
prediction model adjust through prediction, receiving
feedback and feedback. (is idea realizes the self-tuning of
the prediction model and avoids the problem that the
prediction model is difficult to complete the training caused
by too many parameter adjustments. Under the guidance of
the above improvement ideas, the accounting earnings
forecast model is designed as shown in Figure 1, which can
represent our earnings forecast’s primary process and key
steps.

2.2. Accounting Earnings Forecast Algorithm Model. In the
above, we have proved the basic idea of the overall model
and the main architecture and algorithms used. In this part,
we will explain the structure and improvement of each
module in detail and introduce the basic model used, the way
of improvement, the flow of data in it, process functions etc.
We start with the seq2seq structure in the model, first ex-
plain the most basic data processing framework, then

2 Scientific Programming



introduce the reinforcement learning algorithm based on
seq2seq, and further explain the key functions in the model
and the improved weighting method.

2.2.1. Improved Seq2seq Model. In the above, we summa-
rized the types of accounting earnings factors and analyzed
the relationship between di�erent accounting earnings
factors. We explained in Section 2.2 that seq2seq could use
the joint probability of prior values to predict the charac-
teristics of the following value. �e commonly used seq2seq
has two structures. Here, we use the second structure of
seq2seq to simulate the characteristics that accounting
earnings factors a�ect each other and act on the �nal forecast
value of earnings. Combined with our �rst three-level re-
lationship of the surplus factors analyzed in the chapter, we
explained the reason for using LSTM in the seq2seq
structure before, so we use Figure 2 to represent our �nal
seq2seq structure.

�e LSTM cell starts from reading the input data and the
two states ct and ht of the previous cycle. zf, zi, and zo are all
formed by the input data xt and the previous cycle ht−1 after
splicing according to di�erent weights through the activa-
tion function σθ ( ). Calculated, these three variables are

gated states, the LSTM cell starts from reading the input data
xt and the two states ct and ht of the previous cycle. zf, zi,
and zo are all formed by the input data xt and the previous
cycle ht−1 after splicing according to di�erent weights
through the activation function σθ. Calculated, these three
variables are gated states, but in fact, the actual input is z
calculated by the activation function φθ.

�e �rst step of LSTM is controlling the input infor-
mation by the forget gate. We discard the relatively un-
important part of the input data through this step. In this
process, the LSTM cell controls the previous cell state ct by
calculating zf as the gate of the forget gate removal and
retention of information in ct−1. �en, the LSTM cell pro-
cesses the input, where the input gate zi will control the
selective input of xt. In this process, the previously calculated
z is performed together with zi, which we express with (2)-
(1). �e symbol ⊙ represents the multiplication of corre-
sponding elements in the operation matrix.

ct � zf ⊙ ct−1 + zi. (1)

�e output stage will determine all the outputs regarded
as the current cycle. Here, zo is used as the output gate. �e
calculation methods of ht and yt are listed in (2) and (3). In
general, yt is obtained by ht transformation.

ht � zo ⊙φθ ct( ), (2)

yt � σθ w′ · ht( ). (3)

After processing the encoding part, the encoding vector
enters the decoder for actual prediction, and the value of the
decoder part is calculated according to the process in Fig-
ure 2. Assuming that the encoder part obtains the �nal
hidden layer state value is hte, the decoder at the time of t+1.
�e state value of the part is calculated by (4), and the
predicted value ŷt+1 at this moment is calculated by (5).

st+1 � φθ
ystt,
hTe
, ct( ), (4)

ŷt+1 ∼ πθ y|ŷt, st+1( ). (5)

If we make the actual value to be predicted y, then the
loss function at this time can be expressed by (6), and X
represents the input data sequence.
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Figure 2: Partial structure of seq2seq.
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Figure 1: Accounting earnings forecast model.

Scienti�c Programming 3



Lθ � −∑
T

t�1
logπθ yt|yt−1, st, ct−1, X( ). (6)

Considering that the surplus data is negative or positive
and the characteristics of LSTM itself, we choose the sigmoid
function as the σ activation function (7), the tanh function as
the φθ function (8), and the SoftMax function as the πθ
function (9).

f(x) �
1

1 + e−x
, (7)

f(x) �
1 − e−2x

1 + e−2x
, (8)

f(x) �
ex

∑ie
i. (9)

If the accounting earnings factor is put into the model,
we use Figure 3 to represent the input and relationship
composition of the earnings factor in seq2seq.

�e encoding vector is composed of the three output
vectors of the encoder part. �e importance of these three
types of accounting factors is di�erent, and the three types of
accounting factors can be roughly determined through
existing model research. �erefore, in order not to further
complicate the model, we only draw on the idea of attention
mechanism (10), directly weight these three vectors, and
then obtain the input of the decoder part.

Attention score(query, source) �∑
T

i�1
similarityimery, eyyi( ) · value i.

(10)

However, under the seq2seq model at this time, the
optimization problem of the loss function is still not solved.
Under such conditions, it is di�cult to make the model have
the best optimization strategy, making the instability pro-
duced by the model indistinguishable from the multiple
regression cross section models. �erefore, we use rein-
forcement learning to improve this problem of the seq2seq
model, hoping to make the prediction results more accurate.

2.2.2. Reinforcement Learning Algorithm Integrating Seq2seq.
�e earnings forecast model to be established in this study is
based on a long time series. During this process, the relevant
data are constantly changing, and according to the Intro-
duction section, we know that there is also a correlation
between the accounting earnings data of the same year, that
is, the model we need is not a mapping of inputs to outputs,
but a pattern between earnings-related information. How-
ever, pure LSTM not only has independent and identically
distributed input but also cannot learn this “pattern.” We
have constructed the relationship dependence between
surplus factors through the seq2seq structure, so we con-
tinue to use reinforcement learning tomake seq2seq balance;
then, after exploration and development, choose the most
rewarding and most e�ective behavioral mode.

Because the �nal model is a value prediction model, we
need to choose a type of reinforcement learning algorithm
suitable for value analysis. We mentioned in Section 1 that
the most typical reinforcement learning algorithm for value
prediction is Q-learning. �erefore, we integrate the algo-
rithm idea of Q-learning with the seq2seqmodel constructed
in Section 2.2.1 to form the overall reinforcement learning
algorithm model shown in Figure 4.

In this process, our purpose is to maximize the expec-
tation of reward through the interaction between the agent
and the environment and action. We use (11) to solve the
reinforcement learning that integrates seq2seq, which is the
same as Q-learning; Qπ represents the utility function under
policy.

maxEŷ1 ,...,ŷT ∼ πθ ŷ1 ,...,ŷT( ) r ŷ1, . . . , ŷT( )[ ], (11)

Lθ � −Eŷ1, . . . , yT ∼ πθ ŷ1, . . . , ŷT( ) r ŷ1, . . . , ŷT( )[ ]. (12)

At this time, the loss function can be calculated by (12);
then by (13), we can obtain the value of the corresponding
maximum partial derivative, we make the output of the
decoder part before SoftMax is Ot, and then the partial
derivative can be rewritten as (14) and solved by (15). Rb is a
baseline reward value that does not depend on the seq2seq
part.
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Figure 4: Reinforcement learning algorithm structure in the
overall model.
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∇θLθ � −Eŷ1,...,T ∼ πθ
∇θlogπθ ŷ1,...,T( )r y1,...,T( ), (13)

∇θLθ �
zLθ
zθ

�∑
t

zLθ
z0t

·
z0t
zθ
,

(14)

zLθ
z0t

� πθ yt|ŷt−1, st, ct−1( ) − yt( ) r ŷ1, . . . , ŷT( ) − rb( ).

(15)

3. Model Implementation and
Experimental Analysis

Due to the large number of companies involved in the
forecast results and the vast di�erence between the forecast
results, in Figure 5, the horizontal axis is the company code,
the vertical axis is the unit length, and the green polyline
represents the 2018 earnings of Shanghai A shares predicted
by the enhanced recurrent neural network earnings forecast
model. �e red polyline is the actual earnings of these
companies in 2018. Figure 5 includes 1512 forecast values,
and the vertical axis value of other nonexistent company
codes is 0. It is impossible to judge the quality of the speci�c
forecast situation only by the particular forecast value.
�erefore, according to the calculation method in Section 2,
we calculate the metric value of the forecasted earnings in
2018 by the designed model.

Table 1 also shows the same index values calculated from
the prediction results of the basic LSTM model on the same
data set (because no accounting analysis is involved here, the

R2, ERC, and ICC indicators of the designed model are not
compared with LSTM). Due to the large amount of data
involved in the experiment and carried out on a personal
host, the running time of LSTM and the designed model is
more than one day, but considering that the accounting
earnings forecast itself is in units of years, the time required
for the experiment has little impact, far less than the ac-
curacy and other evaluation criteria, so the evaluation of the
results by the time of the experiment is not considered here.

From Table 1, only through the comparison of AE, can
we �nd that the designed model signi�cantly improves
prediction accuracy compared to the LSTM base model. At
the same time, it is not di�cult to �nd that the results
predicted by the designed model are still optimistic in
general (i.e., the overall forecast of earnings will be larger
than the actual value). Compared with the LSTMmodel, the
di�erence between AE and AAE is more signi�cant. To a
certain extent, it re�ects that the designedmodel has a higher
sensitivity when the company generates negative earnings.
But at the same time, the stability (DS) of the model is not as
good as that of the LSTM model, but the DS value of the
designed model is still within an acceptable range.
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Figure 5: Earnings forecast value by the designed model for Shanghai A shares (green) and its actual value (red).

Table 1: Forecasting result comparison of the designed model and
LSTM.

Indicator �e designed model LSTM
AE (unit: CNY) 31393488.66 974744257.7
AAE (unit: CNY) 655956316.2 1141490405.0
DE 12.48% 22.05%
ADE 20.77% 25.13%
DS 16.182% 6.182%
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At the same time, we compare the DE values of the
prediction results of the designed model and LSTM, and it is
easy to find that the designed model fits the curve of the
actual value more than LSTM. (e comparison between DE
and ADE further shows that the overall prediction trend of
the LSTM model is far more optimistic than the designed
model. It also makes the accuracy of the designed model
higher than that of LSTM in the case of a downward trend in
earnings.

In addition to comparing the prediction accuracy with
the LSTMmodel, this experiment further compared with the
HVZ model [27] and further analyzed the prediction results
of the designed model in the accounting sense. (e HVZ
model needs long-term data to be computationally mean-
ingful. In the data collected in this experiment, the amount
of data that meets the requirements of the HVZ model is
insufficient. (erefore, we use the empirical data of Li and
Mohanram [28] to compare with the designed model (Ta-
ble 2), and we mainly compare the accuracy of the forecast
results and whether they have accounting significance.

From Table 2, we can find that the prediction result of the
designed model is more accurate than that of HVZ. When
using data with a period of up to 40 years, the DS value of the
prediction result of the HVZ model can even be reduced to
less than 10%. But overall, the designed model is more
accurate than HVZ in more general cases.(e fit of the HVZ
model is slightly better than the designed model, but con-
sidering the limited regression parameters used by the HVZ
model, this does not mean that the designed model has a
worse fit. In addition, the ERC value of the designedmodel is
slightly higher than that of HVZ. (e designed model is
relatively more representative of market expectations, which
may be because the designed model uses the basic structure
of LSTM to transmit the time relationship in the accounting
earnings correlation system or because the input data in-
cludes the impact of the announcement on the market.
However, the ICC value of HVZ is higher than that of the
designed model, indicating that the HVZmodel has a higher
correlation with actual returns. It also shows that there is
room for further optimization of the input data of the
designed model, which needs to be further adjusted
according to accounting factors.

4. Conclusions

An accounting earnings forecasting model is designed based
on artificial intelligence. From the perspective of financial
accounting, more accurate judgment of the designed model
on the company’s profit trend itself is helpful for investment
analysis and company decision-making. At the same time, it

is difficult for traditional models to judge the sudden neg-
ative turn of company profits under volatile market con-
ditions. (e designed model can find out whether the
company has profitability faster than the general model. It is
easy to find out through the two common indicators of ICC
and ERC. (e designed model has a more sensitive response
to the market and is more consistent with the company’s
actual income. (e forecast results are more conducive to
analyzing the company’s problems in the face of adversity
and can even further infer industry risks.

In general, the designed model has higher accuracy in a
broader sense when forecasting earnings. It relaxes the data
requirements for forecasting and the high standards for the
company’s accounting years. On this premise, it can further
improve the accuracy of earnings forecasts and maintain
high stability. (is also shows that different companies have
similar accounting earnings correlation systems, and this
accounting earnings correlation system can be used to build
earnings forecast models for various companies. At the same
time, the earnings predicted by the designed model have
accounting significance, and the forecast results can reflect
the market’s expectations and reflect the correlation between
the forecast results and actual earnings. (e experimental
results also show that the selection of accounting earnings-
related factors has a particular impact on the results of
earnings forecasting.
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