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Background. A vast number of research papers are published every day on PubMed, making it difficult for scientists to retrieve
relevant articles in a timely manner. Keyword-based searches are currently the most popular method, but determining a suitable
set of keywords can be challenging. Moreover, searches based on keywords typically retrieve many irrelevant papers. We de-
veloped a natural language processing (NLP)-based keyword augmentation and screening (NKAS) method to help scientists easily
refine their keywords in topic searches.+is method can extract meaningful candidate keywords from the titles and abstracts of an
initial search using prior knowledge, knowledge graphs, and machine learning. +e method was tested on three atrial fibrillation
topics. When the NKAS was applied, the number of remaining papers was less than those in the original search but showed much
higher precision (73.83% vs. 34.6%) and recall (98.4% vs. 59.93%) compared with those of the original search results. In
conclusion, the NKAS method showed that NLP and other artificial intelligence techniques can help enhance both the search
comprehensiveness and accuracy. +ese results suggest a great potential for the application of artificial intelligence methods in
medical publication searches and other text-based applications.

1. Introduction

More than 26 million articles have been published in
PubMed [1], and every day, this number increases by
more than 2000 [2], which makes searching for and
identifying relevant literature a difficult task for scien-
tists. A traditional keyword-based literature search
usually starts with setting two or three keywords,
sometimes with a few general restrictions such as time
period, publication type, or publisher. +e search then
easily returns hundreds or thousands of papers where the
keywords can be found in their titles or abstracts [3].
However, from these, there might only be a few results
that precisely match the topic of interest. +e scientist
conducting the search must then check all the results
manually (usually by reviewing the titles and abstracts) to
identify the appropriate articles. If most of the return
results do not pertain to the topic of interest, or if they do

not sufficiently cover the topic, the scientist may have to
adjust the keywords and perform the search again.

Methods to improve keyword searching have been ex-
plored by many researchers. Jung et al. proposed the use of
an initial broad keyword search followed by a rule-based
keyword matching method to obtain the final results [4].
However, the matching did not focus on paper identification
but instead aimed at finding associations of genes and
disorders from the search results. Also, this study used
existing synonyms of search keywords, even though many
papers of interest can only be retrieved by using other
relevant keywords (but are not synonyms). Such synonym-
based query extension methods are widely used in image
search applications where exact keyword matching is not
important [5, 6]. In contrast, for topic searches, the exact
keyword match is a basic requirement. King and Bree used a
similar approach but instead used an initial search followed
by a manual review of the abstracts to obtain similar words;
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however, this is not practical when there are hundreds of
return results [7]. Volanakis and Krawczyk [1] implemented
a system to search cited texts from 1.7 million papers, where
cited texts are pieces of text in the papers that refer to other
publications. +is method effectively utilized information of
interest in cited texts to replace predefined keywords.
However, the cited texts were usually not representative
enough.+ey were quite often relevant to the general field of
the paper rather than to its core contributions, so searches
based on the cited texts were not accurate. While these
efforts may be helpful under certain conditions, to the best of
our knowledge, there is currently no method for the iden-
tification of corresponding candidate keywords to help
improve the search results.

Moreover, many of the retrieved results are unwanted,
but the more specific a search is made, the larger the pro-
portion of irrelevant search results. +erefore, a system that
could automatically assess the relevance of each piece of
retrieved literature would be valuable in obviating the
onerous task of manual screening.

Natural language processing (NLP) [8] is a field of ar-
tificial intelligence (AI) that enables computers to under-
stand, interpret, and manipulate human language. NLP uses
many different techniques, such as knowledge graph, sta-
tistical and machine learning, computational linguistics, and
rule-based methods, in order to analyze and comprehend
natural languages. Basic NLP tasks include tokenization and
parsing, lemmatization/stemming, part-of-speech (POS)
tagging, entity recognition, and semantic relationship ex-
traction, which mimic the manner in which humans
manually process sentences and paragraphs in their early
years.

Keywordtuning is labor-intensive, and quite often, even
the final set of keywords is still incomplete or inaccurate due
to the diversity of medical phrases and expressions. To
remedy this, NLP-based methods can be applied to identify
closely related candidate keywords, called replacement and
correlated keywords. Authors can select from this pool of
keywords with the aim of improving the comprehensiveness
of the search results.

+erefore, to help scientists identify topic-related key-
words and to remove irrelevant search results, this study
proposed an NLP-based keyword augmentation and
screening (NKAS) method that improves upon the tradi-
tional paper retrieval approach. In NLP-based keyword
augmentation, prior knowledge and reasoning techniques
are employed to remove irrelevant search results. It should
be noted that while this study examined the PubMed da-
tabase, our NKAS method may be broadly applicable to
many other databases such as Google Scholar and
ScienceDirect.

2. Methods

2.1. A Brief Description of the Approach. +e NKAS method
begins with an initial search using a few keywords and filters
(Figure 1). Step 1. It then utilizes NLP to process the initial
search results, obtaining useful candidate keywords for
scientists to choose from Figure 1. Step 2. Next, when

scientists have selected the final keyword set, the search is
performed again, and a smart two-stage screening method is
employed to identify the truly relevant papers (Figure 1).
Step 3.

Importantly, all the processes are automated with the
exception of scientists defining their initial keywords and
choosing suitable replacement and correlated keywords
from the recommended list. NLP techniques are used in both
Step 2 and Step 3.

Step 1. +e traditional search
+e first step is the traditional keyword-based literature

search that usually starts with setting two or three keywords
as defined by the scientist.

Step 2. Identification of replacement and correlated
keywords

Keywordtuning can be difficult, as there are often different
terminologies to describe the same or closely related concepts,
and thus, to obtain the full set of relevant papers, all the related
terms must be considered. For instance, both “auricular fi-
brillation” and “atrial tachyarrhythmia” are widely used in
papers describing “atrial fibrillation”; not including both these
phrases in the keywords may lead to the omission of a large
portion of papers from the search results. For convenience, we
call these largely synonymous phrases such as “auricular fi-
brillation” and “atrial tachyarrhythmia” replacement keywords.
Replacement keywords are common; for example, “thrombo-
embolism,” “cerebrovascular disease,” “ischemic,” and
“embolism” have similar meanings to “stroke,” while “mitral
regurgitation,” “aortic regurgitation,” “tricuspid regurgitation,”
“mitral stenosis,” and “aortic stenosis” have similar meanings to
“valvular heart disease.”+ese replacement keywordsmight not
have the exact same meaning as the original keyword, but the
papers addressing these other terms should also be put forward
for consideration.

Furthermore, there are also correlated keywords that are
closely related phrases to the search keyword; for instance,
“creatinine clearance” is linked to “renal insufficiency” since
abnormal creatinine clearance indicates renal insufficiency.
Obviously, listing all possible replacement and correlated
keywords is impractical, but a smart approach that includes
all replacement and correlated keywords would provide a
truly comprehensive search.

+erefore, NLP techniques were developed and applied
to identify the related keywords based on the titles and
abstracts of the search results according to the initial key-
words. For the current study, the following procedure was
followed:

(1) +e abstracts were first separated into sentences with
the title being considered a single sentence. A sen-
tence tokenizer, imported from Natural Language
Toolkit (NLTK) [9], was used.

(2) Abbreviations were recorded and extended. +e
surrounding words of an abbreviation were checked
and the corresponding original words were deter-
mined automatically, so that the abbreviation could
be extended. +e abbreviations and their original
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words were recorded in a database as tuples and thus
made a big table of such correspondences since they
were collected from a lot of papers. With this cor-
respondence table, if for an abbreviation, it could not
identify the corresponding original words from its
surrounding words, the table was checked to obtain
the possible extensions.

(3) All the sentences were then separated into words,
using the word tokenizer of NLTK. Part-of-speech
(POS) tagging was also performed using the NLTK
ConsecutiveNPChunkTagger, which provides a
better performance over other taggers.

(4) +e NLTK wordnet lemmatization tool was used to
lemmatize words.

(5) With the preparation above, the maximum entropy
classifier (with a parsing accuracy of 96.0% tested on
the conll2000 dataset provided by NLTK) was used
to perform named entity recognition. For the pur-
poses of this study, a named entity was considered
the name of the disease, symptom, organization, etc.
+e parsed named entities were then postprocessed
into a list of possible replacement and correlated
keywords. For the “and” or “or” conjunctions, the
phrase was divided into two parts based on the “and”
and “or,” except when “or” meant “odds ratio,”
which is a statistical parameter. +e stop words,
digits, and other nonletters were removed from the
entities. Words connected by hyphens were exam-
ined to determine if they were meaningful keywords
using similar procedures as above. +e remaining
words and phrases were ranked and stored.

From the postprocessing on the named entities, a list of
possible replacement and correlated keywords were pro-
vided. +e NLP flow of Step 2 is presented in Figure 2.

Step 3. +e two-stage paper screening
When the search was performed using the refined

keywords, the NKAS method was used to deploy a two-stage
screening to keep only the truly related papers (Figure 3).

+e first stage is called a “general removal stage.” In this
stage, the unexpected papers were removed according to
several general exclusion criteria, which can be adjusted
depending on the scenario. +ese exclusion criteria included
the impact factor of the journal, the article type, the research
methods (simulated study or experimental study), and the
structure of the article (such as the presence or absence of an
instructed abstract).

In contrast, the second stage is referred to as the “specific
removal stage” and is specially designed for a given topic. For
each topic, a topic-specific model was recommended that
utilized the core keywords (the keywords that could dif-
ferentiate relevant papers from irrelevant ones, with positive
core keywords suggesting relevant papers and negative ones
implying irrelevance) and the comparison results relating to
the core keywords. More specifically, the following two
common considerations were applied in the models for the
specific remover criterion settings: (1) the location where the
core keywords appeared (the title, background, or conclu-
sion of the abstract) and the number of times the keywords
appeared, and (2) the number of comparison results that
appeared in the abstract relating to the core keywords.

2.2. Examples. We tested our NKASmethod on three topics:
“Which novel oral anticoagulant (NOAC) is more suitable
for preventing strokes in atrial fibrillation patients?” (the
NOAC case); “Which anticoagulation treatment is more
suitable for atrial fibrillation patients with renal insuffi-
ciency?” (the kidney case); and “A comparison of left atrial
appendage treatment and new oral anticoagulation drugs for

Paper Crawling

NLP
Ke

yw
or

ds
 S

ea
rc

h

Core Keywords
IdentificationGeneral Remover

• Pre-defined general excluding
criteria

Special Remover
• Knowledge Reasoning

AI Recommends Candidate Keywords

Info. Extraction

Save url

Send Req.

pubmed
Scheduler

Extract url

Responses
Spider

Middlewares

Downloader
Middlewares

DownloaderScrapy
Engine

Requests

Requests

Items

Item
Pipeline

Tokenization

Part-of-speech
Tagging

Entity
Recognition

Abbreviation
Extension

Lemmatization

Entity
Postprocessing

Rule Definition

Knowledge
Graph

Search
Results

St
ep

 1

St
ep

 2

Step 3

Spiders

Figure 1: +e work flow of the NKAS method. Keyword search is automated, and then, the results are analyzed by NLP, where a set of
candidate keywords are recommended for revised search. +e final search results are then processed by the general and special removers,
which are supported by the NLP functionalities and knowledge graph. +e knowledge graph, currently supporting medical abbreviations
and disease/drug relations, can be generated automatically from the NLP process.
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the treatment of atrial fibrillation patients” (the LAA vs.
NOAC case). None of these topics have been clearly defined
in the current atrial fibrillation guidelines [10].

3. Results

Figure 4 describes an example of the NKAS process pro-
posed in this article for the first topic; that is, the NOAC case.
Similar processes were applied for the other two topics (the
kidney case and the LAA vs. NOAC case). Figure 5, Figure 6
and Figure 7 show the numbers of papers resulting from the
traditional search and the augmented search.

As can be seen from Figure 5, for topic 1, the extension of
each keyword “NOAC,” “stroke,” and “atrial fibrillation” to a
set of related keywords greatly increased the number of
related papers from 58 to 635, which is about 10.95 times
more. +e augmented keywords (we defined augmented
keywords as the keywords derived from the initial keyword

set) were acquired from the NLP analysis of the candidate
keywords in the 58 papers, and the top 10 keywords (and
their frequency of detection in the papers) are listed in
Figure 5. Similarly, for topics 2 and 3, augmented keywords
increased the search results from 30 to 104 papers and from
8 to 30 papers, respectively. +is corresponded to a 3.47-fold
and 3.75-fold increase, respectively. Clearly, the introduc-
tion of candidate keywords from the NLP analysis resulted in
a far more comprehensive search.

While keyword augmentation increased the number of
possibly related papers, Step 3 of the NKAS method, the
screening process, was deployed to significantly reduce ir-
relevant papers. Figure 8 shows that although keyword
augmentation raised the number of search results by several
fold, after the general and specific screening models were
applied, the number of remaining papers was actually not
greater than that found in the traditional search (namely, 26
vs. 58, 23 vs. 30, and 8 vs. 8 for topics 1, 2, and 3,
respectively).

While the NKAS method did not identify more papers
than the traditional search, it remained to be determined
whether the final selected articles were accurate and com-
prehensive with regard to the topic of interest.

For the convenience of comparison, we have prepared
target papers throughmanual screening and examination for
each of the three topics. Based on the comparisons with the
target papers, the accuracy and comprehensiveness of the
NKAS results and the traditional search results are shown in
Table 1. +e precision scores indicate that the search ac-
curacy and the recall scores confirm the search’s compre-
hensiveness. +e data demonstrated that compared to the
traditional search, our NKAS method was superior in both
search accuracy and comprehensiveness.+e detailed results
of the original search and the NKAS method on the above
three topics are in the supplemental files Topic1_NOAC
docx, Topic2_Kidney docx, and Topic3_LAAvsNOAC docx,
respectively.

Note that in the kidney case and the LAA vs. NOAC case,
all the truly relevant papers were included in the set of papers
identified with the special model, while in the NOAC cases, 1
of the truly related papers, “Effectiveness and Safety of Non-
Vitamin K Antagonist Oral Anticoagulants in Asian Patients
With Atrial Fibrillation” [11], was mistakenly abandoned by
the special remover (Stage 2 of Step 3: two-stage screening),
since the information on the comparison of NOACs on
stroke prevention was only detected in the contents sections
of the paper, rather than in the title and the abstract. In
addition, 1 paper [12] in the original search results for the
kidney case was actually relevant to the topic; however, in the
process, only papers published in journals with an impact
factor not less than 3 were included, and therefore, it was
excluded by the general remover and here annotated as not
relevant for convenience.

Compared with the traditional search results and the
screened results of the NKAS method, we found that the
traditional search could not express deliberatemeanings. For
instance, in the NOAC case, we wanted to explore “which
NOAC was better and in what situation(s)?”. However,
many papers in the traditional search results simply took all
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NOACs as a whole group to compare to other drugs [12, 13].
+is may be an illustrative explanation for the lack of high
precision of traditional searches.

4. Discussion

In recent years, AI has been widely used in medical re-
search, in both medical images and texts. However, little
attention has been devoted to the actual search process,
which can be a demanding issue for physicians and

researchers. Search automation is one way to reduce a
physician’s search burden. Stork [14] is the most common
medical search automation tool. However, it does not
have an AI-aided functionality to augment keywords and
screen with designated models. +e PaperBot [15],
published in 2019, is also a crawler that helps medical
search automation. But it does not enhance search
comprehensiveness and accuracy. Textpresso Central [16]
is another platform that not only helps users in keyword
and category searches but can also annotate and curate
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keywords

Define an initial
set of keywords

Define a topic to
be searched

Which Novel Oral AntiCoagulant (NOAC) is
more suitable in preventing strokes for atrial

fibrillation patients?

NOAC and atrial fibrillation and stroke

(oral anticoagulants or anticoagulant or anticoagulation or
NOAC or dabigatran or rivaroxaban or apixaban or edoxaban
and (atrial fibrillation) and (stroke or thromboembolism or

cerebrovascular disease or ischemic or embolism)

Search
results

Search
results

User
picking
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Figure 4: An example NKAS process for the first topic (NOAC case).First, the topic and the initial keywords are proposed, and then, AI
helps to identify the candidate keywords from the initial search results. +e subsequent search results are then screened by the general and
special removers, with the remaining papers on the topic increased on comprehensiveness and accuracy compared with the initial search
results.

Initial search keywords NOAC Stroke Atrial Fibrillation (58)

(oral anticoagulants OR anticoagulant OR anticoagulation OR NOAC OR
dabigatran OR rivaroxaban OR apixaban OR edoxaban) AND (Atrial 

fibrillation OR auricular fibrillation OR atrial tachyarrhythmia) AND (stroke 
OR thromboembolism OR cerebrovascular disease OR ischemic OR embolism)

(635)

Augmented keywords

Key words (Num. Papers)

Candidate keywords (Top 10)

Atrial fibrillation (1897)

Stroke (1897)

Warfarin (1267)

Noacs (830)

Dabigatran (808)

Bleeding (769)

Rivaroxaban (727)

Anticoagulation (621)

Apixaban (577)

Major bleeding (565)

Figure 5: Replacement and correlated keywords finding results for topic “Which Novel Oral AntiCoagulant (NOAC) is more suitable in
preventing strokes for atrial fibrillation patients.”
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the identified papers. Although these tools use automa-
tion to reduce the human search effort, none have been
designed to help the user refine keywords and screen
search results.

As observed from the results of the three demonstrative
topics in this study, AI-aided search and automation tools are
useful not only in improving the search completeness and
accuracy, but also in reducing the human effort required. In-
deed, similar tools can be extended to many fields in medical
research. For instance, in meta-analysis preparation, NLP
techniques can aid in the precise identification of papers of

interest and extract the useful parameter values from the texts
for the pooled analysis. It can also be used in tasks such as
identifying text corresponding to medical concepts in clinical
case reports [17, 18].

It is also worth noting that we attempted to apply machine
learning techniques, such as support vector machine, Näıve
Bayes classifiers, and decision trees, to replace the special re-
mover. However, these machine learning techniques did not
perform well in classifying the papers as truly relevant or not
after the general model, and none achieved an F1-score (a
commonly used balancedmeasurement of model performance)

Initial search keywords anticoagulation atrial fibrillation renal insufficiency (30)

(Renal Insufficiency OR Kidney Diseases OR Acute Kidney Injury OR Kidney
Failure OR CKD OR renal function OR ESRD OR chronic kidney disease OR

renal impairment OR renal disease OR creatinine clearance OR renal replacement
OR renal dysfunction OR kidney function OR renal failure OR serum creatinine

OR dialysis OR chronic kidney disease) AND (warfarin OR NOACs OR
dabigatran OR rivaroxaban OR apixaban OR edoxabanOR anticoagulation OR

vitamin k antagonists OR anticoagulant) AND atrial fibrillation (104)

Augmented keywords

Key words (Num. Papers)

Candidate keywords (Top 10)

Atrial fibrillation (91)

Warfarin (36)

CKD (30)

Stroke (24)

Major Bleeding (23)

Renal Function (21)

Anticoagulation (19)

Ischemic Stroke (17)

Chronic Kidney Disease (15)

DOACs (13)

Figure 6: Replacement and correlated keywords finding results for topic “Which anticoagulation treatment is more suitable for atrial
fibrillation patients with renal insufficiency.”

Initial search keywords Left Atrial Appendage NOAC Atrial Fibrillation (8)

(LAA OR “left atrial appendage” OR LAAC OR LAAO OR “watchman device”
OR “laaclosure” OR “laaocclusion” OR “left atrial appendage occlusion” OR

“left atrial appendage closure” OR “Watchman” OR “atrial appendage closure”
OR “atrial appendage closure” OR “atrial appendage occlusion”) AND (apixaban

OR betrixaban OR edoxaban OR rivaroxaban OR dabigatran OR “Non-vitamin K
antagonist oral anticoagulants” OR “Novel Oral Anticoagulants” OR DOAC OR

“Warfarin” OR “oral anticoagulants”) AND Atrial Fibrillation (30)

Augmented keywords

Key words (Num. Papers)

Candidate keywords (Top 10)

NOAC (28)

Atrial fibrillation (20)

LAAC (13)

Dabigatran (9)

VKA (9)

LAA (7)

Apt (7)

Watchman device (5)

Stroke prevention (5)

Rivaroxaban (5)

Figure 7: Replacement and correlated keywords finding results for topic “How is the left atrial appendage treatment compared to using new
oral anticoagulation drugs for atrial fibrillation patients?”.
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over 72.7% for the three topics analyzed. In comparison, the
lowest F1-score for our special NKAS model across the three
topics was 82.1%.

F1 − score �
2∗Precision∗Recall
Precision + Recall

. (1)

+ere are two possible explanations for this result. +e
first is that the topics considered in this study were narrow
and hence even before the general model screening, there
were few papers in the search results. Around 30–300 papers
may be identified from an elaborated keyword search, from
which approximately 10–30 papers may finally meet the
topic specificity, and this small sample size often reduces the
performance of machine learning algorithms. Second, the
papers in the search result set were literally very similar in
their titles and abstracts, which hinders the performance of
all machine learning algorithms using word-based models,
whether it be word2vec [19, 20] or bag of words [21].

However, we should also note that the application of the
AI-based methods to the medical fields is still in its infancy,
especially for the text-based NLP methods, and a few lim-
itations have yet to be overcome. First, the lack of a large-
scale and well-established annotated dataset for medical
texts prevents NLP and other machine learning methods
from achieving a great performance. +e current BERT
model (Bidirectional Encoder Representations from
Transformers) [22] is based on massive text resources and
has demonstrated state-of-the-art performances in many

text-based machine learning tasks, but it is computationally
costly, not specifically fine-tuned for medical scenarios, and
thus not suitable for our case. Second, as stated above, in
many scenarios such as ours, the small scale of the relevant
papers and their similarity to each other makes it difficult for
machine learning algorithms to distinguish between them,
and hence, NLP must to be applied in a deliberate manner to
aid human activities.

+e use of AI-based methods may also encounter trust
issues, as most medical scientists are not familiar with AI
and may not readily accept these methods. Indeed, some
of the AI methods may output unrepresentative results,
which can lead to poor outcomes. +erefore, a scientist-
guided application of AI methods may provide more
autonomy and consequently be more agreeable. Indeed,
the NKAS method presented in this report is one such
effort in this direction.

5. Conclusion

AI is being increasingly and intensively applied in many
medical scenarios, but mostly for image-related func-
tions. In this study, we developed the NKAS method, a
three-step AI-aided search and automation tool. NKAS
provided a final search result that was more compre-
hensive and accurate compared to an original keyword
search. Our method is a demonstration of the great
potential of AI in text-based medical applications.
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Number of papers after General Remove 
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Figure 8: How the two-stage screening (general remove and specific remove) has helped to reduce the number of unnecessary papers.

Table 1: +e comparison of precision and recall of the traditional search method and the NKAS method.

Topic Num. truly related Traditional search precision Traditional search recall Result Precision Result Recall
NOAC 21 13.8% (8/58) 38.1% (8/21) 76.9% (20/26) 95.2% (20/21)
Kidney 16 40% (12/30) 75% (12/16) 69.6% (16/23) 100% (16/16)
LAA vs. NOAC 6 50% (4/8) 66.7% (4/6) 75% (6/8) 100% (6/6)
Average 34.6% 59.93% 73.83% 98.4%
Note. Result Precision � (Num. (papers truly related ∩ papers in the search result))/Num. Papers in the search result, and Result Recall � (Num. (Papers Truly
related ∩ Papers in the search result))/Num. Truly related. NOAC: novel oral anticoagulant; LAA: left atrial appendage.
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However, in our method, the scientists must choose
from the recommended keywords to refine their initial
keywords, and thus, it does not offer complete automation.
In the future, further NLP techniques can be applied to
develop a more intelligent system.

Moreover, although the NKAS method is universally
applicable by its design, it has only been evaluated in the
PubMed database thus far. +e transfer and adaption of this
method to other literature search databases such as Scien-
ceDirect and Google Scholar is warranted [22].
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