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Improving the employment rate and quality of women’s employment has been a hot spot of social concern in recent years.
Traditional female employment information has not been fully utilized; only simple storage and query functions have been
completed. In order to mine and use female employment information, we find the rules that exist in it, and to better understand
the current female employment problems, this article focuses on the data mining of female employment information data. *is
paper introduces in detail the current employment trends of women and the advantages of decision tree algorithms, the hot
content and key technical points of data mining technology, the research progress of this technology at home and abroad, etc.
Decision tree analysis algorithm for association rules: According to the formula calculus, the advantages of the decision tree
algorithm and the association rule analysis method are displayed more clearly. *e model of female employment information is
mainly constructed, and the process of data collection and data model establishment is introduced. According to a set of female
employment information data, the algorithm is analyzed through the decision tree analysis algorithm based on association rules,
and the reliability of the algorithm is verified. Finally, the whole article is summarized, and its basic contents are explained. *e
decision tree analysis method based on association rules can effectively dig out the information hidden in the female employment
information data, and it has an important role in guiding the self planning of college women.*is algorithm has the characteristics
of high operating efficiency and stable results, and it also has a positive effect on other types of data mining.

1. Introduction

In the past few decades, with the development of social
economy, the transformation of the industrial structure, and
the awakening of female consciousness, more and more
women have participated in the labor market, as shown in
the “2012 World Development Report: Gender Equality and
Development.” A young woman in Rafah said: “I think a
woman must receive education and must work so that she
can prove herself to the society and become a better mother”
[1]. In terms of the world, women have been made in
employment with great progress, but despite this, gender
discrimination in employment is still widespread. To this
end, the author commented on the “*e World’s Women
2015: Trends and Statistics” published by the United Nations

Statistics Division [2], the WDI database published by the
World Bank [3], and the “Women at Work: Trends 2016”
published by the World Labor organization. Relevant data
have been statistically analyzed to explore the current status
and trends of women’s employment worldwide, to better
understand the status quo of women in the world labor
market, and to provide references for promoting women’s
social labor participation.

*is article intends to construct a female employment
data analysis system based on a large amount of actual fe-
male personal information and employment data using the
decision tree analysis algorithm and the association rule
analysis method in traditional data mining methods. *is
article intends to use the decision tree algorithm because it
has the following advantages:
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(1) *e analysis results are easy to present and under-
stand. Because the final analyst of the system often
does not have a deep understanding of the meaning
of the data, it is difficult to understand the results of
the analysis through professional vocabulary.
*erefore, the presentation form of data mining
analysis results is very important. *e decision tree
represents the final classification result in a graphical
tree structure, and the generated rules are described
in the form of IFELSE, which is in line with people’s
logical thinking for analyzing problems.

(2) *e amount of calculation is small, and the efficiency
is high. *e decision tree method mainly uses op-
erations such as search, filter, addition, and com-
parison, and its computational complexity is
relatively small compared to other methods. In this
way, the efficiency of the entire system will be higher.

(3) *e role of key attributes can be presented. In the
constructed decision tree system, a high-level deci-
sion tree node means that the attribute represented
by the node has higher importance. On the contrary,
the attribute represented by a low-level node has a
lower effect on classification. Two sections at the
same level have the same importance.

Based on the above advantages, in the female employ-
ment data analysis system based on the decision tree al-
gorithm and the association rule analysis method studied in
this article, decision tree technology and the association rule
analysis method will be used to establish an analysis model
and mine employment-related data for women. By studying
data such as women’s personal information and the attri-
butes of the final employment unit, it is possible to dig out
important information and information with high guiding
value.

2. Related Work

Data mining is a nontrivial process of extracting effective,
novel, and potentially useful knowledge from complex data.
In actual situations, data have the characteristics of large
quantity, noise, incompleteness, vagueness, and high ran-
domness. Data mining, also known as “Knowledge Dis-
covery in Database,” is a multidisciplinary field. Data mining
integrates the research results of the latest technologies such
as database technology, artificial intelligence, machine
learning, statistics, knowledge engineering, and information
retrieval, and its applications are very wide. As long as there
is an analytically valuable database, data mining can be used
to mine useful information [4]. At present, the latest re-
search on foreign data mining technology focuses on dis-
covering knowledge. Bayesian analysis methods and
boosting methods are getting more and more attention; at
the same time, the algorithm combining KDD is also widely
used [5]; the statistical regression method is a traditional
data mining method, and the effect is obvious after being
applied in the KDD analysis method [6]. In terms of ap-
plication, it is mainly reflected in the conversion of the KDD
method from solving a single problem to solving a class of

problems.*e United States is a leader in global data mining
technology research and occupies the core technology of
research [7]. Since data mining software has driven the
development of the market and unearthed the needs of the
market, the need for data mining software is also very large.
Many well-known international companies have set up data
mining departments one after another, increasing their
investment in the field of data mining. So far, a series of data
mining software with mature technology and high appli-
cation value has appeared in the market. *e following are
currently the most important data mining software:

2.1. Knowledge Studio. A database mining tool was devel-
oped by the Angoss Software Company, which can import
external models and rules into the system. *e biggest ad-
vantages: fast response, fast calculation, high readability of
models and supporting documents, and easy to add new
algorithms.

2.2. IBM Intelligent Miner. *e software developed by IBM
can complete the selection of data, transform according to
requirements, and dig out the hidden information of the
data according to the purpose.

2.3. SPSS Clementine. SPSS has a long history and is an
earlier analysis software. It can convert data into an easy-to-
understand graphical interface, and it can also be stably
combined with neural network algorithms [8]. *e software
introduces many new concepts of data mining, laying the
foundation for the process of data mining [9].

Since the domestic research on data mining started late,
it is not very mature and is still in the developing stage. *e
latest developments include as follows: in the research of
classification and recognition, trying to establish the theory
of classification according to the set to realize the processing
of large databases; fusing rough set and fuzzy theory to-
gether, which is very suitable for discovery recognition [10].
In China, major universities, research institutes, and sci-
entific research companies are the main drivers of data
mining technology development, and they have made great
progress in many fields [11]. From the current point of view,
several research hot spots of data mining mainly include
Website Data Mining, Bioinformatics/Genomics data
mining, and textual data mining (Textual Mining) [12]. In
short, data mining is a powerful tool. It needs to generate a
data model under the guidance of existing data, and the
obtained model must be verified in real life [13]. Data an-
alysts must know what the principles of the selected data
mining algorithm are and how they work, and must have a
deep understanding of the domains that are expected to
solve the problem, understand the data, and understand the
process. Only in this way can they finally explain the results
obtained and make data mining truly meets the needs of
people in the information age and serves the society [14].
Data Mining has actively been used since long in different
fields, e.g., healthcare [15, 16], research [17], social com-
munication [18], and education [19]. *is article focuses on
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the analysis of female employment data. Due to the high
correlation of female data, the risk of adopting the Bayesian
analysis method is higher, so the decision tree algorithm is
adopted. But for each sample of female data, there are many
attributes. How to choose these attributes for decision
making is the focus of analysis. In this paper, a decision tree
algorithm based on association rules is used. On the basis of
the decision tree algorithm, the association rules are used to
select the attributes of female employment data for decision
making.

3. Methods

3.1. MainMethods of DataMining. Data mining technology
has developed rapidly in recent years, and the corresponding
technical methods have also been expanded and improved in
many ways, forming various data mining methods. Various
data mining methods can be divided into the following
categories: clustering algorithms, classification algorithms,
decision trees, and so on. Table 1 describes the functional
characteristics and application fields of various data mining
algorithms. *is section focuses on clustering analysis al-
gorithms and association rule algorithms [20].

3.2. Decision Tree Algorithm. A decision tree algorithm is an
efficient and accurate classification method. It can construct
a decision tree representation and corresponding classifi-
cation rules from a large amount of unordered and irregular
data, and is widely used in the field of data mining [21]. *e
origin of the decision tree method is the concept learning
system (CLS), which was subsequently developed to the ID3
method through the improvement of scholars in the cor-
responding field and finally evolved into the C4.5 algorithm,
which has the ability to deal with continuous attributes [22].
Other typical decision tree methods include CART, SLIQ,
and SPRINT, and have a certain degree of application in
other fields [23]. *is article focuses on the CLS algorithm
and the ID3 algorithm, and compares and analyzes the
advantages and disadvantages of these algorithms. And for
the data mining system, the appropriate decision tree al-
gorithm is selected [23].

3.3. CLS Algorithm. *e CLS algorithm is the original al-
gorithm for decision tree learning, and other subsequent
decision tree learning algorithms are developed on the basis
of the CLS algorithm. *e idea of the CLS algorithm is as
follows: the database to be processed is selected, and one of
the attributes is selected as the test attribute. *is attribute is
mapped to the decision node in the decision tree [24].
Different attributes can correspond to their respective
subsets. If the subset has no content, or the samples of the
subset belong to the same category, then it is taken as a leaf
node. Otherwise, a classification attribute is reselected, and
the subset is divided [24]. *e sign of the end of the decision
tree construction is as follows: all the subsets are empty; all
the subsets have belonged to the same category. For example,
the relationship between a person’s hair color, eye color, and
ethnicity is shown in Table 2.

According to the information provided in Table 2, if “eye
color” is the test attribute, the subset that can be obtained by
applying the decision tree algorithm is shown in Figure 1.

Furthermore, “hair color” is selected as the test attribute,
and the subset is obtained, as shown in Figure 2. Since the
final samples are all of the same type, the decision tree is
constructed.

3.4. ID3 Algorithm. *e ID3 algorithm is a widely used
decision tree algorithm, which has the characteristics of high
efficiency and accuracy [25]. *at is, on the basis of CLS, the
step of decision attribute selection is added. In projects with
many attributes, it can be more accurate to make a decision,
and measure and calculate the amount of information. *e
concept of the amount of information was proposed by
Shannon in 1948. Its formulas are introduced as follows [25]:

*e amount of information Iai of an event ai can be
measured using the following formula:

I ai(  � p ai( log2
1

p ai( 
, (1)

where p(ai) is the probability of event ai.
If there are n irrelevant events represented as

a1, a2, . . . an, then the average amount of information is
represented as follows [26]:

I a1, a2, . . . . . . , an(  � 
n

i�1
I ai( 

� 

n

i�1
p ai( log2

1
p ai( 

.

(2)

In the decision tree classification system, suppose S is the
training sample set and |S| is the number of samples in the
training sample set. *e sample is divided into n different
classes C1, C2, . . . . . . Cn, and the sizes of these classes are
marked as |C1|, |C2|, . . . . . . , |Cn|. *en, we get the proba-
bility that the sample S is of the Ci class, expressed by the
following formula [26]:

p Si(  �
Ci




|S|
. (3)

Attribute A contains a number of attribute values, which
can be described as X(A) in the form of a set. We take the
sample subset whose value is v and mark it as Sv. *en, on
the branch node after the attribute A is selected, the entropy
of the node’s sample set Sv classification is E(Sv) [26]. In
order to obtain the expected entropy value caused by A, the
weighted sum of the entropy of each subset Sv is calculated.
*e weight value belongs to the proportion of Sv in the
original sample S, that is, |Sv|/|S|. *erefore, the expected
entropy of A can be described as follows:

Entropy(S, A) � 
Sv




|S|
 ∗Entrpoy Sv( . (4)

*en, the information gain value Gain(S, A) of attribute
A for the original sample set S is defined as follows [27]:
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Gain(S, A) � Entropy(S) − Entropy(S, A). (5)

Among them, Gain(S, A) refers to the expected com-
pression of entropy due to the selection of attribute A [27].
*e greater the Gain(S, A), the more information provided
by the selection of test attribute A for classification. *e ID3
algorithm is to select the attribute with the largest infor-
mation gain Gain(S, A) for each node as the test attribute.

3.5. Association Rule Analysis Algorithm. Association rules
can dig out the connections in the data, which is an im-
portant analysis method in data mining algorithms and is
widely used in various fields [28]. Shopping basket analysis is
a case of the outcome of association rules. *at is, a suc-
cessful case of customer shopping habits is obtained by
mining the relevant data of customer shopping habits [26].
*e basic concepts of association rules are as follows:

Suppose I is a collection of items, defined as
I � I1, I2, . . . , In . Task-related data D is a collection of
transactions (or tuples). Transaction T is a collection of

items, and each transaction has a transaction identifier Ti d.
If the item set A is a subset of T, and Ti d is a transaction,
then the related concepts are defined as follows [28]:

Support count: the number of occurrences of an item set
is the number of transactions that contain the item set in the
entire dataset [28].

*e association rule is defined as follows: if A ⊂ I, B ⊂ I,
A∩  B � ϕ, A � >B, then A and B are considered to have an
association relationship [28].

Support: in D, the support of an association rule refers to
the probability that D contains A and B [29].

Support(A, B) � P A∩  B( )

� support−count A∩  B( )

� count(T).

(6)

Confidence degree c: it refers to the conditional prob-
ability of both A and B [29].

confidence(A, B) � P(B|A). (7)

*e most commonly used algorithms for association
rules are the a priori algorithm and FP-Tree algorithm.

*is article focuses on the analysis of female employment
data. Due to the high correlation of female data, the risk of
adopting the Bayesian analysis method is higher, so the
decision tree algorithm is adopted. But for each sample of
female data, there are many attributes. How to choose these
attributes for decision making is the focus of analysis. In this
paper, a decision tree algorithm based on association rules is
used. On the basis of the decision tree algorithm, the as-
sociation rules are used to select the attributes of female
employment data and are used in decision making.

4. Experiments and Discussions

4.1. Data Model. *e data model we used in this research
work consists of the attributes of the selected female colleges
that include the following, and the experimental data are
shown in Table 3.

(1) Degree, which represents the level, e.g., under-
graduate and masters

(2) Type of school, i.e., up to which level the specific
school provides education

Table 1: Comparison of various data mining algorithms.

Technical methods Main functions and characteristics Application areas
Decision tree Inductive classification; comprehensibility Telecommunications, medicine, retail, etc.
Genetic algorithm Clustering and optimization; efficiency Finance, insurance, agriculture, etc.
Rough set Uncertainty classification Retail, financial, manufacturing, etc.

Neural networks Prediction, classification, and clustering; poor
interpretability Telecommunications, insurance, manufacturing, etc.

Bayesian network Classification, clustering, and prediction; easy to
understand Medicine, manufacturing, telecommunications, etc.

Association rules Classification and clustering Retail, insurance, manufacturing, etc.
Statistical analysis Clustering; accurate results; easy to understand Finance, manufacturing, medicine, etc.
Support vector
machines Classification; small error Medicine, telecommunications, and financial

industries, etc.

Table 2: Person’s eye color, hair color, and race.

Personnel Eye color Hair color Race
1 Black Black Asian
2 Blue Gold White people
3 Grey Gold White people
4 Blue Red White people
5 Grey Red White people
6 Black Gold Mixed race
7 Grey Black Mixed race
8 Blue Black Mixed race

Eye color

[2,4,8]

[3,5,7][1,6]

black

blue

grey

Figure 1: Preliminary construction of decision tree.
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(3) Professional type, which refers to the specialization area
(4) Learning situation, which could be excellent, good,

ordinary, or poor, etc.

(5) Salary grade, which refers to the pay-scale distri-
bution of the employees. Higher grade employee
will get higher salaries.

Eye color

Hair color

Hair color

Hair color

black

black

black

black

blue

grey

red

red

gold

gold

gold

Asian
[1]

White people
[6]

White people
[2]

White people
[4]

White people
[3]

White people
[5]

Mestizo
[8]

Mestizo
[7]

Figure 2: Decision tree.

Table 3: Experimental data.

Serial number Degree Type of school Professional type Learning situation Type of company Salary grade Type of job
1 Master 985 Telecommunication Excellent Private enterprise 1 Research
2 Bachelor 985 Telecommunication Excellent Foreign company 2 Maintenance
3 Bachelor 211 Telecommunication General Private enterprise 2 Sales
4 Bachelor Undergraduate Telecommunication General Private enterprise 3 Sales
5 Master Undergraduate Civil engineering Excellent Private enterprise 1 Research
6 Master Undergraduate Medical General Foreign company 1 Research
7 Master 985 Medical General State-owned enterprise 2 Maintenance
8 Bachelor 985 Telecommunication General Foreign company 1 Sales
9 Bachelor 985 Medical General Private enterprise 3 Research
10 Master Undergraduate Medical Excellent Foreign company 1 Sales
11 Bachelor Undergraduate Civil engineering Excellent Foreign company 2 Sales
12 Bachelor 985 Civil engineering General State-owned enterprise 3 Maintenance
13 Master Undergraduate Telecommunication General State-owned enterprise 2 Research
14 Bachelor Undergraduate Civil engineering General Private enterprise 4 Maintenance
15 Bachelor Undergraduate Medical General Private enterprise 4 Maintenance
16 Bachelor Undergraduate Civil engineering General Foreign company 4 Research
17 Bachelor 985 Telecommunication Excellent State-owned enterprise 3 Sales
18 Bachelor 985 Telecommunication Excellent State-owned enterprise 3 Research
19 Master 211 Civil engineering General State-owned enterprise 2 Maintenance
20 Bachelor Undergraduate Medical General Private enterprise 3 Maintenance
21 Bachelor Undergraduate Civil engineering General Foreign company 4 Research
22 Master Undergraduate Civil engineering Excellent Private enterprise 1 Sales
23 Master Undergraduate Telecommunication Excellent Private enterprise 1 Sales
24 Master 211 Civil engineering Excellent State-owned enterprise 2 Research
25 Bachelor Undergraduate Medical General Foreign company 1 Research
26 Bachelor 211 Civil engineering Excellent Foreign company 3 Research
27 Bachelor 985 Telecommunication General State-owned enterprise 3 Maintenance
28 Bachelor Undergraduate Medical Excellent Foreign company 2 Sales
29 Bachelor Undergraduate Telecommunication Excellent Private enterprise 4 Research
30 Bachelor Undergraduate Civil engineering Excellent Foreign company 4 Research
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(6) Type of job, which may be teaching, research, office
work, or engineering and designing, etc.

(7) School area
(8) Academic performance, which may be excellent,

ordinary, or poor
(9) Scientific research ability, which may be excellent,

ordinary, or poor
(10) Community ability
(11) Interview skills, i.e., how well a candidate can face

interviews
(12) Family background

In female attributes, it includes “school type,” “profes-
sional type,” “study performance,” and “society perfor-
mance.” Enterprise attributes include “enterprise type,”
“salary grade,” and “position type.” If we think positively, we
are concerned about the following questions: what kind of
influence will some attributes of women, such as “school
type,” have on their employment? Conversely, if the goal of
women is to enter a certain attribute unit, such as entering a
state-owned enterprise, it is necessary in what ways? Re-
garding these two issues, a conclusion can be drawn through
the decision tree analysis algorithm based on association
rules.

4.2. Experiment Procedure

4.2.1. Data Preprocessing Algorithm. *e database we got is
based on subjective description, close to human-thinking
mode, but it is not conducive to algorithm processing and
application. *erefore, we must first undergo pre-
processing to convert it into a data form that can adapt to
the algorithm model. Note that under normal circum-
stances, the data also need to be cleaned and denoised, as it
is not the focus of this article, so it is omitted, which is
shown in Tables 4 and 5.

In this way, we converted the original database into a
data format that is easy for algorithmic analysis and com-
pleted the preprocessing of the data.

4.2.2. Data Integration. In the decision tree about the at-
tributes of the enterprise type, it is mainly applied to I1, I3,
and I4. *rough the preprocessing method, we can use its
inverse process to understand that I1, I3, and I4 actually
describe two attributes: degree information and school at-
tributes. *en, I1 indicates whether the degree is an un-
dergraduate or a master; I3 and I4 describe whether the
school type is an ordinary undergraduate or a 211 under-
graduate. In the same way, I12 describes the ability of the
community, and I10 describes the academic performance.

According to the decision tree, we can generate classi-
fication rules:

(i) Regarding the type of business, the rules are as
follows:

(ii) IF “Degree”� “Master” THEN
(iii) IF “School Type”� “211 Undergraduate” THEN
(iv) “Unit Type”� “State-owned Enterprise”
(v) ELSE “School Type”-“General Undergraduate”

THEN
(vi) “Type of Unit”-“Private Enterprise” or “State-

owned Enterprise”
(vii) ELSE
(viii) IF “School Type”� “211 Undergraduate” THEN
(ix) “Type of Unit”-“State-owned Enterprise”
(x) ELSE
(xi) “Type of Unit,” “Private Enterprise” or “Foreign

Enterprise”

4.2.3. Applying Decision Tree Algorithm. For the attribute of
enterprise type, the decision tree is shown in Figures 3–5:

4.3. Experimental Results. *rough the classification rules
generated above, the following experimental conclusions can
be obtained:

(1) First, the types of enterprises employed by women
are mainly related to the types of degrees and
schools. Specifically, graduates frommaster’s degrees
and 211 undergraduate schools have a greater chance
of working in state-owned enterprises.

(2) *ose who graduated from undergraduate degrees
and ordinary undergraduate schools are more likely
to be employed in private enterprises and foreign
companies.

(3) Looking at it conversely, women’s degrees, school
types, academic performance, and club abilities have
a greater impact on employment. Among them,
state-owned enterprises and foreign companies pay
more attention to the type of graduate schools.

(4) *e academic performance and the ability of the club
have a greater impact on the job category.

(5) *rough experimental analysis and experimental
results, we can see that the analysis method based on
decision trees and association rules has completed
the analysis of female employment data and has
unearthed the more valuable logical relationships
within the data. *rough the discovery of the results,
colleges and universities can plan their teaching
priorities, and women can shape themselves in a
targeted manner. It can be seen from the experi-
mental results that the experimental results are
consistent with the actual phenomenon.
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11=0

11=0

11=1

13=1

14=1 14=114=0

13=1

13=0

13=0

database

317 18

17 3 18
8 9

3 4 10 11 17 18
22 23 24 28 29

1 2 5 6 7 8 12 13 14 15
16 19 20 21 25 26 27 30

4 10 11 22
23 28 29

1 2 7 8 9 12 13 19
26 27

5 6 14 15 16
20 21 25 30

1 2 11 12 13
19 26 27

Figure 3: Company type decision tree.

11=0
11=1

14=1
14=0

14=114=0

database

1 5 6 7 10 13 19
22 23 24 25

2 3 4 8 9 11 12 14 15 16
17 18 20 21 26 27 28 29

5 6 10 22
23 24 25 1 7 13 19 24

4 8 9 11 14 15 16
17 20 21 28 29 30 2 3 12 18 26 27

Figure 4: Salary grade decision tree.

11=0

12=0
12=1

11=1 11=0
11=1

database

3 4 10 11 17 18 22 23 24
28 29 1 2 5 6 7 8 9 12 13 14 15

16 19 20 21 25 26 27 30

18 22 23 28 29 3 4 10 11 17 24
1 2 5 7 8 9 16 21

26 30
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Figure 5: Job type decision tree.
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5. Conclusions

With the transition from elite education to mass education in
my country’s higher education, the number of college en-
rollment is huge, and the corresponding number of fresh
graduates is increasing. It is increasingly difficult for women in
colleges and universities to obtain employment, and the em-
ployment situation is very severe [27]. How to guide women to
understand the employment situation and master relevant
skills in advance is very important. However, the processing of
these data in major universities is still at the stage of primary
data backup, query, and simple statistics, and there is no in-
depth analysis of a large amount of score data, and there is no
in-depth digging to find useful value to guide future education
through teaching. *is is a great waste of teaching information
resources. *e data mining technology of the decision tree
analysis algorithm based on association rules is a feasible and
effective method to solve this problem [28].

In this context, this article briefly describes the current
status of data mining research at home and abroad and
explains the importance of the selected mining method in
the research data mining and completes the following
content:

(1) Data mining technology has developed rapidly in
recent years, and the corresponding technical
methods have also been expanded and improved
in many ways, forming various data mining
methods. Various data mining methods can be
divided into the following categories: clustering
algorithms, classification algorithms, decision
trees.

(2) Aiming at the characteristics of the women em-
ployment information database with more attributes
and more complex results, this article combines
association rules and decision tree analysis methods
to effectively solve the problem of information
mining in large databases. In this part, the algorithm
principle and detailed steps of the decision tree
analysis algorithm based on association rules are
analyzed in detail.

(3) A complete database model and an algorithm
model are established. *e steps and key points of
the algorithm are elaborated in detail. And
through a set of real employment information
data, the algorithm’s processing flow is intro-
duced in detail. Finally, the experimental results
are explained, which fully verified the reliability
of the algorithm.
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