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-e standardization, transformation and upgrading of financial management plays an important supporting role in promoting the
standardized management and healthy operation of corporate expense reimbursement behaviors. -is paper starts with the
behavioral portrait of enterprise personnel travel expense reimbursement. Based on the problems of lengthy process and complex
financial accounting in most reimbursement behaviors at this stage, an efficient and efficient expense reimbursement processing
method is proposed, that is, reimbursement through collection Information images, using the convolutional neural network
algorithm under deep learning, to detect target images and identify valid information, and rely on the financial shared service
center’s screening function of expense reimbursement behavior portraits under big data, the integrity of expense reimbursement
data. Compliance is judged, thus forming a complete set of standardized and procedural personal self-service reimbursement
model, which optimizes the management of enterprise expense reimbursement behavior, avoids subsequent losses and resource
waste caused by human risks, and improves enterprise operation efficiency and expenses. Control has certain value and
reference significance.

1. Introduction

In order to adapt to the changing requirements of the de-
velopment strategy and management system of the enter-
prise, further promote the healthy and rapid development
and transformation and upgrading of the enterprise, pro-
mote the standardization of financial management, and a
virtuous circle of standardized management of expense
reimbursement behavior. -e first task is to diagnose the
problem of employee reimbursement behavior, that is, re-
imbursement content and expense data, to ensure the
compliance and effectiveness of reimbursement behavior.
-e data terminal based on the enterprise financial sharing
center has the information identification function of the
user’s consumption operation behavior, which can realize
the transformation of enterprise expense reimbursement to
intelligent management and control and value creation; the
construction of risk prediction system to highly controllable,

full-process supervision and early warning will become a
Focus on the focus, so how to manage the expense reim-
bursement behavior from user reimbursement to reim-
bursement is the focus of this paper. With the rapid
development of computer vision technology and deep
learning technology, more and more work is done by
humans instead of by computers. Based on the current
situation of travel reimbursement behavior, this paper will
use the convolutional neural network image processing
method under deep learning to carry out business travel
through the functions of whole-process accounting, cen-
tralized standardized supervision and real-time data support
provided by the Financial Shared Service Center. Research
on the detection and identification of reimbursement picture
information, and research on the compliance and validity of
the reimbursement content list and expense data, trying to
solve the problems of manual submission of expense re-
imbursement vouchers and the tedious verification of ledger
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information by financial personnel, and formed a complete
set of standardized research. And programmed personal
self-service reimbursement mode, in order to achieve
standardized and efficient reimbursement behavior man-
agement of user expense reimbursement behavior.

2. Related Work

With the advancement of science and technology and the
development trend of business and financial integration, the
concept of “financial sharing” was born. In order to achieve
the goal of improving work efficiency, reducing operating
costs, and improving service quality, the Financial Shared
Service Center centralizes the processing of various scattered
operating functions. Realize the centralized analysis of fi-
nancial-related information of each business unit of the
group enterprise, which greatly promotes the efficiency of
corporate decision-making [1].

As one of the most common content of financial shared
service application scenarios, travel reimbursement business
has attracted the attention of academics and practical
scholars. Cloud computing, OCR, electronic reimbursement
information, etc. have brought development opportunities
for expense reimbursement business, helping companies
realize the goals of electronic bills, online approval, intel-
ligent auditing, and automation of fund payment. As a key
data source of accounting information, it is the beginning of
corporate accounting. Link [2–5].

From the current situation and needs of travel reim-
bursement business, Guo Fang discussed the issue of ex-
pense reimbursement in the traditional branch management
of group companies, focusing on the development of cen-
tralized reimbursement process organization, internal ap-
proval mechanism and information system construction
[6–10]. Xing Ying analyzes the key issues that arise in the
multiple business scenarios of financial reimbursement, and
establishes a compliance control design through the dis-
cussion of the expense reimbursement system and reim-
bursement process [8]. With the gradual improvement of
informatization construction, online reimbursement and
reimbursement systems have been developed and applied
successively to reshape the original reimbursement nodes
and improve the efficiency of reimbursement and the level of
financial management. However, in practice, online reim-
bursement still has a large amount of reimbursement
documents, various types, low comprehensive level of re-
imbursement staff, and misconduct of reimbursement,
which are the pain points under the current status of the
reimbursement business market [11].

From the perspective of the reform and development
trend of travel reimbursement, Qian Yijun and others be-
lieve that online reimbursement is a technical iteration of
traditional reimbursement business from the perspective of
mobile office needs. -e three parties are directly connected
to each other to realize the automatic processing of ac-
counting and payment [12–15]. Luo Xiangming further
mentioned that online expense reimbursement is operated
through the network. Employees and leaders of an enterprise
can interact with financial reimbursement in a modern office

without being restricted by time, space and methods. After
the original vouchers are verified, they can pass directly.
Presigned banks conduct online payment settlement [16].

Expense reimbursement behavior management is the
core content of enterprise reuse, and the formulation of
individualized plans based on the classification of problem
behaviors has high practical and practical significance. -e
optimization implementation involves intelligent budget
planning and credit system construction, as well as the
optimization concept of intelligent declaration path. -e
classification method of early warning mechanism based on
behavioral characteristics and the level management based
on scoring method are embedded, and financial intelligent
information technology such as voice print is added to the
declaration. -is makes up for the lack of artificial intelli-
gence technology research in the field of accounting. Fo-
cusing on business embedded technology, deepening joint
multidisciplinary research will be an important direction in
the future. Based on the perspective of deep learning, this
paper will discuss the research on information identification
and detection in travel reimbursement under the financial
sharing model, and provide new ideas and directions for the
in-depth development of standardized reimbursement be-
havior management and embedded technology.

3. Related Theories

3.1. Financial Sharing. Financial sharing is actually a process
of reengineering and standardizing the financial business
that is scattered in various projects, has high operational
repeatability, and is easy to standardize. A financial man-
agement model that improves efficiency, reduces costs, al-
locates resources rationally, and increases the real-time and
accuracy of information transmission. -e financial shared
service center is to comprehensively transform the tradi-
tional financial operation mode. -e core principle is
“professional stratification, business integration”, relying on
the shared service platform to create the integration of
shared finance and business finance.

In terms of functional composition, the financial shared
service center is supported by whole-process accounting,
centralized standardized supervision and real-time data
support. In addition, as a data support center, it can take
advantage of its information advantages to provide enter-
prises with comprehensive, multi-dimensional and real-time
accounting information services such as accounting and
accounting reports. need. In the guarantee system supported
by the financial shared service center, its core business
platforms mainly include ERP system and SAP system, its
auxiliary business platform includes the whole-process
online reimbursement and payment system, and the in-
formation management system includes performance
management system, expense management and control
system, IT audit system, expense budget management sys-
tem, etc. For the differences in business processing methods,
the financial shared service center can provide a stable
underlying interactive system and build a complete set of
standardized systems, which is of great importance to realize
the unified and centralized management of the financial
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shared service business and ensure the compliance operation
of various businesses. effect.

3.2. Convolutional Neural Network. Among the deep
learning techniques that have emerged in recent years, the
most widely used convolutional neural network is un-
doubtedly the convolutional neural network [17–21].
Convolutional neural network is a hierarchical model. It is
mainly composed of an input layer, a convolutional layer, an
activation function, a pooling layer, and a fully connected
layer. Its input is similar to the original data of the image. Its
feedforward operation is a process of acquiring and
abstracting feature information layer by layer from the input
layer through operations such as convolution, pooling, and
nonlinear activation function mapping. Among them, dif-
ferent operations generally correspond to their related layers
one-to-one. For example, the convolution operation cor-
responds to the convolution layer and so on [22–24]. Finally,
its last layer converts target tasks such as classification and
regression into objective functions, and uses back-
propagation algorithm to feed back and update the differ-
ence between the predicted value and the true value from the
last layer. Figure 1 shows the structure of the convolutional
neural network.

3.2.1. Input Layer. -e input layer is the beginning of the
network model and is mainly used to input the data re-
quired for training. When the image is operated, it is
generally stored and calculated in the form of a matrix for
the color input image. -erefore, for a black and white
input image, the input to the network is a two-dimen-
sional matrix; like the number of channels of a color
image, each channel corresponds to a two-dimensional
matrix, so the input network is three two-dimensional
matrices.

3.2.2. Design of DNQ Algorithm Structure Based on Pointer
Network. In a convolutional neural network, each neuron in
the hidden layer can be regarded as a convolution kernel,
and each convolution kernel will perform a sliding

convolution operation on the image.-e convolution kernel
is used to extract the features of the image, thanks to its
sparse connection and weight sharing.

(1) Sparse Connection. For a general artificial neural network,
neurons in adjacent layers are closely connected. -at is to
say, every neuron in the current layer maintains a con-
nection with all neurons in the front and rear layers, and
each connection means a weight that needs to be learned and
saved.-is will lead to when the network model has a deeper
number of layers. -e network is difficult to train and
converge, and consumes a lot of memory, which makes it
difficult to complete the task.

In a convolutional neural network, each neuron only
needs to save the weight in its own structure. For example,
for a convolution kernel with a size of 3× 3, it only needs to
store its own 9 weights. -is means that the number of
connections between each neuron and the previous layer is
only related to its own size. Compared with the full con-
nection, the convolution kernel has few connections, so it is
called sparse connection.

(2) Weight Sharing. It can be seen from the sparse con-
nection that each convolution kernel only stores a small
amount of weights. For the same convolution kernel, in each
round of training, the weights used in sliding convolution
are the same. Only when one iteration is completed, will its
internal weights be updated.

-erefore, for the same convolution kernel, in the same
round of iteration, the weight of each convolution is con-
stant, so it is called weight sharing.

-e size of the image after the convolution operation is
related to factors such as the size of the convolution
kernel, the step size, and the pooling size. -e specific
formula is

O �
I − F + 2P

S
+ 1. (1)

Among them, I and O represent the size of the input and
output respectively, F is the size of the convolution kernel,
and P and S represent the size of the filled edge pixel and the
convolution step size, respectively.
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Figure 1: Convolutional neural network structure.
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-e size of the convolution kernel determines the size of
the receptive field obtained after each convolution operation.
-e filled edge pixels can prevent the size of the image from
becoming smaller and smaller due to the convolution op-
eration and can avoid the loss of boundary information.
Convolution step size -e setting of directly causes the
image size to change, and can also reduce the amount of
calculation.

3.2.3. Pooling Layer. Usually several consecutive convolu-
tional layers are used to extract more features, but this also
means a large amount of calculation and parameters.
-erefore, in order to reduce the amount of calculation and
compress the image feature map, a pooling layer is generally
added in the middle of the continuous convolutional layer.
-e operation of the pooling layer is very similar to that of
the convolutional layer. Without filling, you only need to
adjust the size of the convolution kernel to 2 in the con-
volution formula to realize that the size of the output image
is half the size of the input image. According to different
needs, there are two main operations of the pooling layer,
namely maximum pooling and average pooling.

(1) Maximum pooling. Taking the case where the size of the
pooling layer is 2× 2 as an example, the maximum pooling is
to take the largest pixel value in the 2× 2 area as the pixel
value of the area, and at the same time the size of the area
changes from 2× 2 to lxl.

(2) Average pooling. Similarly, taking the case where the size
of the pooling layer is 2× 2 as an example, the average
pooling is to use the average value of all pixel values in a 2× 2
area as the pixel value of the area, and the size of the area is
changed from 2× 2 to lxl.

It can be seen from the two pooling methods that the
maximum pooling retains the maximum pixel value in the
region, which is the texture feature in the image, while the
average pooling retains the average value of the pixel values
in the region, which is integral, Which is the overall char-
acteristics of the image.

3.2.4. Active Layer. -e essence of convolutional neural
network training is to make the model have a good fit to the
data, and at the same time have a good generalization ability.
-e convolution operation is essentially a linear operation.
In order to make the model have better expressive ability, it
is often necessary to add a certain nonlinearity, that is, add
an activation layer after the convolution layer.

-e activation layer structure is relatively simple, gen-
erally just an activation function, used to add nonlinearity to
the output result of the convolutional layer. Commonly used
activation functions include Sigmoid function, Tanh func-
tion and ReLU function.

(1) Sigmoid Function. -e Sigmoid function is a typical
S-shaped curve, and its function and derivative expressions
are respectively

S(x) �
1

1 + e
− x,

S(x) �
e

− x

1 + e
−x

( 
2 � S(x)(1 − S(x)).

(2)

From the Sigmoid function and its derivative, it can be
found that the output result of the function is in. It is
monotonic and has central symmetry, so it is very suitable as
an activation function.

-e characteristics of the sigmoid function are very
suitable for use in binary classification problems, but because
of the large amount of calculation of the function and the
slow change of the derivative at both ends of the function,
the gradient disappearance phenomenon is prone to occur
during back propagation, which makes the deep model
difficult train.

(2) Tanh Function. -e Tanh function is the hyperbolic
tangent function, and its function and derivative expressions
are

T(x) �
e

x
− e

− x

e
x

− e
−x ,

T(x) � 1 − T
2
(x).

(3)

It can be found from the Tanh function and its derivative
that it is very similar to the Sigmo id form, and the function
image is very similar. It can be further found that the
conversion relationship is

T(x) � 2.S(2x) − 1. (4)

(3) ReLU Function. -e ReLU function is the modified linear
unit, which has the simplest function expression form, and
its function and derivative expressions are

R(x) � max(0, x),

R(x) �
0 x< 0

1 x≥ 0


(5)

From the ReLU function and its derivative, it can be
found that the output of the ReLU function is 0 on the left
side of the vertical axis, and the input itself is on the right
side. It is only a function that takes the input and 0 to the
maximum value, and the amount of calculation is very small.
Observing the derivative of the ReLU function at the same
time, it can be found that the derivative form is simpler, with
a piecewise function with 0 as the boundary, and each
segment is a constant, and the amount of calculation in the
back propagation is also very small.

As shown in Figure 2, compared with the Sigmoid
function and the Tanh function, it can be found that the
ReLU function has a small amount of calculation, so that the
model can converge faster; and the output on the left side of
the vertical axis is 0, which means that it can play a certain
role on the neuron. -e most important thing is that the
derivative of the ReLU function has nothing to do with the
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input and is a constant, thus eliminating the phenomenon of
the disappearance of the gradient.

3.2.5. Fully Connected Layer. -e function of the con-
volutional layer, the pooling layer and the activation layer
can be seen as extracting features of the input image, that is,
mapping the input original data into its feature space, and
the function of the fully connected layer is to use the
extracted features for classification tasks. -at is, the feature
is mapped to the label space. In other words, the function of
the fully connected layer is to integrate the local features
extracted from the previous layers to obtain overall feature
information.

-e operation performed by the fully connected layer is
also very simple, that is, the basic matrix operation, and the
result obtained is a one-dimensional vector. But because of
its fully-connected nature, it often needs to store a lot of
parameters and consumes a lot of memory.

In order to reduce the memory, considering the ad-
vantages of the convolutional layer, the convolutional layer
can be used to replace the fully connected layer, thereby
reducing the training difficulty and memory of the network
model.

4. Construction of a Travel and Reimbursement
Information Detection and Recognition
Model Based on Convolutional
Networks under Financial Sharing

4.1. 7e Overall Process of Travel Reimbursement under Fi-
nancial Sharing. Electronic reimbursement information and
paper reimbursement information. For electronic reim-
bursement information, due to its relatively regular form,
uniform templates and printing standards, the information
can be extracted and identified based on its location in-
formation using traditional methods. As for paper-based
reimbursement information, with the massive use of mobile
devices, more and more reimbursement information images
are captured by mobile devices such as smart phones. Due to
the different shooting habits and the shooting quality of
mobile devices, the reimbursement information images

taken by them are difficult to quickly identify with tradi-
tional methods.-is section designs a method based on deep
learning. In the reimbursement behavior, the reimburse-
ment information images taken by smartphones, Perform
target detection and information identification, synchronize
the integrity of the identified information and data to the
financial sharing service center for file integrity and data
compliance determination, and through cost control, the
final termination of the reimbursement behavior is com-
pleted. -e overall process is shown in Figure 3:

-e process framework is based on the identification of
information for travel reimbursement, and then extends to
the normative guidance of the financial reimbursement
process, the three major management requirements of the
discrimination of fraud and risk early warning management,
and the support of deep learning algorithms under the big
data platform. Provide intelligent technical solutions. Based
on the difficulty in distinguishing the types of expense re-
imbursement behaviors faced by enterprises, and the diffi-
culty in identifying and preventing fraudulent behaviors and
operational risks, the reimbursement behavior management
life cycle links are optimized and designed from the source.

4.2. Creation of Data Set of Travel and Reimbursement In-
formation under Financial Sharing. -e method based on
deep learning is a kind of machine learning method. -e
essence is to let the model fit a certain data set and complete
the corresponding task through its generalization ability.
-e convolutional neural network model used in this paper
also needs to be trained to fit the travel and reimbursement
data set. -erefore, the quality of the data set determines the
upper limit of the task completion quality, and the training
model is only constantly approaching this upper limit. In
order to obtain enough travel reimbursement data image
information and compliant travel reimbursement list in-
formation, use crawler technology, use keywords in Google
pictures to obtain corresponding travel reimbursement in-
formation images and extract them according to the stan-
dardization of the Financial Shared Service Center -e
processed travel reimbursement list data information image.
Because the amount of data is relatively small compared to
the model, it causes overfitting problems. -erefore, it is
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necessary to perform data enhancement on the extracted
image information, that is, use traditional image processing
methods to expand the image. Since the features extracted by
the convolutional neural network have nothing to do with
the position, this section again uses Gaussian noise, hori-
zontal and vertical flipping and rotation methods to expand
the data set. After the data set is expanded, because it is a
problem of target detection, different areas of the reim-
bursement information data set need to be labeled differ-
ently, that is, labeling. LabelImage software is used to label
the reimbursement information images. After the data set is
fully labeled, each piece Images are generated in the cor-
responding XML tag file, which contains the image size, the
position information of the four rectangular boxes and their
tag names.

-ere are a total of 1250 images in the data set. First, the
data set is randomly divided according to a ratio of 9 :1, of
which 90% of the images, that is, 1125 images, are used as the
training set. -en the remaining 125 images are randomly
divided according to the ratio of 9 :1, of which 90%, that is,
112 reimbursement information images, are used as the
verification set, and the remaining 10%, that is, 13 images are
used as the test. set. At the same time, the generated an-
notation data is divided into training set, verification set and
test set accordingly.

4.3. Construction of TargetDetectionModel for Travel Expense
Reimbursement Information under Financial Sharing. -e
POLO-V3 model is based on the Darknet-53 model and
detects the outputs of the Darknet-53 model at three dif-
ferent depths respectively, so as to achieve multi-scale de-
tection, and use the regression method to get the position of
the detected target.

4.3.1. Darknet-53 Model. -e probability that an image
belongs to a certain category can be determined according to

the value between 0 and 1. In the end, it is only necessary to
find the category corresponding to the value with the highest
probability, which is the classification result of the input
image by the model. -e basic model for extracting image
features mainly uses Darknet-53, and its structure is shown
in Figure 4.

It can be seen from the structure diagram that the
Darknet-53 model contains a total of 53 convolutional
layers, of which the first 52 convolutional layers are used to

Image
preprocessing

Target Detection

Information
recognition

The information is
transcribed to the
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Service Center

Reimbursement
documents and data information

Compliance

Whether the reimbursement amount
Beyond financial budget

Travel reimbursement data
preparation

Y

N

N

Y

Input image

complete
material

Finish

Reimbursement through feedback
to finance

Shared business module

Complete reimbursement
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YOLOV3
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Reimbursement
Information List

+
Travel

reimbursement
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Figure 3: Overall flow chart of travel reimbursement under financial sharing.

Type Filters Size Output
Convolutional 32 3 × 3 256 × 256
Convolutional 64 3 × 3 / 2 128 × 128
Convolutional 32 1 × 1

1× Convolutional 64 3 × 3
Residual 128 × 128
Convolutional 128 3 × 3 / 2 64 × 64

2×
Convolutional 64 1 × 1
Convolutional 128 3 × 3
Residual 64 × 64
Convolutional 256 3 × 3 / 2 32 × 32
Convolutional 128 1 × 1

8× Convolutional 256 3 × 3
Residual 32 × 32
Convolutional 512 3 × 3 / 2 16 × 16
Convolutional 256 1 × 1

8× Convolutional 512 3 × 3
Residual 16 × 16
Convolutional 1024 3 × 3 / 2 8 × 8
Convolutional 512 1 × 1

4× Convolutional 1024 3 × 3
Residual 8 × 8
Avgpool Global
Connected 1000
So�max

Figure 4: Darknet-53 structure diagram.
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extract features, and the last convolutional layer has a size of
1× 1 and a step size of 1, which is used to replace the entire
convolutional layer. -e connection layer is classed to re-
duce the amount of calculation, so the model is named
Darknet-53.

-e core structure in the model is the residual unit. Each
residual unit is mainly composed of two consecutive con-
volutional layers. At the same time, the input of the residual
unit and the output of the convolutional layer are added, and
the sum is used as the residual unit Output. -e structure
diagram of the residual unit is shown in Figure 5.

Among them, x is the input of the residual unit, ReLU is
the activation function, Fix) is the output of the two con-
volutional layers, and H(x) is the output of the residual unit,
that is, the sum of F(x) and x. It can be seen that the residual
unit directly adds the input and the output as the final output
to ensure that the worst case of its structure, that is, the
performance of the previous layer can be maintained when
the current convolutional layer has zero output. -is type of
gradient disappears and gradients explode. -erefore, the
role in the deep convolutional neural network. At the same
time, the deep mode is well resolved, and the residual unit
plays an important role.

-ere are five residual modules in the model, and each
module is a stack of several residual units to extract deeper
features.-e number of residual units in the fivemodules are
1, 2, 8, 8, and 4 respectively. After the residual module has
extracted the features, it uses the global average pooling
method to fuse the features to facilitate subsequent
classification.

4.3.2. POLO-V3 Model. -e model can correspond to dif-
ferent feature scales and can be used to detect objects of
different sizes. -e POLO-V3 model architecture is based on
the Darknet-53 model. -e first 52 convolutional layers of
the Darknet-53 model are used to extract the features of the
input image, and then the three feature maps of different
scales in the extraction process are respectively performed
Detection, using the idea of regression, so as to achieve the
task of detecting and positioning the input image. -e
overall structure of the POLO-V3 model is shown in
Figure 6.

It can be seen that the part marked by the red dashed box
is the first 52 layers of the Darknet-53 model, that is, the
feature extraction part. Using its feature extraction model,
the detection is performed after the third, fourth and fifth
residual modules of the feature extraction model. -e size of
the feature map is 52× 52, 26× 26 and 13×13, which cor-
respond to different feature scales used to detect targets of
different sizes.

4.4. Construction of Target Recognition Model of Travel Ex-
pense Reimbursement Information under Financial Sharing.
Information recognition is divided into two parts: text de-
tection and text recognition. -e text detection part uses the
CTPN model to initially detect the text area in the reim-
bursement information image, and then uses postprocessing
methods to optimize the preliminary detection results; the

text recognition part uses the DenseNetmodel Recognize the
detected text area.

4.4.1. CTPN Model. -e overall structure of the CTPN
model includes the VGG-16 model, the BiLSTM model and
the full convolutional layer. It combines the VGG-16 model
and the BiLSTM model to extract both the spatial infor-
mation of the image and the sequence features of the text,
which is more suitable for detection For the text in the
image, the fully convolutional layer is finally used to replace
the fully connected layer, which simplifies the calculation
and improves the efficiency. -e overall result of the CTPN
model is shown in Figure 7.

First, use the VGG-16 model to extract spatial features of
the input image. Since only features need to be extracted and
no classification is required, only the convolutional layer
part is retained in the V GG-16 model, and its structure is
shown in Figure 8.

-e dimension of the feature map extracted by VGG-16
is NxCxHxW, where N is the number of output feature
maps, C is the number of channels of the feature map, andH
and W are the dimensions of the feature map, that is, height
and width. Since the text information in the reimbursement
information image is arranged horizontally from left to
right, the 3× 3 check feature map is used to slide row by row,
and each pixel and the surrounding eight pixels are com-
bined as a feature vector to obtain the dimension It is the
feature map of Nx9CxHxW.

-e size of the full convolution layer is set to 512, and the
feature map dimension of the previous layer output is
Nx256xHxW, then the output of the full convolution layer is
the feature map dimension of Nx512xHxW. -ree out-
puts can be obtained by classification and regression
respectively, which are rectangular boxes. Position,
rectangular box category score and rectangular box
boundary calibration. Since the width of each rectan-
gular box is fixed at 16 pixels by default, the position of
the rectangular box is the ordinate and height of the
center point of the detected rectangular box. -e type of
the rectangular box is whether the rectangular box
contains text information. -e boundary of the rectan-
gular box is calibrated as a rectangle. -e offset of the

Convolution

Convolution

ReLU

ReLU
+

x

F(x)
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Figure 5: Residual unit structure diagram.
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frame in the horizontal direction. -e loss function of the
model is

L Si, Vj, Ok  �
1

Nx


i

L
cl
s Si, S

∗
i(  +

λ1
Nv


i

L
re
v Vj, V

∗
j 

+
λ2

NO


i

L
re
o Ok, O

∗
k( .

(6)

Among them, Si, Vj, and Ok are the model category,
the vertical coordinate and the horizontal offset of the Lcl

s

is the cross-dimension loss function, which is used to
calculate the category error, while Lre

v and Lre
o are both

smooth L1 functions, which are used to calculate the
vertical coordinate and horizontal offset errors of the
rectangular box, respectively. Ns., Nv, and No respectively
represent the category, the ordinate of the rectangular
frame, and the total number of anchor frames used for the
horizontal offset of the rectangular frame. λ1 and λ2 are the
weights for balancing different tasks, which are set to 1
and 2, respectively.

As for the horizontally arranged text, 10 anchor boxes
with the same width are used to locate the text more
accurately. -e width of each anchor frame is 16 pixels,
and the heights are 283, 198, 139, 97, 68, 48, 33, 23, 16, and
11, respectively, decreasing by a ratio of 0.7. Correct the 10
anchor boxes detected in each group, leaving only one
anchor box as the text detection box at the current
position.

4.4.2. DenseNet Model. After obtaining the text detection
frame, train the DenseNet model to recognize the text
in the image in the detection frame, so as to obtain the
text information in the image. -e biggest feature of
the DenseNet model structure is that the input of each
layer comes from the output of all the previous layers.
-at is to say, the output of each layer takes into ac-
count the results of each layer before it, which greatly
enhances the characteristics of the image. Delivery in
the model. In order to facilitate training, the DenseNet
model is simplified, and its structure is shown in
Figure 9.

5. Simulation Experiment and Result Analysis

5.1. Simulation. After the data set is prepared and the model
structure is determined, the model can be simulated and

tested so that it can complete the task of automatically
identifying the text detection frame of the reimbursement
image. -e experiment was run on a GeForce GTX 1080Ti
GPU, and its video memory was about 11G.

Because text detection and text recognition use CTPN
and DenseNet models respectively, the training process can
be separated, and the test is performed sequentially. -e
specific parameters are set as follows.
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Figure 8: VGG-16 model structure diagram.
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5.1.1. Input Image Size. When the CTPN model is trained,
the image size is uniformly set to 900× 900, that is, the width
and height are both 600 pixels. When training the DenseNet
model, the input image size is uniformly set to 280× 32, in
which the image width is 280 pixels, and the height is in
pixels.

5.1.2. Training Batch. In this simulation experiment, a de-
tection and recognition method of reimbursement infor-
mation image information based on POLO-V3 model,
CTPN model and DenseNet model is designed. In this
section, the detection and recognition effect, accuracy and
operating speed of the method are analyzed through
experiments.

-e CTPN model sets the maximum number of itera-
tions to 50,000, and each batch trains 300 images. -e
DenseNet model sets the maximum number of training
rounds to 10 rounds, and 128 images are trained in each
batch.

5.1.3. Learning Rate. When the CTPN model is trained, the
initial learning rate is 0.00001. When training 10,000 times,
the learning rate is reduced to one-tenth of the current one.
When the DenseNet model is trained, the initial learning
rate is 0.0005, and every time it is trained, the learning rate is
reduced to two-fifths of the current one.

5.1.4. Convolution Kernel. -e specific structures of the
CTPNmodel and the DenseNet model have been introduced
in the previous section, and the specific convolutional layer
parameter settings are detailed in the model structure in-
troduction in the previous section.

5.1.5. Optimization Method. Both the CTPN model and the
DenseNet model are trained using the Adam optimization
method, that is, the adaptive moment estimation optimi-
zation algorithm.

5.1.6. Label Length. For the DenseNet model, since each
image in the data set contains only 10 characters, the
maximum length of its label is also set to 10.

5.2. Simulation Experiment Results and Analysis

5.2.1. Detection and Recognition Effect. -is section will be
based on the POLO-V3 model, C TPN model and DenseNet
model of reimbursement image information detection and

recognition methods, through experiments to analyze the
detection and recognition effect, accuracy and operating
speed of the method. -e input reimbursement information
image is passed through the POLO-V3 model, the CTPN
model and the DenseNet model in sequence, and the in-
formation area image, the text detection image and the text
recognition result in the reimbursement information image
are obtained respectively.

First, use the POLO-V3 model to perform target de-
tection on the input reimbursement information image,
detect the area where the relevant information is located in
the reimbursement information image, and mark it with
different colored rectangular boxes according to the cate-
gory, and label the category label.

-en, based on the position information of the detected
rectangular frame, the images of the relevant information
area are respectively extracted.

-en, the CTPN model is used for text detection on the
extracted information area images, and the positions of the
text areas arranged in rows are obtained, and they are
marked with a rectangular frame. It can be seen that the
detection effect of the line text area is very good. For the
“name” area, because the two characters are far apart, they
are not all detected on the same line.

-e DenseNet model is used for the recognition of the
detected line text area image. -e method designed in this
chapter has a good effect on the detection and recognition of
the reimbursement information image. It is very accurate
except for the recognition of individual words.

5.2.2. Accuracy. In the process of detection and recognition
of reimbursement information images, its accuracy is the
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Figure 9: DenseNet model structure.
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most important. -is section conducts experiments and
analyzes on the accuracy of detection and recognition of
reimbursement information images.

For the problem of reimbursement information area
detection, the training error loss and intersection ratio of the
model are shown in Figures 10 and 11, respectively.

In the error loss diagram, the abscissa is the training
batch, and the ordinate is the error loss. It can be seen that
the final model converges and the error is small; -e in-
tersection ratio when the model converges is very high, close
to 1, indicating that the accuracy of model detection is very
high.

Since 16 images are trained in each batch, and the same
image will be detected in three scales of large, medium and
small, there is a multiple relationship between the number of
detections and the training batch of 48, which can be ob-
tained from the relationship between the abscissas of the two
images Be confirmed.

For the recognition of the reimbursement information
area, comparing the recognized characters with the original
image of the reimbursement information, the accuracy rate
is about 95.18%, and the recognition accuracy rate is better.

-e error of CTPNmodel training is shown in Figure 12,
where the overall error includes model error and horizontal
offset error, and the model error includes classification error
and regression error. It can be seen that after about 10,000
iterations of model training, the error curves all converge.

-e accuracy and error of DenseNet model training are
shown in Figures 13 and 14, respectively. It can be seen that
the accuracy and error curves of the model converge after
training, and the performance is very good.

5.2.3. Running Speed. In practical applications, high accu-
racy is often not enough, and a good user experience also has
certain requirements for running speed. Since the detection
and recognition methods of reimbursement information
images are based on deep learning, the training of the model
can be performed separately offline, so the training speed of
the model is not considered, only the running speed of the
tested model. -e specific test results are shown in Table 1.

For the detection of the reimbursement information
area, ten reimbursement information images were tested,
and the average detection time for each reimbursement
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information was about 0.66 seconds. -ere are four infor-
mation areas in each reimbursement information image that
need to be detected, and the average detection of each area
only takes about 0.17 seconds. Compared with the entire
reimbursement information reimbursement process, the
detection time is minimal, and it fully meets the require-
ments of real-time detection.

-erefore, the deep learning-based method designed in
this section has a very fast running speed for the detection
and recognition of reimbursement information images, and
the detection and recognition of each area can meet the real-
time requirements. In actual applications, the detection and
recognition can be performed as needed. Modifying the
identification area can greatly improve the efficiency of
detection, while ensuring the compliance and effectiveness
of reimbursement information, and enriching the data ac-
cumulation of the financial sharing service platform.

6. Conclusion

In order to transform and develop, enterprises need to use
the financial sharing model to improve the implementation
plan of internal control, so as to improve the imple-
mentation of informatization in financial management and
deepen the goal of enterprise modernization and transfor-
mation. -erefore, this paper discusses the research on the
validity detection and identification of travel reimbursement
content and expense data in the enterprise financial man-
agement business. process design, the following conclusions
can be drawn:

(1) According to the simulation of the training model,
the CTPN model has a high success rate in detecting
reimbursement vouchers. At the same time, the
DenseNet model can effectively identify the detected
content with high accuracy, which verifies the val-
idity and feasibility of the model. sex.

(2) By testing the training speed of CTPN and Den-
seNnet, it is further verified that users will get a good
experience in collecting fee vouchers independently.

(3) Based on the effective identification of expense re-
imbursement content and data, it provides guarantee
and data support for the compliance determination
of expense data information carried out by the

Financial Shared Service Center, enabling the effi-
cient operation of the service model of individual
expense reimbursement.
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