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Software defect prediction (SDP) is designed to assist software testing, which can reasonably allocate test resources to reduce costs
and improve development efficiency. In order to improve the prediction performance, researchers have designedmany defect-related
features for SDP. However, feature redundancy (FR) and irrelevance caused by the increasing dimensions of data will greatly degrade
the performance of defect prediction. In order to solve the problems, researchers have proposed various data dimensionality
reduction methods. These methods can be simply divided into two categories of methods: feature selection and feature extraction.
However, the two categories of methods have their own advantages and limitation. In this paper, we propose a Hybrid Feature
Dimensionality Reduction Approach (HFDRA) for SDP, which combines the two different kinds of methods, to improve the
performance of SDP. HFDRA approach can be divided into two stages: feature selection and feature extraction. First, HFDRA
divides the original features into several feature subsets through a clustering algorithm in the feature selection stage. Then, in the
feature extraction stage, kernel principal component analysis (KPCA) is used to reduce the dimensionality of each feature subset.
Finally, the reduced-dimensional data is used to build the prediction model. In the empirical study, we use 22 projects fromAEEEM,
SOFTLAB, MORP, and ReLink as experiment object. In this paper, we first compare our approach with seven baseline methods and
three state-of-the-art methods. Then, we analyze the relationship between FR and prediction performance. Experiment results show
that our approach outperforms the state-of-the-art data dimensionality reduction methods for defect prediction.

1. Introduction

Software testing is an essential stage in the entire software
development and project maintenance process. With limited
resources in the software development process, it is extremely
challenging to test each module in detail. Software defect pre-
diction (SDP) can discover hidden defects in softwaremodules
in advance and then reasonably allocate test resources. It can
improve test efficiency and reduce software development costs
[1, 2]. At present, most of the research works are to predict
whether the modules in the software project contain defects,
which can be regarded as a binary classification problem.

In order to improve the accuracy of SDP, a variety of
artificially defined features have been proposed, such as CK
metrics [3], process metrics [4], and network metrics [5].
In recent years, more and more researchers attempt to auto-
matically extract the required valuable features from the
source code in the field of software engineering [6, 7].

However, there likely exist redundant or irrelevant features
among the extracted features, which may affect the perfor-
mance of defect prediction. At present, researchers have pro-
posed a variety of dimensionality reduction algorithm, through
feature selection or feature extraction, to eliminate redundant
or irrelevant features [8]. Feature selection chooses the best
feature subset from the original feature set [9], while feature
extraction attempts to map the original feature space into a
suitable low-dimension feature space, so as to eliminate the
redundant and irrelavent features and improve the prediction
performance [10]. The two different types of methods have
their own advantages and characteristics. Therefore, we pro-
pose a hypothesis that the effectiveness of reducing redundancy
and irrelevant features can be improved by combining these
two methods. Thus, this paper proposes a Hybrid Feature
Dimensionality Reduction Approach (HFDRA) for SDP,
which can be divided into feature selection and feature extrac-
tion two stages. In the feature selection stages, the original
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feature set is divided into multiple feature subsets by a cluster-
ing algorithm. In the feature extraction stages, each of feature
subsets are reduced by a feature extraction algorithm. Finally,
the reduced-dimensional data is used to train the defect pre-
diction model. Compared with feature selection method, we
did not remove any features in the first stage, which will inevi-
tably not cause information loss. We use feature extraction
method to reduce the dimension of data for each cluster in
feature extraction stage. Compared with feature extraction
method, because the features in each cluster are highly similar
to each other, data dimensionality reduction for each cluster
will not cause too much information loss. In summary,
HFDRA approach can avoid the loss of information as much
as possible in the process of data dimensionality reduction, and
has better dimension reduction effect compared with feature
selection and feature extraction two kinds of methods.

In the experiments, we use 22 projects from four data-
bases named AEEEM, SOFTLAB, MORP, and ReLink to
conduct experiments. In order to study the effectiveness of
HFDRA approach, seven baseline methods and three state-
of-the-art methods are selected as comparison methods. In
addition, we analyze the relationship between feature redun-
dancy (FR) and prediction performance. The three evalua-
tion metrics area under the curve (AUC), F1, and Matthews
correlation coefficient (MCC) are used to evaluate defect
prediction performance.

In summary, the main contributions of this paper are as
follows:

(1) Different data dimensionality reduction methods have
different advantages and limitations. Therefore, this
paper proposes a SDP approach—HFDRA, which
combines feature selection and feature extraction two
types of methods, to solve the FR or irrelevance prob-
lem. The approach contains two stages: feature selec-
tion and feature extraction.

(2) Through detailed empirical research on 22 projects
from four defect databases, the effectiveness of the
approach proposed in this paper is verified.

The rest of the paper is organized as follows.We introduce
my motivation in Section 2. In Section 3, we elaborate the
proposed HFDRA approach. The experimental data, strate-
gies, evaluation metrics, results, and analysis are presented in
Section 4. We briefly review related work in Section 5. We
conclude our work and point out potential future research
work in Section 6.

2. Motivation

Generally speaking, feature selection and feature extraction
are two kinds of methods to solve problems of FR and irrel-
evance. Feature selection refers to selecting the best feature
subset among all features, which means that the original
feature space does not change. However, feature extraction
refers to the generation of new features space with fewer
dimensions by combination or mapping, which means that
the original feature space must be changed. Feature extrac-
tion is usually independent of specific learning model, while

some feature selection methods are closely related to specific
learning model. Feature extraction can not only reduce dimen-
sion, but also achieve the purpose of increasing instances den-
sity and noise reduction [11]. If the two kind methods have the
same effect on prediction performance, there is no need for a
hybrid approach. To confirm the need for a hybrid approach,
we analyze how the two kinds of methods perform on different
projects.

To do this, we use nine projects in MORPH dataset as
experimental objects. Support Vector Machines (SVM) imple-
mented with scikit-learn library is selected as the classifier [12].
We use AUC, F1, andMCC three evaluationmetrics, which are
commonly used in SDP, to evaluate the performance of defect
prediction. We use information gain (IG) [13] as feature selec-
tion method and kernel principal component analysis (KPCA)
[14] as feature extraction method. The number of feature
dimensions are reduced to 2/3 of its original number. The
experimental results of different methods on nine projects
are shown in Table 1.

TABLE 1: Experimental results of two kinds of dimensionality reduc-
tion methods.

Projects Metrics ALL IG KPCA

Ant
AUC 0.924 0.924 0.944
F1 0.939 0.939 0.960

MCC 0.854 0.854 0.906

Arc
AUC 0.772 0.772 0.736
F1 0.782 0.787 0.756

MCC 0.547 0.551 0.480

Camel
AUC 0.964 0.978 0.957
F1 0.961 0.976 0.954

MCC 0.927 0.955 0.912

Poi
AUC 0.776 0.790 0.790
F1 0.720 0.735 0.735

MCC 0.532 0.559 0.559

Redktor
AUC 0.801 0.777 0.869
F1 0.778 0.745 0.852

MCC 0.598 0.557 0.733

Tomcat
AUC 0.850 0.853 0.850
F1 0.841 0.853 0.850

MCC 0.699 0.714 0.708

Velocity
AUC 0.782 0.780 0.780
F1 0.787 0.794 0.794

MCC 0.563 0.558 0.558

Xalan
AUC 0.807 0.817 0.838
F1 0.789 0.804 0.828

MCC 0.615 0.633 0.675

Xerces
AUC 0.789 0.544 0.795
F1 0.795 0.788 0.792

MCC 0.611 0.601 0.596

AVE
AUC 0.829 0.830 0.840
F1 0.821 0.824 0.836

MCC 0.661 0.665 0.681
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Table 1 shows project name (Column 1), evaluation mer-
its (Column 2), baseline method (ALL) prediction perfor-
mance (Column 3), IG method prediction performance
(Column 4), and KPCA method prediction performance
(Column 5). The baseline method (ALL) refers to use
the raw data without any data processing. From Table 1,
what stands out in the table is that both mean value of IG
and KPCA two methods exceed ALL method. This implies
that both feature selection and feature extraction methods
can improve the prediction performance. Further observa-
tion shows although the mean values of KPCA are the best,
IG and KPCA have different performances in different pro-
jects. Specifically, the feature selection method (IG) performs
the best on four out of nine projects selected in this paper,
while the feature extraction method (KPCA) performs the
best on the other projects, and the two methods have the
same performance only on one project. It is a disappointing
result that the prediction performance of ALL method is bet-
ter than IG or KPCA in some projects under some evaluation
metrics. We think there may be two reasons for this result.
First, randomness may bias the results; second, in the original
feature space of some projects, the two types of instances may
be well distinguished, while IG and KPCA methods make the
boundary between the two types of samples blurred, resulting
in a certain degree of decline in prediction performance.
However, IG or KPCA is still better compared with ALL in
most projects. These results suggest that the two kinds of
methods have their own advantages in different projects
from the whole. Inspired by this, this paper proposes a hybrid
dimensionality reduction method to improve the perfor-
mance of defect prediction by combining the two types of
data dimensionality reduction methods.

3. Our Approach

In order to introduce the SDP approach proposed in this
paper, we first need to define the correlation between features
and defect classes (FC-correlation) and the correlation among
features (FF-correlation).

Definition 1 (FC-correlation): The correlation between
any feature fi and defect classes (defective or nondefec-
tive) is defined as the FC-correlation of fi, denoted as
FC ( fi).
Definition 2 (FF-correlation): The correlation between
any two features fi and fj is defined as the FF-correlation
of fi and fj, denoted as FF ( fi, fj).

The value range of FC( fi) is [0, 1], the larger the value is, the
more relevant the feature fi is to defect class. If FC( fi) = 0, it
means that there is no correlation between the feature fi and the
defect class. Otherwise, if FC( fi) = 1, it means that there is a
complete correlation between the feature fi and the defect class.
Similarly, the value range of FF( fi, fj) is also [0, 1]. Larger value
of FF( fi, fj) indicates more relevance between the two features.

3.1. FC-Correlation and FF-Correlation Measure. FC-
correlation is used to measure the correlation between any

features and defect classes. Researchers have proposed a vari-
ety of methods to calculate FC-correlation. These methods
can be roughly divided into three categories: based on statis-
tical theory, information entropy, and cases [15]. According
to the previous research work, the methods based on infor-
mation entropy can achieve better prediction performance.
Liu et al. [16] considered IG, CS, and RF as FC-correlation
measure. They found that IG can achieve relatively better
prediction performance by empirical research. Therefore,
IG is used to measure the correlation between any features
and defects classes in this paper. IG is calculated as follows:

IG Y Xjð Þ ¼ H Yð Þ þ ∑
x2X

P xð Þ ∑
y2Y

P y xjð Þ log2P y xjð Þ: ð1Þ

P(x) represents the prior probability of variable X and
P(y|x) represents the posterior probability when the value of
random variableX is x and the value of random variableY is y.
The calculation formula of H(y) is defined as follows:

H yð Þ ¼ − ∑
y2Y

P yð Þ log2P yð Þ: ð2Þ

FF-correlation represents the degree of correlation
between any two features. There also exists many researches
on calculating FF-correlation. The proposed FF-correlation
calculation methods were similar to the previous described
FC-correlation calculation methods. Maximum information
coefficient (MIC) is optimized on the basis of MI (mutual
information). MIC canmeasure not only the linear functional
relationship between variables, but also the complex nonlin-
ear functional relationship between variables. Considering the
complexity of the relationship between any two features, this
paper utilizes MIC to measure the correlation between any
two features according to the suggestion of Tong et al. [17].

3.2. KPCA. PCA is a commonly used dimensionality reduc-
tion method. However, it is powerless for nonlinear complex
data. KPCA solves the above problems of PCA by introduc-
ing the kernel function. The main principle of KPCA is to
map all data into a high-dimensional space so that the data is
linearly separable in this space, and then use PCA to reduce
the dimension in this high-dimensional space.

Given a dataset X ¼ x1; x2; :::; xn, where xi ¼ xi1;½ xi2; :::;
xik� denotes a instance and xij denotes jth feature of xi. Sup-
pose the dataset X is mapped to a new space φ Xð Þ by a
nonlinear function φ and the new space denoted by F.
Each instance φ xið Þ in the new sample space F needs to be
centralized:

φ xið Þ ¼ φ xið Þ − 1
n
∑
n

j¼1
φ xj
À Á

: ð3Þ

The covariance matrix C of the mapped data φ Xð Þ is:

φ Xð Þ ¼ 1
n
∑
n

i¼1
φ xið Þφ xið ÞT : ð4Þ
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We diagonalize the covariance matrix C as the same as
PCA, which can be viewed as solving the eigenvalue problem
of the covariance matrix:

∑
n

i¼1
φ xið Þφ xið ÞTp ¼ λp: ð5Þ

We divide both sides of Equation (5) by λ to get:

p ¼ 1
λ
∑
n

i¼1
φ xið Þ φ xið ÞTpj jð Þ: ð6Þ

Equation (6) indicates that there exits cofficients a1,
a2, …, an that linearly express the eigenvectors p with
φ x1ð Þ;φ x2ð Þ; :::;φ xnð Þ:

p ¼ ∑
n

i¼1
aiφ xið Þ: ð7Þ

Since the specific form of the nonlinear function φ
cannot be obtained, we introduce kernel function κ xi;ð xjÞ ¼
φ xið Þφ xj

À Á
T . We can get the following equation by substituting

Equation (7) and kernel function into Equation (5) and sim-
plification.

Kα ¼ λα: ð8Þ

In Equation (8), K is the kernel matrix corresponding to
the kernel function κ, where Kij ¼ κ xi;ð xjÞ. The reduced
dimension data can be obtained by solving all nonzero eigen-
values in Equation (8) finally.

Considering the complex nonlinear relationship among
features, KPCA is used to reduce the dimension of the feature
in this paper.

3.3. HFDRA Method. The overall framework of the approach
proposed in this paper is shown in Figure 1. Circles of the
different colors represent different types of features, that is,
features are independent of each other, whereas circles of the
same color are the opposite in Figure 1. Triangles represent
the features processed by the feature extraction method.
HFDRA approach can be divided into two stages: feature
selection and feature extraction. First, in the feature selection
stage, all features are automatically divided into several clusters
by k-medoids clustering algorithm [18] according to FC-
correlation vector and FF-correlation matrix. The correlation
among features in each cluster is higher, that is, the redundancy
is higher. The correlation between different clusters is lower,
conversely, the redundancy is lower. Then, in the feature
extraction stage, we use the feature extraction algorithm—

KPCA to reduce the dimension of each cluster of features, so
as to keep the necessary key information and remove useless or
redundant information to improve the classification ability of
features. Finally, the data of each cluster is combined to get the
final data. In order tomore clearly illustrate our approach, there
is dataset D= {[[2, 3, 6, 8, 9, 12], [4–6, 8–10], [4, 5, 8, 9, 12]]}
that contains three instances. Each instance in dataset D is

represented by six features. In the feature selection stage, we
use k-medoids clustering algorithm to divide six features into
two clusters. The clustering result C = {[[2, 6], [9, 10], [4, 5]],
[[3, 8, 9, 12], [4–6, 8], [8, 9, 12]]}, which means that the first
two features are classified into one category and the last four
features are classified into another category. Assume that
the number of features needs to be reduced from six to
four, which means that 2/3 of the features are retained.
Therefore, each cluster in C also needs to retain 2/3 of the
features. In the feature extraction stage, each cluster in C is
reduced to the specified dimension by using the KPCA. The
reduced dimension results of all clusters are {[[−0.41], [0.83],
[−0.41]], [[−0.41, 0.71, 0.00], [0.82, −0.00, 0.00], [−0.41,
−0.71, 0.00]]}. Finally, the reduced dimension data of
different clusters are combined to get the final training data
that is [[−0.41,−0.41, 0.71, 0.00], [0.83, 0.82, −0.00, 0.00],
[−0.41, −0.41, −0.71, 0.00]].

The details of HFDRA approach proposed in this paper
are shown in Algorithm 1. The input of HFDRA method is
the original data, FC-correlation measurement method,
FF-correlation measurement method, the number of clusters
and dimensions after dimensionality reduction, the output is
the data after dimensionality reduction. Algorithm 1 can be
divided into feature selection (Lines 1–9) and feature extrac-
tion (Lines 10–13) two stages. Next, we will illustrate the two
stages of HFDRA approach in detail.

Prediction
result

K-medoids

KPCA

Original features

Feature selection

Feature extraction

Training dataset Test dataset

Model training Model testing

SVM NB

FIGURE 1: Overall framework of the HFDRA approach.
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In the feature selection stage, FF-correlation matrix
(Lines 1–5) and FC-correlation vector (Lines 6–8) are needed
to be calculated first. Then, we use the clustering algorithm to
take similar features into one cluster, while dissimilar fea-
tures are put into different clusters (Line 9). The goal of
clustering algorithm is that the features within same cluster
are “similar” to each other, while the features from different
clusters are ‘dissimilar’. In this paper, k-medoids algorithm, a
variant of k-means algorithm, is used as the clustering algo-
rithm. The details of the algorithm are shown in Algorithm 2.
The input of the algorithm is the FC-correlation vector, FF-
correlation matrix, the number of clusters and the maximum
number of iterations. The output of the algorithm is the
clustering results of all features. The process of k-medoids
clustering algorithm is as follows: first, we find out k features
and initialize the centroid of k clusters (Line 1), then assign
all features to k clusters according to the FF-correlation
matrix (Line 3), after that readjust the centroid of each clus-
ter (Line 4), finally repeat the above process until the maxi-
mum number of iterations is reached or k centroids is no
longer changed (Line 2).

In Step 1 of Algorithm 2, we heuristic selected k-initialize
centroids compared with the original k-medoids algorithm.
Generally, if the k-initialize centroids are not selected

properly, the convergence speed of the algorithm will slow
down or the clustering effect is not ideal. In order to choose
the appropriate k-initialize centroids, this paper heuristically
selects the first k features most related to the defect class as
the initialization centroids of k clusters according to the FC-
correlation vector.

In Step 4 of Algorithm 2, we use FF-correlation instead of
Euclidean distance to measure the relevance among features
compared with the original k-medoids algorithm. In addi-
tion, in order to maximize the internal correlation within
each clusters, we calculate the sum of FF-correlation of
each features in every clusters and choose the features with
the largest correlation with other features in the cluster as the
new centroid. Correlation calculation is defined as follows:

vc;i ¼ ∑
1≤j≤m;j≠i

F vc;i; vc;j
À Á

: ð9Þ

Vc,i represents the sum of the correlation among the ith
feature and other features in the cth cluster, while F(x, y)
represents the correlation value between the feature x and
the feature y.

After clustering all features, the similarity of features in
the same cluster is the largest, while the similarity between
different clusters is the smallest. At the same time, higher
similarity of features means more redundant features or
irrelevant features. Next, we employ KPCA to reduce the
dimension of each cluster so as to remove redundant or
irrelevant features and improve the classification ability of
features in the feature extraction stage. Because the size of
each cluster is different after clustering, this paper adaptively
reduces to the required dimension according to the size of
each cluster. For example, a clustering result is P= {C1,
C2, …, Cq}, the dimension of each cluster Ci in P after fea-

tures dimensionality reduction is cij j×m
M

��� ���. Where |Ci| is the

number of features contained in cluster Ci, m is dimension
after features dimensionality reduction andM is the number
of original features. Finally, we combine the data of

Input:

Original dataset, FF-Correlation Measurement method:
MIC, FC-Correlation measurement method: IG, Dimensions
after dimensionality reduction: w, Number of clusters: k;

Output:

Data after dimensionality reduction: R

/∗ Feature selection stage ∗/

1. For i = 1 to n do

2. For j = 1 to n do

3. Use the MIC to calculate the correlation FF fi;ð fjÞ
and save it in the matrix Fij.

4. end for

5. end for
6. For h = 1 to n do

7. Use IG to calculate the FC fhð Þ and save it to the vector Sh.
8. end for

9. According to the information of the matrix F and the
vector C, the K-Medoids algorithm is used to divide the
feature set into k clusters.

/∗ Feature dimensionality reduction stage ∗/

10. Initialize the matrix R

11. For q = 1 to k do

12. Use KPCA to reduce the dimensionality of the data

subset of cluster Cq to
Cqj j×W

n

� �
, and add the reduced

dimensionality result to R.

13. End for

14. Return R

ALGORITHM 1: HFDRA algorithm.

Input:

Original dataset, FC-Correlation vector: F, FF-Correlation
matrix: S, The number of clusters: k, The maximum number
of iterations: N

Output:

Clustering results of k clusters;

1. Select k features as the initial centroids of k clusters

2. While k centroids no longer change or reach the specified
number of iterations do

3. each feature is assigned to the centroids with the highest
correlation.

4. Update the centroids of k clusters

5. end while

6. return Clustering results of k clusters

ALGORITHM 2: K-Medoids algorithm.
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dimensionality reduction of each cluster to get the final
needed data for training the prediction model.

4. Experiment

To verify the effectiveness of our proposed approach, we first
design the following three research questions.

(RQ1) How does the HFDRA approach compare to
baseline methods?

(RQ2) How does the HFDRA approach compare to
other state-of-the-art methods?

(RQ3) What is the relationship between FR and pre-
dicted performance?

4.1. Experimental Data. The data used in this paper come
from 22 projects in AEEEM, SOFTLAB, MORPH, and
ReLink four defect databases, which have been widely used
by many researchers in this field [19–22]. In order to
improve the quality of the experimental data, we use
Shepperd et al. [19] method to process all experiment data.
Table 2 shows the details of the data used in this paper. The
Table 2 shows dataset name (Column 1), project name
(Column 2), number of features (Column 3), number of
instances (Column 4), number of defective instances
(Column 5), and defect rate (Column 6). It should be
noted that when the defect rate is smaller, the data is more
unbalanced.

AEEEM dataset is provided by D’ambros et al. [20]. The
dataset includes five different projects: equinox framework

(EQ), eclipse JDT core (JDT), Apache Lucene (LC), mylyn
(ML), and eclipse PDE UI (PDE). Each project is represented
by 61 features. The MORPH dataset was collected and pro-
vided by Jureczko and Madeyski from PROMISE database
[21]. Each project contains 20 features. SOFTLAB defect
database contains AR1, AR3, AR4, AR5, and AR6 five pro-
jects, each of which contains 29 features. ReLink dataset is
provided by Wu et al. [22]. It contains Apache, safe, and
ZXing three projects, each project contains 26 features. We
use zero-mean normalization method to preprocess the
experimental data to improve the prediction performance.
Besides, in order to solve the class imbalance problem, the
synthetic minority over-sampling technique (SMOTE) is
used in this paper. SMOTE is a technique for solving class
imbalance problems by generating minority class samples. It
is implemented by invoking the imbalanced-learn toolkits in
this paper.

4.2. Evaluation Metrics

4.2.1. Predictive Performance Evaluation Metrics. First, we
need to give the confusion matrix to facilitate the introduc-
tion of the evaluation metrics used in this paper, a typical
confusion matrix for binary tasks is shown in Table 3.

The elements in the confusion matrix represent all pos-
sible prediction results. The definition of all elements in the
confusion matrix is as follows:

TP: defective instance is correctly predicted as defective
instance,
FN: defective instance is wrongly predicted as nondefec-
tive instance,
FP: nondefective instance is wrongly predicted as defec-
tive instance,
TN: nondefective instance is correctly predicted as non-
defective instance.
According to the confusion matrix, precision and recall
can be define as follows:

Precision ¼ TP
TPþ FP

; ð10Þ

Recall ¼ TP
TPþ FN

: ð11Þ

In this paper, AUC, F1, and MCC three evaluation
metrics are used to evaluate the prediction performance of
models [23].

AUC is based on ROC (receiver operating characteristic
curve) curve to evaluate the prediction performance of

TABLE 2: Experimental data.

Dataset Project #Feature #Instances #Defect Defect (%)

AEEEM

EQ 61 324 129 39.81
JDT 61 997 206 20.66
LC 61 691 64 9.26
ML 61 1,862 245 13.16
PDE 61 1,497 209 13.96

SOFTLAB

AR1 29 121 9 7.44
AR3 29 63 8 12.70
AR4 29 107 20 18.69
AR5 29 36 8 22.22
AR6 29 101 15 14.85

MORPH

Ant 20 125 20 16
Camel 20 339 13 3.83
Poi 20 237 141 59.49

Tomcat 20 858 77 8.97
Velocity 20 196 147 75
Xalan 20 723 110 15.21
Xerces 20 440 71 16.14
Arc 20 234 27 11.54

Redktor 20 176 27 15.34

ReLink
Apache 26 194 98 50.52
Safe 26 56 22 39.29
ZXing 26 399 118 29.57

TABLE 3: The confusion matrix.

Predicted
as defective

Predicted
as nondefective

Actual defective TP FN
Actual nondefective FP TN
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different defect prediction models. ROC curve comprehen-
sively considers different classification thresholds when eval-
uating the performance of classifiers. In this paper, we use
the tools provided in the scikit-learn toolkits to calculate
AUC value of the predictive model.

F1 value is an evaluation metric used to measure the
comprehensive performance of precision and recall, and its
calculation is given in Equation (12). This evaluation metric
is appropriate for datasets with class-unbalanced problem.
We calculate F1 value of prediction model by invoking the
scikit-learn toolkits in this paper.

F1 ¼ 2 ×
Precision × Recall
Precisionþ Recall

: ð12Þ

MCC takes all elements of confusion matrix into account,
which is also a comprehensive evaluation metrics. The calcu-
lation of MCC is given in Equation (13). This evaluation
metrics is also suitable for datasets with class imbalance prob-
lem. We also use the tool provided in scikit-learn toolkits to
calculate MCC value of predictive model.

MCC ¼ TP × TN − TP × FNffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
TPþ FPð Þ × TPþ FNð Þ × TNþ FPð Þ × TNþ FNð Þp :

ð13Þ

4.2.2. Feature Redundancy (FR). In order to test whether
HFDRA approach can eliminate the irrelevant and useless
features from the original features and improve the prediction
performance, this paper defines a new evaluationmetric: FR. The
calculation of FR is given in Equations (14) and (15).

FR Tð Þ ¼ 1
Tj j2 ∑

Tj j

i¼1
∑
Tj j

j¼1
wi;j × F fi; fj

À Á
; ð14Þ

wi;j ¼
1; if F fi; fj

À Á
≥ 0:5 and i ≠ j

0; otherwise

(
: ð15Þ

|T| denotes the feature dimension of project, and F( fi, fj)
denotes the correlation between the feature fi and the feature
fj. In this paper, we think that if the correlation value between
the two features is greater than 0.5, then there is redundancy
between the two features, otherwise there is no redundancy.
1=jTj2 is the normalization factor, so that the range of FR of
project is [0, 1].

4.3. Experimental Design

4.3.1. Classifier and Dimension Reduction Models. For the
experiment of this paper, we use two different classifier to
build defect prediction model: Naive Bayes (NB) and support
vector machine (SVM). In this paper, we implement NB and
SVM classifiers by invoking scikit-learn toolkit with default
parameter settings.

KPCA is also implemented by invoking the scikit-learn
toolkits in this paper. We set the kernel function as radial
basis function (RBF), other parameters are the default
parameters.

4.3.2. Comparison Methods. For Question 1, in order to verify
the effectiveness of HFDRAmethod, we choose four different
kinds of methods as baseline methods: (1) ALL, (2) IG and
MIC, (3) KPCA, (4) CFS, FCBF, and ReliefF.

All means that no feature dimensionality reduction is
performed, that is, only the original data is used to build
the defect prediction model. In this paper, this method is
used as a baseline method, which can study whether
HFDRA can improve the performance of defect prediction.

IG and MIC are two feature selection methods based on
ranking. These two methods selects a specified number of
feature subsets after features ranking according to IG and
MIC two correlation measurement method, respectively.
The HFDRA contains two stages. In Stage 1, IG measure-
ment method is utilized to measure the correlation between
features and defect classes, and the MIC measurement
method to measure the correlation among features. This
paper uses IG and MIC as baseline methods to study whether
the measurement method used in Stage 1 is effective.

KPCA method refers to the use of KPCA method to
reduce the feature dimension of data. In this paper, KPCA
as a baselines method can be used to study whether the
dimensionality reduction method used in Stage 2 is effective.

CFS [24], FCBF [25], and ReliefF [26] are three typical
feature selection methods. Specifically, CFS feature selection
method not only considers the correlation between features
and defect classes, but also considers the correlation among
features. CFS uses best first search strategy to find the best
feature subset. The FCBF feature selection method also con-
siders two correlations as the same as CFS. Since this method
only evaluates one feature at one time, it does not need pair
wise correlation analysis. According to suggestion of Yu et al.
[27], we set the correlation threshold as jlog2M|, where M is
the number of original features. ReliefF algorithm is an
improved algorithm based on ReliefF algorithm. The algo-
rithm first randomly selects a sample s each time, and then
finds k nearest neighbor samples the same type as s and k
nearest neighbor samples the different type as s, finally
updates the weight of each feature. The purpose of comparing
the three baseline methods with the HFDRA approach is to
study the effectiveness of the approach proposed in this paper.

In addition, we also compare HFDRA with KPWE [28],
BPDET [29], and FECAR [16] three state-of-the-art methods
in Question 2. KPWE applied KPCA to eliminate redundant
or irrelevant features. BPDET utilized staked denoising auto-
encoders (SDA) to eliminate redundant or irrelevant features.
Both KPCA and SDA belong to the feature extraction meth-
ods. However, FECAR exploited the feature selection method
to eliminate redundant or irrelevant features. We can further
study the effectiveness of HFDRA method by comparing it
with the three state-of-the-art methods.
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4.4. Experimental Results and Analysis

4.4.1. Results and Analysis for RQ1. In order to study the
effectiveness and details of the HFDRA approach, seven
baseline methods are selected in this paper. For the
introduction of seven baseline methods, please refer to
Section 4.3.2. Through detailed empirical research, we first
find that it can achieve relatively good prediction
performance when the number of clusters is 1/2 of the
number of original features and the dimension after
dimensionality reduction is 2/3 of the number of original
features. Therefore, we set the number of clusters of the
HFDRA approach as 1/2 of the number of original features
and the dimension after dimensionality reduction as 2/3 of
the number of original feature. The prediction performance
of all methods is evaluated by AUC, F1, and MCC three
metrics. The average value of 10-fold cross-validation is
used as the experimental result. The experimental results of
the prediction performance of HFDRA and seven baselines
methods are provided in Figures 2 and 3.

Figures 2 and 3 show the box-plot representation of the
HFDRA approach and seven baseline methods using three
evaluation metrics on 22 projects under SVM and NB two
classifiers, respectively. Through the overall observation of
Figures 2 and 3, we can find that the HFDRA approach is
superior to all baseline methods, which verifies the effective-
ness of method proposed in this paper. Figure 2 shows that
the median and upper quartile of the HFDRA approach is
higher than other baseline methods. Figure 3 presents that
the median, upper quartile, and lower quartile of HFDRA
approach are higher than other baseline methods in F1 eval-
uation metric. For AUC and MCC evaluation metrics,
although the upper quartile of the HFDRA approach is lower
than that of the KPCA method, the median and lower

quartile of HFDRA approach are still higher than all baseline
methods. In addition, the comparison of Figures 2 and 3 two
results reveals that the prediction performance of the SVM
classifier is better than that of NB classifier. Overall, these
results indicate that the prediction performance of the
HFDRA approach is better than that of the other seven base-
line methods.

In order to further analyze the prediction results between
the HFDRA approach and seven baseline methods, we first
calculate the mean of each method on all projects. Then, we
count the win/draw/loss information between the HFDRA
approach and seven baseline methods. In addition, Wilcoxon
[30] signed rank test at 95% significance level is also used for
statistical analysis. Moreover, we also applied Cliff ’s delta (a
nonparametric effect size measure) to measure the effect size,
which has four level effect size as show in Table 4. The
statistical test results are shown in Tables 5 and 6. We can
observe that the mean values of the HFDRA approach on 22
projects is better than other methods no matter which clas-
sifier and evaluation metrics is used. For the statistical results
of win/draw/loss information, we can find that the prediction
performance of the HFDRA approach is still better than all
baseline methods no matter what classifier and evaluation
method is used. For Wilcoxon signed rank and Cohen’s delta
test, when SVM classifier is used, the prediction performance
of the HFDRA approach shows significant improvements
(p-value< 0.05) over CFS and FCBF methods with large
size effect on three metrics, and has no significant improve-
ments on other baseline methods. For the NB classifier, when
AUC or MCC evaluation metrics are used, the prediction
performance of the HFDRA approach shows significant
improvements (p-value< 0.05) only over FCBF method
with large size effect. However, when F1 evaluation metrics

ALL
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0.4
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MIC
KPCA

CFS

AUC F1
Metrics

MCC

FCBF
ReliefF
HFDR

FIGURE 2: Box-plot of prediction performance of four different dimension number after dimensionality reduction under SVM classifier.
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is used, the prediction performance of HFDRA approach
shows significant improvements (p-value< 0.05) over all
baseline methods except KPCA method.

Finally, we apply Friedman test with post hoc Nemenyi
test [31] to compare the prediction performance of HFDRA
approach and the seven baseline methods. Friedman test to

determine whether there are significant statistical differences
in the performance of multiple methods on multiple projects.
If there are significant statistical differences, we use post hoc
Nemenyi test to determine which algorithms performance is
significantly different. The statistical test results are pre-
sented in Figures 4 and 5 which show that the prediction

ALL
IG
MIC
KPCA

CFS
FCBF
ReliefF
HFDR

0.0

0.2

0.4Ra
ng

e

0.6

0.8

1.0

AUC F1
Metrics

MCC

FIGURE 3: Box-plot of prediction performance of four different dimension number after dimensionality reduction under NB classifier.

TABLE 4: Cliff ’s delta and the effectiveness level.

Cliff ’s delta (|δ|) Effectiveness level

0.000≤ |δ|< 0.147 Negligible
0.147≤ |δ|< 0.330 Small
0.330≤ |δ|< 0.474 Medium
0.474≤ |δ|< 1.000 Large

TABLE 5: The statistical test results of prediction performance of the HFDRA method and other comparison methods under SVM classifier.

Measure
Methods

ALL IG MIC KPCA CFS FCBF ReliefF HFDRA

AUC

AVE 0.811 0.807 0.808 0.836 0.727 0.654 0.805 0.835
W/D/L 7/1/14 9/0/13 7/0/15 9/1/12 3/0/19 3/0/19 8/1/13 –

p-value 0.434 0.387 0.392 0.950 0.004 0.000 0.335 –

Cliff ’s 0.188 0.194 0.194 0.043 0.546 0.822 0.234 –

F1

AVE 0.803 0.795 0.794 0.831 0.666 0.603 0.795 0.842
W/D/L 5/1/16 7/0/15 6/0/16 7/0/15 3/0/19 2/0/20 5/1/16 –

p-value 0.234 0.175 0.161 0.726 0.001 0.000 0.149 –

Cliff ’s 0.285 0.298 0.326 0.143 0.651 0.872 0.364 –

MCC

AVE 0.624 0.616 0.616 0.671 0.480 0.327 0.608 0.673
W/D/L 6/1/15 8/0/14 7/0/15 10/1/11 3/0/19 3/0/19 8/1/13 –

p-value 0.429 0.367 0.355 0.976 0.002 0.000 0.296 –

Cliff ’s 0.219 0.198 0.186 0.064 0.558 0.802 0.267 –
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performance of HFDRA approach is only slightly weaker
than the KPCA method on the SVM classifier. However,
the HFDRA approach is preferable to all baseline methods
on the NB classifier. Overall, the prediction performance of
HFDRA approach is better than all baseline methods.

In summary, the HFDRA approach is superior to all
baseline methods through the detailed analysis of the above
experimental results. The evidence from experimental results
suggests that HFDRA approach can reduce FR and improve
the prediction performance.

4.4.2. Results and Analysis for RQ2. Question 2 aims to fur-
ther study the effectiveness of HFDRA approach. Therefore,
we choose three state-of-the-art methods to compare with
HFDRA. Both FECAR and HFDRA selected SVM as the
classifier to construct the prediction model. For KPWE and
BPDET two methods, extreme learning machines (ELM) and

ensemble classifiers were selected as classifier, respectively.
The prediction performance of four methods is also evaluated
by AUC, F1, and MCC three metrics. The average value of
10-fold cross-validation is also used as the experimental result
on each project. Figure 6 presents the average value of four
methods on 22 projects under AUC, F1, and MCC three
evaluation metrics.

As shown in Figure 6, the prediction performance of
HFDRA is better than the other three methods from the whole.
The prediction performance difference between HFDRA and
BPDET is very small, and even BPDET is slightly better than
HFDRA under the F1 metric.

BPDET not only uses the deep learning method to
extract valuable features, but also uses the ensemble learning
classifier to construct a prediction model. However, deep
learning models need to consider more experimental details
to achieve the best predictive performance. In addition, we

TABLE 6: The statistical test results of prediction performance of the HFDRA method and other comparison methods under NB classifier.

Measure
Methods

ALL IG MIC KPCA CFS FCBF ReliefF HFDRA

AUC

AVE 0.685 0.696 0.691 0.732 0.710 0.618 0.677 0.736
W/D/L 3/0/19 4/0/18 4/2/16 10/1/11 8/0/14 2/0/20 2/2/18 –

p-value 0.102 0.196 0.174 0.906 0.200 0.000 0.069 –

Cliff ’s 0.296 0.265 0.308 0.006 0.223 0.599 0.331 –

F1

AVE 0.654 0.634 0.614 0.706 0.652 0.508 0.624 0.751
W/D/L 2/0/20 2/0/20 2/0/20 7/0/15 5/0/17 2/0/20 2/1/19 –

p-value 0.021 0.008 0.003 0.286 0.016 0.000 0.005 –

Cliff ’s 0.362 0.444 0.533 0.143 0.401 0.703 0.444 –

MCC

AVE 0.397 0.423 0.404 0.471 0.438 0.279 0.385 0.501
W/D/L 4/0/18 4/0/18 5/0/17 10/1/11 9/0/13 1/0/21 3/1/18 –

p-value 0.087 0.201 0.139 0.674 0.193 0.000 0.068 –

Cliff ’s 0.302 0.252 0.314 0.048 0.252 0.603 0.333 –
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FIGURE 4: The rank of HFDRAmethod and comparison methods using post hoc Nemenyi test on (a) AUC, (b) F1, and (c) MCC three metrics
under SVM classifier.
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believe that if HFDRA approach uses ensemble learning
method to construct the prediction model, it can further
improve the prediction performance. By observing the pre-
diction performance of KPCA in Table 5 and Figure 6, we
find that ELM is slightly worse than SVM as a classifier. It
suggests that ELM may not be suitable for SDP.

In summary, the experimental results show that HFDRA
approach is superior to the other three state-of-the-art meth-
ods in most metrics, which further suggests the effectiveness
of HFDRA approach for SDP.

4.4.3. Results and Analysis for RQ3. Question 3 is to study
whether the HFDRA approach can reduce FR and improve
the prediction performance. The FR is calculated according to
Equations (14) and (15). In addition, we study the relationship
between features redundancy and prediction performance to
further prove the effectiveness of the approach proposed in
this paper. Figures 7 and 8 show the average value of AUC,
F1, and MCC evaluation metrics of each method on 22
projects and the average FR of each method on 22 projects
under SVM and NB classifiers, respectively. Tables 7 and 8
show the detailed experimental results of Figures 7 and 8.

By observing Figures 7 and 8, we can find that the change
trend of each method’s FR is inversely proportional to the
change trend of each method’s prediction performance,
which implies that the prediction performance can be
improved when the FR is reduced. By comparing between
the features redundancy of the ALL method and the HFDRA
method in Tables 7 and 8, we can find that the HFDRA
method does reduce features redundancy. By observing the
performance of the ALL approach and the HFDRA approach
in the three evaluation metrics, we can find that the predic-
tion performance of the HFDRA approach is better than that
of the ALL method. These results suggest that the HFDRA
approach can reduce the features redundancy and improve
the prediction performance, which proves the effectiveness
of the approach proposed in this paper. By comparing the
experimental results of Question 1 and Question 2, what
stands out is that the features redundancy of the HFDRA
approach is lower than that of all comparison methods
selected in this paper except the KPCA method, while the
prediction performance of the HFDRA approach is the best
of all methods. These findings suggest that reducing the FR
can improve the prediction performance, but if the FR is too
low, it may decrease the prediction performance in turn.
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FIGURE 5: The rank of HFDRAmethod and comparison methods using post hoc Nemenyi test on (a) AUC, (b) F1, and (c) MCC three metrics
under NB classifier.
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In summary, through the study of this problem, we can
conclude that the approach proposed in this paper can
reduce the features redundancy and improve the prediction
performance, which further verifies the effectiveness of the
approach proposed in this paper.

5. Related Works

In order to improve the performance of SDP, researchers
extracted various features from the source code and related
data. However, there would be problems such as FR or fea-
ture irrelevance with the increase of features. There was
much research in the area of software defect prediction

that was tried to solve the problems. These research methods
can be divided into feature selection, feature extraction and
other three categories.

As to research methods based on feature selection, Shi-
vaji et al. [32] studied four filtering-based feature selection
methods and two package-based feature selection methods.
They iteratively deleted irrelevant features until a relatively
good prediction performance is achieved. They found that
when the number of features is reduced to 10% or even 1% of
the original number, it could also get relatively good perfor-
mance. Khoshgoftaar and Gao [33] used a wrapper-based
attribute ranking technique to select a subset of features
and the random undersampling technique to solve the class
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FIGURE 8: Line chart of prediction performance and feature redun-
dancy of the HFDRA method and baseline methods under NB
classifier.

TABLE 7: Prediction performance and feature redundancy of the HFDRA method and baseline methods under SVM classifier.

Measure ALL IG MIC KPCA CFS FCBF ReliefF HFDRA

FR 0.239 0.332 0.365 0.073 0.293 0.803 0.221 0.168
AUC 0.811 0.807 0.808 0.836 0.727 0.654 0.805 0.834
F1 0.803 0.794 0.794 0.831 0.666 0.603 0.795 0.842
MCC 0.624 0.616 0.614 0.671 0.480 0.328 0.608 0.673

TABLE 8: Prediction performance and feature redundancy of the HFDRA method and baseline methods under NB classifier.

Measure ALL IG MIC KPCA CFS FCBF ReliefF HFDRA

FR 0.239 0.332 0.365 0.073 0.293 0.803 0.221 0.168
AUC 0.685 0.696 0.691 0.732 0.710 0.618 0.677 0.736
F1 0.654 0.634 0.614 0.706 0.652 0.508 0.624 0.751
MCC 0.526 0.554 0.557 0.504 0.552 0.643 0.507 0.552
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FIGURE 7: Line chart of prediction performance and feature redun-
dancy of the HFDRA method and baseline methods under SVM
classifier.
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imbalance problem. Wahono and Herman [34] used the
genetic algorithm to select the best feature subset and the bag-
ging technique to solve the class imbalance problem. In con-
trast, our approach used Synthetic Minority Oversampling
Technique (SMOTE) to solve the class imbalance problem.
Furthermore, our approach not only included feature selection,
but also used the feature extraction technology, which could
reduce FR and improve feature classification ability.

As to research methods based on feature extraction, Xu
et al. [28] proposed a software defect prediction based on kernel
PCA (KPCA) and weighted learning. The method could be
divided into two stages: in the first stage, KPCA was used to
map the original features into a new feature space; in the second
stage, the weighted learning method was used to solve the class
imbalance problem. Tong et al. [35] proposed a new software
defect prediction method by combining stacked denoising
autoencoder and ensemble learning. They first used stacked
denoising autoencoder to extract features from traditional soft-
ware prediction features. Then, the acquired features were
inputted into an improved ensemble learning model to solve
the class imbalance problem and construct the prediction
model. Unlike their approach, our approach used a combina-
tion of feature selection and feature extraction methods, which
not only improves the effect of dimensionality reduction, but
also avoids the choice of more hyperparameters.

As to other research methods, Liu et al. [16] proposed a
new feature selection framework. This framework first used
the clustering algorithm to divide the original feature into
several subsets. Then, it selected a specified number of fea-
tures from each cluster to form the final feature subset. Our
approach, in contrast, used feature extraction technology for
each cluster, which could not only reduce FR, but also
improve feature classification ability.

6. Conclusion and Future Works

In this paper, we find that the two categories of data
dimensionality reduction methods have own advantages in
different projects. Therefore, this paper attempts to combine
the two categories of methods to propose a hybrid feature
dimensionality reduction approach for software defect pre-
diction. We evaluate our HFDRA approach on 22 projects
and compare it with seven baseline methods and three state-
of-the-art methods. Experiment results show that HFDRA
approach is better than all comparison methods on the three
evaluation metrics, which proves the effectiveness of the
approach proposed in this paper. In addition, we also study
the relationship between features redundancy and prediction
performance to further suggest the effectiveness of HFDRA
approach. In the future, we will choose more comparison
methods to conduct experiments on more projects to further
verify the effectiveness of the approach proposed in this
paper.
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