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Building extraction from high-resolution aerial images is critical in geospatial applications such as telecommunications, dynamic
urban monitoring, updating geographic databases, urban planning, disaster monitoring, and navigation. Automatic building
extraction is a massive task because buildings in various places have varied spectral and geometric qualities. As a result, traditional
image processing approaches are insufcient for autonomous building extraction from high-resolution aerial imaging appli-
cations. Automatic object extraction from high-resolution images has been achieved using semantic segmentation and deep
learning models, which have become increasingly important in recent years. In this study, the U-Net model was used for building
extraction, initially designed for biomedical image analysis. Te encoder part of the U-Net model has been improved with
ResNet50, VGG19, VGG16, DenseNet169, and Xception. However, three other models have been implemented to test the
performance of the model studied: PSPNet, FPN, and LinkNet. Te performance analysis through the intersection of union
method has shown that U-Net with the VGG16 encoder presents the best results compared to the other models with a high IoU
score of 83.06%. Tis research aims to examine the efectiveness of these four approaches for extracting buildings from high-
resolution aerial data.

1. Introduction

Collecting urban geographic information and updating data
timely are crucial and vital challenges for better management
of cities in the fast urbanization and building of megacities.
Te accuracy of information extraction may be considerably
improved by using high-resolution remote sensing images.
Experts and scholars from all over the world have focused on
remote sensing data classifcation methods in recent de-
cades, ranging from supervised and unsupervised classif-
cations based on traditional statistical analysis [1]. Among
these, the pixel-based statistical classifcation approach has
emerged as the most popular and well developed, with
promising results in particular domains [2]. On the other
hand, traditional pixel-based classifcation algorithms pri-
marily use spectral data and have limited efectiveness in

categorizing high-resolution multispectral urban images
with similar spectra into separate categories [3]. To develop
more accurate categorization maps, geographic information
such as geometric and spatial characteristics and textural
information must be used.

In recent years, object-oriented classifcation algo-
rithms have attracted researchers’ interest [3, 4]. It has been
demonstrated to have the ability to overcome the sufering
from some forms with per-pixel analysis, such as the
omission of geometric and contextual information. Te
fundamental concept is to divide the image into objects
with specifc meanings and then categorize them using the
items spectral, form, and textural properties. Tis tech-
nique considers additional discriminative features and
conforms to human visual interpretation patterns, resulting
in a new way of thinking about data extraction [5]. While
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several studies have demonstrated the benefts of object-
based classifcation over pixel-based classifcation, there
has been less focus on its possible drawbacks. However, the
object-based technique has its own set of constraints. Image
segmentation errors include both over-segmentation and
under-segmentation. Tese segmentation issues can afect
the categorizing process in two ways: (1) Poorly segmented
image objects with over-segmentation or under-segmen-
tation errors produce image objects that span multiple
classes, introducing classifcation errors because all pixels
in each mixed image object must be assigned to the same
class; (2) features extracted from poorly segmented image
objects with over-segmentation or under-segmentation
errors do not represent the properties of real objects on the
Earth’s surface (e.g., shape and surface area), so they may
not be useful and may even reduce the accuracy of the
classifcation.

Image segmentation is an essential and vital phase in
(GEographic) Object-Based Image Analysis (GEOBIA or
OBIA). Te quality of image segmentation signifcantly
infuences the fnal feature extraction and classifcation in
OBIA. In traditional segmentation methods, images are
usually divided into several disjoint regions based on
grayscale, color, texture, and shape. Typical segmentation
methods include pixel-based statistical classifcation, seg-
mentation methods based on thresholds, edges, regions, and
graph theory, and object-based image segmentation.

Te basic idea of the threshold-based segmentation
method is to calculate the grayscale threshold based on the
grayscale features of the image and compare the grayscale value
of each pixel of the image with the threshold to obtain its
category. For example, Li et al. [6] used the wavelet transform
and adaptive global threshold method to extract the labelling
information of building groups according to the distribution
and texture characteristics of building groups to achieve
segmentation; Wu et al. [7] proposed a method based on the
line intercept histogram. Multi-threshold segmentation
methods and edge-based segmentation methods [8] mainly
perform edge detection based on the sudden change of image
edge grayscale, color, texture, and other features. Diferential
operators such as Prewitt [9] perform edge detection on the
image, identify the edge information of the image, and
complete the segmentation.Te basic idea of the segmentation
method based on graph theory is to associate the image seg-
mentation problem with the minimum segmentation problem
of the graph and fnally realize the segmentation efect. For
example, Felzenszwalb et al. [10] introduced an image seg-
mentation method based on graph representation, proposed a
variable component model algorithm based on the greedy
clustering algorithm, and established a segmentation algorithm
based on graph theory. However, due to the rich spectral
information contained in remote sensing images, traditional
feature extraction methods still have signifcant limitations for
demanding remote sensing image segmentation application
scenarios, and their classifcation accuracy cannot meet the
actual needs for dealing with huge image data and serious
image interference. Terefore, traditional classifers are un-
suitable for complex image classifcation and, more precisely,
building extraction.

Urban system studies are promising for using particular
resolution and very high spatial satellite image data. Tus,
for Earth monitoring, the development of various sensors
has substantially expanded the availability of high-resolution
remote sensing images since the launch of the frst satellite,
giving accurate terrestrial scene interpretation and an
enormous potential for meaningful. Identifying rooftops is
one of the most challenging satellite image analyses, but
essential tasks for object extraction. Many remote sensing
applications, such as disaster monitoring, geographic da-
tabases, urban planning, etc., can beneft from this data.
However, with high spatial and spectral quality RS data,
manually distinguishing buildings from other objects and
delineating their outlines are time consuming and costly. As
a result, there have been several attempts to develop auto-
mated building extraction technologies.

Some algorithms for building detection based on high-
resolution satellite and aerial data use specifc building
appearance criteria, such as uniform spectral refectance
values. Te fundamental issue with these techniques is that
the building is confused with other objects having similar
spectral refectance. Many methods for building extraction
use multispectral images that provide for a scene set criteria
height information, like relatively homogenous structures
following a given pattern. However, these techniques are
severely constrained since the established criteria only work
for specifc types of buildings and do not apply to regions
with complex and varied structures. Diferent data sources
might provide each other with complementing information.

In recent years, deep learning has shown signifcant
promise for meeting the challenging demands of remote
sensing image processing. Deep learning has shown to be a
very efective collection of technologies in recent years,
sometimes even surpassing human abilities to perform
highly computational jobs. Te RS community’s interest in
deep learning approaches is expanding rapidly, and several
architectures have been developed in recent years to handle
RS difculties, frequently with excellent results. Deep
learning is an emerging machine learning algorithm that has
attracted extensive attention from researchers because of its
remarkable efect on image feature learning. Compared with
traditional image classifcation methods, it does not require
artifcial feature description and extraction of target images
but learns features from training samples autonomously
through neural networks and extracts higher-dimensional
and abstract features, and these features related to the
classifer are closely related and solves the difcult problem
of manual feature extraction and classifer selection. It is an
end-to-end model. Te essential advantage of the deep
learning-based image classifcation method compared to the
traditional image classifcation method is that it can auto-
matically learn more abstract data features through the deep
architecture without designing specifc artifcial features for
specifc image data or classifcation methods, signifcantly
improving the performance of image classifcation. Deep
Learning (DL) outperforms its predecessors signifcantly; it
is based on a traditional neural network. Furthermore, in
order to construct multi-layer learning models, DL uses both
transformations and graph technologies at the same time.
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Te latest DL algorithms have achieved excellent results in
various applications, including natural language processing
(NLP), visual data processing, and audio and voice pro-
cessing. Convolutional neural networks (CNNs) with more
hidden layers have a more complicated network structure
and can learn and express features more efectively than
classic machine learning approaches [11, 12]. In remote
sensing, the use of CNN has become crucial with the ap-
pearance of multispectral data at a very high spatial reso-
lution. However, Figure 1 shows the number of publications
in the last six years that use CNN and diferent techniques to
classify high-resolution satellite data. Tis exponential
number of publications shows the importance of the deep
learning approach in automatic object recognition from high
and very high spatial and spectral resolution images.

High-resolution remote sensing images have rich
spatial information but contain fewer bands. In order to
extract abstract features with sufcient discriminative
power and robustness, in recent years, people mainly
automatically extract deep-level features from image data
through learning methods. CNN is commonly used in
remote sensing image classifcation and can be divided
into patch-based CNN and fully convolutional neural
network (FCN) [13]. Patch-based CNN can efectively
learn the spatial-spectral joint features of the pixels to be
classifed and their neighborhoods and has been widely
used in the feld of hyperspectral classifcation [14].
However, the network has a large number of repeated
computations, which limits its application in large-scale
high-resolution remote sensing imagery tasks. Te
trained FCNN can classify all the input image pixels
through one forward pass, which is more efcient than
the patch-based CNN [15]. Terefore, FCNN is widely
used in large-scale high-resolution remote sensing image
building extraction tasks [16]. Te learning of image
features by CNN is realized by optimizing each layer of
convolution kernels in the network. Te static structure
of the network determines the mode of feature learning,
and the data determines the specifc feature extraction
results, thus showing certain robustness. Te feature
fusion methods used in Residual Networks (ResNet) and
DenseNets (DenseNet), that is, feature map addition and
feature map connection, have a profound impact on
CNN optimization research.

Building extraction from remote sensing images and
comparing the performance of diferent models of the se-
mantic segmentation network is our primary motivation for
this paper. However, this paper allowed us to:

(i) show the importance of the deep learning model in
the classifcation of satellite images with very high
spatial resolution;

(ii) minimize subjectivity in urbanized areas with the
most important step in the classifcation process
being segmentation;

(iii) compare the four improved DL architecture
(U-Net, LinkNet, FPN, and PSPNet) with fve
diferent initialized and pre-trained encoders

(VGG16, VGG19, ResNet50, DenseNet169, and
Xception);

(iv) improve overall classifcation accuracy in the
Massachusetts aerial image dataset.

2. Related Works

2.1. Semantic Segmentation. Te semantic segmentation of
remote sensing images aims to assign a land cover label to
each pixel in the image, which can be understood as a
pixel-level classifcation problem. Fully convolutional
neural networks (FCN) were suggested by the authors in
[17] to overcome the limitations of convolutional neural
networks applied to the feld of semantic segmentation.
FCN has usually adopted an encoder-decoder system, with
the encoder being a subsampling network, which is mainly
used to learn multilevel semantic features. Te decoder is
generally defned as an oversampling network and is used
primarily to map the semantic features learned by the
encoder to the pixel space of the original resolution for
pixel-level classifcation. Currently, in the feld of remote
sensing, researchers have made many improvements to
FCN based on the characteristics of remote sensing im-
ages. For example, considering the rich and diverse cat-
egories of remote sensing objects and complex
boundaries, Long et al. [18] improved the decoder by
designing deconvolution and jump connections, im-
proving the extraction efect of the edge details of the
remote sensing object. To solve the problem of fuzzy edge
details of objects extracted, the FCNmethod was proposed
[19] by reducing the expansion factor of hole convolution
to aggregate local features. Aiming at the multiscale
problem of ground objects in complex remote sensing
scenes, Hamaguchi et al. [20] proposed using a closed
convolution neural network to complete information
difusion between feature maps at diferent levels to
achieve multiscale feature fusion. As discussed elsewhere
[21], based on the idea of clustered convolution design, an
efcient spatial pyramid network with holes is proposed to
complete the multiscale information extraction of remote
sensing features. Moreover, considering the problem that
FCN cannot adaptively take the long-range dependencies
between diferent objects because of the fxed receptive
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Figure 1: Number of published papers using CNN in the last six
years according to the Scopus database.
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feld, the researchers used recurrent neural networks, self-
attention mechanisms, and other methods to model the
long-range contexts of remote sensing objects further to
improve the semantics of segmentation accuracy [22].

2.2. Building Extraction. Several authors have utilized deep
learning models to extract urban features from image data
with very high spatial resolution, and with the progress of
convolution, the degree of feature abstraction continues to
increase, and the receptive feld also increases, which in-
evitably leads to the loss of spatial details. Most of the FCNs
used for building extraction use an encoder-decoder
structure, which has the characteristics of level-by-level
decoding and can recover spatial information. U-Net ef-
fectively recovers spatial information by fusing the feature
maps of the encoded segment and the corresponding
decoded segment and shows excellent potential in the task of
building extraction [23]. In addition, buildings in high-
resolution images have multi-scale characteristics, and the
characteristics of vertical imaging in remote sensing images
make their semantic features quite complex. Tere are many
ground objects with similar colors and textures to building
roofs.

Te U-Net family [24] suggested two innovative
classifers for multi-object segmentation to extract roads
and buildings. Te multi-level context gating U-Net
(MCG-U-Net) and the bi-directional ConvLSTM U-Net
model are the two models discussed. Te proposed
methods generate detailed segmentation maps that pre-
serve boundary information even in complex back-
grounds by combining tightly-coupled convolutions,
bidirectional ConvLSTM, and squeeze-and-excitation
modules. Te researchers also devised an essential efcient
loss function known as boundary-aware loss (BAL), which
allowed a network to focus on complex semantic seg-
mentation regions such as overlapping areas, tiny objects,
complex objects, and object boundaries while still deliv-
ering high-quality segmentation results. To employ
building features from high-resolution aerial images,
researchers [25] developed a unique deep neural network
called the Seg-U-Net approach, which is a blend of Segnet
and U-Net algorithms. Tey utilized the Massachusetts
building dataset for their analysis. Consequently, the
accuracy of the contributions increased to 92.73 percent.
Te authors in [26] established a unique multi-task loss to
solve the difculty of retaining semantic segmentation
borders in high-resolution satellite images. Te loss is
based on difering output representations of the seg-
mentation mask, according to the researchers, and biases
the network to focus more on pixels near borders. Te
authors demonstrate that the technique outperforms
state-of-the-art methods by 9.8% on the Intersection over
Union (IoU) measure without extra post-processing steps
using the Inria aerial image labeling dataset. Te U-Net
model with ResNet50 as an encoder was used in [27] to
increase and improve the accuracy to extract buildings
from the Massachusetts dataset.

3. Methodology

3.1. Sematic Segmentation with Fully Convolutional Network.
To improve pixel-level image segmentation by traditional CNNs,
the authors in [18] proposed a fully convolutional neural net-
work, which achieves high accuracy in image-level classifcation
and regression tasks, usually by connecting multiple fully
connected layers after multiple convolutional layers. Te
N-dimensional feature vector is used to predict the probability
value of each N category, and then the category of the input
image is obtained.Te diference between the above task and the
extraction of the building in remote sensing images is that each
pixel in the input image is classifed to obtain a pixel-level
classifcation result. Although CNN can defne sliding windows
centered on individual pixels and model the window features to
obtain semantic segmentation results at the pixel level, the time
complexity increases signifcantly due to the large amount of
duplicate information generated by the overlapping areas be-
tween adjacent windows. In addition, the choice of window size
will also be a challenge: A too-small window will lose target
contextual information and reduce accuracy; a too-largewindow
will increase the computational and memory load.

To address these issues, FCN has outperformed CNN.
FCN uses deconvolution to up-sample high-dimensional
feature maps to obtain prediction results similar to the input
image, rather than utilizing fully connected layers to create
feature vectors to forecast probabilities after multilayer
convolution and pooling, as shown in Figure 2. Tis network
topology prevents the propagation process from losing spatial
information from the input image, allowing each pixel in the
image to be predicted. Furthermore, the FCNdoes not have to
perform a window-by-window calculation on the picture,
dramatically improving computational efciency.

Although FCN enhancement can reach the same seg-
mentation result as the input image size, the predicted image
is frequently too smooth, resulting in more severe infor-
mation loss.Te fundamental reason for this is that the input
image is clustered many times, allowing neurons at the tail
end to receive more information, resulting in a broader
perceptual feld. However, the image loses information, as a
result making the edge contours extracted less desirable.
Consequently, FCN integrates the low-dimensional feature
map into the feature pyramid with the output after
deconvolution to overcome the problem mentioned above
and increase the accuracy of extracting detailed information.
Consequently, U-Net [23] extends this idea of merging low
dimensional features with high-dimensional features.

3.2. Model Used

3.2.1. U-Net Architecture. Figure 3 depicts the U-Net struc-
ture, consisting of two feature encoding and decoding steps.
Te raw input is convolved and subsampled layer by layer in
the feature encoding step to obtain high-level semantic features
with lower spatial resolution. In the decoding step, the un-
derlying features are increased by a factor of 2 layer by layer
through the upward convolution operation, concatenated with
the same layer features in the encoding step, and returned to
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the original image scale. At the original scale, the diference
between the current model predictions and the ground truth
reference is used to form the network parameters via back-
propagation. U-Net only performs image pixel class classif-
cation in the last layer. Although U-Net uses some information
from the previous layers in the encoding step, its ability to
generalize to multi-scale information is limited.

3.2.2. Pyramid Scene Parsing Network (PSPNet).
Multiscale information is also essential for enhancing the
accuracy of semantic segmentation. Te multiscale re-
ceptive feld can learn information from objects of dif-
ferent sizes combined with the image scale context. For
example, global scene classifcation can provide category
distribution information for semantic image segmenta-
tion, and the pyramid clustering module obtains category
distribution information by using clustering layers with
larger convolution kernels. A spatial pyramid scene

parsing network (PSPNet) [28] was proposed to acquire
information about the overall scene. As shown in Figure 4,
to extract the features from the input image, the con-
volutional neural network (CNN) model is used and the
feature map is sent to the pyramid clustering model. In
addition, to extract multiscale information from the
images, the model integrates four parallel clustered fea-
tures of diferent scales and transforms any size feature
map into a fxed-length feature vector. To capture global
features, 1x1 convolutions is used to reduce the number of
channels to 1/4 of the original size after each clustering
operation at diferent scales. Before ungrouping, the
feature maps are restored to their original size using bi-
linear interpolation, and then connected to the feature
maps before pooling. Finally, a convolutional layer gen-
erates the fnal prediction result. Te spatial pyramid
pooling model leverages distinct spatial information and
combines global and local information to get a global
understanding of the scene.

Input Ground
truth 

Output

Conv, pool Up-conv

Figure 2: Architecture of fully convolutional neural networks.

conv, pool
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copy and crop

merge

Input Output

Figure 3: Architecture overview of U-Net.
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3.2.3. LinkNet. LinkNet, a real-time semantic segmentation
network, was suggested by [29]. DeconvNet and SegNet
employ clustering indices to recover spatial information lost
during subsampling, whereas LinkNet sends spatial infor-
mation directly from the encoder to the matching decoder,
conserving as much of the image’s spatial information as
feasible. As shown in Figure 5, this method directly connects
the shallow feature map in the encoder module to the de-
coder module of the corresponding size, that is, the output of
each encoder module is used as the input of the corre-
sponding decoder module, which not only uses the accurate
position information of the shallow layer but also avoids
adding redundant parameters and computations, resulting
in improved computational speed while ensuring accuracy.

3.2.4. Feature Pyramid Network (FPN). Convolution and
pooling operations are performed on the original image in
convolutional neural networks to create feature maps of
various layers and sizes. Te network surface layer is more
interested in detailed information, but the deep layer is more
interested in semantic information, which might assist us in
precisely detecting the target. As a result, the typical con-
volutional neural network makes predictions based on the
feature maps of the fnal convolutional layer. Te FPN is an
end-to-end network in which feature maps are created
through a succession of convolutional processes, predictions
are formed at each step, and feature maps are utilized for
each prediction layer identifed at the appropriate resolution
[30]. Tis guarantees that each layer has sufcient resolution
and solid semantic characteristics. By weighing the out-
comes of each prediction step, the FPN gets the fnal loss
function. Te principle is to accumulate surface and deep
features, as the surface features provide more accurate lo-
cation information. In contrast, the deep network’s location
information is inaccurate due to multiple subsampling and
oversampling operations, and their combined use builds a
deeper FPN (Figure 6) that integrates multiple layers of
feature information and produces various features.

3.3. Backbone of Network. Tis study adopts models with
end-to-end fully convolutional neural network structures,
consisting of a decoder and an encoder. Te encoder learns

the target features hierarchically to gradually reduce the
spatial resolution and gradually increase the receptive feld.
Among the features learned by the encoder, shallow features
have more spatial information, including edge, contour, and
location information, while deep features have more se-
mantic category information. Te decoder restores the
spatial resolution of the features learned by the encoder and
produces the prediction results with a similar spatial reso-
lution as the input image. Considering in remote sensing
that the scales of buildings images are quite diferent and
there are both large buildings and small residential buildings
in the same image, the spatial information lost in the
encoding process should be compensated in the network
design process, and the features of diferent scales should be
integrated for decoding.

Verify the importance of the depth of the decoder and
encoder layers and improve the proposed networks. Tis
paper uses VGG16, VGG19, ResNet50, Densenet169, and
Xception as pre-trained encoders on a large ImageNet
dataset [31]. Te addition of the encoder-decoder module
aims mainly at improving the detailed information of the
segmentation by restoring the original pixel information.

3.3.1. VGG as Backbone. VGG is a 16–19 layer deep con-
volutional network used by the Visual Geometry Group
(VGG) at the University of Oxford in the 2014 ILSVRC
(ImageNet) competition based on the AlexNet network. Te
model achieves a success rate of 92.5% in the top 5 of the
validation set [32]. It inputs a color image of size 224∗224 px
and classifes it into one of 1000 classes. Ten, it returns a
vector of size 1000, which contains the probabilities of
belonging to each class. Te automatic feature extraction
exploits only the convolutional part of a pre-trained net-
work. It uses it as a feature extractor of the images to feed the
classifer. Using a multi-scale learning strategy to increase
the amount of data, the model shows that the deeper the
network, the better the results.

3.3.2. ResNet as Backbone. In [33], a ResNet to solve the
problem of degraded deep network learning is proposed.
ResNet adds constant mapping using a shortcut structure,
which maps features X at the lower level directly to the
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Figure 4: Architecture overview of PSPNet.
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network at the higher level. Assuming that the input to a
neural network segment is X and the desired output is
H(X), the shortcut converts the original learning target
H(X) to H(X)− X so that the whole network needs to learn a
portion of the diference between the output and the input,
simplifying the target and the difculty of learning the
network.

3.3.3. DenseNet as Backbone. Based on the ResNet network,
Huang et al. [34] proposed a DenseNet model that connects
each layer of the network to all previous layers in a feed-
forward way while designing each layer to be particularly

narrow and learning very few feature maps to reduce re-
dundancy, which achieves accuracy comparable to ResNet
on ImageNet but requires much fewer parameters.

3.3.4. Xception as Backbone. With a separable depthwise
convolution, Xception replaces the inception modules [35]
and adds residual links. Tis type of approach considerably,
without changing the number of parameters, reduces the use
of resources during the matrix calculation.

Usually, the encoder structures in segmentation tasks are
similar, mainly derived from the network structures used for
classifcation tasks.Tis has the advantage that the weighting
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Figure 6: An illustration of the FPN architecture.
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parameters of the classifcation network trained in the large
database can be borrowed to achieve better results through
transfer learning. Terefore, the decoder diference largely
determines the efect of a segmentation network based on
the encoder-decoder structure.

An example of the Res-U-Net (U-Net model with ResNet
backbone) is shown in Figure 7.

3.4. Dice Loss Function. Te cross-entropy loss function
(equation (1)) is often used in binary image segmentation
problems.Te improvement of cross-entropy is that it is easy
to calculate the gradient, but when used in the building
extraction problem, it will focus more on identifying the
categories with high proportion due to the imbalance of
samples, making it difcult to extract categories with few
samples. After statistics, the ratio of building to non-building
pixels in the Massachusetts dataset is about 1 :10. To solve
this problem, this study chooses the dice loss function to
complement the cross-entropy loss function to reduce in
building extraction the impact of sample imbalance, which is
defned as equation (2),

L1 � − 􏽘
N

n�1
yn
′logyn + 1 − yn

′( 􏼁log 1 − yn( 􏼁( 􏼁, (1)

where yn
′ represents the true label class, building pixels are 1,

non-building are 0, yn ∈[0, 1] represents the predicted class
probability,N is the total number of pixels in a sample, and n
is one of the pixels,

L2 � 1 −
2􏽐

N
n�1 pn × tn

􏽐
N
n�1 pn + 􏽐

N
n�1 tn

, (2)

L3 � L1 + L2, (3)

where pn and tn represent the predicted category and the true
label category of the pixel, respectively, and the rest of the
parameters are defned in the same way as in formula (1).

According to equations (1) and (2), when there are too
many non-building pixels, the cross-entropy function will
make the network tend to reinforce the learning of non-
building and increase the predicted category probability of
non-building pixels to reduce the loss. In contrast, the dice
loss function only focuses on the correct classifcation of the
building pixels. Terefore, in this study, the dice loss
function L1 (equation (1)) and the cross-entropy loss
function L2 (equation (2)) are added to obtain a composite
loss function L3 (equation (3)) that combines dice and cross-
entropy, which improves the performance of the network
classifcation ability when buildings have few pixels.

4. Experiments and Analysis

4.1. Data Description. Te Massachusetts dataset, created
by Mnih [36], was captured in Massachusetts, USA, and
contains labels for buildings and roads, which were used
in this experiment only for building extraction. Te
dataset contains 137 training images, 10 test images, and 4
validation images, with 3 bands of red, green, and blue, all
1500 pixels in length and width, and a spatial resolution of
1m, covering an area of approximately 340 km2. As
mentioned in Figure 8, an original RGB image with its
validation mask whose objects (buildings in this case) are
shown in binary.

4.2.DataAugmentation. In general, the larger the amount of
data, the more easily the model can learn representative
features. Due to the high cost of acquiring new data, there
are various data enhancement techniques to increase the
amount of data, such as zooming in, zooming out, rotating,
fipping, color changes, etc. In this experiment, zooming,
rotating, and horizontal and vertical fips were used to
enhance the data. Figure 9 depicts the results: Figures 9(a)
and 9(b) show the original raw image and the modifed
image, respectively.
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Figure 7: An illustration of the U-Net model with ResNet backbone.
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4.3. Implementation Details. Te internal parameters of the
neural network can be obtained by iterating the optimization
algorithm, while some hyperparameters need to be set arti-
fcially to guide the model during learning, such as learning
rate, optimization function, weight decay parameter, etc.

Te optimization problem is one of the most important
research directions in computational mathematics. In the
feld of deep learning, the choice of the optimization al-
gorithm is also the top priority of a model. Te Adam
optimization [37] function was used in this paper; it is one of
the most popular optimizers in deep learning. It is suitable
for many types of problems, including models with sparse or
noisy gradients. Its ease of fne-tuning makes it possible to
achieve good results quickly. Te Adam optimizer combines
the advantages of AdaGrad and RMSProp. Adam uses the
same learning rate for each parameter and adapts inde-
pendently as learning progresses.

Te learning rate is considered as one of the essential
hyperparameters for optimizing deep neural networks; by
acting on its convergence, it sets the conditions of its op-
eration before the learning process. Indeed, a too high
learning rate leads to essential weight updates, and the
convergence becomes unstable. On the other hand, for a low
learning rate, the convergence is slowed down with a pos-
sibility of falling into local minima. Te popular approach
used in deep learning to have the optimal learning rate is to
start learning with a high value to accelerate the gradient
descent and reduce it later to improve the accuracy [38].
Practically, this involves initializing an α0 to a high value at
the beginning and then decreasing it by a constant multi-
plicative factor during the learning phase until the validation
error reaches a stable value or when the learning error does
not decrease anymore [39].

Te initial learning rate was 0.0001; it could be for-
mulated as in equation (4),

lr � 0.0001 × 1 −
iter

max iter
􏼒 􏼓

0.9
. (4)

In our experiments, the training and testing process for
building detection was implemented in the PyTorch
framework using the Nvidia TesUla K80 graphics card. Te
batch size was 16 with 100 epochs.

4.4. Evaluation Metrics. To validate the semantic segmen-
tation performance of the proposed method, in this paper,
we use four indicators (precision, recall, F1 score, and IoU
(intersection over union)) to evaluate the performance of
diferent methods on the dataset. Te IoU indicator is, often
referred to as the intersection over union ratio, also known
as the Jaccard index, and it is a statistic for determining how
accurate an object detector is on a given dataset, which is
often used not only in semantic segmentation evaluation but
is frequently used in object detection problems, such as
remote sensing images. As the name suggests, IoU is the
ratio of intersection and union between the target and the
prediction (equation (5)),

J(A, B) �
|A∩B|

|A∪B|
�

A∩B|

|A| +|B| − |A∩B|
, (5)

where A represents the buildings and characteristics pre-
dicted by diferent methods and B represents the map of the
actual characteristics of the building.

Te precision is expressed as the ratio of the number of
correctly predicted positive samples to the number of all
predicted positive samples,

Precision �
TP

TP + FP
. (6)

Te recall is expressed as the ratio of the number of
correctly predicted positive samples to the number of all
positive samples in the test set,

Recall �
TP

TP + FN
. (7)

Figure 8: An example of the original and ground truth mask of testing Massachusetts buildings’ dataset.
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F1score is the geometric mean between precision and
recall, also known as the harmonic mean, and is an index to
measure the precision of the binary classifcation model,

F1 score �
2∗Precision∗Recall

Precision + Recall
, (8)

where TP (true positive) refers to the number of correctly
classifed positive samples, FP (false positive) refers to the
number of negative samples mislabeled as positive samples),
TN (True Negative) refers to the number of correctly
classifed negative samples), and FN (False Negative) refers
to the number of positive samples incorrectly marked as
negative samples).

 . Results

Te proposed networks are built with deeper encoding and
decoding layers to achieve better building segmentation
results.Te FCNmethod uses a simple convolutional coding
layer. Due to its low encoding and decoding layers, it cannot
fully extract the variable features from the building features,
which leads to poor building feature extraction results.

Tis research undertakes fve experiments based on
VGG16, VGG19, ResNet50, DenseNet169, and Xception as a
backbone for comparative analysis to demonstrate the

relevance of the depth of encoder and decoder layers in
building the network for each model. In this work, the ef-
fciency of several deep learning-based models (U-Net, FPN,
PSPNet, and LinkNet) in extracting buildings from high-
resolution aerial images was evaluated, and in this case, IoU
technique, Fscore, precision, and recall were implemented
and used. Each of these models may ofer several distinct
advantages over the others. For example, the U-Net with
VGG16 is a shallower model than others and has a basic
network topology. On the other hand, PSPNETarchitecture
considers the image’s global context when predicting local
level predictions, resulting in improved performance on
benchmark datasets such as cityscapes and PASCAL VOC
2012.

Because the buildings in each region have various dis-
tribution characteristics, and it is difcult for each approach
to reach a full optimum impact in diferent locations, the
results of FPN in the test set are not as excellent as the other
techniques, as shown in Table 1, but U-Net with VGG16
surpasses all other methods in IoU at the same time. Second,
we have LinkNet, which is always using the VGG16 decoder,
followed by VGG19, which outperforms U-Net in recall and
has an interesting Fscore that is very near top model. Based
on this frst IoU comparison, we may infer that the U-Net
and LinkNet classifers perfectly match the VGG decoder.

(a) (b)

Figure 9: Examples of data augmentation pre-processing. (a) Transform image and (b) transform ground truth mask.
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Second best Fscore is for LinkNet with the DenseNet169
encoder, followed by ResNet50.

Table 2 compares the test data to numerous novel
segmentation approaches reported on the aerial image
dataset in the previous two years. When compared to the
AttentionBuildNet (ABNet) model provided in [40], our
fndings suggest that the U-Net approach with VGG in-
creases the IoU by 1.73 percent. A second comparison is with
theMHA-NETmodels provided by [41], in which our model
has a UoI of 11.5 percent, a signifcant improvement over the
MHA-NET models. When compared to the Res-U-Net
approach described in [42], VGG U-Net improves IoU by
0.52 percent [42].

Figure 10 depicts the experimental visualization, where
Figure 10(a) is the original image of the data set in the
Massachusetts region and Figure 10(b) is the original image
labelling. Figures 10(c)–10(e) illustrate the best possible
outcomes of each model, PspNet, LinkNet, and U-Net (e). In
comparison to the segmentation fndings, the prediction
results show that the U-Net technique in this study can
better diferentiate the borders between buildings, create

fewer misclassifed pixels with less loss of edge information,
and capture crisper features. It can produce a more precise
and realistic extraction. A well-defned segmentation enables
for better categorizing of the sought objects. Te fndings of
the proposed model were fascinating for both high and low
density areas.

Tere are several types of buildings (large shopping
mall, residential, industrial, etc.), and as shown in Fig-
ure 11, U-Net can better distinguish the large buildings
with a high accuracy compared to PspNet, which fnds
much difcult to extract them better. Tis is due to the
structure of the building, which has a remarkable similarity
to the parking lots. However, with a simple building
structure, as shown in the frst row of Figure 11, most
models are also closer to the ground truth. Solar shadows
on the building itself can infuence the building extraction
too much. Te results of building segmentation in a large
area can refect the degree of model training, as shown in
Figure 12. It can be seen from the segmentation results that
neither of the two-deep neural networks (PspNet and
LinkNet) can fully achieve accurate building segmentation,
which indicates that there is still a gap between the trained
model and the actual segmentation model. On the other
hand, we can see that Figure 12 confrms even more that
U-Net with vgg16 distinguishes buildings better and can
adapt to diferent types of high resolution remote sensing
images. Furthermore, we can see that U-Net with vgg16
represents less False Negative than the other models and
less False Positive due to the shadow caused by the
buildings, which represents a signifcant challenge to in-
crease the accuracy.

Table 2: Comparison table between three other models using IoU
metric.

Model IoU
MHA-Net [41] 0.7446
ABNet [40] 0.8165
U-Net +ResNet50 [42] 0.8263
U-Net +VGG16 0. 302

Table 1: Comparison metrics of the models tested in this study.

Model Encoder IOU F1-score Precision Recall

PSPNet

VGG16 0.7784 0.8743 0.8405 0.911
VGG19 0.7772 0.8735 0.8426 0.9068
ResNet50 0.7176 0.8452 0.8261 0.8653

DenseNet169 0.6669 0.7946 0.7762 0.8139
Xception 0.6528 0.7844 0.7566 0.8144

LinkNet

VGG16 0.8179 0.8992 0.8585 0.9439
VGG19 0.8193 0.9001 0.8568 0.94 1
ResNet50 0.82 0.9003 0.8671 0.9363

DenseNet169 0. 23 0.9027 0.  0 0.9256
Xception 0.8127 0.8959 0.8715 0.9216

FPN

VGG16 0.6952 0.7681 0.7403 0.7981
VGG19 0.6812 0.7528 0.7252 0.7826
ResNet50 0.6656 0.7481 0.7255 0.7721

DenseNet169 0.6632 0.7476 0.7288 0.7673
Xception 0.6471 0.7336 0.7120 0.7567

U-Net

VGG16 0. 302 0.9067 0.  46 0.9298
VGG19 0.8296 0.9064 0.8827 0.9314
ResNet50 0.8233 0.9023 0.8741 0.9324

DenseNet169 0.826 0.9041 0.8788 0.931
Xception 0.821 0.901 0.8782 0.925
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Test Image

(a)

Ground truth

(b)

PSPNet-VGG16

(c)

LinkNet-VGG16

(d)

U-Net-VGG16

(e)

Figure 10: Examples of the extracted results on theMassachusetts building dataset. (a) Test image, (b) ground truth, (c) PSPNet-VGG16, (d)
LinkNet-VGG16, and (e) U-Net-VGG16.
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6. Conclusions

Building segmentation from remote sensing images must be
accurate and automated for applications such as urban
planning and catastrophe management. Te current state of
development of key deep learning approaches for image
categorization and building instance extraction from high-
resolution remote sensing images is discussed. Furthermore,
this paper mainly focuses on the four most advanced auto-
encoder methods U-Net, PSPNet, LinkNet, and FPN, with
an improvement of the models using VGG, ResNet, Den-
seNet, and Xception as backbone. Te feature similarity of
diferent pixel types was weakened to efectively separate
pixels from urban and complex background areas. Con-
sidering that existing classical image classifcation methods
based on deep learning have many limitations, such as
generating blurred edges and losing detailed information.

Since environmental information and building information
are easily confused, which leads to mediocre extraction
results, a new loss function is proposed, which allows the
model to update the parameters faster and more stably.
Training and testing are performed on the Massachusetts
aerial image dataset with a coverage of 340 km2. Te results
show that the U-net model with VGG16 as backbone
achieves the best result with 83.06%, where it outperforms all
presented models.

In addition, the presence of solar shadows, occlusions,
and diferences in the characteristics of the building itself
will have some impact on the integrity of the building ex-
traction. It is not exhaustive to consider only the color or
brightness characteristics of the pixel itself and its local area.
In future work, it is necessary to study the shadows and
occlusions of buildings in the image to improve the building
extraction efect.

Test Image

(a)

Ground truth

(b)

PSPNet-VGG16

(c)

LinkNet-VGG16

(d)

U-Net-VGG16

(e)

Figure 11: Performance comparison of building with diferent textures. (a) Test image, (b) ground truth, (c) PSPNet-VGG16, (d) LinkNet-
VGG16, and (e) U-Net-VGG16.

Test Image

(a)

Ground truth

(b)

PSPNet-VGG16

(c)

LinkNet-VGG16

(d)

U-Net-VGG16

(e)

Figure 12: Visual comparisons. White�TP (the predicted result is a building, and the ground truth is also a building), black�TN (the
ground truth is a non-building, and the predicted result is a non-building), yellow� FN (the ground truth is a building, and the predicted
result is a non-building), and red� FP (the ground truth is a non-building, but the predicted result is a building). (a) Test image, (b) ground
truth, (c) PSPNet-VGG16, (d) LinkNet-VGG16, and (e) U-Net-VGG16.
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Data Availability

TeMssachusetts Building data used to support the fndings
of this study are available at https://www.cs.toronto.edu/
∼vmnih/data/.
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