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Because the harmonics in the production process of copper electrowinning have an important impact on the electrical energy
consumption, it is necessary to suppress the harmonics effectively. In this paper, a copper electrowinning rectifier with double
inverse star circuit is selected as a study object in which a large number of harmonics mainly including the 5th, 7th, 11th, and 13th
harmonics are generated and injected back into the power grid. ,e total harmonic distortion rate of the power grid is up to
29.19% before filtering.,erefore, a method combining the induction filtering method and the active filtering method is proposed
to carry out comprehensive filtering. Simulation results demonstrate that the total harmonic distortion rate of the system
decreases to 4.20%, which indicates that the proposed method can track the corresponding changes of harmonics when the load
changes in real time and filter them out. In order to ensure and improve the effect of active filter, a current harmonic tracking
control method based on linear active disturbance rejection control is proposed. Simulation results show that the total harmonic
distortion rate decreases to 3.34%, which is also lower than that of hysteresis control. Compared with the conventional single
filtering method, the new filtering method combining induction filtering with active filtering based on linear active disturbance
rejection control in the copper electrowinning rectifier has obvious advantages.

1. Introduction

In recent years, copper and its alloymaterials are widely used
in various fields, and the demand of copper is increasing in
many enterprises. As one of the basic technologies of copper
production, copper electrolysis and electrowinning rectifi-
cation technology has attracted more and more attention.
With the continuous increase of the number and capacity of
copper electrowinning rectifier units, the impact of the
system on the power grid in industrial application is be-
coming more and more serious. A large number of har-
monics are injected back into the power grid, which will
directly affect the quality of copper production. It is very
important to ensure the safe and stable operation and power
quality of power grid system [1, 2]. Many researchers and

scholars at home and abroad have studied power quality
problems, especially the research on current quality in power
grid [3–6]. ,e use of a large number of power electronic
converter equipment will directly produce harmonic and
reactive power problems and affect the power quality of the
grid [7–9]. ,e copper electrowinning rectifier is such a
typical device.

,e rectifying device of the copper electrowinning device
consists of voltage regulating transformer and double in-
verse star rectifier, which is a typical low-voltage high-
current nonlinear load. In the process of operation, turning
on and off semicontrolled thyristor can cause a distortion of
the grid current and voltage. From the perspective of fre-
quency domain, these waveforms contain not only the power
frequency sinusoidal quantity but also some voltage or

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 9933558, 15 pages
https://doi.org/10.1155/2021/9933558

mailto:liucheng@beihua.edu.cn
https://orcid.org/0000-0003-1024-3615
https://orcid.org/0000-0002-1210-5526
https://orcid.org/0000-0003-0495-2490
https://orcid.org/0000-0002-6792-2697
https://orcid.org/0000-0002-7287-6250
https://orcid.org/0000-0002-0513-1400
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9933558


current components [2] which are positive integral multiples
of power frequency.,ese components are called harmonics
whose existence will not only affect the production quality of
the system but also affect the normal operation of other
equipment in the same power supply system and even lead to
safety accidents in the power system. ,erefore, it is an
urgent problem to control the harmonics to ensure the
power quality and build a clean electrical environment.

Yuan et al. [10] conducted the harmonic suppression
characteristic analysis of a phase-shifting reactor in a rec-
tifier system. Takeshita et al. [11] presented the input current
waveform control of the rectifier circuit which realizes si-
multaneously the high input power factor and the harmonic
suppression of the receiving-end voltage and the source
current under the distorted receiving-end voltage. Méndez
et al. [12] designed an active high-power filter for the
harmonic suppression in coils powered separately by 12-
pulsed thyristor converters. Liu et al. [13] proposed a novel
controllable inductive power filtering (CIPF) method to
effectively eliminate the harmonics flowing through the
transformer in the industrial DC power supply system. Liu
et al. [14] proposed a novel power factor correction (PFC)
controller based on proportional resonant for selective
harmonic suppression of a UPS system. Ramesh and
Habeebullah Sait [15] introduced harmonic removal in a
switched capacitor multilevel inverter utilizing the artificial
bee colony (ABC) method. In [16], an impedance recon-
struction control method for the source PWM inverter was
proposed, which improves the phase of the output sequence
impedance of the source PWM inverter at high-frequency
areas to effectively suppress the high-frequency oscillation of
the island power system.

Wang et al. [17] proposed a frequency-domain harmonic
model for 12-pulse series-connected thyristor-controlled
rectifier under unbalanced supply voltage. Wiechmann et al.
[18] proposed an optimized sequential control technique to
improve converter's reactive power consumption presen-
tation for copper electrowinning high-current rectifiers. In
[19], a modified DPWM (MDPWM) scheme was proposed
to regulate the neutral point voltage by using redundant
clamping modes in high-frequency Vienna-type rectifiers.
An et al. [20] simulated diode rectifier + FC filter scheme-
based large electrolytic aluminum filter device. Mao et al. [9]
used the filter with single tuning in a high-power thyristor
rectifier as a medium-frequency furnace and high-frequency
furnace for metal smelting. Dai et al. [21] proposed a
comprehensive treatment scheme of "automatic switch
single tuning passive filter + high voltage side series filter
inductor" in medium frequency smelting furnace. Ma et al.
and Li et al. [22, 23] applied the first-order linear active
disturbance rejection controller (LADRC) to the current
tracking control of a 10 kV line parallel hybrid active power
filter, which can well deal with the contradiction between
overshoot and rapidity, and the performance is better than
the traditional PI controller, which verifies the effectiveness
of the linear active disturbance rejection control strategy. In
[24], aiming at the disadvantages of the grid side inverter of
doubly fed induction generator, such as the complexity and
poor stability, and the problems of the conventional PI

closed-loop control, such as poor stability and slow response
speed, an ADRC control strategy was proposed, in which a
resonance link is added to the linear state error feedback.
Instead of PI control of current loop, it can suppress the low-
order harmonics of grid connected current, improve the
response speed of the system, and ensure smooth operation
when the inverter is connected to the grid.

Analyzing above relevant researches on harmonic sup-
pression methods for rectifier indicates that there are few
special effective researches on harmonic suppression of
high-power copper electrowinning rectifier. ,e effect of the
conventional harmonic suppression method is not ideal. It is
very important to study an effective harmonic suppression
technology. ,erefore, in this paper, an “induction filter-
+ active filter” method is proposed to effectively suppress the
harmonics. Moreover, the LADRC technology is added to
the active filter current tracking control in active filter, which
further improves the harmonic suppression effect.

2. Copper Electrowinning

2.1. Copper Electrowinning Process. In copper electrowin-
ning production, cathode copper is produced through the
leaching-extraction-electrowinning process; in the electro-
lyte, the insoluble lead-alloy plate (Pb-Ca-Sn) is used as the
anode, and the thin copper starting sheet is used as the
cathode. In essence, copper electrowinning is the process
where copper ion is reduced by DC and deposited on the
cathode [25, 26]. Main reactions are as follows.

,e copper sulfate solution CuSO4 is decomposed into a
copper ion Cu2+ and sulfate ion SO2−

4 in the applied electric
field, and the process is expressed as

CuSO4⟶ Cu
2+

+ SO4
2− (1)

,e copper ion obtains electrons on the cathode and is
reduced to copper which is deposited on the cathode, and
the process can be expressed as

Cu
2+

+ 2e⟶ Cu (2)

2.2. Current Efficiency. According to Faraday’s law, the
theory is that copper of 1.1864 × 10− 3kg should be deposited
on the cathode by DC of 1 ampere-hour. In fact, compared
with the theoretical value, the actual amount of produced
copper is decreased by impurities, oxidation and dissolution
of cathode sediment, and electrode short circuit and leakage
loss. In production practice, current efficiency is proposed to
evaluate effective utilization of current, and it is the per-
centage ratio between the actual production of copper and
theoretical production of the copper and is expressed by [27]

η �
G

q · I · t · n
× 100%, (3)

where η represents current efficiency in %, G represents
actual production of copper in kg during t, q represents
electrochemical equivalent of copper in 1.1864 × 10− 3kg/Ah,
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I represents current intensity in A, t represents the time of
electrowinning in hour, and n represents the number of
electrowinning electrolytic tanks.

Current efficiency is an important technical and eco-
nomic index of electrowinning copper production. In
production practice, due to different specific conditions, the
current efficiency of copper electroproduction is different,
and effective measures should be taken to improve current
efficiency.

2.3. DC Power Consumption. In copper electrowinning
production, DC power consumption in kWh/kg is defined as
the electricity used to produce copper of 1 kg in 1 hour,
which is an important economic and technical index. DC
power consumption is calculated by

W �
v

η · q
, (4)

where W represents DC power consumption in kWh/kg, v

represents electrolytic tank voltage in V, and η represents
current efficiency in %.

Formula (4) indicates that electrolytic tank voltage and
current efficiency are the direct factors affecting energy
consumption. In the industrial process, the voltage of
conventional electrolytic tank voltage is in an approximate
range of 1.8V ∼ 2V, and the electrolytic tank voltage will
increase with the increase of current density; consequently,
the power consumption will also increase. However, if low-
current-density electrowinning is used, the output will be
reduced, although the power consumption can be reduced in
the electrowinning process. ,erefore, the actual production
situation of the factory should be taken into account when a
current density is determined. At present, the current
density of copper electrowinning used in the world is dif-
ferent, fluctuating in a range; the low one is approximately
100A/m2, and the high one is approximately 270A/m2.

3. Double Inverse Star Rectifying System for
Copper Electrowinning Rectifier

3.1.Double InverseStarRectifyingCircuit. With the continuous
development of electrolysis, electroplating, electrolytic
degreasing, and other industries, the demand for low-voltage
and high-current DC power supply is increasing. Double
inverse star rectifying circuit stands out among all kinds of
circuits for its superior performance. It is a rectifying circuit
composed of two three-phase half-wave circuits and a
balance reactor, which is depicted in Figure 1.

Compared with the common six-phase half-wave rec-
tifier circuit and three-phase six-pulse bridge rectifier circuit,
the current effective value of the rectifier arm is smaller, and
the capacity utilization rate is high. Adding the balance
reactor can improve the reverse voltage drop, and the
rectifier can parallel two output different instantaneous
values of groups of three-phase half wave to supply power to
the load. In the working process of double inverse star
rectifier circuit, the rectifier is a nonlinear load, which will
inevitably produce harmonics.

,e internal structure diagram of double inverse star
transformer is illustrated in Figure 2. On the primary side of
the transformer, the windings are connected according to
the triangle structure, and the secondary side is composed of
two-star structure windings with opposite directions. On the
premise of meeting the safety requirements of industrial
application, Figure 3 shows that the input three-phase grid
voltages ua, ub, uc are changed into six voltages ua1, ub1, uc1
and ua2 , ub2, uc2 and there is a difference of 60° between
them.

According to the internal structure and voltage vector
relationship of double inverse star rectifier transformer, the
corresponding mathematical model can be established.
Firstly, the input three-phase grid voltage is set as

ua � Umsin(ωt),

ub � Umsin(ωt − 2π/3),

uc � Umsin(ωt + 2π/3),

⎧⎪⎪⎨

⎪⎪⎩
(5)

where Um is defined as the magnitude of the grid voltage.
According to the voltage vector relationship shown in Figure 3,
the other two voltage equations can be obtained as follows:

ua1 � Unsin(ωt),

ub1 � Unsin(ωt − 2π/3),

uc1 � Unsin(ωt + 2π/3),

⎧⎪⎪⎨

⎪⎪⎩

ua2 � Unsin(ωt − π),

ub2 � Unsin(ωt + π/3),

uac2 � Unsin(ωt − π/3),

⎧⎪⎪⎨

⎪⎪⎩

(6)

where Un is the amplitude of secondary voltage of the
transformer. Assuming that the ratio of variation is k, the
relationship between Um and Un satisfies

Un �

�
3

√
Um

k
. (7)

3.2. Analysis of Characteristic SubharmonicCurrent. In order
to analyze the types and contents of harmonics generated by the
double inverse star rectifying transformer in the working
process and effectively filter out the harmonics, it is assumed
that both the grid voltage and the transformer are ideal. It can be
seen from Figures 1 and 2 that the primary side current of the
transformer can be represented by the secondary side current as

ia

ib

ic

ia1
ib1

ic1

ia2
Id

RL

ib2

ic2

Figure 1: Structure diagram of double inverse star rectifying
circuit.
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i1 �
1
k

ia2 − ia1( 􏼁,

i2 �
1
k

ib2 − ib1( 􏼁,

i3 �
1
k

ic2 − ic1( 􏼁.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

,e system input currents are obtained as

ia � i1 − i3,

ib � i3 − i2,

ic � i2 − i1.

⎧⎪⎪⎨

⎪⎪⎩
(9)

By substituting (9) into (10), the expressions of system
input current and secondary side current are obtained as

ia �
1
k

ic1 − ic2 + ia2 − ia1( 􏼁,

ib �
1
k

ib1 − ib2 + ic2 − ic1( 􏼁,

ic �
1
k

ia1 − ia2 + ib2 − ib1( 􏼁.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

According to (11), it is difficult to analyze the input
current. In this study, the load will be simplified to a constant
current. It is difficult to determine the instantaneous voltage
difference of three-phase half-wave output I d, but its
waveform is a triangular wave with three times the funda-
mental frequency. Since the balance reactor can make the
rectifier system work independently with symmetry, the
current can be supplied by two transformers equally,
namely,

id1 � id2 �
Id

2
. (11)

In this paper, the switching function is introduced to
study the current relationship between AC side and DC side
directly. Taking the phase a1 as an example, its switching
function is Sa1 � ia1/id1 whose Fourier series expansion is

Sa1 �
1
3

+ 􏽘
∞

n�1

sin(2nπ/3)

nπ
cosnωt +

1 − cos(2nπ/3)

nπ
sinnωt􏼢 􏼣.

(12)

According to Sa1, Fourier series of phases b1 and c1 can
be obtained, and then the expression of three-phase half-
wave group I is expressed as

Sa1 � Sa1∠0,

Sb1 � Sa1∠ − 120°,

Sc1 � Sa1∠ + 120°.

⎧⎪⎪⎨

⎪⎪⎩
(13)

On the basis of (14), the expression of three-phase half-
wave group II can be obtained as

Sa2 � Sa1∠ + 180°,

Sb2 � Sb1∠ + 180°,

Sc2 � Sc1∠ + 180°.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

,e relationships between the switching function of each
phase and its corresponding current input and output are as
follows:

ia1

ib1

ic1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

Sa1

Sb1

Sc1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦id1, (15)

ia2

ib2

ic2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

Sa2

Sb

Sc2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦id2. (16)

ia ib ic

ia2

ia2

ib2
ib2 ic2

ic2

ic1ib1
ib1 ic1

i1 i2 i3

ia1

ia1

Figure 2: Internal structure diagram of double inverse star
transformer.

uc
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ub1

ua

ua2

uc1

ub2
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ub

Figure 3: Vector relation of input and output voltages of
transformer.
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According to formulas (13)–(17), the Fourier series
decomposition of each secondary side current is as follows:

ia1 �
Id

2
1
3

+ 􏽘
∞

n�1

sin(2nπ/3)

nπ
cosnωt +

1 − cos(2nπ/3)

nπ
sinnωt􏼢 􏼣

⎧⎨

⎩

⎫⎬

⎭,

ib1 �
Id

2
1
3

+ 􏽘
∞

n�1

sin(2nπ/3)

nπ
cosn ωt −

2π
3

􏼒 􏼓 +
1 − cos(2nπ/3)

nπ
sinn ωt −

2π
3

􏼒 􏼓􏼢 􏼣
⎧⎨

⎩

⎫⎬

⎭,

ic1 �
Id

2
1
3

+ 􏽘
∞

n�1

sin(2nπ/3)

nπ
cosn ωt +

2π
3

􏼒 􏼓 +
1 − cos(2nπ/3)

nπ
sinn ωt +

2π
3

􏼒 􏼓􏼢 􏼣
⎧⎨

⎩

⎫⎬

⎭,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

ia2 �
Id

2
1
3

+ 􏽘
∞

n�1
(−1)

n sin2nπ/3
nπ

cosnωt +
1 − cos2nπ/3

nπ
sinnωt􏼢 􏼣

⎧⎨

⎩

⎫⎬

⎭,

ib2 �
Id

2
1
3

+ 􏽘
∞

n�1

sin2nπ/3
nπ

cosn ωt +
π
3

􏼒 􏼓 +
1 − cos 2nπ/3

nπ
sinn ωt +

π
3

􏼒 􏼓􏼢 􏼣
⎧⎨

⎩

⎫⎬

⎭,

ic2 �
Id

2
1
3

+ 􏽘
∞

n�1

sin2nπ/3
nπ

cosn ωt −
π
3

􏼒 􏼓 +
1 − cos2nπ/3

nπ
sinn ωt −

π
3

􏼒 􏼓􏼢 􏼣
⎧⎨

⎩

⎫⎬

⎭.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

It can be seen from (12), (18), and (19) that taking phase a

as an example, its current expression is

ia � 􏽘∞n�1,2,3,...Rnsin(nωt),

Rn �
4Id

nπ
1 + sin

1
6

nπ􏼒 􏼓sin
1
2

nπ􏼒 􏼓􏼔 􏼕.

(19)

It is obvious that the harmonic content in the power grid
mainly contains (6k± 1) times (k� 1, 2, 3, ...) harmonics.

,e electrowinning copper rectifier used in this paper is a
double inverse star rectifying system, and its system pa-
rameters are summarized in Table 1.

According to Table 1, the parameters of the double
inverse star rectifying simulation circuit are set. Figure 4
shows waveforms of output voltage and output current.
Figure 5 shows waveforms of voltage and current mea-
sured on the power grid. Figure 6 shows the spectrum
analysis diagram of harmonic measurement on the power
grid.

Spectrum of harmonics in Figure 6 demonstrates that a
large number of harmonics are generated and injected into
the power grid in the rectifying process of double inverse star
rectifier, and these harmonics are mainly the 5th, 7th, 11th,
and 13th harmonics. Before filtering, the total measured
distortion rate of the power grid is up to 29.19%.

4. Filtering Method Combining Active
Filter with Inductive Filter

Because the induction filtering method can meet the
requirements of the total harmonic distortion rate after
filtering and the active power filtering method can meet

the requirements of tracking and filtering the harmonic
changes in real time after the load changes, the two fil-
tering methods are combined to carry out comprehensive
filtering for the copper electrodeposited rectifying
system.

A system diagram of combining the two filtering
methods is shown in Figure 7, an induction filter is added
to the transformer side, and the active power filter is
added to the power grid side, which will make the
electrowinning copper rectifier achieve a good filtering
effect.

In the simulation process, the active filter is added at
0.02 s, the inductive filter is added at 0.06 s, and the SCR
trigger angle is changed from 10° to 20° at 0.12 s, that is,
when the load changes, the corresponding harmonic also
changes. ,e simulation results are shown in Figures 8
and 9.

,e corresponding harmonic spectrum is shown in
Figure 9.

From the above simulation results, it can be seen that
when the active filter is added at 0.02 s, the waveform has
obvious changes and the filtering effect is good. When the
induction filter is added at 0.06 s, the waveform is stable after
one cycle, that is, the total harmonic distortion rate is 4.83%
at 0.08 s, which basically meets the requirements of the
power grid. When the load changes at 0.12 s, the total
distortion rate rises to 8.07%, which indicates that the
harmonic has changed. After a period of 0.16 s, the total
distortion rate of the system decreases to 3.76%, which
indicates that the filtering system can track the corre-
sponding changes of harmonics when the load changes in
real time and filter them out.
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Table 1: Parameters of double inverse star rectifying system.

Parameters Values
Input voltage 10 kV
Output voltage 60 ∼ 80V
Output current 10000A
Transformer capacity 10 kVA
Frequency 50Hz
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Figure 4: Waveforms of output voltage and output current.
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Figure 5: Waveforms of voltage and current measured on the power grid.
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5. Active Power Filter Based on Linear Active
Disturbance Rejection Control

5.1. Construction of LADRC Applied in APF. In this paper,
the current tracking control method of instantaneous
value comparison is adopted. Although it has an obvious
filtering effect, its tracking effect is limited by the choice of
hysteresis loop width. If it is too large, the tracking effect is
not good. If it is too small, the switching frequency is too
high which results in higher power loss. ,erefore, a new
current tracking control method—linear active

disturbance rejection control (LADRC)—is introduced.
,e LADRC technology is an improvement of lineariza-
tion based on active disturbance rejection control
(ADRC). ,e key part is the linearization of the extended
state observer (ESO). Compared with ADRC, the pa-
rameter tuning of ACRC is reduced, and the control
process is relatively simple, which improves its practical
value in the control process.

In this paper, the LADRC technology is applied in
current tracking control, which means that ESO and control
are linear, and the differential tracker is not needed in
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Figure 6: Spectrum of harmonic measurement on the power grid.
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Figure 7: Filter system diagram of combination of induction filter and active filter.
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practical application. ,e control block diagram of LADRC
application in APF is shown in Figure 10, taking single-
phase a as an example.

Figure 11 shows the internal structure block diagram of
LADRC.

5.2.Design of LinearExpansion StateObserver (LESO). In the
entire LADRC system, the LESO is the most critical part. It
can calculate each state quantity and disturbance value of the
unknown model system according to the input data. For any
given n-order unknown system, there is

y
(n)

(t) � f y
(n−1)

(t), . . . , y(t), w(t)􏼐 􏼑 + b0u(t), (20)

where y(t) represents the input signal of the system, the
nonlinear dynamic characteristic of the system is f(•), w(t)

represents the external disturbance of the system, u(t)

represents the control input signal of the system, and b0
represents the gain of the controller. In LACRC, f(•) is the
expression of total disturbance. All state spaces of the system
satisfy

x1
•

� x2,

⋮,

_xn−1 � xn,

_xn � xn+1 + b0u,

_xn+1 � h(X, w),

y � x1,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(21)

where, the state variable xn+1, which is the total disturbance
passing through the LESO, can be expressed as

xn+1 � f y
(n−1)

(t), . . . , y(t), w(t)􏼐 􏼑. (22)

Let
xn+1

•
� h(X, w). (23)

In this way, the original n-order system is expanded into
a new n + 1-order linear system.,e first-order linear ADRC
is designed in this paper, and the state space of the system
can be written as

_x1

•

� x2 + b0u,

_x2

•

� h(X, w),

y � x1.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(24)

X is added to the system as an expanded state. For the
convenience of design, the matrix form of (26) is

_x � Ax + Bu + Eh,

y � Cx,
􏼨 (25)

where A �
0 1
0 0􏼢 􏼣, B �

b0
0􏼢 􏼣, E �

0
1􏼢 􏼣, and C � 1 0􏼂 􏼃.

h � f(•)
•

is the first derivative of the disturbance. ,e

LESO of the system is written as

_z � Az + Bu + L(y − 􏽢y),

􏽢y � Cz,
􏼨 (26)

where L �
β1
β2

􏼢 􏼣 is the gain of LESO.

By subtracting (27) from (28), the equation of state of
observation error is obtained as

_e
•

� Aee + Eh, (27)
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Figure 8: Harmonic current waveform on power grid side after combining induction filter and active filter.
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Fundamental (50 Hz) = 2668, THD = 4.83%FFT analysis

2.5

2
M

ag
 (%

 o
f F

un
da

m
en

ta
l)

1.5

1

0.5

0
0 1 2 3 4 5 6 7 8

Harmonic order
9 10 11 12 13

(a)

Fundamental (50 Hz) = 2667, THD = 8.07%FFT analysis

7

4

5

6

M
ag

 (%
 o

f F
un

da
m

en
ta

l)

3

2

1

0
0 1 2 3 4 5 6 7 8

Harmonic order
9 10 11 12 13

(b)

1.4

1.2

1

0.8

M
ag

 (%
 o

f F
un

da
m

en
ta

l)

0.6

0.4

0.2

0
0 1 2 3 4 5 6 7 8

Harmonic order
9 10 11 12 13

Fundamental (50 Hz) = 2531, THD = 3.76%FFT analysis

(c)

Figure 9: Harmonic spectrum after combining induction filter and active filter. (a) Total harmonic distortion rate at 0.08 s. (b) Total
harmonic distortion rate at 0.12 s. (c) Total harmonic distortion rate at 0.16 s.
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where Ae �
−β1 1
−β2 0􏼢 􏼣.

If there is no steady-state error, the eigenvalues of the
observation error characteristic matrix should be all in the
left half of the plane, and the characteristic equation can be
obtained as

λ(s) � s
2

+ β1s + β2. (28)

When the bandwidth of the observer is fixed, if the
following conditions are satisfied:

λ(s) � s + ω0( 􏼁
2
, (29)

the effect of the controller is best. According to formulas (30)
and (31),

β1 � 2ω0,

β2 � ω0
2
.

􏼨 (30)

,e specific form of LESO is

_z
•

� Aez + B L􏼂 􏼃
u

y
􏼢 􏼣 �

−β1 1

−β2 0
􏼢 􏼣z +

b0 2ω0

0 ω0
2􏼢 􏼣

u

y
􏼢 􏼣.

(31)

Inputs of LESO are u(t) and y(t). ,e two system states
z1 and z2 track y and expand the state x2, respectively.

5.3. Design of Linear State Error Feedback (LSEF). ,e main
function of linear error feedback control rate is not only to
preserve the advantages of integral link but also to avoid the
error caused by integral transformation when designing
parameters. ,erefore, the disturbance compensation value
−z2/b0 is required to replace the integral part of PID control
in the design process. For the second-order and even higher-
order system, although there is no integral term, it can still
reflect the function of the integral. ,e LADRC system used
in current tracking control is a first-order system in this
paper, which does not need differential tracker. ,erefore,
we only need to use the control rate for P.

u0 � kp(r − y), (32)

where u0 is the error feedback control quantity and kp

represents the proportional constant. It can be seen from
Figure 11 that the final error feedback control quantity is

u �
u0 − z2

b0
. (33)

For the convenience of frequency-domain analysis,
Figure 11 can be transformed into Figure 12.

Figure 12 shows the transfer function in the frequency
domain. ,e input signal of the controller is R(s), and Y(s)

indicates the output signal. ,e disturbance signal is W(s),
and P(s) indicates the controlled object model. ,e control
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+

Figure 10: Control block diagram of LADRC applied in APF.
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Figure 11: Structure block diagram of LADRC.
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signal is U(s), and H(s) and G(s) are the undetermined
terms of the controller, respectively.

,e control signal can be expressed as

U(s) � (R(s)H(s) − Y(s)) × G(s). (34)

Substituting (34) into (35) and performing Laplace
transform, the following results are obtained:

U(s) �
1
b0

kp􏼐 􏼑 ×(R(s) − Y(s)) − Z2(s). (35)

,e Laplace transform of (28) can be obtained as

Z(s) �
1

s
2

+ β1s + β2

b0s β1s + β2

−β2b0 β2s
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦

U(s)

Y(s)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (36)

,erefore,

Z2(s) �
−β2b0U(s) + β2sY(s)

s
2

+ β1s + β2
. (37)

By substituting equation (39) into equation (38) and
combining it with equation (37), the following results can be
obtained:

H(s) �
kp s

2
+ β1s + β2􏼐 􏼑

kps
2

+ kpβ1 + β2􏼐 􏼑s + kpβ2
,

G(s) �
kps

2
kpβ1 + β2􏼐 􏼑s + kpβ2
b0 s

2
+ β1s􏼐 􏼑

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(38)

Let kp � ωc, where ωc is the bandwidth for the controller,
and from experience, ω0 � 3 ∼ 5ωc. By substituting equation
(39) into equation (38), the following results can be
obtained:

H(s) �
ωc s

2
+ 2ω0s + ω0

2
􏼐 􏼑

ωcs
2

+ ωc2ω0 + ω0
2

􏼐 􏼑s + ωcω0
2,

G(s) �
ωcs

2
+ ωc2ω0 + ω0

2
􏼐 􏼑s + ωcω0

2

b0 s
2

+ 2ω0s􏼐 􏼑
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(39)

According to equation (41), the LADRC is a single-
parameter controller. In this paper, ω0 � 10, b0 � 0.1,
β1 � 20, β2 � 100, and kp � 2.

5.4. Convergence Analysis of Linear Extended State Observer.
Taking the controlled object represented by equation (22) as
an example, for the n-order controlled object represented by
equation (23), the LESO is represented by

_z1 � z2 − B1 z1 − y( 􏼁,

⋮,

_zn � zn+1 − Bn z1 − y( 􏼁 + bu,

_zn+1 � −Bn+1 z1 − y( 􏼁.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(40)

,e parameter of the observer is L � [B1, B2, . . . , Bn+1]

which is adjusted by pole assignment method.
Taking into account the general situation, if

B1, B2, . . . , Bn+1􏼂 􏼃 � a1ω0, a2ω
2
0, . . . , an+1ω

n+1
0􏽨 􏽩, ω0 > 0( 􏼁,

(41)

then the characteristic polynomial s3 + a1s
2 + a2s + a3 will

satisfy theHerwitz criterion. In order to simplify the calculation
process, setting sn+1 + a1s

n + · · · + ans + an+1 � (s + 1)n+1,
then ai � (n + 1)!/i!(n + 1 − i)! can be obtained,
i � 1, 2, . . . , n + 1. In this case, the characteristic polynomial of
the LESO can be expressed as

λ(s) � s + ω0( 􏼁
n+1

. (42)

It is obvious that the undetermined parameter of the
whole state observer is only ω0, setting 􏽥xi � xi − zi,
i � 1, 2, . . . , n + 1. ,e estimation error of LESO can be
obtained as

_􏽥x1 � 􏽥x2 − ω0a1􏽥x1,

⋮
_􏽥xn−1 � 􏽥xn − ωn−1

0 an−1􏽥x1,

_􏽥xn � 􏽥xn+1 − ωn
0an􏽥x1,

_􏽥xn+1 � h(x, w) − h(z, w) − ωn+1
0 an+1􏽥x1,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(43)

and let εi � 􏽥xi/ωi−1
0 , i � 1, 2, . . . , n + 1. ,en, equation (45)

can be converted to

_ε � ω0Aε + B
h(x, w) − h(z, w)

ωn
0

, (44)

where A �

−a1 1 0 · · · 0
−a2 0 1 ⋮ 0
⋮ ⋮ ⋱ ⋮ ⋮

−an 0 · · · 0 1
−an+1 0 · · · 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, B � 0 0 · · · 0 1􏼂 􏼃.

Because ai � (n + 1)!/i!(n + 1 − i)!, matrix A satisfies the
Herwitz criterion. LESO is convergent, when h(x, w) sat-
isfies Lipschitz continuity condition; that is to say, there
exists ω0 > 0 to make lim

t⟶∞
􏽥xi � 0, i � 0, 1, 2, . . . , n + 1.

Since matrix A satisfies the Herwitz criterion, there must
be a positive definite matrix P such that

A
T

P + PA � −I. (45)

Matrix P selects Lyapunov function

V(ε) � εT
Pε. (46)

,e derivation of equation (48) is obtained as

_V(ε) � −ω0‖ε‖
2

+ 2εT
PB

h(x, w) − h(z, w)

ω2
0

. (47)

Because h(x, w) satisfies Lipschitz continuity condition
for x1, x2, . . . xn+1, there must be a constant C, and for any
x, z, w, there must exist
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|h(x, w) − h(z, w)|≤C‖x − z‖. (48)

Equation (50) is further deduced as

2εT
PB

h(x, w) − h(z, w)

ωn
0

≤ 2εT
PBC

‖x − z‖

ωn
0

. (49)

When ω0 > 0, there is

‖x − z‖

ωn
0

�
‖􏽥x‖

ωn
0

�

�������������������

ε21 + ε22ω
2
0 + . . . , ε2n+1ω

2n
0

􏽱������

������

ωn
0

≤ ‖ε‖, (50)

where C′ � 1 + ‖PBC‖2; in combination with (49) and (51),
it can be obtained as

_V(ε)≤ − ω0 − C′( 􏼁‖ε‖2. (51)

,erefore, if ω0 >C′, _V(ε)≤ 0, that is, lim
t⟶∞

􏽥xi � 0,
i � 0, 1, 2, . . . , n + 1. ,at is to say, the pole assignment
method is used to design the convergence of the LESO.

5.5. Harmonic Suppression with LADRC. On the basis of the
filtering method combining active filter with inductive filter,
the LADRC technology is applied in current tracking control
in ARF, filtering effects of which are obtained by conducting
simulation. Simulation results are obtained in Figures 13 and
14. ,e active filter is added at 0.02 s, the inductive filter is
added at 0.06 s, and the SCR trigger angle changes from 10°
to 20° at 0.12 s, that is, the load changes.

Comparison of total distortion rates between hysteresis
control and LADRC is summarized in Table 2.

It can be seen fromTable 2 that obviously the total harmonic
distortion rate under the control of LADRC is 3.99% at 0.08 s,
which is lower than that under hysteresis control; at 0.12 s, the
trigger angle of SCR changes from 10° to 20°, that is, when the
load changes, the harmonic also changes accordingly. After one
cycle, the total harmonic distortion rate returns to 3.41%, which
is also lower than that of hysteresis control.,erefore, the results
verify that the harmonic suppression effect of LADCR is better
than that of hysteresis tracking control.

Fundamental (50 Hz) = 2744, THD = 8.91%FFT analysis
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Figure 14: Harmonic spectrum after combining active filter with inductive filter method based on LADRC. (a) Total harmonic distortion at
0.08 s under the control of LADRC. (b) Total harmonic distortion at 0.12 s under the control of LADRC. (c) Total harmonic distortion at
0.16 s under the control of LADRC.
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6. Conclusions

Since the induction filtering method can meet the re-
quirements of the total harmonic distortion rate after fil-
tering and the active power filtering method can meet the
requirements of tracking and filtering the harmonic changes
in real time when the load changes, in order to effectively
suppress a large number of harmonics mainly including the
5th, 7th, 11th, and 13th harmonics generated during op-
eration of a copper electrowinning rectifier with double
inverse star circuit, firstly, Firstly, this paper proposes a
method combining the induction filtering method and the
active filtering method to carry out comprehensive filtering.
Simulation results indicate that the total distortion rate of
the system decreases to 4.83% from 29.19% before filtering,
which indicates that the proposed method can track the
corresponding changes of harmonics when the load changes
in real time and filter them out. Secondly, a current har-
monic tracking control method based on LADRC is pro-
posed to ensure and improve the effect of the active filter.
Simulation results show that the total harmonic distortion
rate can be decreased to 3.41%, which is also lower than that
of hysteresis control. Compared with the conventional single
filtering method, it is obvious that the proposed filtering
method combining induction filtering with active filtering
based on LADRC in the copper electrowinning rectifier has
obvious advantages in setting parameter and debugging
system.
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-is paper presents a methodology to connect distributed energy resources via an 84-pulse voltage source converter to three-phase
system grid or load of standard or nonstandard voltage values. Transfer function blocks are included to illustrate interfacing
among converters. -e main input-output values to be considered in the application are detailed and the system can be modified
to be included in other systems without loss of generality. -e definition of the reactive component for supporting grid or load
variations without degrading the overall performance is carried by for the DC-DC converter. A control variable for reducing the
DC gain is used to improve the settling time. Our proposal defines the capacitive and inductive component values for an operating
point and gives the option to reduce them when adding smoothed variations and adaptive controllers.

1. Introduction

Voltage source converters (VSC) have been used for many
years to adapt DC voltage to three-phase AC voltage load or
interfacing to grid for improving power quality by reducing
the conducted low-frequency phenomena described in [1].
-ey are encouraged to follow the attributes of the steady-
state phenomena listed in [2]. In recent years, VSCs have
been used to add compatibility for the interoperability be-
tween utility electric power systems (EPSs) and distributed
energy resources (DERs) [3]. Topologies used for VSC vary
from multilevel, pulse width modulation (PWM), and
multipulse, and each one has some advantages over the
others depending on the application. Because of that,
combinations of topologies have been used for improving
the response in particular applications, such as that de-
scribed in [4] for sag, swell, three-phase failure, and motor
startup and in [5] for large inductionmotor control. DC-link
capacitor or battery energy storage systems (BESS) are

needed for an optimal operation of the system based on VSC
[6, 7]. Low ripple or almost constant DC-link signals require
bulky components leading to slow dynamic response of the
system while maintaining the DC voltage under established
parameters. Complex control routines or switching strate-
gies for reducing these components are needed [8]. Main-
taining the voltage level on the capacitor is another field of
research, as we can get the energy from AC or DC sources
and with different amplitudes. When high DC gain is re-
quired, quadratic converters can be used [9, 10], but low
modifications on the DC input voltage can bring to large AC
output voltage variations, which might require complex
control strategies to operate [11]. Practical engineering
applications require the system to work with the least
amount of measurements possible, but the controllers have
to be robust enough to parametric variation, nonmodeled
dynamics, and disturbances, so, the system becomes high
complex to model, even in a specific application [12, 13].
One of the hardest tasks for the power systems’ designer is to
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develop a set of component values for interfacing standard
or nonstandard nominal system voltages of low andmedium
voltages with distributed energy resource connection
[14, 15]. -is paper defines a methodology for connecting an
84-pulse VSC to the grid or load specifying the needed DC
voltage for it. As this voltage can be obtained from different
sources, we are using the grid with standard or nonstandard
values to build the AC-DC converter. -e configuration is
complemented by a simple buck-boost converter with a
limited gain to avoid big voltage variations in the load. -e
VSC’s output is defined by transformers’ output and DC
input, but we can select the transformers’ ratio gain ″n″ to
limit DC gain. Capacitive and inductive component values
are chosen to limit the ripple, but by using programmed
trajectories for smoothed transitions, the reduction of these
components and settling time is granted. DER can be
connected as the AC source when its output is AC or as the
input to the buck-boost converter when its output is DC
without changing the method. Simulations for a big load are
included to verify the appropriateness of the proposal.

2. Methodology

-is section deals with the voltage characteristics of the
three-phase system to be converted to a DC signal using a
noncontrolled three-phase full-wave rectifier. After that, the
DC signal might need to be adapted in magnitude; for this,
we use a buck-boost converter. -en, the DC signal is
converted again to a three-phase quasi-sinusoidal signal
using an 84-pulse voltage source converter. Lastly, this signal
will be connected to the grid if the system is used as a
StatCom or to the load if this works in an isolated system.
-is scheme is presented in Figure 1. -is scheme illustrates
the kind of converter required to adapt the power signals for
feeding a load or give the energy back to the grid. -e
starting point would be associated to the type of distributed
energy resource output voltage available.

In many cases, a single AC-AC converter is preferred
over this three part cascaded converter, but the harmonic
distortion obtained can be very high, and controlling it
might be a hard task, reducing its capacity of use to a specific
application. For the sake of simplicity, the variable names
used on this section are detailed in Table 1.

2.1. InputAC-DCConverter. On this study, a balanced three-
phase system with v3ϕ of nominal RMS line voltage is used.
For rectifying, it is needed to have a neutral point, so the
phase peak voltage can be obtained by Vm � v3ϕ

���
2/3

√
. -en,

the phase voltage system is described by

va � Vm sin(ωt),

vb � Vm sin ωt −
2π
3

􏼒 􏼓,

vc � Vm sin ωt +
2π
3

􏼒 􏼓.

(1)

When this system is feeding a three-phase full wave
rectifier for obtaining a DC signal, the average value Vmean
and the root mean square VRMS can be calculated by

Vmean �
6
π

􏽚
π/6

0
vc − vb( 􏼁dt, (2)

VRMS �

������������������
6
π

􏽚
π/6

0
vc − vb( 􏼁

2dt􏼠 􏼡

􏽳

. (3)

With these two values, it is possible to know the ripple
factor (RF) on the rectified signal. -is is a measure of how
far is a DC signal from a constant value. -is is obtained by

RF �

�����������

V
2
RMS − V

2
mean

􏽱

Vmean
. (4)

-e lower RF on the output would bring better results in
the DC-DC conversion, or it can be used to calculate a
passive input filter.

When we manage control tasks for alternating currents,
the usage of nonvarying signals reduces the computational
effort, so it is important to use signals that are pure DC, and
we can utilize the module of the three signals, defined by (5),
as the reference:

Vmodule �

����������

v
2
a + v

2
b + v

2
c

􏽱

. (5)

Consider a balanced system, Vmodule � Vm

���
3/2

√
, which is

equal to the value of line voltage v3ϕ.

2.2. Output DC-AC Converter. When using an 84-pulse
voltage source converter for obtaining the AC signal from
the DC signal, we get the peak value of the three-phase
staircase sinusoidal V

_·_
m when the YY converter is at its

maximum value, but YΔ is at its minimum on the diagram of
Figure 2.

Considering the converter structure defined in [5] and
references therein,

V
_·_

m �
2n

3
2VDC + a 3VDC( 􏼁􏼂 􏼃 +

n
�
3

√ 2VDC − a 3VDC( 􏼁􏼂 􏼃.

(6)

-is equation shows (2n/3) as the gain of the six pulses
YY transformers, (n/

�
3

√
) as the gain of the YΔ transformers,

(3VDC) as the amplitude of the seven-level inverter, 2VDC is
the central point or offset for the seven-level inverter, and a

is the reinjection transformer ratio. -e factor n is included
in the case; we need to change the voltage output level in a
fixed amount on the output transformers or add a coupling
transformer with an integer transformer ratio.-e factor a �

0.5609 is the optimized value to minimize the voltage THD,
being according to IEEE Recommended Practice and Re-
quirements for Harmonic Control in Electric Power Systems
[16]. A strict reinjection transformer turns’ ratio a is not
obligated, as this factor can have 12.5% of variation to have a
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Grid AC-DC Converter DC-DC Converter

DC-AC ConverterLoad

υ3ϕ,Vm

υa,b,c

υ3ϕ,Vm
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RF,Vmodule

Vo,VDC

.
Vm, υ3ϕ,υu,υ,w, THD, δ.

Figure 1: Block diagram of the proposal with variable names.

Table 1: Acronyms and abbreviations.

Parameters Description Unit
v3ϕ Input grid RMS line to line voltage V
Vm Input grid phase voltage amplitude V
va,b,c Input grid phase voltage V
Vmean Full wave rectified average voltage V
VRMS Full wave rectified RMS voltage V
RF Ripple on the rectified DC output %
Vmodule DC equivalent of a three-phase input voltage V
VDC DC capacitor voltage for 7-level inverter V
Vo Capacitor chain voltage (4VDC) V
V
_·_

m Output VSC phase peak voltage amplitude V
v
_·_

3ϕ Output VSC RMS line to line voltage V
a Optimized reinjection transformer ratio None
n Integer factor for adjusting output transformers ratio None
vu,v,w Output VSC phase voltage V
vu1 ,v1 ,w1

Output VSC fundamental frequency phase voltage V
δ Phase shift among v3ϕ and v0·0

3ϕ rad
THD Per phase output voltage total harmonic distortion %
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Figure 2: 84-pulse voltage source converter.
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maximum THD lower than 3% when DC sources are used
for the staircase signal generation [4].

-e VSC phase voltage vu can be calculated using the
Fourier series of the staircase signal obtained at the VSC’s

output [4], which is related to the VSC phase peak voltage
amplitude V

_·_
m by the following expression:

vu � 􏽘
∞

m�1
Vu(2m−1)

sin((2m − 1)ωt),

Vu(2m−1)
�

4V
_·_

m

3π(2m − 1)
A(2m−1) + aB(2m−1)􏼐 􏼑,

A(2m−1) � 2 + 2 cos
1
3
π(2m − 1)􏼒 􏼓 + 2

�
3

√
cos

1
6
π(2m − 1)􏼒 􏼓,

B(2m−1) � 􏽘
20

i�0
Ci cos

i

42
π(2m − 1)􏼒 􏼓,

Ci �

−3, 1, 1, 1, 1, 1, 1, . . .

−3
�
3

√
,

�
3

√
− 1,

�
3

√
− 1,

�
3

√
− 1,

�
3

√
− 1,

�
3

√
− 1,

�
3

√
− 1, . . .

−3, −
�
3

√
+ 2, −

�
3

√
+ 2, −

�
3

√
+ 2, −

�
3

√
+ 2, −

�
3

√
+ 2, −

�
3

√
+ 2

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

.

(7)

In a similar way, vv and vw are obtained with a phase shift
of −2π/3 rad and 2π/3 rad, respectively. Figure 3 depicts the
84-pulse output used with this strategy.

-e expected RMS line voltage for the VSC staircase
signal to be connected to the point of common coupling
(PCC) is

v
_·_

3ϕ �
2

�
2

√
nVDC

��������������������

−3
�
3

√
a
2

+ 6a
2

+ 3
�
3

√
+ 6

􏽱

3
, (8)

where VDC is the DC voltage of one capacitor or source of
the ones connected in chain on the 7-level inverter, that is,
the first part of the 84-pulse converter of Figure 2, and can be
obtained with the next expression:

VDC �
v
_·_

3ϕ

2
�
2

√
n

��������������������

−3
�
3

√
a
2

+ 6a
2

+ 3
�
3

√
+ 6

􏽱 . (9)

In a natural way, it can be noticed that it is needed to
match the input voltage from the grid to the output voltage
of the VSC affected by a gain. -is gain can be obtained by a
DC-DC converter that will be analyzed in Section 2.3, but it
can drift the system to obtain a high DC gain. If we do not
want to increase the DC components, we can take advantage
of the transformers used on the VSC’s output by modifying
the transformer ratio by the factor }n, } which can be ob-
tained by

ratio �
v
_·_

3ϕ

v3ϕ
,

n �

1 form � 1

r − 1 for (ratio)< 0.5

r otherwise

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(10)

In this equation, “r” is the greatest integer less than or
equal to “ratio.”

-e total harmonic distortion (THD) indicates how far is
the shape of the generated staircase signal vu,v,w, from a pure
sinusoidal signal with the grid fundamental frequency. It can
be computed by adding all the RMS ratios from single
harmonic to the fundamental frequency signal or using the
simplified version illustrated in (11), which is utilized for the
data presented in this paper:

THD �

���������

vu

vu1

􏼠 􏼡

2

− 1

􏽶
􏽴

, (11)

where vu represents the output VSC phase voltage and vu1
is

the output VSC fundamental frequency phase voltage.

2.3. DC-DC Converter Design. It is important to verify the
input and output voltage levels to define the type of the DC-
DC converter to be used. A great deal of converters to adapt
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the DC voltage levels are available in the literature; many of
them are encouraged to bring a high gain and are considered
to step-up the voltage, but not all of them have the ability to
step-down it. Among the ones with both attributes, Divya
Navamani et al. [9] combine quadratic boosting with a
multiplier cell, while Zhang et al. [10] merge one boost
converter, one buck-boost converter, and one buck con-
verter having a quadratic gain. In comparison, Hasanpour
et al. [17] use a buck-boost converter along with a coupled
inductor for increasing the voltage gain. As we are dealing
with a rectified signal, we use Vmean (2) as input. -e 7-level
converter of Figure 2 goes up to 4VDC, so we use this voltage
as the output Vo of the converter. -is work deals with the
combination of one buck and one boost converter on their
basic configuration connected in cascade to increase the
dynamic range conversion and be able to reduce or increase
the output using a simple configuration, as depicted in
Figure 4.

-e switch S1, diode D1, and inductor L in the dashed
box constitute the first part of the converter, forming a buck
converter, while the second part, that is also the inductor L,
switch S2, and diode D2 in the dotted box, is forming the
boost converter.

In order to design this DC to DC converter, it is needed
to know the parameters and variables of the system where it
will be immersed. Considering a balanced system, the power
needed for the load will be generated in a balanced way, so
the base impedance can be calculated from (12) as

ZB �
v3ϕ(line)􏼐 􏼑

2

P3ϕ
. (12)

-is impedance is used for the capacitive and inductive
component calculation.

-e gain of these buck and boost converters considering
continuous conduction mode (CCM) can be obtained by
(13) and (14), respectively:

Vo
′

Vmean
� D, (13)

Vo

Vo
′

�
1

1 − D
, (14)

where D is the duty cycle of the switches. It is important to
remember that the output voltage of the DC-DC converter
will split to the four capacitors of the seven-level inverter of
the 84-pulse voltage source converter, so Vo � 4VDC. As
both converters are connected in a cascaded way, using the
expected interfacing gain, the equation that dominates the
ratio output/input is

Vo

Vmean
�

D

1 − D
, (15)

where Vo � 4VDC is the converter output voltage and Vmean
is the source voltage. It is important to notice from (15) that
when D is lower than 50%, the converter is functioning as a
buck, with a transfer ratio close to a linear function; with
D� 50%, the output is equal to the input, and for larger
values of D, the converter has a boost behavior, but it be-
comes highly nonlinear when D is larger than 70%, as
depicted in Figure 5. For keeping the conversion ratio within
the most linear part of the graphic, the proposal is to have
(1/3)<D< (2/3), which bonds the ratio output/input to
(1/2)< (Vo/Vmean)< 2. If a higher ratio is expected, we will
use n on the output transformers of the VSC.

At the moment of writing, there is a wide variation of
switching times allowed on the available devices. We have
chosen a low switching frequency fs � 20KHz in order for
this strategy to work with most of the devices. D is the duty
cycle defined as the time the switch is closed (ton) in relation
to the switching period (T � (1/fs)):

D �
ton

T
. (16)

-e controlling variable for the converter output voltage
is going to be the duty cycle D, so it is convenient to rep-
resent (16) as the voltage transfer function:

D �
Vo

Vmean + Vo

. (17)

-e size of the capacitive and inductive components is
obtained for continuous conduction mode, considering the
motor load is requiring the nominal line current and the
impedance as three times the the ratio between nominal
voltage and current:
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Figure 3: 84-pulse output voltage.
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Figure 4: Positive output buck-boost converter.
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L �
Vmean

fsΔIL

D,

C �
VoD

ZBfsΔVC

.

(18)

On (18), ΔIL
and ΔVC

are the allowable variations on the
inductor current and voltage capacitor and are selected as
1% of the nominal current and 1% of the rated voltage at the
steady state.

3. Simulation Results

-e proposed methodology is suitable to be used by DC or
AC sources to be connected to AC grid or load. In order to
test it, this paper uses a 500 HP, 2300VRMS, 60Hz, three-
phase induction motor as a load, and three-phase AC grid
inputs of several levels. If the input was DC, the strategy
would initiate from Vmean and follow the same steps. Base
power and base voltage are selected, and all parameters and
variables are normalized using these base quantities [18].-e
main motor parameters for connection to the grid are de-
scribed in Table 2 [5, 18]. -ree different ways to feed the
motor for free acceleration are described in the following
sections.

3.1. Case 1: Free Acceleration and n� 1. Several standard and
nonstandard nominal system input voltages are selected for
this study [14, 15] and concentrated in Table 3 for easier
reading. -ese voltages include 690VRMS used as the output
voltage by the largest wind turbine manufacturers and
utilized as v3ϕ(V) on this proposal [19] and 900VDC as the
output voltage for a photovoltaic system used as Vmean(V)

which is normally used when power exceeds 10 kW [20].
Values of L and C are obtained according to Section 2.3, and
THD is obtained using (11) after 10 seconds. As it is il-
lustrated on this table, THD has no variations when n� 1.

-e free acceleration plot for these cases is depicted in
Figure 6. A faster response is observed when the ratio
( v
_·_

3ϕ/v3ϕ)⟶ 1.
As illustrated in voltage profile (Figure 7), the behavior

of the whole system is a second-order under damped system
with base impedance ZB constant, and components L and C

change to have faster settling time. Again, the response is
faster when the ratio ( v

_·_
3ϕ/v3ϕ)⟶ 1.

3.2. Case 2: Free Acceleration and n Variant. By limiting the
DC gain to (1/2)< (Vo/Vmean)< 2 as expressed in Section
2.3, we obtain the results of Table 4, with substantial im-
provement on the settling time for rotational speed and
voltage profile, as observed in Figure 8 for the free accel-
eration and Figure 9 for the voltage profile. It can be inferred
that it is recommended to limit the DC-DC gain. THD is also
computed by using (11) after 10 seconds. It is observed that
the THD increases when the value of n increases.

3.3. Case 3: Free Acceleration and Bézier Curve. If the VSC is
intended to connect a motor, the rotor speed regulation tasks
and starting up can be smoothed by using a Bézier curve for
the voltage that shows a more convenient transition [21, 22].
-e component values are the ones indicated in Table 5.-is
case presents a voltage trajectory given by

v
⋆
a,b,c �

0 for 0≤ t≤ t1

va,b,cB1 for t1 < t< t2

va,b,c for t≥ t2

⎧⎪⎪⎨

⎪⎪⎩
, (19)

with Bézier curves

Bj � 􏽘
6

k�1
rk

t − tj

tj+1 − tj

􏼠 􏼡

4+k

, j � 1, 3, (20)

where r1 � 252, r2 � −1050, r3 � 1800, r4 � −1575, r5 � 700,
r6 � −126, t1 � 0 s, and t2 � 0.5 s.

-e settling time for rotational speed and voltage profile is
reduced, making the system faster. As it is illustrated in Table 5,
THD increases as n increases. If the variation is bounded to 1%
on voltage and current for the DC-DC converter, we can even
reduce the value of the L and C to an optimum, which will be
calculated on a new research. Figure 10 presents the free ac-
celeration response, and Figure 11 is the voltage profile.
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Figure 5: Buck-boost voltage ratio.

Table 2: Motor and grid parameters.

Parameters Value Unit
P3ϕ 500 HP
v3ϕ(line) 2300 VRMS
fB 60 Hz
iB(a,b,c) 93.6 ARMS

from this
ZB 14.188 Ω
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Table 3: Parameter values for case 1: ΔIL
(1%), ΔVC

(1%), n � 1, and ZB � 14.19Ω.

v3ϕ(V) Vmean(V) v0·0
3ϕ(V) L(H) C(F) THD(%)

220 297.10 2300 0.0143896 0.000319495 2.43
440 594.21 2300 0.0263209 0.000292203 2.43
600 810.28 2300 0.0337927 0.000275112 2.43
690 (wind turbine) 931.83 2300 0.0376238 0.000266349 2.43
– – (PV array) 900.00 2300 0.0366445 0.000268589 2.43
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Figure 6: Rotational speed n � 1 (rad/s).
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Figure 7: Voltage profile n � 1 (V).
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Table 4: Parameter values for case 2: ΔIL
(1%), ΔVC

(1%), and ZB � 14.19Ω.

n v3ϕ(V) Vmean(V) v0·0
3ϕ(V) L(H) C(F) THD(%)

9 220 297.10 2300 0.000915092 2.03179e − 05 6.02
4 440 594.21 2300 0.00435048 4.82972e − 05 3.08
2 600 810.28 2300 0.013857 0.000112812 2.48
2 690 (wind turbine) 931.83 2300 0.0151196 0.000107036 2.48
2 – – (PV array) 900.00 2300 0.0148017 0.00010849 2.48
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Figure 8: Rotational speed n variant (rad/s).

220 VAC
440 VAC
600 VAC

690 VAC
900 VDC

0

500

1000

1500

2000

2500

3000

3500

4000

O
ut

pu
t V

ol
ta

ge
 M

od
ul

e [
V

]

1 2 3 4 5 6 7 8 9 100
Time [s]

Figure 9: Voltage profile n variant (V).
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Table 5: Parameter values for case 3: ΔIL
(1%), ΔVC

(1%), and ZB � 14.19Ω.

n v3ϕ(V) Vmean(V) v0·0
3ϕ(V) L(H) C(F) THD(%)

9 220 297.10 2300 0.000915092 2.03179e − 05 6.01
4 440 594.21 2300 0.00435048 4.82972e − 05 3.06
2 600 810.28 2300 0.013857 0.000112812 2.48
2 690 (wind turbine) 931.83 2300 0.0151196 0.000107036 2.48
2 – – (PV array) 900.00 2300 0.0148017 0.00010849 2.48
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Figure 10: Rotational speed n variant and Bézier curve (rad/s).
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Figure 11: Voltage profile n variant and Bézier curve (V).
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4. Conclusions

-is proposal defines a straightforward methodology for
calculating the DC-DC capacitive and inductive component
values used for interfacing energy resources of different AC
or DC voltage levels by using a VSC of 84 pulses.-e strategy
can be used also for driving AC motors or improving power
quality on three-phase systems. -e use of an 84-pulse
voltage source converter at the point of common coupling
allows to have low-voltage THD to accomplish standard
limits. Defining the voltage transfer function in terms of n

for the DC-AC converter gives the possibility of reducing the
settling time to get the load expected characteristics, such as
the speed of an induction motor. On this fashion, using a
traditional buck-boost converter with a restricted operating
range makes the interfacing between different voltage levels
as an easy task. -e nominal 1% of variation on the current
and voltage for reactive components allows to obtain the
initial values for base behavior. Bézier curves for smoothing
behavior allow the reduction in the settling time and voltage
ripple. As the ripple is reduced, further research will be
conducted to reduce the capacitive and inductive compo-
nents to optimum values and being within operating limits.
Classical or modern control strategies for power, speed, or
any variable required will be better achievable while using a
power electronics interface with performance like the one of
this proposal.
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A novel algebraic scheme for parameters’ identification of a class of nonlinear vibrating mechanical systems is introduced. A
nonlinearity index based on the Hilbert transformation is applied as an effective criterion to determine whether the system is
dominantly linear or nonlinear for a specific operating condition.0e online algebraic identification is then performed to compute
parameters of mass and damping, as well as linear and nonlinear stiffness. 0e proposed algebraic parametric identification
techniques are based on operational calculus of Mikusiński and differential algebra. In addition, we propose the combination of
the introduced algebraic approach with signals approximation via orthogonal functions to get a suitable technique to be applied in
embedded systems, as a digital signals’ processing routine based on matrix operations. A satisfactory dynamic performance of the
proposed approach is proved and validated by experimental case studies to estimate significant parameters on the mechanical
systems. 0e presented online identification approach can be extended to estimate parameters for a wide class of nonlinear
oscillating electric systems that can be mathematically modelled by the Duffing equation.

1. Introduction

Accurate fast parameter identification of vibrating me-
chanical systems constitutes an active research subject.
Optimization algorithms, least squares, time series, statis-
tical methods, spectral analysis, Volterra series, wavelets, and
orthogonal functions have been used for development of
parametric identification techniques [1–3]. In [4], optimi-
zation techniques, combined with classic control theory,
have been introduced for system parameters’ identification,
and a special application for parameters’ identification for
active vibration absorption schemes is reported in [5] where
the offline modal analysis are implemented in the presence
of noise. Amodel for linear nonviscous damping and a time-

domain method for the identification of this parameter is
proposed in [6]. In the context of nonlinear systems, a black
box system identification technique based on co-evolu-
tionary algorithms and neural networks is proposed in [7],
and this approach is applied to a magnetorheological
damper. As a process, system parameters’ identification
involves a sequence of systematic stages. 0e final of those
stages involves the application of special tools such as
specialized software that features several numerical methods
for processing and analyzing the signals obtained from
experimental tests applied to mechanical systems under the
study. All of these efforts are conducted for achieving the
final goal of building a mathematical model for the de-
scription of the dynamic behavior of a specific vibrating
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mechanical system. Standard mathematical tools for iden-
tification purposes are methods used to analyze considerably
large amounts of experimental data. As a result of this
numerical analysis, the mathematical model of the system
dynamics behavior is then built in terms of the determined
or identified parameters. Classical mathematical modelling
of vibrating systems is commonly based on linear as-
sumptions on their dynamical behavior. In this way, it is
possible to use basic and well-behaved approaches such as
least squares and autoregressive models [3, 8–10]. Never-
theless, in modern materials and structural engineering,
large displacements, geometrical restrictions, and complex
behavior are now becoming common in modern mechanical
structures resulting on inherent nonlinear phenomena.
Hence, despite of numerous advantages of linearity as-
sumptions on mechanical systems, there are cases where
linear methods are not longer effective or even valid
[3, 11, 12].

Nowadays, evident developments in computing sciences
and great capabilities of modern and multitasking micro-
processors and microcontrollers [13–15] open the doors to
the possibility of applying novel and sophisticated numerical
methods, which allow to perform interesting and before
unacceptably, complicated online parameters’ identification
schemes for adaptive control [16]. 0us, complex problems,
such as nonlinearities in mechanical systems, as that re-
ported in [17], can be addressed by usingmathematical tools,
which in the past were purely theoretical and very hard to
prove with experimental data, for the practical application of
diverse nonlinear systems’ identification schemes as the ones
reported in [18–20], where the identification of the state
equation in nonlinear systems is presented for two inter-
esting simulation cases. 0ese approaches are based on
system signals’ approximation by determining an analytical
function 􏽢g that approximates the actual (unknown) system
state equation g, with the form of 􏽢g including suitable basis
functions that are relevant to the specific problem. Certainly,
there are challenges and limitations in the use of micro-
controllers in the context of strict real-time applications,
given the inherent nature of their reduced instruction set
architecture, called RISC, mainly in quadratic programming
applications for optimization. However, in the present work,
the use of these advanced digital systems in an algebraic
identification scheme is proposed with satisfactory results.

In this work, we present an online algebraic identifi-
cation method based on the important mathematical tools of
Mikusiński’s operational calculus, orthogonal functions’
signal approximation, and application of Hilbert transforms,
to compute the main physical parameters of a vibrating
mechanical system, using measurements of its response
under the action of exogenous forces. We use Hilbert
transforms as an indicator of presence of nonlinearities, by
using the properties of this linear transformation as reported
in [8, 12]. On the contrary, we apply an algebraic approach to
transform a complex calculus problem into an algebraic
equation [21] in terms of the parameters to be identified; this
equation has an iterated time integral structure, such that we

can take advantage of the orthogonal functions signal ap-
proximation in order tomake compact and easier to perform
iterated integrals [22, 23]. Analytical and experimental re-
sults are described to prove the effectiveness of the proposed
algebraic scheme for online parameter estimation of the
nonlinear vibrating system. 0e proposed algebraic identi-
fication scheme can be directly extended to estimate pa-
rameters for a wide class of nonlinear oscillating electric
systems that can be mathematically modelled by the Duffing
equation [24]. 0e main contributions of the present work
are summarized as follows:

(i) An algebraic method for online and time-domain
identification of parameters for an important class
of nonlinear vibrating systems is presented and
evaluated in several experimental case studies

(ii) 0e proposed algebraic estimation approach re-
quires a small interval of time to provide accurate
results

(iii) Compared to other parameter identification
methods, a significant reduction of the amount of
data required for the estimation process is an im-
portant highlight

(iv) 0e approximation of signals by means of or-
thogonal polynomials, in combination with the
algebraic approach, provides robustness and sim-
plifies the computation of iterated integrations

0is paper is organized as follows. 0e class of nonlinear
vibrating mechanical system considered for algebraic and
online parameters estimation is described in Section 2. In
addition, a nonlinearity detection method, based on the
Hilbert transformation, is presented. 0e experimental
verification of the proposed identification scheme is de-
scribed in Section 3, where the performance of the algebraic
identification approach is evaluated in two case studies. 0e
nonlinearity detection method described in Section 2 is
verified on both of the case studies. A combination of the
algebraic estimation technique with the signals approxi-
mation using orthogonal polynomials is described in Section
4. 0e resulting technique represents an alternative to im-
plement estimations of system parameters using buffered
signals. Finally, main conclusions of the present study are
described in Section 5.

2. Nonlinear Vibrating System

2.1. Mathematical Model of the Nonlinear Vibrating System.
Consider the vibrating mechanical system shown in Fig-
ure 1. 0e inherent dynamic behavior of the vibrating
mechanical system is determined by the parameters of mass
mi and nonlinear coupling elements that produce the forces
Fsi and Fdi [22, 24]. 0ose nonlinear functions of dis-
placements and velocities, xi and _xi, describe the nonlinear
stiffness and nonlinear damping effects, respectively, and are
defined as follows:where bi denotes viscous damping and fci

stands for the Coulomb friction coefficient, and the
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constants kij, j � 1, 2, . . . , r, with r a positive integer, rep-
resent polynomial stiffness coefficients. 0e function sgn( _x)

is defined by

Fsi � ki1 xi − xi− 1( 􏼁 + ki2 xi − xi− 1( 􏼁
2

+ · · · + kir xi − xi− 1( 􏼁
r

� 􏽘
r

j�1
kij xi − xi− 1( 􏼁

j
,

Fdi � bi _xi − _xi− 1( 􏼁 + fcisgn _xi( 􏼁,

i � 1, 2, . . . , n, x0 ≡ 0,

(1)

sgn( _x) �
1, if _x≥ 0,

− 1, if _x< 0
􏼨 􏼩. (2)

For each degree of freedom associated with the position
coordinate xi, the nonlinear system dynamics can be de-
scribed by the set of coupled differential equations:

mi€xi + Fsi + Fdi + bi+1 _xi − _xi+1( 􏼁

− 􏽘
r

j�1
ki+1j xi+1 − xi( 􏼁

j
� fi, i � 1, 2, . . . , n, xn+1 ≡ 0.

(3)

0us, we can express the dynamic behavior of the
nonlinear system shown in Figure 1 in the matrix form

M€x + B _x + Kx + Q(y, _x) � f(t), (4)

where the vector x ∈ Rn denotes the physical displacements
of the masses as a function of time t and the relative dis-
placements y � [(x2 − x1), (x3 − x2), . . . , (xn+1 − xn)]T,
f ∈ Rn is an exogenous force vector, and the function
Q(y, _x) ∈ Rn is a nonlinear restoring force, commonly
depending on the displacements and velocities of the n

degrees of freedom. 0e dynamic response of the linear part
is determined for the mass, linear damping, and stiffness
matrices: M ∈ Rn×n, B ∈ Rn×n, and K ∈ Rn×n. 0e nonlinear
restoring force takes a structure such that

Q(y, x
.
) � K2y

2
+ K3y

3
+ · · · + Kry

r
+ Fcsgn(x

.
), (5)

where Kj ∈ Rn×n with j � 2, 3, . . . , r are polynomic stiffness
matrices and Fc ∈ Rn×n is the Coulomb friction matrix.
Equation (5) implies a piecewise operation such that
yr � [(x2 − x1)

r, (x3 − x2)
r, . . . , (xn+1 − xn)r]T. Now, it is

important and necessary to have an indicator of how im-
portant or dominant are the nonlinear terms over the global
dynamic response of the mechanical system. In the next
section, we present the application of a mathematical
method for determining this influence in terms of a nu-
merical indicator.

2.2. Nonlinearity Detection. 0ere exist numerous methods
for determining the influence of nonlinearities present in the
system dynamics [12, 25, 26]. When assuming linear be-
havior on the system, it is possible to use basic approaches
such as least squares and autoregressive models for control
purposes [3, 27]. Despite of the numerous advantages of the
linearity assumption on mechanical systems, there are cases
where the linear methods are ineffective or inoperative. It is
well known that the use of the Hilbert transform in the
analysis of nonlinear systems is a well-founded tool [8, 12].
0eHilbert transform pairs, as described in [8], of an specific
frequency response function F(ω), also known as system
FRF, are defined as

Re(F(ω)) � −
1
π

cp 􏽚
∞

− ∞

Im(F(ω))

ω − ωc

dω � H Im(F(ω)){ },

(6)

Im(F(ω)) �
1
π

cp 􏽚
∞

− ∞

Re(F(ω))

ω − ωc

dω � − H Re(F(ω)){ },

(7)

where H{} denotes the Hilbert transformation operator. 0e
terms Re(F(ω)) and Im(F(ω)) denote the real and imag-
inary part of the complex function F(ω), respectively. 0e
constant cp denotes the Cauchy principal value of the in-
tegral, used by the singularity at ω � ωc into the integrand.
Relations defined by (6) and (7) are not valid for nonlinear
systems, and, as a consequence, the Hilbert transformation
H F(ω){ } results in a distorted version of the original F(ω).
0is distortion is then used as a nonlinearity indicator,
numerically quantifiable, that determines the level of non-
linear behavior of the system under analysis. 0e cross
correlation coefficient is a numerical index used for this
purpose:

ηHi � XHF(0)
����

����
2
, (8)

where ‖XHF(0)‖ is the normalized cross correlation coef-
ficient defined by

m1 m2 mn

x1 (t)

f1 (t) f2 (t) fn (t)

x2 (t) xn (t)

Fs1

Fd1 Fd2 Fd3 Fdn

Fs2 Fs3 Fsn

Figure 1: Schematic diagram of a general nonlinear mechanical system.
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XHF(Δω) � 􏽚
∞

− ∞
H(ω)F(ω + Δω)dω, (9)

where F(ω) is the FRF of the system and H(ω) the Hilbert
transform of F(ω). 0e numerical value ηHi indicates
nonlinearity in the system at a specific input amplitude. In
this work, we use this index to study the presence of
nonlinearities in the system under analysis, where, for a
linear system, the expected value of ηHi is precisely 1. Here,
we consider a particular linearity criterion, as reported in [8].
0us, we can consider a value of 0.9≤ η≤ 1 for a linearity
assumption of the system. Values under 1 are considered as a
clear indicative of nonlinear behavior of the system.

Remark 1. 0ere are significant advances and improve-
ments on the application of the Hilbert Transformation for
the time-domain identification of the instantaneous fre-
quency and damping ratios [8, 18]. 0ose developments and
tools suggest the use of them for the implementation of
linear and nonlinear systems’ parameter estimation. How-
ever, we consider important to make clear to the reader that
we are not using the Hilbert transformation-based methods
to identify systems’ parameters. We use the Hilbert trans-
formation pairs (7) as a mathematical tool for the quanti-
fication of the nonlinear behavior of the system by analyzing
its FRF.

3. Experimental Verification

3.1. First Case Study: One-Degree-of-Freedom Nonlinear Vi-
brating System. 0e experimental setup shown in Figure 2 is
a configuration for a nonlinear vibrating system of one
degree of freedom, where its corresponding schematic di-
agram is also depicted. 0e mechanical system consists of a
mass carriage, attached to a nonlinear spring. 0e mass
carriage has an antifriction ball bearing system, the mass
carriage has a (rotary) high-resolution optical encoder to
measure its actual position via cable-pulley system, where
the effective resolution is 2266 pulses/cm.

0e nonlinear spring shown in detail in Figure 3 presents
a polynomial restoring behavior F(δ) � kpδ

3 + kδ, which is
described by the experimental data chart, also shown in
Figure 3.0e numeric values of kp and k were determined by
applying a least squares curve fitting method to the ex-
perimental data, where their corresponding magnitudes are
reported in Table 1.

0e degree of freedom under analysis consists of one
mass carriage connected to a fixed support by the nonlinear
rubber elastic element described before. 0e mass carriage
suspension has antifriction ball bearing systems such that we
can neglect the dry friction. 0e mass carriage has a (rotary)
high-resolution optical encoder to measure its actual posi-
tion x(t) via a cable-pulley system.0e nonlinear differential
equation that describes this dynamical system is given by

m €x + b _x + q(x, _x) � f(t), (10)

with

q(x, _x) � kx + kpx
3
. (11)

3.2. Frequency Response Function (FRF) and Nonlinearity
Index Calculation. 0e frequency analysis of the nonlinear
mechanical system shown in Figure 4 was conducted by
applying a harmonic sinusoidal swept f(t) � A sin[ω(t)t],
with a constant amplitude of A � 2.96N and a time-varying
frequency ω(t) � 1.25tHz. 0e time-domain chart and the
corresponding system response to the sinusoidal swept is
shown in Figure 5.

0e corresponding FRF is reported in Figure 4 where it is
possible to observe a clear distortion on the Hilbert trans-
form of the original FRF (on blue) at this particular am-
plitude of the input force, which is evident in the Argand
(Real, Imag) chart, as depicted in Figure 4.

In order to evaluate the effects of the amplitude on the
distortion produced by the Hilbert transformation over the
original FRF, a set of sinusoidal sweeps, similar with the
same frequency range and several different amplitudes were
performed to the system. 0e effect of the amplitude on the
nonlinearity index calculated according to equation (8) is
reported in Figure 6. It is clear that the nonlinear effects are
specially evident at amplitudes bigger than 2N.

In previous works, time-domain system parameters’
identification has been proposed and verified in experiments
and numerical simulations [28, 29], which involves the use
of operational calculus for the algebraic manipulation of
differential equations (see [21]). 0e proposed identification
scheme is robust and effective for both linear and nonlinear
systems. In addition, the system parameters are estimated in
a time-domain and online fashion by using measurements of
the system input and output. In this work, we present ex-
perimental results of the evaluation of the algebraic ap-
proach on a particular experimental setup with geometric
nonlinearities. For synthesis of online and time-domain
parameter estimators, equation (10) is multiplied by (Δt)2 �

(t − t0)
2 and then integrated by parts with respect to time

yielding:

m 2􏽚
(2)

t0

x − 4􏽚
t0

(Δt)x +(Δt)2x􏼢 􏼣

+ b − 2􏽚
(2)

t0

(Δt)x + 􏽚
t0

(Δt)2x􏼢 􏼣

+ k 􏽚
(2)

t0

(Δt)2x + kp 􏽚
(2)

t0

(Δt)2x3
� 􏽚

(2)

t0

(Δt)2f(t),

(12)

where 􏽒
(n)

0 ϕ(t) is used to denote iterated time integrals of
the form:

􏽚
t

t0

􏽚
α1

t0

. . . 􏽚
αn− 1

t0

ϕ αn( 􏼁dαn . . . dα1. (13)

Notice that this expression does not depend on the
system initial conditions of any involved function. Here, we
have an expression for the system parameters m, b, k, and kp.
Notice that the system parameters appear algebraically in
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equation (12). 0e identification of the system parameters is
achieved by the algebraic manipulation of equation (12) in
order to express those parameters by a system of linear
equations, whose solution is precisely the set of unknown
terms [21, 29]. Hence,

Aθ � D, (14)

where θ � [ 􏽢m, 􏽢b, 􏽢k, 􏽢kp] is the vector of the estimated pa-
rameters, A andD are, respectively, 4 × 4 and 4 × 1 matrices
given by

A �

a11 a12 . . . a14

a21 a22 . . . a24

⋮ ⋮ ⋮

a41 a42 . . . a44

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

D �

d1

d2

⋮

d4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(15)

0e components ai,j and di are

Nonlinear
spring

Rotary
encoder

Mass carriage

(a)

m

x (t)

b

f (t)

Fs

(b)

Figure 2: One degree-of-freedom nonlinear vibrating mechanical system and its corresponding schematic representation.

Nonlinear spring

(a)

–20

0

20

Experimental data
Estimated curve

F 
(δ

) (
N

)

δ (m)
–0.02 –0.01 0 0.01 0.02

(b)

Figure 3: Nonlinear spring and its corresponding curve of force.

Table 1: System parameters.

Parameters Value
m 2.53 kg
b 0Ns/m
k 1272.1N/m
kp –1.237 × 106 N/m3
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Figure 5: System response under sinusoidal swept excitation.
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a11 � 2􏽚
(2)

t0

x − 4􏽚
t0

(Δt)x +(Δt)2x,

a12 � − 2􏽚
(2)

t0

(Δt)x + 􏽚
t0

(Δt)2x,

a13 � 􏽚
(2)

t0

(Δt)2x,

a14 � 􏽚
(2)

t0

(Δt)2x3
,

d1 � 􏽚
(2)

t0

(Δt)2f.

(16)

0e iterated integrations of equation (16) lead to the rest
of the entries or components of the matrices A and D as
follows:

akj � 􏽚
t0

ak− 1j,

dk � 􏽚
t0

dk− 1,

(17)

with k � 2, . . . , 4 and j � 1, . . . , 4. Hence,

θ � (A)
− 1D �

1
Δ

Δ1

⋮

Δ4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (18)

0en, the estimations of the system parameters 􏽢m, 􏽢b, 􏽢k,
and 􏽢kp contained as components of the vector θ can be
algebraically computed in some short window of time and
without singularities by the estimators:

􏽢θ[i] � sgn Δi( 􏼁sgn(Δ)
􏽒

(2)

t0
e

− c t− t0( ) Δi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽒
(2)

t0
e

− c t− t0( )|Δ|
, i � 1, . . . , 4,

(19)

where c≥ 0 is an invariant filtering and smoothing gain, as
used in [29, 30]. Here, 􏽢· denotes estimate and “sgn” is a
function defined in 2 which is only used to get the sign of the
nonlinear stiffness parameter kp.

For the experimental verification of the algebraic
identification scheme, we use a step excitation force with an
amplitude of 14N and take measurements of the position of
the mass carriage at a constant sampling period of 1ms;
both, the position signal x(t) and algebraic identification are
obtained through a high-speed DSP board into a standard
PC running under Windows 10® and Matlab®/Simulink®.0e parameters of the mechanical system are reported in
Table 1. 0e excitation force f(t) and the system response
x(t) are shown in Figure 7.

Online estimations of the parameters 􏽢m, 􏽢b, 􏽢k, and 􏽢kp are
shown in Figure 8. Notice that, the effective estimation of the
system parameters is achieved in a considerably short period

of time (less than 200ms). For the case of the estimation of
the viscous damping, there is no reference for comparison
due to the ineffectiveness of the traditional identification
methods when are applied to this particular system.

0e comparison and results are summarized in Table 2.
0e estimations are practically similar to the actual

values. 0e average values of the real-time estimated pa-
rameters are 􏽢m � 2.55 kg, 􏽢k � 1290.34N/m, and
􏽢kp � − 123.7 × 104 N/m3, which are good approximations to
the actual values in spite of inherent unmodelled dynamics
and noisy measurements.

3.3. Second Case Study: Two Degrees-of-Freedom Nonlinear
Vibrating System. A two-degrees-of-freedom configuration
is now shown in Figure 9, where the nonlinear springs have a
similar behavior to the one degree of freedom configuration.

0e actual system parameters are reported in Table 3.
Similarly, small viscous damping was neglected. For the
evaluation of the nonlinearity index, based on the Hilbert
transformation, we analyze the system response to the si-
nusoidal swept, where the amplitude F is varied in the
closed-time interval [0.1, 6.15]N, with 13 different mea-
surements. In Figure 10, four measurements of the FRF and
their corresponding Hilbert transformations in the Argand
diagram are reported.

On the contrary, the nonlinearity index as a function of
the input force amplitude is described in Figure 11. It can be
confirmed that this system certainly exhibits high nonlin-
earities as far as the force input is increased. 0e corre-
sponding Nyquist diagrams are shown in the right part of
Figure 11. Here, we can observe a clear distortion on the
Hilbert transforms for the original FRF (in blue), which is
evident when the amplitude of the excitation force achieves a
level of approximately 3N.

We also compute the nonlinearity index based on the
Hilbert transform as defined in (8) and (9).

For the case of two degrees of freedom, we can apply the
online algebraic identification approach as in the case of the
single-degree-of-freedom system with some adaptations that
are reported in [29]. First, we can describe the system dy-
namics by the set of coupled differential equations, when the
force applied to the second mass carriage or degree of
freedom is zero (f2(t) ≡ 0),

m1x1 + b1 _x1 + k1x1 + kp1x
3
1 + b2 _x1 − _x2( 􏼁

+ k2 x1 − x2( 􏼁 − kp2 x2 − x1( 􏼁
3

� f1,

(20)

b2

m2
_x2 − _x1( 􏼁 +

k2

m2
x2 − x1( 􏼁 +

kp2

m2
x2 − x1( 􏼁

3
� − €x2 . (21)

For the construction of the online and time-domain
estimators, equations (20) and (21) are first multiplied by
(Δt)2 � (t − t0)

2 and then integrated by parts twice yielding
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m1 2􏽚
(2)

t0

x1 − 4􏽚
t0

(Δt)x1 +(Δt)2x1􏼢 􏼣 + b1 − 2􏽚
(2)

t0

(Δt)x1 + 􏽚
t0

(Δt)2x1􏼢 􏼣 + k1 􏽚
(2)

t0

(Δt)2x1

+ kp1 􏽚
(2)

t0

(Δt)2x3
1 + b2 − 2􏽚

(2)

t0

(Δt) x1 − x2( 􏼁 + 􏽚
t0

(Δt)2 x1 − x2( 􏼁􏼢 􏼣 + k2 􏽚
(2)

t0

(Δt)2 x1 − x2( 􏼁

− kp2 􏽚
(2)

t0

(Δt)2 x2 − x1( 􏼁
3

� 􏽚
(2)

t0

(Δt)2f1(t),

(22)

b2

m2
− 2􏽚

(2)

t0

(Δt) x2 − x1( 􏼁 + 􏽚
t0

(Δt)2 x2 − x1( 􏼁􏼢 􏼣 +
k2

m2
􏽚

(2)

t0

(Δt)2 x2 − x1( 􏼁

+
kp2

m2
􏽚

(2)

t0

(Δt)2 x2 − x1( 􏼁
3

� − 2􏽚
(2)

t0

x2 + 4􏽚
t0

(Δt)x2 − (Δt)2x2􏼢 􏼣,

(23)

0
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Figure 8: Online system parameters’ identification.
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Figure 7: System response under step-type excitation: input force and transient response.
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Table 2: Parameters’ estimation summary.

Parameter Actual Estimated Difference (%)
m kg 2.53 2.55 0.79
bNs/m — 12.47 —
kN/m 1272.1 1290.34 1.43
kp Nm− 3 − 123.7 × 104 − 114.83 × 104 7.72

2 DoF non-linear experimental plant

Mass carriages

Fs1 (x1) Fs2 (x1,x2)

Rotary
encoders

(a)

m1 m2

x1 (t)

f1 (t) f2 (t)

b2b1

x2 (t)

Fs1 Fs2

(b)

Figure 9: Two DOF vibrating mechanical system and its corresponding schematic representation.

Table 3: System parameters’ 2DOF configuration.

Parameter First DOF Second DOF
m 2.35 kg 2.754 kg
b — —
k 1272.1Nm− 1 1570Nm− 1

kp − 1.237 × 106 Nm− 3 − 1.350 × 106 Nm− 3

F (N)

0
2

60

0.005

1 40

0.01

20
0 0

|X
 (ω

)| 
(m

)

ω (Hz)

Figure 10: Two-degrees-of-freedom case, system FRF at different excitation amplitudes.
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Figure 11: Nonlinearity index based on Hilbert transformation and Hilbert transformation of FRF distortion.
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where 􏽒
(n)

0 ϕ(t) are iterated integrals such that:
􏽒

t

t0
􏽒
α1
t0

. . . 􏽒
αn− 1

t0
ϕ(αn)dαn . . . dα1, in the same way as the case

of one degree of freedom. Here, we have expressions for the
system parameters m1, b1, b2, k1, k2, kp1, and kp2; these
system parameters appear algebraically in equation (22).0e
identification of the system parameters for the case of two
degrees of freedom is done by solving the algebraic equation
(14) for each degree of freedom x1 and x2. Hence, the two
independent algebraic equations for the system parameter
identification are

A1θ1 � D1, (24)

A2θ2 � D2, (25)

where θ1 � [ 􏽢m1,
􏽢b1,

􏽢k1,
􏽢kp1,

􏽢b2,
􏽢k2,

􏽢kp2] is the vector of the
estimated parameters for the first degree of freedom x1 and
θ2 � [ 􏽤b2/m2,

􏽤k2/m2,
􏽤kp2/m2] corresponds to the second de-

gree of freedom x2. Notice that, we cannot obtain the value
of m2 directly because of the zero force applied to the second
degree of freedom; however, the value of the parameter m2 is
easily obtained by using the estimations of some of the two
parameters calculated with equation (25). 0e matrices A1,
D1,A2, andD2 are, respectively, 7 × 7, 7 × 1, 3 × 3, and 3 × 1,
given by

A1 �

a1(11) a1(12) . . . a1(17)

a1(21) a1(22) . . . a1(27)

⋮ ⋮ ⋮

a1(71) a1(72) . . . a1(77)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

D1 �

d1(1)

d1(2)

⋮

d1(7)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

A2 �

a2(11) a2(12) a2(13)

a2(21) a2(22) a2(23)

a2(31) a2(32) a2(33)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

D2 �

d2(1)

d2(2)

d2(3)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(26)

0e components a1(ij) and d1(i) for the matrix A1 are

a1(11) � 2􏽚
(2)

t0

x1 − 4􏽚
t0

(Δt)x1 +(Δt)2x1,

a1(12) � − 2􏽚
(2)

t0

(Δt)x1 + 􏽚
t0

(Δt)2x1,

a1(13) � 􏽚
(2)

t0

(Δt)2x1,

a1(14) � 􏽚
(2)

t0

(Δt)2x3
1,

a1(15) � − 2􏽚
(2)

t0

(Δt) x1 − x2( 􏼁 + 􏽚
t0

(Δt)2 x1 − x2( 􏼁,

a1(16) � 􏽚
(2)

t0

(Δt)2 x1 − x2( 􏼁,

a1(17) � 􏽚
(2)

t0

(Δt)2 x2 − x1( 􏼁
3
,

d1(1) � 􏽚
(2)

t0

(Δt)2f1.

(27)

0e iterated integrations of equation (27) lead to the rest
of the entries or components of the matrices A1 and D1 as
follows:

a1(kj) � 􏽚
t0

a1(k− 1j),

d1(k) � 􏽚
t0

d1(k− 1),

(28)

with k � 2, . . . , 7 and j � 1, . . . , 7. Likewise, the components
a2(ij) and d2(i) for the matrix A2 are

a2(11) � − 2􏽚
(2)

t0

(Δt) x2 − x1( 􏼁 + 􏽚
t0

(Δt)2 x2 − x1( 􏼁,

a2(12) � 􏽚
(2)

t0

(Δt)2 x2 − x1( 􏼁,

a2(13) � 􏽚
(2)

t0

(Δt)2 x2 − x1( 􏼁
3
,

d2(1) � − 2􏽚
(2)

t0

x2 + 4􏽚
t0

(Δt)x2 − (Δt)2x2.

(29)

0e iterated integrations of equation (29) lead to the rest
of the entries or components of the matrices A2 and D2 as
follows:

10 Mathematical Problems in Engineering



a2(kj) � 􏽚
t0

a2(k− 1j),

d2(k) � 􏽚
t0

d2(k− 1),

(30)

with k � 2, 3 and j � 1, 2, 3. Hence, we have two indepen-
dent algebraic expressions for the identification of the two-
degrees-of-freedom nonlinear mechanical system:

θ1 � A1( 􏼁
− 1D1 �

1
Δ1

Δ1(1)

⋮

Δ1(7)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

θ2 � A2( 􏼁
− 1D2 �

1
Δ2

Δ2(1)

Δ2(2)

Δ2(3)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(31)

0en, the estimations of the system parameters 􏽢m2, 􏽢b1,
􏽢b2, 􏽢k1, 􏽢k2, 􏽢kp1, and 􏽢kp2 contained as components of the
vectors θ1 and θ2 can be algebraically computed into some
short window of time and without singularities by the
estimators:

􏽢θ1[i] � sgn Δ1(i)􏼐 􏼑sgn Δ1( 􏼁
􏽒

(2)

t0
e

− c t− t0( ) Δ1(i)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽒
(2)

t0
e

− c t− t0( )|Δ|
, i � 1, . . . , 7,

(32)

􏽢θ2[i] � sgn Δ2(i)􏼐 􏼑sgn Δ2( 􏼁
􏽒

(2)

t0
e

− c t− t0( ) Δ2(i)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽒
(2)

t0
e

− c t− t0( )|Δ|
, i � 1, 2, 3,

(33)

where c≥ 0 is an invariant filtering and smoothing gain.
Here,􏽢· denotes estimate and “sgn” is the function defined in
equation (2) which is only used to get the sign of the
nonlinear stiffness parameters 􏽢kp1 and 􏽢kp2.

For experimental verification of the algebraic identi-
fication scheme, we use a step excitation force, applied to
the first degree of freedom x1 with an amplitude of 14 [N]
and take measurements of the position of the two mass
carriages x1 and x2 at a constant sampling period of 1
[ms]; both, the position signals x1(t) and x2(t) and the
algebraic identification schemes (32) and (33) are ob-
tained through a high-speed DSP board into a standard
PC running under Windows 10® and Matlab®/Simulink®.0e parameters of the mechanical system are reported in
Table 1.

0e performance of the algebraic identifiers (32) is
shown in Figures 12 and 13 . Notice that it takes less than a
half of a second to have stable and accurate estimations of
the system parameters. For the case of estimator (33), the fast
and accurate estimations of the normalized (respect to m2)
parameters are depicted in Figure 13.

0e excitation force f1(t) and the system responses,
x1(t) and x2(t), are shown in Figure 14.

0e results are summarized in Table 4.

4. Combination of Two
Identification Techniques

0e proposed online algebraic system parameters’ identifi-
cation scheme is suitable to be implemented in complex
digital systems based on microprocessors with x86 archi-
tecture, such as desktop personal computers and portable
computers (laptops) running hard or soft real-time oper-
ating systems as verified, shown and proven in the previous
sections of this work. Nowadays, it is common to use em-
bedded digital systems that contain a digital signal pro-
cessors working in conjunction with native peripherals such
as analogue-to-digital converters (ADC modules) and direct
memory access (DMA) for the complete implementation of
the digital system, see [13].

In this section, we propose a combination of two
methods for the algebraic identification of the parameters of
the nonlinear system studied in this work. We propose the
use of the orthogonal functions’ signal approximation for
the calculation of the iterated integrals involved in the online
algebraic identification approach. On the contrary , by
combining the technique reported in [22] and the proposed
algebraic scheme [29], we have a contribution to the
implementation of a system parameters’ identification
technique designed to be applied on embedded digital
systems, completely based on matrix operations compatible
with DSP libraries available in 32 bits ARM micro-
controllers, see [14, 15]. 0e flowchart of the process of
system parameters’ identification, for embedded systems, is
depicted in Figure 15.

A set of functions are called orthogonal [22] in the
interval [a, b] if they satisfy

􏽚
b

a
ϕm(t)ϕk(t) � 0, if m≠ k,

􏽚
b

a
ϕm(t)ϕk(t) � constant≠ 0, if m � k.

(34)

It is well known that, in a certain interval, it is possible to
approximate a given function by a finite sum of orthogonal
functions. Consider the matrix form of the coupled equa-
tions (20) and (21) that describe the dynamics of the
nonlinear mechanical systems shown in Figure 9:

Mx
..

+ Bx
.

+ Kx + Kpy
3

� f , (35)

were M ∈ R2×2, B ∈ R2×2, and K ∈ R2×2 are the mass,
damping, and stiffness matrices, Kp ∈ R2×2 is the nonlinear
stiffness matrix, the vector x ∈ R2 denotes the physical
displacements of the mass carriages, and the vector y ∈ R2 is
defined as y � [(x2 − x1), − x2]

T, with the vector
y3 � [(x2 − x1)

3, − x3
2]

T. Finally, the exogenous force is
represented in this particular experimental plant by the
vector f ∈ R2 that, in this particular case, is f � f(t) 0􏼂 􏼃
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Figure 12: Online system parameters’ identification 2DOF case.
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Figure 13: Online system parameters’ identification 2DOF case, second degree of freedom.
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Figure 14: Two-degrees-of-freedom case.

Table 4: System parameters’ estimation for the 2DOF configuration.

Parameters Actual Estimated Difference (%)
m1 2.53 kg 2.56 kg 1.19
b1 — 12.48Nsm− 1 —
k1 1272.1Nm− 1 1280.7Nm− 1 0.6
kp1 − 123.7 × 104 Nm− 3 − 1304.7 × 104 Nm− 3 5.4
m2 2.754 kg 2.80 kg 1.6
b2 — 11.67Ns− 1 —
k2 1570Nm− 1 1585Nm− 1 0.9
kp2 − 135.0 × 104 Nm− 3 − 144.8 × 104 Nm− 3 7.2

Parameter’s
identification

Application of matrix operations
to the resulting approximations

Orthogonal function’s signal
approximation applied to the

buffered data

Direct memory access (DMA)
used for fast creation of data buffer

Fixed time-step
measurements

Linera/nonlinear
vibrating system

Interrupts driven data
acquisition peripheral

(encoder reader module,
ADC, SPI, 12C)

ˆ ˆ ˆ ˆ ˆM, B, K, Kp, Cd

Figure 15: Flowchart of the combination of techniques as a buffered parameters’ identification scheme.
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because the second degree of freedom is not actuated as
described before. By dividing the second row of equation
(36) by m2, one obtains

Mx
..

+ Bx
.

+ Kx + Kpy
3

� f , (36)

where

M �
m1 0

0 1
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

B �

b1 + b2 − b2

−
b2

m2

b2

m2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

K �

k1 + k2 − k2

− k2

m2

k2

m2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Kp �

kp1 − kp2

0
kp2

m2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

f �
f(t)

− €x2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(37)

Similarly, for the construction of the identifiers, by
multiplying equation (37) by (Δt)2 � (t − t0)

2 and inte-
grating it by parts two times, we have

M 2􏽚
(2)

t0

x − 4􏽚
t0

(Δt)x +(Δt)2x􏼢 􏼣

+ B − 2􏽚
(2)

t0

(Δt)x + 􏽚
t0

(Δt)2x􏼢 􏼣

+ K􏽚
(2)

t0

(Δt)2x + Kp 􏽚
(2)

t0

(Δt)2y3 � 􏽚
(2)

t0

(Δt)2f .

(38)

0e orthogonal functions approximation of the inte-
grands of equation (38), in the corresponding matrix

representation by a sum of r orthogonal functions, is then
given by

Δtpx � Xp,(1,r)ϕ(t)(1,r),

Δt2f � F(1,r)ϕ(t)(1,r),

Δt2y3 � Y3,(1,r)ϕ(t)(1,r),

(39)

where p � 0, 1, 2. Here, X, Y3, and F are constant vectors
with the coefficients of the orthogonal functions approxi-
mation of the integrands.

As reported in [22, 23], the orthogonal functions’ signal
approximation is useful in the solution of integral equations due
to the property which allows to compute the iterated numerical
integration as defined by the following matrix expression:

􏽚
(n)

t0

ϕ(τ)dτn
� Pnϕ(t), (40)

where P ∈ Rr×r is the so-called operational matrix of inte-
gration with constant elements, whose values depend on the
orthogonal basis used. ϕ(t) ∈ Rr is a vector called the
vectorial basis of the orthogonal series. In [23], a unified
method for the operational matrix of integration computing
is reported for the most popular orthogonal functions basis
for signal approximation, and therefore, we can compute
numerically the iterated integral using this property. 0e
substitution of equations (39) in (38) yields to

M 2X0ϕ(t)P2
− 4X1ϕ(t)P + X2ϕ(t)􏽨 􏽩

+ B − 2X1ϕ(t)P2
+ X2ϕ(t)P􏽨 􏽩

+ KX2ϕ(t)P2
+ KpY3ϕ(t)P2

� Fϕ(t)P2
.

(41)

Since we use a given orthogonal basis ϕ(t), we can equate
this coefficients so that using equations (39) and (40), we
obtain the following matrix equation:

MBKKp􏽨 􏽩

2X0P
2

− 4X1P + X2

− 2X1P
2

+ X2P

X2P
2

Y3P
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� FP2􏽨 􏽩. (42)

Now, let us define

[Θ]
T

� MBKKp􏽨 􏽩,

[A] �

2X0P
2

− 4X1P + X2

− 2X1P
2

+ X2P

X2P
2

Y3P
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

[B] � FP2􏽨 􏽩.

(43)

0us, in a compact way, we can write
Θ􏼂 􏼃

T A􏼂 􏼃 � B􏼂 􏼃. (44)

0is last expression constitutes the algebraic problem
from identification, solved by using singular value decom-
position, which allows to introduce the concept of

Table 5: System parameters’ estimation, using orthogonal func-
tions’ signal approximation.

Term Estimated

M 2.57 0
0 2.75􏼢 􏼣

B 24.19 − 11.82
− 4.64 4.72􏼢 􏼣

K 2848.7 − 1575.2
− 571.96 − 576.4􏼢 􏼣

Kp 1 × 106 − 1.23 1.355
0 − 0.51􏼢 􏼣
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pseudoinverse matrix, in order to solve the algebraic
problem for the vector [Θ] as follows:

Θ􏼂 􏼃 � B􏼂 􏼃 A􏼂 􏼃
T A􏼂 􏼃 A􏼂 􏼃

T
􏼐 􏼑

− 1
. (45)

0e results of the parameters’ estimation when the ex-
citation force is f � 14 0􏼂 􏼃

T
[N] are reported in Table 5.

5. Conclusions

In the present contribution, a time-domain algebraic scheme
for online parameter estimation for an important class of
nonlinear vibrating mechanical systems was introduced.
Experimental results to prove the effectiveness of the pa-
rameter estimation using real-time position measurements
were described. 0e satisfactory online fast estimation of the
system parameters, performed in less than a second, was
confirmed as well. Hence, results reveal that the algebraic
nonlinear parametric estimation constitutes an excellent
alternative with a superior performance to conventional
identification techniques. Experimental system configura-
tions involving nonlinear stiffness modelled such as alge-
braic polynomials were presented. 0e nonlinearity
exhibited in experimental configurations was of the geo-
metric type.0e algebraic approach can be extended to other
type of nonlinearities, such as Coulomb friction, as long as
they appear in an algebraic form in the system structure.
Moreover, two different identification methods, taking ad-
vantage of particular capabilities in both of them, were
properly combined. Computationally speaking, we have
improved the algebraic approach in structure; that is, iter-
ated time integrations can be computed by using a compact
and clear matrix expression, which is quite well defined and
robust due to the good structure of the operational matrix of
integration in an algebraic sense; the pseudoinverse is always
possible to be computed and the results are obtained in finite
time and well bounded to mention some of them. However,
parameter estimations are performed slower like a price to
pay to achieve stability on calculations. Furthermore, the
presented nonlinearity indicator is easy to program and test.
From this study, it is recommended to make a good analysis
of numerical methods applied to original data in order to
have a good criterion for the final determination of presence
of nonlinearities. We have considered a reasonable value of
η≤ 0.9 to establish that a given vibrating system exhibits
relevant nonlinear oscillating dynamics. Otherwise, vibrat-
ing system dynamics could be represented in terms of a
linear mathematical model, where small parametric non-
linearities can be considered such as unknown disturbances.
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-is paper proposed a new hybrid diagnosis method for the generator’s 3D static eccentricity faults which include the axial
eccentricity, the radial eccentricity, and themixed eccentricity composed of the former two. Firstly, adaptive local iterative filtering
(ALIF) method was used to decompose the vibration signals of the generator under eccentricity faults. -en, in order to figure out
the intrinsic mode function (IMF) components with the upmost feature information, the correlation coefficient was calculated.
Finally, the components’ permutation entropy (PE) is extracted to construct the eigenvector matrix which can be used to input the
kernel fuzzy C-means (KFCM) algorithm to obtain the result of clustering. -e result indicates that the classification coefficient
based on ALIF and KFCM behaves closer to 1, while the average fuzzy entropy (FE) is closer to 0, showing that this method is able
to detect different eccentricity faults more accurately.

1. Introduction

As the center of electric system, generator is a typical high-
speed rotating machine which is highly potential to suffer
different faults such as rotor eccentricity or other mechanical
failures from time to time [1, 2]. In order to realize the early
detection and avoid losses, it is significant to explore high-
efficiency methods in particular for each fault.

-e typical faults of generator include rotor short circuit,
stator short circuit, and air-gap eccentricity. Among them,
eccentricity fault will lead to the change of air-gap magnetic
field which would worsen the performances of generator and
even damage the machine as a result of vibration, rotor
bending, winding wear, and friction between stator and
rotor [3]. -erefore, eccentricity fault detection is one of the
important contents of generator fault diagnosis.

To detect the eccentricity faults, there are two common
views: motor current signature analysis and vibration signals

[4]. Some scholars pay attention to the motor current sig-
nature analysis; for example, Taner Goktas et al. [5] dealt
with the discernment of broken magnet and static eccen-
tricity faults through the stator phase current. -ey analyzed
stator electromotive force and phase current waveforms in
detail to identify the discerning components and charac-
terize their dynamic behaviors. -e method was verified
through both simulations and experiments. Attoui and
Omeiri [6] proposed a new fractional-order controller
(FOC) with a simple and practical design method which can
ensure the stability of the nonlinear system in both healthy
and faulty conditions. And they used an online fault diag-
nostic technique based on the spectral analysis of stator
currents by a fast Fourier transform (FFT) algorithm in
order to detect the stator and rotor faults.

Besides, the fault diagnosis methods based on the vi-
bration signal are widely used in rolling bearing. However, it
is also effective and worth researching in generator because it
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can help us extract the fault feature. If we want to realize fault
classification based on vibration signal, the study of signal
processing technique is essential. In recent years, many
scholars have been widely exploring the signal processing
method. Encouragingly, a series of achievements have been
obtained. For instance, in 1998, Huang et al. [7] proposed
the empirical mode decomposition (EMD) method which
can get the amplitude and frequency of signal by decom-
posing the nonstationary signal into several intrinsic mode
function (IMF) components and combining with Hilbert
transform.

However, about the EMD method, the problem of mode
mixing is inevitable so that researchers spare no effort to
overcome it. In 2009, Wu et al. [8, 9] combined the EMD
method with the features of white Gaussian noise whose fre-
quency distribution is uniform to solve this problem efficiently
and they proposed ensemble empirical mode decomposition
(EEMD) whose essence is to decompose the nonlinear and
nonstationary multimodal signal from high frequency to low
frequency into IMF components. -e method shows a good
decomposition effect. Xue et al. [10] used EEMD to decompose
the ground-penetrating radar (GPR) signal into a series of IMFs
and calculated the permutation entropy (PE) of each IMF to
distinguish noise IMFs and target IMFs. Finally, they recon-
structed the signal with target IMFs to remove the noise
effectively.

Based on the research of the former scholars, M. A.
Torres et al. [11] proposed complete ensemble empirical
mode decomposition with adaptive noise (CEEMDAN)
method which can add white noise to the signal adap-
tively according to the features and obtain the IMF
components by calculating the only residual signal, so as
to solve the problem of mode mixing and improve the
efficiency of decomposition. It is widely introduced in the
field of fault diagnosis. For instance, in order to solve the
problem that the fault feature extraction is difficult
because the vibration signal of rolling bearing is polluted
by strong noise, Ji and Wang [12] proposed a CEEMDAN
aided fast spectral kurtosis graph algorithm for fault
diagnosis. -e method decomposed the signal into
multimodal components using the CEEMDAN algorithm
and reconstructed the effective component by kurtosis
value. -e processing result of the algorithm indicated
that the fault detection of bearing inner ring can be re-
alized effectively.

With the purpose of realizing a better decomposition effect,
people have also tried alternative methods. Cicone et al. [13]
proposed the method of adaptive local iterative filtering (ALIF)
based on the method of iterative filtering (IF) in 2016. In the
process of iterative decomposition, the filter function of ALIF
can alter different expressions with the signal changes; thus, the
multimode signal can be decomposed into multiorder single
components adaptively. Given its advantages, Tang and Pang
[14] used ALIF to decompose the rotor fault vibration signal of
turbogenerator sets to obtain several IMF components and then
obtained the instantaneous frequency and amplitude of each
IMF component through Hilbert transform. Finally, the fault
type of the shafting was identified according to the time-fre-
quency features of rotor vibration.

In order to represent the complexity of signal, entropy
theory, including fuzzy entropy (FE), sample entropy (SE),
PE, and approximate entropy (AE), is proposed and widely
used in many fields of data analysis such as energy, material,
and physiology [15, 16]. For example, Cao and Lin [17]
proposed using inherent FE and its multiscale version, which
employs EMD and fuzzy membership function to address
the dynamic complexity in electroencephalogram (EEG)
data.

In recent years, scholars have been trying to apply the
entropy theory in fault diagnosis. As is known, feature
extraction is one of the most important issues in mechanical
fault diagnosis, which directly relates to the accuracy and the
reliability of early fault prediction. Zhao et al. [18] used the
EEMDmethod to decompose the vibration signal of bearing
in generator and the correlation coefficient analysis method
to determine three improved IMFs, which are close to the
original signal.-en, they used themultiscale fuzzy theory to
calculate the entropy values of the selected three IMFs in
order to form a feature vector with the complexity measure,
which is regarded as the inputs of the support vector ma-
chine (SVM) model for training and constructing an SVM
classifier to recognize fault pattern.-eir method can extract
much feature information and effectively eliminate the
impact of mode mixing. In 2016, Rostaghi and Azami [19]
proposed dispersion entropy (DE), which not only has fast
calculation speed but also is less affected by the mutation
signal and takes into account the difference between the
signal amplitude. As its application in generator, Wang et al.
[20] distinguished the rotor short circuit and stator short
circuit based on variational mode decomposition (VMD)
and the refined composite multiscale dispersion entropy
(RCMDE).

To characterize the complexity of the signal and quantify
the signal features, in this paper, the PE algorithm is in-
troduced which is proposed by Bandt and Pompe [21] to
detect randomness and dynamic mutation. It has simple
calculation, strong antinoise ability, and high sensitivity to
signal changes. Subsequently, Ding and Zhang [22] used the
Haar wavelet and PE method to denoise and extract fault
eigenvalues. -en, they classified different gear faults
according to the principle of different PE distribution
corresponding to different faults. Moreover, Ren et al. [23]
screened several inherent frequency band functions ob-
tained by decomposing the hydrogenerator signal to achieve
the purpose of denoising.

For further research, it is necessary to classify the fault
feature information to realize the detection of different
types of faults. Clustering is to classify a group of data
with unknown distribution, merge data with the same
properties into the same class or cluster, and divide data
with different properties into different classes or clusters
[24, 25]. -e traditional fuzzy C-means (FCM) algorithm
is relatively mature; on this basis, the kernel learning
process was introduced in kernel fuzzy C-means (KFCM)
algorithm which stuck out the feature differences by
mapping the samples to high-dimensional space [26]. As
for its application, Bi et al. [27] used VMD to decompose
the signal of diesel engine and then selected the key
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component whose maximum singular value would be
calculated and input to KFCM to realize the classification
of the faults of diesel engine. In addition, Zhang et al. [28]
proposed a novel classifier that combined rough sets and
SVM in the fault diagnosis for hydroelectric generator
unit (HGU). -ey extracted the fault patterns lying in the
overlapped region instead of classifying the patterns
directly. -en, they defined the upper and lower ap-
proximations of each class on the basis of the rough set
technique. Next, they calculated the reliability that they
belong to a certain class for the fault patterns lying in the
overlapped region. -e results show that the proposed
classifier can more properly describe the complex map
between the faults and their symptoms.

With the development of artificial intelligence (AI)
technology, some scholars spare no efforts to introduce
AI technology to the field of fault classification; for
example, Gao et al. [29] realized the classification of faults
in rotor-bearing systems through AI model, which needs
sufficient fault samples to have a better effect. -ey
combined the finite element method (FEM) with gen-
erative adversarial networks (GANs) for rotor-bearing
systems to expand fault samples so as to improve the
accuracy. In addition, Wang et al. [30] proposed a
method using deep belief networks (DBN) to detect
multiple faults in axial piston pumps. For each individual
fault, they calculated all the data indicators of the signals
to construct samples. -en, they input the samples into
DBNs to classify the multiple faults. With restricted
Boltzmann machine (RBM) stacked layer by layer, DBNs
can automatically learn fault features. -ese methods
embodied the trend of intellectualization and
automation.

Honestly, we suppose that the fault diagnosis would
be more and more intelligent in the future. At the same
time, clustering algorithm in fault diagnosis will probably
develop in full swing. On the basis of this perspective, we
proposed a new method that combines the PE method
with ALIF and KFCM to meet the complicated feature
extraction of nonlinear dynamics in generators in this
paper. In fact, eccentricity fault is often not one-di-
mensional so that the diagnosis method focused on 3D
faults shows huge potential. Besides, some other methods
about eccentricity faults such as [31] focused on the
degree of eccentricity faults rather than the type.
-erefore, the method in this paper contributes ideas to
diagnosis of the fault types just like the axial eccentricity,
the radial eccentricity, and the mixed eccentricity
composed of the former two. As presented in the
following, the samples representing the same fault type
are divided into a vivid cluster and we can easily
recognize different fault types of generator.

-e remainder of this paper is constructed as follows.
-e theoretical model and process of the proposed method
are presented in Section 2 and Section 3, respectively, while
the simulation and the experimental study of the proposed
method are illustrated in Section 4. -e results analysis is in
Section 5. Finally, the brief conclusions drawn from the
study are presented in Section 6.

2. Theoretical Model of the Proposed Method

-e proposedmethod includes three parts, namely, the noise
filtering based on ALIF, the PE calculation of the decom-
posed signal, and the clustering based on KFCM.

2.1. ALIF Filter. -e filter function of ALIF can alter dif-
ferent expressions with the signal changes; thus, the mul-
timode signal can also be decomposed into multiorder
components adaptively [18]. -e process of the ALIF al-
gorithm includes inner loop and outer loop.

-e function of the inner loop is to select each IMF
component iteratively. -e moving operator Γ (z (t)) can be
obtained by

Γ(z(t)) � 􏽚
l(z)

− l(z)
z(t + τ)ω(τ) dτ, (1)

where ω (t) is the filtering function and l (z) is the filtering
interval which can be written as

l(z) � 2
Nλ
m

􏼢 􏼣, (2)

where λ ∈ (1.6, 2), m is the number of extreme points, and N
is the signal length.

-e solution process of ω (t) is as follows.
Suppose that h (x) and g(x) are smooth differentiable

functions and satisfy the following conditions on the interval
[a, b]:

(1) g(a) � g(b) � 0, g(x)> 0, for any x ∈ (a, b)
(2) h (a)< 0< h (b)

-en, the general form of the Fokker Planck equation is

zp

zt
� − δ

z(h(x)p)

zx
+ μ

z
2

g
2
(x)p􏼐 􏼑

zx
2 , (3)

where the value range of δ and μ is (0, 1).
In (3), z2 (g (x) p)/zx2 makes the solution p (x) of the

equation from the midpoint of the interval (a, b) to the
endpoints a and b, and − z (h (x) p)/zx makes p (x) gather
from the endpoints a and b to the center of the interval.

When the two mentioned are in balance, it has

− δ
z(h(x)p)

zx
+ μ

z
2

g
2
(x)p􏼐 􏼑

zx
2 � 0. (4)

And the solution p (x) of the equation now would be the
filtering function ω (t), which satisfies

(1) p (x)≥ 0 for any x ∈ (a, b)
(2) p (x)� 0 for any x ∉ (a, b)

-e wave operator κ (z (t)) can be obtained by sub-
tracting the original signal z (t) by the moving operator Γ (z
(t)) as

κ(z(t)) � z(t) − Γ(z(t)). (5)

However, the iterative process will not be going on
forever. Equation (6) is usually the condition to stop the
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process. When Ei is less than the specified threshold, the
inner loop iterative filtering will stop.

Ei �
κi,n − κi,n− 1

����
����2

κi,n− 2
����

����2
. (6)

-e effect of outer loop is to stop the process of IMF
extraction by inner loop.

When all IMF components are removed from the
original signal z (t) and the residual r (t) shows obvious trend
features, the outer loop will stop. -e detailed process is
illustrated in Figure 1.

2.2. Permutation Entropy. Permutation entropy is an ap-
propriate complexity measure for chaotic time series, in
particular in the presence of dynamical and observational
noise [21].

Given its obvious superiority in reflecting small abrupt
change behavior of system vibration response, PE is suitable
for signal of mechanical equipment. -e fundamental
principle of the algorithm is as follows.

Construct a set of time series {xi|i� 1, 2, . . ., N}; then,
reconstruct the phase space. It has

Xi � xi, xi + τ, . . . , xi +(m − 1)τ􏼂 􏼃. (7)

wherem is the embedding dimension and τ is the delay time.
Any Xi has m! permutations. For any permutation w, T

(w) represents the number of times it appears; then, the
probability of its occurrence is

P(w) �
T(w)

N − (m − 1)τ
. (8)

-us, PE can be defined as

HPE � − 􏽘 P(w)ln P(w). (9)

After normalization, it has

PE �
HPE

ln(m!)
. (10)

-e size of PE reflects the complexity and the randomness
of the time-series signal. -e larger PE means a more com-
plicated time-series signal.-e dimensionm and the delay time
τ will impact the calculation result during extracting the features
by PE. If m is too small, the reconstructed vector contains too
few states so that the algorithm will lose sense. However, ifm is
too large, the reconstruction of the phase space would ho-
mogenize the time series which would lead to long-time cal-
culation and fewer details. -e influence of the delay time τ is
relatively smaller [21].

2.3. KFCM Cluster. Kernel fuzzy c-means (KFCM) clus-
tering is a method to map the samples which are classified
into high-dimensional space through nonlinear mapping of
kernel space and then cluster after highlighting the differ-
ences of samples [31]. -e nonlinear map V is defined as

Φnxk⟶Φ xk( 􏼁 ∈ F, (11)

where xk is the original feature space sample, xk ∈X.
-e clustering objective function of the KCFM algorithm

can be expressed as

Jm � 􏽘
c

i�1
􏽘

n

k�1
μm

ik Φ xk( 􏼁 − Φ vi( 􏼁
����

����
2
, (12)

where vi is the clustering center, c is the number of clus-
tering, n is the number of samples, μik is the degree of
membership, and m is the fuzzy weighted index.

At the same time, there is

μik ∈ [0, 1], 0< 􏽘
n

k�1
μik < n, (i � 1, . . . , c),

􏽘

c

i�1
μik � 1, (k � 1, 2nLnn),

(13)

where K (x, y)� VT (x) V (y) and can be further written as

K(x, y) � exp −
‖x − y‖

2

2σ2􏼐 􏼑
⎡⎢⎣ ⎤⎥⎦, (14)

where σ is the Gaussian kernel parameter. -en, the Eu-
clidean distance of kernel space is

Φ xk( 􏼁 − Φ vi( 􏼁
����

����
2

� K xk, xk( 􏼁 + K vi, vi( 􏼁 − 2K xk, vi( 􏼁.

(15)

According to equations (14) and (15) as well as the
constraint condition, the degree of the membership and the
clustering center can be calculated by

uik �
1 − K xk, vi( 􏼁􏼂 􏼃

− (1/(m− 1))

􏽐
c
j�1 1 − K xk, vj􏼐 􏼑􏽨 􏽩

− (1/(m− 1))
,

vi �
􏽐

n
k�1 μ

m
ikK xk, vi( 􏼁xk

􏽐
n
k�1 μ

m
ikK xk, vi( 􏼁

.

(16)

To analyze the clustering effect, the classification coef-
ficient S and the average FE E are presented, which are
defined, respectively, as

S �
1
n

􏽘

c

i�1
􏽘

n

j�1
u
2
ij,

E � −
1
n

􏽘

c

i

􏽘

n

j

uij ln uij,

(17)

where c is the number of categories, n is the number of
samples, and uij is the degree of membership.

-e classification coefficient S is used to express the
fuzziness degree of the clustering result. If S � 1, the
clustering result belongs to the hard partition; else if S < 1,
it belongs to the fuzzy partition. -erefore, the closer S is
to 1, the better the effect will be. -e average FE indicates
the uncertainty of the classification; for the hard parti-
tion, E � 0, while for the fuzzy partition, E > 0. -erefore,
the effect will be better as E moves closer to 0 [32].
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3. Proposed Methodology

-e hybrid method to diagnose 3D rotor eccentricity faults
in synchronous generators based on ALIF PE and KFCM can
be diagrammed in Figure 2. And the detailed process is
introduced as follows.

Step 1. Decompose the signal data of training samples and
testing samples using the ALIF method to obtain multiorder
eigenmode components.

Step 2. Conduct correlation analysis between the original
signal and the multiorder eigenmode components in order
to get optimal mode components.

Step 3. Calculate the PE of the effective mode components as
the feature vector so as to construct the training sample
matrix and testing sample matrix.

Step 4. Input the training sample matrix to KFCM to obtain
the center of clustering.

Step 5. Input the center of clustering and testing samples to
KFCM together; then, we can get the result of clustering.

4. Simulation and Experiment Study

In this section, the simulating signal and the test data from
the CS-5 prototype generator are employed to validate the
proposed method. And, to get a comprehensive comparison,
they are applied to some other popular methods including
EEMD, CEEMDAN, and the clustering method based on
FCM as well.

4.1.Application toSimulating Signal. -e simulating signal is
constructed as

Start

Initialization:
number of
IMF j = 1

Initialize
inner loop i = 1

Filtering length
l (z)

Calculate the
wave operator

κ (z(t))

Calculate
the moving

operator Г(z(t))

Does κ (z(t)) satisfy
the IMF conditions ?

Is r (t) an IMF component?

cj = Г (z(t))

z (t) = Г (z(t))

i = i + 1
Structural filtering

function ω (t) by FP
equation

z (t) = r (t)

j = j + 1

EndIMF component

Y

Y

N

N
r (t) = z (t) – ∑Cg (t)

g=1

j

Figure 1: Process of outer loop.
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x(t) � sin(2∗ 50πt) + sin 2∗ 100πt +
π
6

􏼒 􏼓 + sin 2∗ 200πt +
π
3

􏼒 􏼓 + η(t), (18)

where x (t) consists of three harmonic signals and the white
Gaussian noise whose signal-to-noise ratio is 30 dB. Figure 3
illustrates the time domain waveform of the simulating
signal, with the number of the sampling points 1000 and the
sampling frequency of 1 kHz.

-e results after decomposing by EEMD and CEEM-
DAN are shown in Figures 4 and 5, respectively. It is
suggested from Figure 4 that IMF3 indicates an obvious
mode mixing due to the impact of the white Gaussian noise,
while in Figure 5, it shows that IMF3 and IMF 4 both have
the endpoint effect. -erefore, both EEMD and CEEMD
have defects.

-e signal is also decomposed by ALIF, as illustrated in
Figure 6. It shows that there are three IMF components and a
residual r. -e components IMF1, IMF2, and IMF3 corre-
spond to the three sinusoidal components of 200Hz, 100Hz,
and 50Hz, respectively. Obviously, the three IMF compo-
nents have neither the mode mixing nor the endpoint effect,
suggesting the superior effect of ALIF against the traditional
CEEMDAN and EEMD methods.

4.2. Comparison of Entropy Algorithms. Herein, we calcu-
lated the PE, DE, AE, and SE of the eccentricity faults signal
and normal signal, respectively. Based on the entropy of
normal signal, we obtained the difference between axial
eccentricity, radial eccentricity, mixed eccentricity signal,
and normal signal under corresponding entropy, respec-
tively. -e result is shown in Figure 7.

-e result shows that the difference of PE between the
three fault conditions and normal signal is the most obvious
and the values are 0.542, 0.962, and 1.369, respectively.
-erefore, it is easy to be distinguished based on the clear
distribution. Finally, we chose PE as the indicator to detect
the eccentricity faults.

4.3. Application to Experimental Signal

4.3.1. Method to Test the Vibration Signal. -e experiment is
carried out on the CS-5 prototype generator which has one
pole-pair and a rated rotation of 3000 rpm, as shown in
Figure 8(a). -e rotor is kept stable with the foundation by
the bearing blocks, while the stator can be moved along the
radial direction and axial direction, respectively, to simulate
the radial eccentricity, the axial eccentricity, and the mixed
eccentricity, as illustrated in Figure 8(b). -emovements are
performed by 8 screws, with four for the radial and the other
four for the axial shifts, and controlled by four dial
indicators.

During the experiment, the excitation current was set to
2.5 A to output the phase voltage at 220V, with three sliding
rheostats of 500Ω as the loads for the three phases. -e
vibration signals of the rotor and the stator are sampled
through four accelerometers whose sensitivity is 10mV/
mm/s, with two for the radial vibration and the other two for

the axial vibration, as illustrated in Figure 8(c).-e sampling
frequency was set to 5000Hz.

Four groups of experiments were taken, namely, the
normal condition, the radial eccentricity of 0.2mm (the
radial air-gap length is 1.2mm), the axial eccentricity of
2mm, and the mixed eccentricity composed of the former
two.

4.3.2. Fault Classification. EEMD, CEEMDAN, and ALIF
methods are employed to decompose the vibration data,
respectively. Taking the radial rotor vibration in the axial
eccentricity case as an example, the decomposed results are
illustrated in Figure 9. It shows that the results of EEMD and
CEEMDAN are somewhat similar. -e components E4, E5,
C5, and C6 all indicate obvious mode mixing. However, the
frequency range occupied by the first six components
decomposed by ALIF is significantly refined, without any
frequency mixing problem (E1∼E6, C1∼C6, and A1∼A6
indicate amplitudes of mode components).

Since the IMF component with large correlation coef-
ficient is able to well retain the fault features of the signal
[32], in this paper, the correlation coefficients between the
IMF components and the original signal are calculated, as
listed in Table 1.

As indicated in Table 1, the correlation coefficients be-
tween the first three IMF components and the original signal
are far greater than those of the other components.
-erefore, it can be considered that most of the fault in-
formation is included in the first three IMF components.
Consequently, IMF1 to IMF3 are selected to represent the
original signal. In this paper, PE is used to extract the fault
features of the IMF components for further clustering. -e
ALIF PE of the four signal types is calculated, respectively, as
shown in Table 2.

Besides, we need to set delay time τ and dimension m to
calculate PE. According to the change of PE at different delay
times in Figure 10, it can be seen that the delay time τ has little
influence on the calculation of time series. However, if the
dimension m is too small, it is difficult to detect the dynamic
mutation of the time series because there are too few states in the
reconstructed sequence; if the value of m is too large, the cal-
culation time is too long to reflect the subtle transformation of
the time series. According to Bandt’s suggestion [21], the value of
m is 3∼7. Combinedwith another research [33, 34], we setm� 6,
τ � 1, and a relatively good clustering effect is obtained.

As indicated in Table 2, the PE values of IMF1 to IMF3
are varied, suggesting that the complexities of them are
different. Consequently, the eigenvectors composed of these
permutation entropies should be also different, offering the
possibility of hard classification.

5. Case Verification and Result Analysis

5.1. Case Setup. 20 groups of vibration data for each case
(normal, radial eccentricity, axial eccentricity, and mixed
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eccentricity) are taken continuously (10 groups for training
and 10 groups for testing), and the points of each set are
2048.

EEMD, CEEMDAN, and ALIF methods are used to
adaptively decompose the 20 sets of data and obtain the
multiorder IMF components. -en, the correlation coeffi-
cients between each IMF and the original signal are
calculated.

By calculating the PE of the first three IMF components,
the eigenvector matrixes are obtained, with the forms of
3× 40.

Firstly, four clustering centers are obtained by clustering
the eigenvector matrixes. -en the clustering centers as well
as the eigenvector matrixes are applied with KFCM. Cal-
culations are performed iteratively until the errors are less
than the tolerance. -e final results are illustrated in
Figure 11.

5.2. Results Discussion. As illustrated in Figure 11(a), the
data points are scattered around the cluster center. More-
over, the mixed eccentricity and the radial eccentricity faults
cannot be distinguished. -erefore, EEMD does not offer a
satisfactory effect.

Figure 11(b) shows the clustering effect of CEEMDAN. It
is shown that the signal data points are clustered around the
center, with the distribution compact. Compared with
Figure 11(a), the clustering effect of this method is better
than that of EEMD. It can basically realize the detection and
classification of different eccentricity faults.

Figure 11(c) shows the effect of KFCM clustering based
on ALIF. It is shown that the clustering centers of each case
are far apart from each other and therefore can be distin-
guished clearly. What is more, the distances between two
cluster centers are larger than those of the aforementioned
two methods, showing an even better effect.

In order to compare the clustering effect of the above
three algorithms more accurately, the classification coeffi-
cient S and the average FE E are employed, as shown in
Table 3.

According to [32], the clustering effect of samples will be
better if the classification coefficient S is closer to 1 and the
average FE E is closer to 0. Obviously, the proposed method
has the best clustering effect, while EEMD ranks the last.

In order to verify the superiority of the proposed
method, the aforementioned eccentricity fault data are
further analyzed for comparison with that FCM. -e clus-
tering result by ALIF-FCM is illustrated in Figure 11(d).

Start

Training samples Testing samples

ALIF ALIF

Correlation 
analysis

Optimal mode 
components

Optimal mode 
components

Correlation 
analysis

PE PE

KFCM

Clustering centre KFCM

End

Figure 2: Process of the proposed method.
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As indicated in Figure 11(d), the mixed eccentricity
and the normal operation signals are far away. -e radial
eccentricity and axial eccentricity fault signals are

relatively close while the distinction is clear. -at means
this method can realize the identification and division of
different kinds of eccentricity faults. However, comparing
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Figure 8: Method to test the vibration signal, (a) picture of experiment rig, (b) method to set radial and axial eccentricity, and (c)
accelerometer setup.
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Figure 11(d) with 11(c), it is shown that the distribution
of data points based on the KFCM clustering method is
more compact, and the different signal intervals are more
obvious.

In order to quantitatively compare the effects of FCM
and KFCM, the classification coefficient S and the average FE
E as well as the iteration times these two methods are cal-
culated, as shown in Table 4. Obviously, although the KFCM
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Figure 9: Decomposing results by three different methods, (a) signal decomposed by EEMD, (b) signal decomposed by CEEMDAN, and (c)
signal decomposed by ALIF.

Table 1: Correlation coefficients between IMF components and the original signal.

Algorithm
Correlation coefficient

IMF1 IMF2 IMF3 IMF4 IMF5
EEMD 0.7942 0.3723 0.2253 0.0328 0.0155
CEEMDAN 0.7826 0.4265 0.2661 0.0623 0.0326
ALIF 0.7756 0.5127 0.2984 0.0927 0.0658

Table 2: Permutation entropy of the first three IMF components.

Signal type
Permutation entropy

IMF1 IMF2 IMF3
Normal 4.1653 2.7183 2.6223
Radial eccentricity 5.7926 5.0729 4.9135
Axial eccentricity 6.0456 5.9557 5.4241
Mixed eccentricity 5.8743 5.1811 4.8916
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Figure 11: Cluster results by four different methods: (a) clustered by EEMD-KFCM, (b) clustered by CEEMDAN-KFCM, (c) clustered by
ALIF-KFCM (this paper), and (d) clustered by ALIF-FCM.

Table 3: Clustering index of different methods.

Algorithm Classification coefficient S Average fuzzy entropy E
EEMD 0.7412 0.5186
CEEMDAN 0.8941 0.2188
ALIF-KFCM 0.9268 0.1758

Table 4: Clustering index of KFCM and FCM.

Algorithm Classification coefficient S Average fuzzy entropy E Iteration times
FCM 0.9082 0.2067 12
KFCM 0.9268 0.1758 13
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based method has one more interaction, it has a superior
clustering effect since its S is closer to 1 while its E is closer to
0.

6. Conclusion

In this paper, we proposed a fault diagnosis method for the
3D eccentricity faults in synchronous generators based on
ALIF PE and KFCM.-is method employs ALIF, which has
a better effect than EEMD and CEEMDAN in avoiding the
influence of mode mixing and endpoint effect, to decompose
the vibration signal. In the meantime, the proposed method
employs the PE and KFCM, which are superior to EEMD-
KFCM, ALIF-KFCM, and CEEMDAN-KFCM in getting the
classification coefficient S and the average FE E, to classify
the fault types.

-e index factors of the clustering effect, namely, the
classification coefficient S and the average FE E of ALIF-
KFCM, are 0.9268 and 0.1758, respectively. Comparing with
the results by EEMD-KFCM (S� 0.7412 and E� 0.5186), the
proposed ALIF-KFCM method improves 25.0% in S (the
closer to 1, the better), while it improves 66.1% in E (the
closer to 0, the better). Comparing with the results by
CEEMDAN-KFCM (S� 0.8941 and E� 0.2188), the pro-
posed method improves 3.66% in S and 19.7% in E.
Comparing with the results by ALIF-FCM (S� 0.9082 and
E� 0.2067), the proposed method improves 2.04% in S and
14.9% in E. Obviously, the proposed method is superior to
these aforementioned methods.

-e proposed method presents a qualified detection and
classification of the 3D eccentricity faults, which includes the
radial eccentricity, the axial eccentricity, and the mixed
eccentricity composed of the former two. We focused on the
type of static eccentricity faults rather than the degree. Based
on its clear figure and intelligent effect, this method is
potential for the application in the eccentricity fault mon-
itoring and diagnosis.

In our next step work, we will focus on how to decrease
the iteration times so that the proposed method can be
performed more efficiently. In addition, we will try to an-
alyze the diagnosis method under dynamic eccentricity fault
and even the complex fault conditions including both ec-
centricity and interturn short circuit.
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In this paper, different flow configurations of multipass flat-plate air collectors are explored. Multiple passes are formed from glass
cover, absorber plate, and back plate. Five types of air collectors were analysed and optimized with respect to maximum efficiencies
and minimum cost. )e analytical prediction of the heat exchanger, pressure loss, and efficiencies was presented. )e effects of mass
flow rate from 0.01 to 0.02 kg/s, air channel depth from 15 to 30mm, and collector length from 1.5 to 2.5m on different con-
figurations were examined and compared.)e results of the parametric study show that the triple-pass type has the greatest efficiency,
whereas the smallest efficiency is of the single-pass type. Among double-pass types, the type with two glass covers and natural
convection heat transfer achieved the highest effective and exergy efficiencies due to a reduction in the top loss. Double-pass type with
single glass cover is not recommended from both energy and exergy standpoints. As the collector length increases, the effective
efficiency decreases, but the exergy efficiency increases. )e exergy performance of the triple-pass type can reach up to 5% at the air
flow rate of 0.005 kg/s. Finally, multiobjective optimization using the preference selection index method is conducted with three
targets including effective efficiency, exergy efficiency, and number of plates. Optimal results show that the triple-pass type with the
lowest air flow rate and the longest length is the best. )e effective and exergy efficiencies for the best case were found to be about
52.1% and 4.7%, respectively. However, this type with the highest flow rate and the shortest length is the worst.

1. Introduction

)enational sustainable energy strategy always gives priority
for developing renewable energy. Tropical countries like
Vietnam promote solar energy conversion due to vast and
stable radiation intensity during the year.)e common types
of solar thermal energy conversion are solar power, solar hot
water, and solar hot air. )e first two kinds have been de-
veloping stably and commercially for a long time, while the
solar hot air has been researching. )is continuous research
is due to two major problems. Firstly, the thermal energy of
hot air cannot be stored like hot water because the air specific
heat and density are small compared to water. Secondly, the
small thermal conductivity of the air results in a low

convection heat transfer coefficient. However, the applica-
tion of solar air heater (SAH) is widespread for space heating
[1], regeneration of desiccant [2], and drying of agricultural
products [3]. Facing the needs and limitations of SAH,
research on improving SAH performance is always paid
attention [4]. Heat transfer improvement between the ab-
sorber plate and the air in the collector can be mentioned as
the insertion of vortex generators [5], inclined plates [6], or
roughness ribs on the absorber surface [7] to diminish the
viscous sublayer close to the surface and create mixing of the
primary and secondary flows.

Another measure is the collector duct divided into
multiple air passes to reduce heat loss at the top of SAH
because of the high temperature of the absorber plate.
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Previously, Chandra et al. [8] established an analytical
model and equivalent resistance method to calculate triple-
pass air collector. Predictions from the two approaches were
compared with experimental data to indicate discrepancies.
Choudhury et al. [9] theoretically solved triple-pass air
collector with single and double glass covers. )ey reported
that low air flow rate and short collector length were the
cost-effective solutions. Forson et al. [10] studied the theory
and indoor experiment of double-duct SAH in the natural
convection mode of air. )ey concluded that the collector
efficiency decreased with increasing collector area. Rama-
dan et al. [11] have inserted a packed bed in the first pass of a
double-pass SAH to increase the heat transfer surface. )ey
recommend an air flow rate of less than 0.05 kg/s to achieve
high efficiency. Sopian et al. [12] added porous media to the
second pass of a double-pass SAH. )is correction achieves
collector efficiency up to 70% which is greater than the
traditional single-pass SAH. Ramani et al. [13] expanded the
study of double-pass SAH with the porous material con-
figuration at the second pass. )ey claim that the collector
efficiency is 25% higher than that of the double-pass SAH
without porous and 35% higher than that of the single-pass
SAH. Correction of the absorber surface to enhance heat
transfer has been a concern for the past decade. El-Sebaii
et al. [14] used a v-corrugated absorber surface in a double-
duct SAH.)ey realized that the air temperature leaving the
collector was 5% higher and the efficiency was 14% higher
than the smooth absorber surface. A finned absorber plate
in a double-pass SAH was proposed and examined by El-
Sebaii et al. [15]. )ey reported that the optimum air flow
rate was 0.0125 kg/s to achieve the maximum hydraulic
thermal efficiency of 40%. Ho et al. [16] studied the effect of
air recirculation fraction to the second pass in a wire mesh
SAH. )ey reported that the optimal fraction was 0.5 for
flat-plate collectors and 1 for wire mesh packed collectors.
Yeh [17] studied to divide the airflow between the absorber
plate and the back plate into multiple passes. )e results
showed that when the number of passes increased, the
thermal efficiency increased, but the pressure loss penalty
was not significant.

Recently, besides evaluating the energy efficiency and
cost of multipass air collectors, the exergy efficiency esti-
mation of the collector has been noted to fulfill the re-
quirements needed for a thermal device. )e exergy analysis
is to quantify the availability of solar radiation which can be
converted into its work potential and irreversibility due to
exergy destruction. Velmurugan and Kalaivanan [18–21]
studied the energy and exergy of multipass collectors with
different configurations including ribbed, finned, wire mesh
absorber plates. )ey reported that a mixed type of wire
mesh in the second pass and fin in the first pass provides the
highest energy and exergy efficiencies. Raj et al. [22] eval-
uated the exergy performance of a SAH under outdoor
conditions. )ey concluded that the exergy efficiency in-
creased with day time and mass flow rate due to the higher
extracted useful energy. Abo-Elfadl [23] proposed 4E (en-
ergy, exergy, economic, and environmental) model to
comprehensively investigate a double-pass SAH. )ey
pointed out that finned SAH is the most feasible one in terms

of exergoeconomic point of view. Experimental studies on
different modifications for multipass SAH have been per-
formed to demonstrate their effectiveness [24–26]. In ad-
dition, with the development of numerical algorithms and
computer processors, CFD (computational fluid dynamics)
studies have been conducted to reduce the experimental
time and costs [27–31]. More recently, Heydari et al. [32]
proposed and numerically examined a novel helical airflow
path around triangular channels. From the simulation re-
sults, the distributions of variables within the SAH such as
velocity, pressure, and temperature are clarified to explain
the mechanism of heat transfer enhancement and the po-
tential for efficiency improvement. Multipass air collector
applications for drying agricultural produce and integrating
photovoltaic are also found in the literature [33–35].

Extensive review indicates that there is more variation in
themultipass air collector to improve heat transfer such as wire
mesh, porous, or fin. But in all, it is still based on a flat-plate
collector with a certain number of passes. No previous works
have been found to address the simultaneous comparison of
multipass SAHs and multiobjective optimization to determine
the most feasible collector. )erefore, this study focuses on
evaluating the flat-plate collector with different number of glass
covers, absorber plate, and back plate in order to examine all
the possible passes of air. Energy, exergy, and optimization
studies firmly confirm the pertinent type among the many
configurations and major dimensions of air collectors through
an analytical investigation coupled to an optimization method
called multicriteria decision-making technique.

2. Model Formulation and Validation

Figure 1 shows the five types of flat-plate collectors that were
investigated for energy, exergy, and optimization in this
study. Type 1 consists of two glass covers, an absorber plate,
and a back plate. )e air travels from top to bottom via 3
passes. Type 2 consists of a glass cover, an absorber plate, and
a back plate. )erefore, two passes can be created from these
plates. Type 3 consists of two glass covers and one back plate
where the air can travels through two passes. A four-plate
configuration with two passes is seen in type 4, in which the
air between the two glass covers is naturally convected. Type
5 consists of two glass covers and one absorber plate with the
air blowing through single pass in order to compare with the
multipass types of 1 to 4.

2.1.&ermohydraulicModelling. )e mathematical model is
presented in this section with the following assumptions:

(i) Flow is steady, incompressible, and one-dimensional
(1D). In practical applications, such as convective
drying, an air velocity was verified to obtain drying
conditions. )us, the airflow is assumed to be steady.
)e air velocity inside the solar air heater duct is
moderate so that air temperature is high enough to
serve a certain duty. )erefore, the airflow is con-
sidered incompressible. Variation of air pressure and
temperature is along with duct length leading to the
1D flow consideration.
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(ii) )ermal conduction in glass cover, absorber plate,
and back plate is not considered due to their small
thicknesses. )e temperatures of these plates are
homogeneous and equal to the average temperature.
Multipoint temperature measurement on a plate is
required in experiments, and the average temper-
ature can be estimated by taking arithmetic mean
[26].

(iii) )e thermophysical properties of air, glass, and
plates are constants because of low temperature
change of a flat-plate air collector.

Equations (1)–(7) present the energy balance for type 1
as illustrated in Figure 2(a). Type 1 consists of 4 plates (2

glass covers, 1 absorber plate, and 1 back plate) and the fluid
at 3 passes, so it takes seven equations to find seven cor-
responding temperatures. )e thermal balance equation for
the top glass cover is given below. )e solar thermal energy
absorption of the glass is equal to the amount of thermal
energy released to the surrounding by convection and ra-
diation, the heat transfer to the air in the first pass, and the
heat transferred by radiation between the two glass covers
[13]:

αgI � hw Tg1 − Ta􏼐 􏼑 + hr,g1,s Tg1 − Ts􏼐 􏼑

+ hc,g1,f1 Tg1 − Tf1􏼐 􏼑 + hr,g1,g2 Tg1 − Tg2􏼐 􏼑.
(1)
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Figure 1: Configurations of solar air heater. (a) Type 1: triple-pass, double glass cover. (b) Type 2: double-pass, single glass cover. (c) Type 3:
double-pass, double glass cover. (d) Type 4: double-pass, double glass cover. (e) Type 5: single-pass, double glass cover.
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)e air in the first pass receives heat from the two glass
covers and increases its temperature. )e temperature
gradient can be approximated by the temperature difference
between the inlet and outlet of the channel [16, 20]:

Q1 � mcp Tf1,o − Ta􏼐 􏼑 � Lbhc,g1,f1 Tg1 − Tf1􏼐 􏼑

+ Lbhc,g2,f1 Tg2 − Tf1􏼐 􏼑.
(2)

)e lower glass cover absorbs solar radiation equaled to
the convection heat transfer with the airflows at first and
second passes, and the radiant heat exchanges with the upper
glass cover and the absorber plate:

αgτgI � hc,g2,f1 Tg2 − Tf1􏼐 􏼑 + hr,g1,g2 Tg2 − Tg1􏼐 􏼑

+ hc,f2,g2 Tg2 − Tf2􏼐 􏼑 + hr,g2,p Tg2 − Tp􏼐 􏼑.
(3)

)ermal balance of fluid in the second pass is formed via
convection heat transfer with the lower glass cover and
absorber plate:

Q2 � mcp Tf2,o − Tf1,o􏼐 􏼑 � Lbhc,f2,g2 Tg2 − Tf2􏼐 􏼑

+ Lbhc,p,f2 Tp − Tf2􏼐 􏼑.
(4)

)eheat gain from solar radiation of the absorber plate is
balanced with the heat transferred to the fluid at the second
and third passes and with the radiant heat transfer to the
lower glass cover and back plate:

αpτ
2
gI � hc,p,f2 Tp − Tf2􏼐 􏼑 + hr,g2,p Tp − Tg2􏼐 􏼑

+ hc,p,f3 Tp − Tf3􏼐 􏼑 + hr,p,b Tp − Tb􏼐 􏼑.
(5)

)ermal balance of fluid in the third pass is composed of
convective heat transfer with absorber plate and back plate:

Q3 � mcp Tf3,o − Tf2,o􏼐 􏼑 � Lbhc,p,f3 Tp − Tf3􏼐 􏼑

+ Lbhc,b,f3 Tb − Tf3􏼐 􏼑.
(6)

)e back plate received thermal radiation from the
absorber plate equilibrates with the convection heat ex-
change to the air in the third pass and the heat loss from the
back plate to the environment:

hr,p,b Tp − Tb􏼐 􏼑 � hc,b,f3 Tb − Tf3􏼐 􏼑 + hb Tb − Ta( 􏼁. (7)

In the above equations, the fluid temperature (Tf ) in a
pass is taken as the average value of inlet and outlet
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Figure 2: Energy balance diagram for plates and glass covers. (a) Type 1. (b) Type 2. (c) Type 3. (d) Type 4. (e) Type 5.
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temperatures of the pass. )is is due to the fact that the
convective heat transfer coefficient (hc) was developed based
on the fluid bulk mean temperature.

Tf1 � 0.5 Ta + Tf1,o􏼐 􏼑,

Tf2 � 0.5 Tf2,0 + Tf1,o􏼐 􏼑,

Tf3 � 0.5 To + Tf2,o􏼐 􏼑.

(8)

Equations (1)–(7) are rearranged in matrix form as
follows:

S11 −hc,g1,f1 −hr,g1,g2 0 0 0 0

Lbhc,g1,f1 S22 Lbhc,g2,f1 0 0 0 0

−hr,g1,g2 −hc,g2,f1 S33 −hc,f2,g2 −hr,g2,p 0 0

0 4mcp Lbhc,f2,g2 S44 Lbhc,p,f2 0 0

0 0 −hr,g2,p −hc,p,f2 S55 −hc,p,f3 −hr,p,b

0 4mcp 0 −4mcp −Lbhc,p,f3 S66 −Lbhc,b,f3

0 0 0 0 hr,p,b hc,b,f3 S77

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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, (9)

where

S11 � hw + hr,g1,s + hc,g1,g2 + hr,g1,g2,

S1 � αgI + hwTa + hr,g1,sTs,

S22 � − 2mcp + Lbhc,g2,f1 + Lbhc,g1,f1􏼐 􏼑,

S2 � −2mcpTa,

S33 � hc,g2,f1 + hr,g1,g2 + hc,g2,f2 + hr,g2,p,

S3 � αgτgI,

S44 � − 2mcp + Lbhc,f2,g2 + Lbhc,p,f2􏼐 􏼑,

S4 � 2mcpTa,

S55 � hc,p,f2 + hr,g2,p + hc,p,f3 + hr,p,b,

S5 � αgτ
2
gI,

S66 � 2mcp + Lbhc,p,f3 + Lbhc,b,f3,

S6 � 2mcpTa,

S77 � − hr,p,b + hc,b,f3 + hb􏼐 􏼑,

S7 � −hbTa.

(10)

)e appendix presents the system of equations for de-
termining the temperatures of the remaining types associ-
ated with the energy balance diagram in Figures 2(b)–2(e).
From equation (9), it is possible to solve seven temperatures
once the convection heat transfer coefficients and radiant
heat transfer coefficients are specified. )e convection heat
transfer coefficient of the top glass cover with the ambient air
is calculated from McAdams’ equation as follows [36]:

hw � 5.7 + 3.8Vw. (11)

)e forced convective heat transfer coefficient of the air
in the collector is predicted using the Dittus–Boelter formula
as follows [37]:

hc � 0.023Re0.8Pr0.4 k

Dh

. (12)

)e natural convection heat transfer coefficient between
2 glass covers of types 4 and 5 is estimated by [20]

hc,g1,g2 � 1.25 Tg2 − Tg1􏼐 􏼑
0.25

. (13)

)e radiant heat transfer coefficient from the top glass
cover to the sky is evaluated by the following correlation:

hr,g,s � σεg T
2
g + T

2
s􏼐 􏼑 Tg + Ts􏼐 􏼑. (14)

)e sky temperature is calculated from the following
equation [38]:

Ts � 0.0552T
1.5
a . (15)

Generally, the radiant heat transfer coefficient between
the two surfaces s1 and s2 is computed from their tem-
perature and emissivity as follows [39]:

hr,s1,s2 � σ T
2
s1 + T

2
s2􏼐 􏼑

Ts1 + Ts2

1/εs1( 􏼁 + 1/εs1( 􏼁 − 1
. (16)

)e conductive heat transfer coefficient from the back
plate to surroundings is determined by

hb �
ki

ti

. (17)

)e hydraulic diameter is defined as follows:

Dh �
4Hb

2(H + b)
. (18)
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)e Reynolds number is given by

Re �
2m

μ(b + H)
. (19)

)e thermal efficiency, i.e., first law efficiency, is the ratio
of the heat gain received by air through SAH to the solar
radiation coming from the absorption surface:

ηI �
Q

LbI
, (20)

where Q is the useful heat gain received by the air:
Q � mcp(To − Ta).

When reconfiguring a thermal device to improve its heat
transfer, it is likely that pressure loss also increases.
)erefore, it is necessary to evaluate hydraulic dissipated
power. )e pressure loss of the air through the collector is
the sum of the pressure loss due to friction and the minor
loss due to 180° return bend between successive passes:

ΔP � ΔPsmooth + ΔPbend. (21)

)e frictional pressure loss is evaluated as

ΔPsmooth � npassρfV
2 L

Dh

, (22)

where f is the friction factor.
)e friction factor can be calculated by [11]

f � 0.059Re− 0.2
. (23)

Minor pressure loss by 180° return bend can be estimated
as

ΔPbend � npass − 1􏼐 􏼑Kbendρ
V

2

2
, (24)

where Kbend is minor loss coefficient for 180° return bend,
Kbend � 2.2 [19].

)e energy required to transport fluid against pressure
loss is calculated as follows:

Pflow � m
ΔP
ρ

. (25)

)e difference between the useful heat gain and pumping
power is attributed to effective efficiency as

ηeff �
Q − Pflow/Co( 􏼁

LbI
. (26)

where Co is the conversion factor considering the thermal
energy equivalent of blower power, Co � 0.2 [38].

2.2. Exergy-BasedModelling. )e input exergy of the SAH is
constituted by the air inflow and solar radiation source as
follows [5, 38]:

􏽘 EXinlet � IAc 1 −
4
3

􏼒 􏼓
Ta

Tsun
􏼠 􏼡 +

1
3

􏼒 􏼓
Ta

Tsun
􏼠 􏼡

4
⎡⎣ ⎤⎦, (27)

where Tsun is the sun temperature, Tsun � 4350K [38], and
Ac � Lb is the absorber plate area.

)e exergy losses of a solar air heater have been derived
into five components including optical loss, the loss due to
heat transfer from the absorber plate to the environment, the
loss due to solar radiation absorption of the absorber plate,
the loss due to heat transfer from the absorber plate to the
air, and the frictional loss of the air flowing in SAH. )ese
qualities are quantified as follows:

(1) Optical exergy losses:

EXloss,opt � IAc 1 − τngα( 􏼁 1 −
4
3

􏼒 􏼓
Ta

Tsun
􏼠 􏼡 +

1
3

􏼒 􏼓
Ta

Tsun
􏼠 􏼡

4
⎡⎣ ⎤⎦.

(28)

(2) Exergy losses by convection and radiation heat
transfer from the absorber plate to the environment:

EXloss,Qloss
� ULAc Tp − Ta􏼐 􏼑 1 −

Ta

Tp

􏼠 􏼡, (29)

where UL is the total loss coefficient:

UL � Ut + hb. (30)

)e heat loss from the top of each SAH is calculated
by convection and radiation heat transfer coefficients
above absorber plate as [38]

Ut �
1

hw + hr,g1,s

+
1

hc,g2,f1 + hr,g1,g2
+

1
hc,p,f2 + hr,g2,p

􏼠 􏼡

− 1

, for type I and III, (31a)

Ut �
1

hw + hr,g,s

+
1

hc,p,f1 + hr,g,p

􏼠 􏼡

− 1

, for type II, (31b)

Ut �
1

hw + hr,g1,s

+
1

hc,g1,g2 + hr,g1,g2
+

1
hc,p,f1 + hr,g2,p

􏼠 􏼡

− 1

, for type IV, (31c)
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Ut �
1

hw + hr,g1,s

+
1

hc,g1,g2 + hr,g1,g2
+

1
hc,p,f + hr,g2,p

􏼠 􏼡

− 1

, for typeV. (31d)

(3) Exergy losses by absorption of radiation by the ab-
sorber plate:

EXloss,Tp,Tsun
� IAcτ

ngα 1 −
4
3

􏼒 􏼓
Ta

Tsun
􏼠 􏼡 +

1
3

􏼒 􏼓
Ta

Tsun
􏼠 􏼡

4

− 1 −
Ta

Tp

􏼠 􏼡⎡⎣ ⎤⎦, (32)

where ng is the number of glass covers.
(4) Exergy losses by heat transfer to the working air:

EXloss,Tp,Tf
� IAcηITa

1
Tf

−
1

Tp

􏼠 􏼡, (33)

where Tf is the mean temperature of the working air,
Tf � 0.5 (Ta+To).

(5) Frictional exergy losses of the working air:

EXloss,friction �
mΔpTa

ρTf

. (34)

)e first two kinds of exergy losses are external losses.
)e remaining kinds are known as internal losses. )e total
exergy losses are determined by summing the above-
mentioned exergy losses:

􏽘EXloss � EXloss,opt + EXloss,Qloss
+ EXloss,Tp,Tsun

+ EXloss,Tp,Tf
+ EXloss,friction.

(35)

)e exergy efficiency can be calculated by summing the
total exergy losses and input exergy as follows:

ηII � 1 −
􏽐 EXloss

􏽐 EXinlet
. (36)

2.3. Preference Selection Index Method for Multiobjective
Optimization. Choosing a final solution may involve mul-
tiobjective optimization. In this study, three objective
functions were selected including maximum effective effi-
ciency, maximum exergy yield, and minimum total number
of plates. )e total number of plates is composed of glass
covers, absorber plate, and back plate. )is is a parameter
related to the capital cost of a multiple pass air collector so it
should be minimal. )ere are many multiobjective opti-
mization methods. )e preference selection index (PSI)
method is chosen in the current work due to its explicit
approach, simplicity, and no need to choose weights [40, 41].
)e method is the objective approach oriented to multi-
criteria decision-making which was recently devised by
Mania and Bhatt [42]. Nowadays, the PSI method is widely
applied in many fields [43].

)e performance procedure of the PSI method can be
summarised as follows [40, 41]:

Step 1: normalization of criteria
For criteria needed to be maximized, i.e., ηeff and ηII:

di,ηeff �
ηi
eff

ηmax
eff

, (37a)

di,ηII �
ηi
II

ηmax
II

. (37b)

For criterion needed to be minimized, i.e., total
number of glass cover, absorber plate, and back plate:

di,Nplate
�

N
min
plate

N
i
plate

, (37c)

(i) where i is ith case, there are 135 cases in the current
study, and therefore, i� 1 to 135.
Step 2: find the mean value of an objective

Δηeff �
1
135

􏽘

135

i�1
di,ηeff , (38a)

ΔηII �
1
135

􏽘

135

i�1
di,ηII, (38b)

ΔNplate
�

1
135

􏽘

135

i�1
di,Nplate

. (38c)

Step 3: compute the preference variation value

χηeff � 􏽘
135

i�1
di,ηeff − Δηeff􏼐 􏼑

2
, (39a)

χηII � 􏽘
135

i�1
di,ηII − ΔηII􏼐 􏼑

2
, (39b)

χNplate
� 􏽘

135

i�1
di,Nplate

− ΔNplate
􏼒 􏼓

2
. (39c)
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Step 4: evaluate deviation of preference variation
value

θηeff � 1 −
χηeff

135 − 1
, (40a)

θηII � 1 −
χηII

135 − 1
, (40b)

θNplate
� 1 −

χNplate

135 − 1
. (40c)

Step 5: estimate the overall preference value

εηeff �
θηeff

θηeff + θηII + θNplate

, (41a)

εηII �
θηII

θηeff + θηII + θNplate

, (41b)

εNplate
�

θNplate

θηeff + θηII + θNplate

. (41c)

Step 6: calculate the preference selection index value
for each case

Ωi � di,ηeffεηeff + di,ηIIεηII + di,Nplate
εNplate

. (42)

Table 1 displays the input parameters entered into the
mathematical model for all of the collector types examined.
)e above system of mathematical equations is solved in the
Engineering Equation Solver (F-chart software) which
specializes in solving system of nonlinear equations. Figure 3
shows the comparison of the calculated results from the
current study with the published experimental results for
collector types 4 and 5. It can be stated that the results in this
study are slightly overestimated compared to the experi-
mental results. )is is because the predictions are limited as
the above assumptions compared with the practical appli-
cations. However, analytical predictions coincide well with
the experimental approaches. Verifications have been per-
formed about heat transfer and hydraulics of single-pass and
multipass SAHs. Confirmation on the prediction of the
exergy analysis model was presented in our previous study
[5]. It is not repeated here for the sake of brevity. Hence, the
mathematical modelling was extended to the remaining
types and carried out further evaluation for all collectors.

3. Results and Discussion

)is section presents the effects of air mass flow rate (m),
channel height (H), and collector length (L) on the energy
and exergy performance of the types under consideration.
Figures 4 and 5 consider the effect of mass flow rate while the
collector geometry parameters are fixed. It can be observed
in Figure 4 that the effective efficiency increases with the
mass flow rate. As the flow rate increases, the intensity of the
heat exchange increases, thus enhancing the useful heat gain
of the air received from glass cover and plates. However, the

flow rate increases as a result of rising the pressure loss. But
the pressure loss penalty is negligible due to air moving in
the smooth channels. At high flow rates, the efficiency in-
creases slightly because of remarkable pressure loss. It can be
seen that type 1 (triple-pass SAH) has the highest perfor-
mance and type 5 (single-pass SAH) has the lowest per-
formance. )is verifies that a multipass air collector reduces
top loss and higher temperature rise of air because the air
receives thermal energy from four plates (two glass covers,
one absorber plate, and one back plate). )e double-pass
types have fairly close efficiencies in which type 4 reveals
better performance because this type owns two glass covers
in natural convection heat transfer, thus significantly re-
ducing top loss. At a small flow rate, the triple-pass SAH
(type 1) is nearly twice as efficient as the single-pass SAH
(type 5). However, at a large flow rate, the effective efficiency
of type 1 is only 20% higher than that of type 5 due to the
long travel of the air inside the triple-pass SAH.

Figure 5 shows at low flow (less than 0.02 kg/s) the
triple-pass collector earns the greatest exergy performance
followed by double-pass and single-pass collectors. )is is
because the exergy loss decreases with the increase in the
pass number. At low flow, a collector with a large pass
number has a high exergy performance due to the higher
temperature of the fluid and lower temperature of absorber
plate reducing exergy losses. Among the double-pass types
(types 2, 3, and 4), the single glass cover SAH (type 2) has
the smallest exergy performance due to the highest exergy
loss from the absorber plate to the environment. Exergy
performance obtained the maximum value at a certain flow
rate due to trade-off of increase in frictional exergy loss and
a decrease in exergy loss by heat transfer from the absorber
plate to the environment with mass flow rate. At high mass
flow rates, the exergy performances of the double-pass
SAHs seem to be identical. )is means that the absorber
plate temperature of the double-pass SAHs is almost the
same leading to alike exergy losses at those flow rates.

Figures 6 and 7 show the energy and exergy performance
of multipass SAH with collector length (L) at fixed air flow
rate and channel height. It can be seen that the effective
efficiency of air collectors decreases with increasing collector
length. )is is supposed due to the fact that the outlet air
temperature does not increase linearly with the length. )e
fluid absorbs heat and increases its temperature along the
flow path so that the longer length results in the lower
temperature difference between the hot surface and the fluid.
)e small temperature difference causes an increase in useful
heat gain by less than the order unity of the heat transfer
length. At the same length, the effective efficiency increases
with increasing the number of passes. For all double-pass
types, type 4 is the best and type 2 is the worst as noted
above. )e triple-pass type has the largest slope because of
the highest pressure loss. Contrary to the effective efficiency,
the exergy efficiency increases with the collector length as
can be seen in Figure 7. )is is owing to the fact that the
exergy loss due to heat transfer from the absorber plate to the
fluid decreases because of the small temperature difference
between the absorber plate and the airflow. Triple-pass SAH
can achieve exergy performance of up to 5%. )is is a very
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Table 1: Input parameters.

Parameter Symbol Value Unit
Solar radiation I 1000

W/m2Absorptivity of glass cover αg 0.06
Absorptivity of absorber plate ap 0.95
Ambient temperature Ta 306 K m/sWind velocity Vw 1.5
Emissivity of glass cover εg 0.9
Transmissivity of glass cover τg 0.84
Emissivity of absorber plate εp 0.94
Emissivity of back plate εb 0.94
Channel depth H 15 to 30 mm
Collector length L 1.5 to 2.5 m
Air mass flow rate m 0.01 to 0.02 kg/s
Insulation thickness ti 0.05 m
)ermal conductivity of insulation ki 0.025 W/m K
Collector width b 0.46 m
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Figure 3: Verification of the current analytical results with experiments. (a) Comparison with experimental results [20] on type 5. (b)
Comparison with experimental results [11] on type 4.
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Figure 4: Effects of mass flow rate on effective efficiency.
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encouraging performance for a solar air heater. As it is
known, SAH’s exergy efficiency is very low, say 2%, due to
the great exergy destruction of converting solar radiation
into heat [7].

)e effect of channel depth (H) on effective and exergy
efficiencies is shown in Figures 8 and 9 with fixed air flow
rate and collector length. Increasing the channel depth re-
duces the velocity of air blowing through hot surfaces
leading to low convection heat transfer coefficient. Also, the
low air velocity increases the surface temperatures resulting
in increased heat losses such as top loss and the loss from
back plate to the environment. Increasing the temperature of
the plates with the depth increases the exergy losses due to
heat transfer to the fluid and heat loss. Hence, the exergy
performance decreases with the increase in the air channel

depth as shown in Figure 9. However, it is worth noting that
the exergy efficiency of the triple-pass SAH (type 1) reaches
an extreme at the depth of 19mm. )is can be explained by
the fact that at a depth of less than 19mm, the fluid passing
in the 3 passes reduces the temperature of the plates and the
smallest top loss compared to other types. )us, the exergy
performance of the triple-pass type increases with the air
channel depth from 15mm to 19mm.

)e analysis above showed the influence of the design,
operation parameters, and collector type on the performance.
)e characteristics of each collector and the maximum effi-
ciencies have been indicated. To initialize the optimization for
searching the final solution, in this study, there are 5 types of
collector and 3 design and operation parameters including
mass flow rate (range m� 0.01− 0.02 kg/s), collector length
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Figure 5: Effects of mass flow rate on exergy efficiency.
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(L� 1.5− 2.5m), and air channel height (H� 20− 30mm)
each at three levels. Hence, there are 135 cases in total which
need to select the best one. Typically, Table 2 presents 27 cases
for type 1 with inputs and outputs.

Table 3 shows the calculated values from steps 3–5 of the
PSI method for the objective functions under consideration.
Table 4 exhibits selective 10 cases including 5 best cases (the

highest preference selection indices) and 5 worst cases (the
smallest preference selection indices). It is confirmed that
type 1 with lowest flow rate, maximum collector length, and
moderate channel depth reaches the final optimal solution.
)is is also consistent with the statement in the above
parametric study. Otherwise, type 1 with the largest airflow
is the worst case. In addition, single-pass SAH (type 5) is also
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Figure 9: Effects of channel depth on exergy efficiency.

Table 2: Typical cases to be optimized using the PSI method.

Case, i
Design parameters Objectives

Type m, kg/s L, m H, m ηeff Nplate ηII
1 1 0.01 1.5 0.02 0.5796 4 0.03562
2 1 0.01 1.5 0.025 0.5627 4 0.03469
3 1 0.01 1.5 0.03 0.5456 4 0.03316
4 1 0.01 2 0.02 0.5504 4 0.04266
5 1 0.01 2 0.025 0.5359 4 0.04152
6 1 0.01 2 0.03 0.5207 4 0.03975
7 1 0.01 2.5 0.02 0.5209 4 0.04733
8 1 0.01 2.5 0.025 0.509 4 0.04626
9 1 0.01 2.5 0.03 0.496 4 0.04446
10 1 0.015 1.5 0.02 0.6276 4 0.02198
11 1 0.015 1.5 0.025 0.6151 4 0.02459
12 1 0.015 1.5 0.03 0.6017 4 0.02516
13 1 0.015 2 0.02 0.607 4 0.0297
14 1 0.015 2 0.025 0.5958 4 0.03188
15 1 0.015 2 0.03 0.5835 4 0.03209
16 1 0.015 2.5 0.02 0.5854 4 0.03564
17 1 0.015 2.5 0.025 0.5759 4 0.03763
18 1 0.015 2.5 0.03 0.5648 4 0.03765
19 1 0.02 1.5 0.02 0.6513 4 0.005287
20 1 0.02 1.5 0.025 0.6424 4 0.01326
21 1 0.02 1.5 0.03 0.6321 4 0.01661
22 1 0.02 2 0.02 0.6359 4 0.01349
23 1 0.02 2 0.025 0.6278 4 0.02069
24 1 0.02 2 0.03 0.6181 4 0.02352
25 1 0.02 2.5 0.02 0.6195 4 0.01999
26 1 0.02 2.5 0.025 0.6125 4 0.02675
27 1 0.02 2.5 0.03 0.6036 4 0.02927
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three of five worst cases (cases 120, 114, and 111). From the
PSI method, it can be concluded that types 1 and 3 with
suitable geometry and operating parameters are the two
SAHs that should be selected in multipass air collector
configurations.

Figure 10 shows a comparison of optimal results from
the PSI method for the objective function of effective effi-
ciency. Two configurations compared to the current study
were single-pass SAHs with impinging air jet plate [41] and
V down perforated baffles on absorber plate [40]. It can be
seen that the effective efficiency of flat-plate air collector in
the present study is lower than that of collectors with special
modification and insertion. )is results in low convection
heat transfer coefficient of a smooth duct compared to
others. However, with the change of flow configuration to

types 1 (triple pass) or 3 (double pass), the flat-plate air
collector can compete with other types. Especially at rank 5,
the effective efficiency of triple-pass SAH is approximately
equal to single-pass SAH with the roughness of V down
perforated baffles.

4. Conclusions

)e various configurations of the multipass flat-plate air
collector have been analysed in this paper. )e configu-
rations include the number of passes from 1 to 3, and the
number of glass covers is 1 or 2 with/without back plate.
Independent parameters comprise collector length, air
channel depth, and air mass flow rate to examine the
efficiencies. Multiobjective optimization of the maximum

Table 3: Values of χ, θ, and ε of objective functions.

Objectives Preference variation value χ Deviation of preference variation value θ Overall preference value ε
Effective efficiency ηEff 1.435 0.9893 0.3356
Exergy efficiency ηII 2.025 0.9849 0.3341
Number of plates Nplate 3.582 0.9733 0.3302

Table 4: Results of preference selection index Ω and ranking for 5 best cases (ranking 1 to 5) and 5 worst cases (ranking 131 to 135).

Case, i Collector
type

Air mass flow rate m, kg/
s

Collector length L,
m

Channel depth H,
m

Objectives
Ω Ranking

ηEff Nplate ηII
7 1 0.01 2.5 0.02 0.5209 4 0.04733 0.8493 1
61 3 0.01 2.5 0.02 0.4629 3 0.03864 0.8423 2
70 3 0.015 2.5 0.02 0.5344 3 0.03273 0.8379 3
8 1 0.01 2.5 0.025 0.509 4 0.04626 0.8357 4
4 1 0.01 2 0.02 0.5504 4 0.04266 0.8319 5
120 5 0.015 1.5 0.03 0.4412 3 0.01501 0.6662 131
100 4 0.02 1.5 0.02 0.6125 4 0.01302 0.6571 132
114 5 0.01 2 0.03 0.356 3 0.01942 0.6531 133
111 5 0.01 1.5 0.03 0.3694 3 0.01589 0.6354 134
19 1 0.02 1.5 0.02 0.6513 4 0.005287 0.6231 135
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Figure 10: Comparison of five best cases of the present flat plate, jet plate [41], and V down perforated baffles on absorber plate [40].
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effective, exergy efficiencies, and minimum number of
plates, i.e., glass cover, absorber plate, and back plate, were
conducted using the preference selection index method.
)e main results are drawn as follows:

(i) Triple-pass SAH has the highest effective efficiency
followed by double-pass type and single-pass type.
)e efficiency of the triple-pass type is 30% higher
than that of single-pass type. Among the double-
pass types, type 4 obtained the largest effective
efficiency.

(ii) Exergy performance is maximum when the air flow
rate is between 0.005 and 0.01 kg/s.

(iii) )e triple-pass type has the highest exergy perfor-
mance that is twice as high as the single-pass type.
Type 4 also yielded the biggest effective efficiency
among the double-pass SAHs.

(iv) Effective efficiency decreases when increasing the
collector length. In contrast, exergy performance
increases with the length.

(v) As the collector depth increases, the effective
efficiency decreases. )e exergy performance of
the triple-pass type is maximum at the collector
depth of 19mm. For other types, the exergy
performance decreases when increasing the col-
lector depth.
Adopting the multiobjective optimization, it is
obviously confirmed that the triple-pass solar air
heater is the best arrangement at low flow rate and
the worst case at high flow rate. )is is because at
low flow rate, the effective efficiency and exergy
efficiency of triple-pass type are quite large com-
pared to other types. But at high flow rate, the exergy
performance is too poor with a considerable in-
vestment cost.

Appendix

A. Thermal Transport Modelling for Solar Air
Heater Types 2 to 5

A.1. Type 2. Glass cover

αgI � hw Tg − Ta􏼐 􏼑 + hr,g,s Tg − Ts􏼐 􏼑

+ hc,g,f1 Tg − Tf1􏼐 􏼑 + hr,g,p Tg − Tp􏼐 􏼑.
(A.1)

Air in 1st pass

Q1 � mcp Tf1,o − Ta􏼐 􏼑 � Lbhc,g,f1 Tg − Tf1􏼐 􏼑

+ Lbhc,p,f1 Tp − Tf1􏼐 􏼑.
(A.2)

Absorber plate

αgτgI � hc,p,f1 Tp − Tf1􏼐 􏼑 + hr,p,g Tp − Tg􏼐 􏼑

+ hc,p,f2 Tp − Tf2􏼐 􏼑 + hr,p,b Tp − Tb􏼐 􏼑.
(A.3)

Air in 2nd pass

Q2 � mcp Tf2,o − Tf1,o􏼐 􏼑 � Lbhc,p,f2 Tp − Tf2􏼐 􏼑

+ Lbhc,b,f2 Tb − Tf2􏼐 􏼑.
(A.4)

Back plate

hr,p,b Tp − Tb􏼐 􏼑 � hc,b,f2 Tb − Tf2􏼐 􏼑 + hb Tb − Ta( 􏼁.

(A.5)

A.2. Type 3. Upper glass cover

αgI � hw Tg1 − Ta􏼐 􏼑 + hr,g1,s Tg1 − Ts􏼐 􏼑

+ hc,g1,f1 Tg1 − Tf1􏼐 􏼑 + hr,g1,g2 Tg1 − Tg2􏼐 􏼑.
(A.6)

Air in 1st pass

Q1 � mcp Tf1,o − Ta􏼐 􏼑 � Lbhc,g1,f1 Tg1 − Tf1􏼐 􏼑

+ Lbhc,g2,f1 Tg2 − Tf1􏼐 􏼑.
(A.7)

Lower glass cover

αgτgI � hc,g2,f1 Tg2 − Tf1􏼐 􏼑 + hr,g1,g2 Tg2 − Tg1􏼐 􏼑

+ hc,f2,g2 Tg2 − Tf2􏼐 􏼑 + hr,g2,p Tg2 − Tp􏼐 􏼑.

(A.8)

Air in 2nd pass

αpτ
2
gI � hc,p,f2 Tp − Tf2􏼐 􏼑 + hr,g2,p Tp − Tg2􏼐 􏼑

+ hb Tp − Ta􏼐 􏼑.
(A.9)

A.3. Type 4. Upper glass cover

αgI � hw Tg1 − Ta􏼐 􏼑 + hr,g1,s Tg1 − Ts􏼐 􏼑

+ hc,g1,g2 + hr,g1,g2􏼐 􏼑 Tg1 − Tg2􏼐 􏼑.
(A.10)

Lower glass cover

αgτgI � hc,g1,g2 + hr,g1,g2􏼐 􏼑 Tg2 − Tg1􏼐 􏼑

+ hr,g2,p Tg2 − Tp􏼐 􏼑 + hc,g2,f Tg2 − Tf1􏼐 􏼑.

(A.11)

Air in 1st pass

Q1 � mcp Tf1,o − Ta􏼐 􏼑 � Lbhc,g2,f1 Tg2 − Tf1􏼐 􏼑

+ Lbhc,p,f1 Tp − Tf1􏼐 􏼑.
(A.12)
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Absorber plate

αpτ
2
gI � hc,p,f1 Tp − Tf1􏼐 􏼑 + hr,g2,p Tp − Tg2􏼐 􏼑

+ hc,p,f2 Tp − Tf2􏼐 􏼑 + hr,p,b Tp − Tb􏼐 􏼑.
(A.13)

Air in 2nd pass

Q2 � mcp Tf2,o − Tf1,o􏼐 􏼑 � Lbhc,p,f2 Tp − Tf2􏼐 􏼑

+ Lbhc,b,f2 Tb − Tf2􏼐 􏼑.
(A.14)

Back plate

hr,p,b Tp − Tb􏼐 􏼑 � hc,b,f2 Tb − Tf2􏼐 􏼑 + hb Tb − Ta( 􏼁.

(A.15)

A.4. Type 5. Upper glass cover

αgI � hw Tg1 − Ta􏼐 􏼑 + hr,g1,s Tg1 − Ts􏼐 􏼑

+ hc,g1,g2 + hr,g1,g2􏼐 􏼑 Tg1 − Tg2􏼐 􏼑.
(A.16)

Lower glass cover

αgτgI � hc,g1,g2 + hr,g1,g2􏼐 􏼑 Tg2 − Tg1􏼐 􏼑

+ hr,g2,p Tg2 − Tp􏼐 􏼑 + hc,g2,f Tg2 − Tf􏼐 􏼑.
(A.17)

Air

Q � mcp To − Ta( 􏼁 � Lbhc,g2,f Tg2 − Tf􏼐 􏼑

+ Lbhc,p,f Tp − Tf􏼐 􏼑.
(A.18)

Absorber plate

αpτ
2
gI � hc,p,f Tp − Tf􏼐 􏼑 + hr,g2,p Tp − Tg2􏼐 􏼑 + hb Tp − Ta􏼐 􏼑.

(A.19)

Nomenclature

Ac: Area of the absorber plate (m2)
b: Collector width (m)
cp: Specific heat at a constant pressure (J/kg-K)
Dh: Hydraulic diameter (m)
EX: Exergy (W)
f: Friction factor
h: Heat transfer coefficient (W/m2-K)
H: Channel depth (m)
I: Solar radiation (W/m2)
k: )ermal conductivity (W/m-K)
L: Collector length (m)
m: Air mass flow rate (kg/s)
nglass: Number of glasses
npass: Number of passes
Nplate: Total number of plates (absorber plate, back plate,

glass cover)
P: Pressure (Pa)
Pr: Prandtl number
Q: Heat transfer rate (W)
Re: Reynolds number

T: Temperature (K)
t: )ickness (m)
UL: Overall heat loss coefficient (W/m2-K)
Ut: Top loss coefficient (W/m2-K)
V: Velocity (m/s)
Greek symbols
α: Absorptivity
ρ: Air density (kg/m3)
Δ: Difference
μ: Dynamic viscosity (Pa.s)
η: Efficiency
ε: Emissivity
Ω: Preference selection index
σ: Stefan constant
τ: Transmissivity
Subscripts
a: Ambient
b: Back plate
c: Convection
Eff: Effective
f: Fluid (air)
g: Glass cover
I: First law
i: Insulation
II: Second law
o: Outlet
p: Absorber plate
r: Radiation
s: Sky
w: Wind.

Data Availability

No data were used to support this study.

Conflicts of Interest

)e authors declare that they have no conflicts of interest.

Acknowledgments

)is research is funded by the Vietnam National University
Ho Chi Minh City (VNU-HCM) under grant number
B2021-20-06.

References

[1] K. A. Joudi and A. A. Farhan, “Greenhouse heating by solar air
heaters on the roof,” Renewable Energy, vol. 72, pp. 406–414,
2014.

[2] S. Pramuang and R. H. B. Exell, “)e regeneration of silica gel
desiccant by air from a solar heater with a compound par-
abolic concentrator,” Renewable Energy, vol. 32, no. 1,
pp. 173–182, 2007.

[3] T. Koyuncu, “Performance of various design of solar air
heaters for crop drying applications,” Renewable Energy,
vol. 31, no. 7, pp. 1073–1088, 2006.

[4] N. Minh Phu and N. )anh Luan, “A review of energy and
exergy analyses of a roughened solar air heater,” Journal of

14 Mathematical Problems in Engineering



Advanced Research in Fluid Mechanics and &ermal Sciences,
vol. 77, no. 2, pp. 160–175, 2020.

[5] N. M. Phu, T. T. Bao, H. N. Hung, N. T. Tu, and N. Van Hap,
“Analytical predictions of exergoeconomic performance of a
solar air heater with surface roughness of metal waste,”
Journal of &ermal Analysis and Calorimetry, 2020.

[6] N. T. Luan and N. M. Phu, “)ermohydraulic correlations
and exergy analysis of a solar air heater duct with inclined
baffles,” Case Studies in &ermal Engineering, vol. 21, Article
ID 100672, 2020.

[7] N. M. Phu and N. Van Hap, “Performance evaluation of a
solar air heater roughened with conic-curve profile ribs based
on efficiencies and entropy generation,” Arabian Journal for
Science and Engineering, vol. 45, no. 11, pp. 9023–9035, 2020.

[8] R. Chandra, N. P. Singh, and M. S. Sodha, “)ermal per-
formance of a triple-pass solar air collector,” Energy Con-
version and Management, vol. 30, no. 1, pp. 41–48, 1990.

[9] C. Choudhury, P. M. Chauhan, H. P. Garg, and S. N. Garg,
“Cost-benefit ratio of triple pass solar air heaters,” Energy
Conversion and Management, vol. 37, no. 1, pp. 95–116, 1996.

[10] F. K. Forson, M. A. A. Nazha, and H. Rajakaruna, “Experi-
mental and simulation studies on a single pass, double duct
solar air heater,” Energy Conversion and Management, vol. 44,
no. 8, pp. 1209–1227, 2003.

[11] M. R. I. Ramadan, A. A. El-Sebaii, S. Aboul-Enein, and E. El-Bialy,
“)ermal performance of a packed bed double-pass solar air
heater,” Energy, vol. 32, no. 8, pp. 1524–1535, 2007.

[12] K. Sopian, M. A. Alghoul, E. M. Alfegi, M. Y. Sulaiman, and
E. A. Musa, “Evaluation of thermal efficiency of double-pass
solar collector with porous-nonporous media,” Renewable
Energy, vol. 34, no. 3, pp. 640–645, 2009.

[13] B. M. Ramani, A. Gupta, and R. Kumar, “Performance of a
double pass solar air collector,” Solar Energy, vol. 84, no. 11,
pp. 1929–1937, 2010.

[14] A. A. El-Sebaii, S. Aboul-Enein, M. R. I. Ramadan,
S. M. Shalaby, and B. M. Moharram, “Investigation of thermal
performance of-double pass-flat and v-corrugated plate solar
air heaters,” Energy, vol. 36, no. 2, pp. 1076–1086, 2011.

[15] A. A. El-Sebaii, S. Aboul-Enein, M. R. I. Ramadan,
S. M. Shalaby, and B. M. Moharram, “)ermal performance
investigation of double pass-finned plate solar air heater,”
Applied Energy, vol. 88, no. 5, pp. 1727–1739, 2011.

[16] C.-D. Ho, C.-S. Lin, Y.-C. Chuang, and C.-C. Chao, “Per-
formance improvement of wire mesh packed double-pass
solar air heaters with external recycle,” Renewable Energy,
vol. 57, pp. 479–489, 2013.

[17] Ho-M. Yeh, “Effect of pass number on collector efficiency in
downward-type multipass solar air heaters,” Journal of Ap-
plied Science and Engineering, vol. 17, no. 2, 2014.

[18] P. Velmurugan and R. Kalaivanan, “Energy and exergy
analysis of multi-pass flat plate solar air heater-an analytical
approach,” International Journal of Green Energy, vol. 12,
no. 8, pp. 810–820, 2014.

[19] P. Velmurugan and R. Kalaivanan, “)ermal performance
studies on multi-pass flat-plate solar air heater with longi-
tudinal fins: an analytical approach,” Arabian Journal for
Science and Engineering, vol. 40, no. 4, pp. 1141–1150, 2015.

[20] P. Velmurugan and R. Kalaivanan, “Energy and exergy
analysis of solar air heaters with varied geometries,” Arabian
Journal for Science and Engineering, vol. 40, no. 4, pp. 1173–
1186, 2015.

[21] P. Velmurugan and R. Kalaivanan, “Energy and exergy
analysis in double-pass solar air heater,” Sadhana, vol. 41,
no. 3, 2016.

[22] A. K. Raj, G. Kunal, M. Srinivas, and S. Jayaraj, “Performance
analysis of a double-pass solar air heater system with
asymmetric channel flow passages,” Journal of &ermal
Analysis and Calorimetry, vol. 136, no. 1, pp. 21–38, 2018.

[23] S. Abo-Elfadl, M. S. Yousef, and H. Hassan, “Assessment of
double-pass pin finned solar air heater at different air mass
ratios via energy, exergy, economic, and environmental (4E)
approaches,” Environmental Science and Pollution Research,
vol. 28, 2020.

[24] H. Hassan and S. Abo-Elfadl, “Experimental study on the
performance of double pass and two inlet ports solar air heater
(SAH) at different configurations of the absorber plate,”
Renewable Energy, vol. 116, pp. 728–740, 2018.

[25] D. K. Rabha, D. Pathak, R. Baruah, T. Kalita, and A. Sharma,
“Experimental investigation of the performance of a double-
pass unglazed transpired solar air heater,” in Lecture Notes in
Mechanical Engineering, pp. 571–584, Springer, Singapore,
2019.

[26] S. Abo-Elfadl, H. Hassan, and M. F. El-Dosoky, “Study of the
performance of double pass solar air heater of a new designed
absorber: an experimental work,” Solar Energy, vol. 198,
pp. 479–489, 2020.

[27] A. I. N. Korti, “Numerical 3-D heat flow simulations on
double-pass solar collector with and without porous media,”
Journal of &ermal Engineering, vol. 1, no. 1, p. 10, 2015.

[28] E. M. S. El-Said, “Numerical investigations of fluid flow and
heat transfer characteristics in solar air collector with curved
perforated baffles,” Engineering Reports, vol. 2, no. 4, 2020.
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[30] A. D. Tuncer, A. Sözen, A. Khanlari, A. Amini, and C. Şirin,
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A real-time control is proposed for plug-in-hybrid electric vehicles (PHEVs) based on dynamic programming (DP) and equivalent
fuel consumptionminimization strategy (ECMS) in this study. Firstly, the resulting controls of mode selection and series mode are
stored in tables through offline simulation of DP, and the parallel HEV mode uses ECMS-based real-time algorithm to reduce the
application of maps and avoid manual adjustment of parameters. Secondly, the feedback energy management system (FMES) is
built based on feedback from SoC, which takes into account the charge and discharge reaction (CDR) of the battery, and in order
to make full use of the energy stored in the battery, the reference SoC is introduced. Finally, a comparative simulation on the
proposed real-time controller is conducted against DP, the results show that the controller has a good performance, and the fuel
consumption value of the real-time controller is close to the value using DP. 4e engine operating conditions are concentrated in
the low fuel consumption area of the engine, and when the driving distance is known, the SoC can follow the reference SoC well to
make full use of the energy stored in the battery.

1. Introduction

Hybrid electric vehicles use at least two power sources,
usually driven by an internal-combustion engine associated
with a motor, in order to minimize the fuel consumption
and/or emissions. 4e energy management of a PHEV is
often divided into two categories. 4e first concerns global
optimization based on offline simulation. In this case, the
vehicle speed is regulated to follow a speed cycle using a
torque at the wheel controller. Examples of such methods
include Pontryagin’s minimum principle [1, 2], dynamic
programming (DP) [3–7], and genetic algorithm [8]. A
second class of algorithms is real-time optimal control
strategy that can be used to control a vehicle. Several al-
gorithms have been proposed, some of which are based on
rulers [9, 10] and Equivalent fuel Consumption Minimi-
zation Strategy (ECMS) [11–16], and others are approxi-
mate real-time control strategies based on DP [17–19].
ECMS has strong dynamic adaptability and can get similar
results with DP in theory [20]; therefore, it has been ex-
tensively studied.

In this paper, a real-time control for PHEV based on DP
and ECMS is studied. Real-time implementation has remained
a major challenge in the design of complex control systems. To
address this hurdle, simple and efficient models and fast op-
timization algorithms are developed. 4e real-time controllers
must be simple in order to be implemented with limited
computation and memory resources. Moreover, manual tun-
ing of control parameters should be avoided to reduce the
calibration work efforts. DP can obtain global optimal solu-
tions, and ECMS can realize real-time computing and can
theoretically get similar results with DP. 4is study combines
the advantages of both to establish a real-time controller.

4e contribution of the paper is to use the DP algorithm
solving the optimal controls of driving cycle to establish the
framework of FEMS. In order to fully utilize the potential of
the battery, the charge and discharge reaction (CDR) of the
battery is taken into account in the DP-based FEMS, and the
reference SoC is introduced into the FEMS. 4e ECMS real-
time algorithm is used for the parallel HEV mode to reduce
the application of maps and avoid manual adjustment of
parameters.
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2. Hybrid Vehicle Modeling

For this study, two levels of modeling are considered. 4e
first, called plant model (PM), shown in Figure 1, is used to
simulate the vehicle over speed cycles [21]. It only represents
the longitudinal behavior and is designed for the energetic-
consumption simulation. It includes the following:

Dynamic response of engine torque
Motor model based on the characteristic map provided
by the motor supplier
Dedicated hybrid transmission (DHT) model (in-
cluding the shift strategy)
Full dynamic vehicle model
High-voltage lithium battery model based on battery
charge and discharge characteristics

An important part of PM is the fuel consumption model
of engine. 4is is done only for fuel consumption using
classical map and is validated according to real data results,
as shown in Figure 2.

Based on this PM, a simplified model, called Energy
Consumption Model (ECM), has been derived. 4e purpose
of this paper is not the vehicle modeling, but control law
synthesis. So, only ECM is used to derive the optimization
algorithm. PM is omitted here, but PM is used for the
simulation results at the end of this paper. Figure 1 is the
simulation model of PHEV.

2.1. Energetic Consumption Modeling. 4e power flows of
the PHEV and connections between components are shown
in Figure 3. 4e vehicle has three energy converters, an
internal-combustion engine (ENG), a drive electric motor
(DEM) connected through a dedicated hybrid transmission
(DHT), and a generator electric motor (GEM) as a generator
connected to the engine via DHT. Both electric machines
can work in both motoring and generating modes. 4e main
component parameters of the powertrain are listed in
Table 1.

As shown in Figure 3, the powertrain allows the vehicle
to be driven in the following four modes:

Mode 1: one-motor pure electric mode: only the DEM
is connected to DHT.
Mode 2: two-motor pure electric mode: the DEM and
GEM are connected to DHT.
Mode 3: series HEV: only the DEM is connected to
DHT. 4e ENG and GEM work as an auxiliary power
unit (APU), producing electric power.
Mode 4: parallel HEV: all energy converters are con-
nected to the DHT.

4e following relations can be described as shown in
Figure 3:

ωwh(k) �
ωe(k)

igb(n) · ired
�
ωgem(k)

igem · ired
�

ωdem(k)

igb(j) · ired
, (1)

Pm(k) � Pgem(k) + Pdem(k),

Tm(k) �
igem

igb(j)
Tgem(k) + Tdem(k),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

Twh(k) � iredηredηgb Te(k)igbn(k)􏼐 􏼑 + Tm(k)igb(j(k)),

(3)

where n and j correspond to the engine transmission gear
and the motor transmission gear, respectively.

3. Optimal Control Problem

4e objective in energy management for hybrid vehicles is to
minimize the cumulative fuel consumption, which is
equivalent to minimizing the power consumption of the
engine.

4e battery is considered as a dynamical system, with the
state of charge

x(k + 1) � x(k) + PBTΔt, (4)

x(k + 1) � x(k) + ηBTPm Tm(k),ωdem(k)( 􏼁Δt. (5)

From (1) and (3), formula (5) can be expressed as
follows:

x(k + 1) � x(k) + ηBTPm Te(k),ωe(k)( 􏼁Δt. (6)

4e objective function is

J � 􏽘
N−1

k�0
_mf Te(k),ωe(k)( 􏼁Δt. (7)

4e speeds and torques of both engine and motor are
limited by the following mechanical constraints.

Constraints on speeds:

ωm min ≤ωm ≤ωm max, (8)

0≤ωe ≤ωe max. (9)

Constraints on torques:

Tm min ≤Tm ≤Tm max, (10)

0≤Te ≤Te max. (11)

However, the constraints on state of charge are

xmin ≤ x≤ xmax, (12)

x(N) − x(0) � ΔSoC. (13)
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With ΔSoC, the desired electric energy consumption
over the speed cycle is called overall SoC variation.

4e relationships between the different torques and
speeds, (2)–(4), allow writing the constraints (8) and (11) as

Te min′ (k)≤Te(k)≤Te max′ (k), (14)

where

Te min′ � max 0,
Twh(k)/iredηredηgb􏼐 􏼑 − Tm max(k)igb(j(k))

igb(n(k))

⎧⎨

⎩

⎫⎬

⎭, (15)

Te max′ � min Te max,
Twh(k)/iredηredηgb􏼐 􏼑 − Tm min(k)igb(j(k))

igb(n(k))

⎧⎨

⎩

⎫⎬

⎭. (16)

For a given gear ratio igb, Te min′ and Te max′ define the
interval of admissible values for engine torque. Several cases
may happen, as follows:

Te min′ � Te max′ � 0: pure electric mode-engine speed is
not high enough to close the clutch

Te min′ � Te max′ ≥ 0: the desired torque Twh(k) should
be equal to the maximum torque of the powertrain
determined by igb

Te min′ ≥Te max′ : the desired torque Twh(k) is greater
than the powertrain torque capability
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Figure 1: Simulation model of PHEV in MATLAB-Simulink.
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Te min′ ≤Te max′ : desired torque Twh(k) can be produced
by both motor and engine

3.1. DP Formulation. Dynamic programming (DP) is a
multistep decision process, which uses Bellman’s optimal
principle for making hierarchical decisions and solving
optimal controls [19].

For an optimal decision, regardless of the initial state and
initial decision (stage cost) d(xk, xk−1,i), the remaining de-
cisions (cost-to-go) Jk−1(xk−1,i) must be optimal for the first
decision.4at is, the second section of the optimal trajectory
is also the optimal trajectory.

4e following is the equation of the multistep decision
process:

Jk xk( 􏼁 � min
uk,i

d xk, xk−1,i􏼐 􏼑 + Jk−1 xk−1,i􏼐 􏼑􏽨 􏽩, (17)

where Jk(xk) is the optimal value function of k-stage de-
cision process starting state xk to the end state xf and uk,i is
the control strategy at starting state xk of k-stage decision

process so that the state is transferred to next state. In this
paper, reverse solution is used.

Figure 4 shows the optimal path of WLTC using DP
reverse solution (Figure 4(a)) and the cumulative fuel
consumption of the corresponding optimal path
(Figure 4(b)).

3.2. ECMS Formulation. After dividing by ηeqLHV, this re-
sults in the following objective function:

J �
1

ηeqLHV
􏽘

N−1

k�0
Pe Te(k),ωe(k)( 􏼁Δt. (18)

Introducing the Lagrangian parameter λ(k), the Ham-
iltonian function can be written as

H �
1

ηeqLHV
Pe Te(k),ωe(k)( 􏼁

+ λ(k)ηBTTm(k)ωdem(k).

(19)

In order to avoid exceeding the boundary value of the
constraint condition, introducing an additional cost func-
tion, then, (19) can be rewritten as

H �
1

ηeqLHV
Pe Te(k),ωe(k)( 􏼁

+(λ(k) + c(k))ηBTTm(k)ωdem(k),

(20)

where

c(k) �

0 if constraints are not active,

−K if upper constraints are active,

K if upper constraints are active.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ (21)

In order to make the SoC meet the constraint condition
(12), a penalty function is introduced:
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Figure 3: Power flows of the hybrid vehicle powertrain. 4e arrows indicate the direction of the positive power flow.

Table 1: Powertrain parameters.

Components Parameters Values

ENG

Displacement (L) 1.5
Peak power (Kw) 103

Maximum speed (r·min−1) 5500
Peak torque (N·m) 220

GEM Peak power (Kw) 9.5
Peak torque (N·m) 50

DEM Peak power (Kw) 17
Peak torque (N·m) 62

DHT Engine gears number (—) 6
Motor gears number (—) 2

Hvbat

Capacity (Ah) 20
Energy (kWh) 2

Nominal voltage (V) 46
Maximum current (A) 400
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p(x(k)) � 1 −
x(k) − xxf(k)

xmax − xmin( 􏼁/2
􏼠 􏼡

a

. (22)

4en, the Hamiltonian function can be rewritten as

H �
1

ηeqLHV
Pe Te(k),ωe(k)( 􏼁

+(λ(k) + c(k))ηBTTm(k)ωdem(k)p(x(k)),

(23)

where

s(k) � λ(k) + c(k). (24)

s(k) is the equivalent factor.
According to Pontryagin’s minimum principle, the

optimal controls are obtained by solving the minimum value
of Hamiltonian function, shown as follows:

T
∗
m � argminH s(k), x(k), Tm(k),ωdem(k)( 􏼁. (25)

3.2.1. ECMS Algorithm. 4e following steps must be exe-
cuted to implement ECMS, as also illustrated in Figure 5:

(1) Identify the acceptable range of control
[Tgem,min(k), Tgem,max(k)] and
[Tdem,min(k), Tdem,max(k)]which satisfies the in-
stantaneous torque constraints

(2) Discretize the intervals
[Tgem,min(k), Tgem,max(k)] and
[Tdem,min(k), Tdem,max(k)] into a finite number of
controls Tdm ,i􏽮 􏽯 and Tgm,i􏽮 􏽯, where i � 1, 2, . . . , q

and j � 1, 2, . . . , p, a total of q × p control candidates
(3) Calculate the equivalent fuel consumption H cor-

responding to each control candidate
(4) Select the control values Tgem(k) and Tdem(k) that

minimize H

Steps 1 to 4 are computed at each instant of time over the
entire duration of the driving cycle. 4is approach has been
shown to closely approximate the global optimal solution.

4. Control Design

In order to reduce the amount of memory use and improve
the calculation speed, the offline simulation is used to

calculate the fuel cost in series mode and mode selection for
a given combination (Tw,ωw, SoC) [7, 19, 25]. Because the
efficiency of the battery does not change greatly with the
change of SoC in the desired operating region, the SoC is
found to have minor effects on the optimal solution, so that
effect is ignored.

However, not only are all control variables stored in
tables, but also some insights can be gained from the ki-
nematic relations in (1)–(3) to reduce the amount of
memory used:

Mode 1 and mode 2: Tm can be directly calculated from
Treq. 4erefore, no tables are required.
Mode 3: we only need to store the optimal line of
ωAPU opt (1-D) and Te opt (1-D) as shown in Figure 6.

4e above maps are approximate estimates of the op-
timal controls of DP, which can be generated with the help of
theModel-Based Calibration (MBC) toolbox ofMathWorks.

Mode 4 is implemented using ECMS algorithm, and the
algorithm flow is shown in Figure 4.4ere could be instances
where an engine torque command produces the minimum
cost but differs greatly from the previously selected engine
torque. 4is can occur when higher engine torque and lower
engine torque produce minimum costs that are close in
value, which causes the Min function to alternate between
higher and lower engine torque outputs. 4erefore, the
difference between the current engine power vector (P∗e (k))
and the previously selected engine power (P∗e (k − 1)) is
introduced into the Hamiltonian function and will help limit
the rate at which the engine power (and torque) can change
from time step to time step, and the Hamiltonian function
(23) can be rewritten as

H �
1

ηeqLHV
Pe Te(k),ωe(k)( 􏼁

+ s(k)ηBTTm(k)ωdem(k)p(x(k))

+ P
∗
e (k) − P

∗
e (k − 1)( 􏼁.

(26)

4.1. Controller. 4e structure of the controller is shown in a
block diagram in Figure 7, which consists of three main
subsystems. 4e first subsystem is the operation mode de-
tection, combined with formulas (14)–(16) as the boundary
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Figure 4: 4e optimal results of WLTC using DP.
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condition of the mode selection; the second subsystem is
operation mode management, which mainly realizes the
transition of the four modes by the state machine; the third
subsystem is torque distribution amnagement, which mainly
realizes the torque distribution of pure electric mode (modes
1 and 2), series mode (mode 3), and parallel hybrid mode
(mode 4).

5. Energy Management

Charge-depleting charge-sustaining strategy (CDCS) is to
make use of all the stored electric energy in the battery. 4e
PHEV is run as an electric vehicle until the SoC is under a
certain limit and then operates as a hybrid in the charge-
sustaining mode. It is guaranteed to make use of the stored
electric energy, and it does not need information about the
future driving mission, which is the main advantage of this
strategy. Global optimal strategy based on DP is to mix usage
of fuel and electricity throughout the driving cycle. Com-
paring the optimization-based strategies with the CDCS-
based strategies, the optimization-based strategies may re-
sult in a lower fuel consumption than the CDCS-based
strategies [24]. However, in order to use all the energy in the
battery for the global optimal strategy, the distance of the
driving cycle must be known.

In order to make full use of the electric energy in the
battery, in this paper a mix between global optimal strategy
and CDCS strategies is implemented, and in order to reduce
the application of maps and avoid manual adjustment of
parameters, parallel HEV is implemented based on ECMS
algorithm.

5.1. Charge-Discharge Reaction. In order to extend the life
cycle of the battery, the charge and discharge reaction (CDR)
of the battery is taken into account in the energy man-
agement strategy.

4e CDR of the battery is divided into 5 states: dis-
charging, effective (Eff) discharging, normal, effective (Eff)
charging, and critical (Crit) charging, as shown in Figure 8.
When the SoC is close to the maximum boundary value, the
CDR is in discharging state. With the SoC gradual decrease,
the CDR will be in the effective discharging state and the
normal state and then in the effective charging state, and
when the SoC is close to its minimum boundary value, the
CDR will be in the critical charging state to avoid the voltage
of the battery and the discharge depth of the battery into the
nonlinear region [22, 23].

In Figure 9, with SoC as the feedback variable, a feedback
energy management system (FEMS) is established to
maintain the SoC within an allowable interval, as shown in
Figure 10(d). When the SoC decreases, the CDR also de-
creases accordingly; then, the FEMS will select charging
maps, shown in Figure 11; when the SoC increases, the CDR
also increases; then, the system will select the discharging
maps. Each map is approximate estimates of the corre-
sponding optimal trajectory of DP, which can be generated
with the help of the Model-Based Calibration (MBC)
toolbox of MathWorks.

5.2. Reference SoC. In order to make full use of all the energy
stored in the battery, a blended strategy that the instanta-
neous optimal strategy based on ECMS is combined with
CDCS strategy is implemented. In order to avoid SoC not
reaching the final value of the reference SoC, when the end is
reached, the strategy is to underestimate the approximate
distance by 15% and use it as the horizon for the blended
strategy and then switch to CS mode. 4is is achieved by
setting a reference SoC [25], xrf , which is linear in the ratio of
traveled distance versus expected distance according to
equation (27). Minimum xrf is set to 0.3 in order to ensure
that the final SoC is 0.3. 4e shape of xrf is shown in
Figure 12.
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Dt �
Dreal

0.85Dcycle
,

xrf � xf − x(0)􏼐 􏼑Dt + x(0),

xmin ≤xrf ≤xmax,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(27)

where xf is the minimum reference SoC.
In order to improve the robustness of the system, the PI

controller is designed according to the following formula:

CDR � Kp xrf − x( 􏼁 + Ki 􏽚 xrf − x( 􏼁dt. (28)

5.3. Adaptive Optimal Supervisory Control. 4e adaptive
optimal supervisory control is designed based on SoC
feedback, which is to dynamically change s(k) (without
using past driving information or trying to predict future
driving behavior) to compare SoC changes and maintain its
value near the reference value [26–28].

An adaptation law based on the PI controller of the type:

s � s0 + Kp xrf − x( 􏼁 + Ki 􏽚 xrf − x( 􏼁dt. (29)

In (29), s0 represents the initial value of s at time t� 0,
and Kp and Ki are the proportional and integral gains of the
adaptation law. 4e initialization of this algorithm, i.e., the
choice of s0, is arbitrary, and it can be done by averaging
different optimal initial values obtained offline [28, 29].
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6. Simulation Result in MATLAB-Simulink

4e controller is evaluated in a closed loop together with
PM, and the simulation results are compared with the global
optimal results of DP offline simulation.

4e offline simulation results of using DP reverse to solve
WLTC are presented in Figure 4. Figure 4(a) shows the
optimal paths with different SoC initial values, and the
cumulative fuel consumption of the corresponding optimal
path is shown in Figure 4(b), and the SoC constraints are

25%≤ x≤ 100%,

x(N) � 75%.
(30)

In Figure 4, the optimal paths with different SoC initial
values converge to one path at 900 s, and the fluctuation
range of SoC is in a larger interval [30, 95]; the average fuel

consumption of all optimal paths after the WLTC is 820 g,
corresponding to the one-hundred-kilometer fuel con-
sumption which is 4.69 L.

Figure 13 shows that the engine operating points are
concentrated in the low fuel consumption area of the engine
and the speed is in the interval [1000 r/min, 3500 r/min]. It
can also be seen from Figures 10(b) and 14(a) that the engine
torque is mostly concentrated around 80Nm, and the
number of engine starts with the reference SoC (27 times) is
lower than the number of engine starts without the reference
SoC (31 times). Figure 10(c) is the trajectory of the equiv-
alent factor, and the overall trend of the equivalent factor is
stable with the peak upward. 4e larger the peak value, the
greater the desire for engine power. Conversely, as shown in
Figure 14(b), the equivalent fuel factor decreases with the
decrease of the reference SoC, the peak is down, and the
smaller the peak value, the greater the desire for motor
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power. 4e resulting SoC trajectories for the tested cycle are
shown in Figures 10(d) and 14(c). In Figure 10(d), the SoC
fluctuation range of the tested cycle is narrower than the DP
offline simulation result in Figure 4(a), which is located in
the interval [61, 65]. Compared with Figure 14(c), SoC can
better follow the reference SoC, and the range of SoC
variation is relatively large, indicating that the energy stored
in the battery can be fully utilized. As shown in Figure 10(a),
the measured vehicle speed can follow the target vehicle
speed very well.

In order to verify the adaptability of the controller to
different tested cycles, in addition to the WLTC tested cycle,
two tested cycles, China Urban Driving Cycle (CUDC) and
NEDC, are also selected for simulation comparison. 4e
results for the 3 tested cycles are shown in Table 2.

In fact, in WLTC testing, the final SoC may not reach
exactly the target value (75%) of DP; therefore, in order to
fairly compare fuel consumption results, a linear correlation
between final SoC and fuel consumption is visible, which is
easily approximated by the linear expression [30].

mf ≈ mf0 + σΔSoC, (31)

where mf is the actual fuel consumption, mf0 is the value
that would correspond to a zero SoC variation, and σ is a
curve fitting coefficient that translates ΔSoC into a corre-
sponding amount of fuel; here, σ ≈ s.

In Table 2, the fuel consumption of the WLTC without
reference SoC is 4.81 L/100 km with the final SoC 63%. After
correction, the fuel consumption is 4.83 L/100 km, which is
0.14 higher than the average fuel consumption of DP
simulation with the final SoC value 75%. For the 3 test cycles,
the fuel consumption without the reference SoC is higher
than the fuel consumption with the reference SoC; the final
value of the SoC without the reference SoC is close to the
target value of 75%; the final value of the SoC with the
reference SoC is close to 30%.

7. Conclusion

4is study proposes a real-time control of PHEV based on
DP and ECMS. In order to fully exploit the potential of the
battery, combined with the CDR and CDCS, the FEMS was
established, and the controller was evaluated by closed-loop
simulation. 4e conclusion is as follows:

(1) 4is study proposes a real-time control of PHEV
based on DP-ECMS, which is a suboptimal solution,

and the results show that the real-time controller has
good control ability and better robustness, and the
fuel consumption value of the real-time controller is
close to the offline simulation results of DP.

(2) 4e engine operating points are concentrated in the
low fuel consumption area of the engine, and the
engine starts and stops are evenly distributed. 4ey
effectively avoid alternating output between higher
and lower engine torques.

(3) When the future driving distance is unknown, the
controller can make the SoC within a admissible
interval, but the SoC change range is relatively
small, and the system cannot make full use of the
energy stored in the battery. When the future
driving distance is known, the system can make
the SoC better follow the reference SoC, which
can make full use of the energy stored in the
battery; therefore, fuel economy is effectively
improved.

Nomenclature

qLHV: Fuel lower heating value (J/Kg)
Ua: Vehicle speed (Km/h)
T: Torque (Nm)
i: Gear ratio (—)
η: Efficiency (—)
ρ: Air density (kg/m3)
g: Gravitational acceleration (m/s2)
Δt: Sample time (s)
Q: Battery capacity (As)
P: Power (W)
ω: Angular velocity (rad/s)
bh: Fuel consumption (Kg/h)
x: State of charge (—)
_mf: Fuel mass flow (g/s)

mf: Fuel consumption (L/100 km)
mf xf: Fuel consumption with reference SoC (L/100 km)
Dreal: Actual distance traveled (km)
Dcycle: Estimated driving cycle distance (km)
λ: Lagrangian parameter (—)
s: Equivalent factor (—)
Subscripts
wh: Wheel
req: Requirement
gb: Gear box
elec: Electricity
e: Engine
m: Motor
gem: Generator electric motor
dem: Drive electric motor
red: Reducer
opt: Optimal
rf : Reference
BT: Battery
APU: Auxiliary power unit
Acronyms
ENG: Engine
Eload: Electronic load

Table 2: Driving cycles’ simulation results.

Cycle info WLTC CUDC NEDC

Without reference SoC
mf 4.81 3.53 4.71

x(N) 63 61 59
non 31 7 16

With reference SoC
mf 4.21 3.23 4.23

x(N) 31 29 31
non 27 6 13

Δmf 0.61 0.2 0.48
Dcycle 23.16 5.9 10.95
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HvBat: High-voltage battery
DHT: Dedicated hybrid transmission
SoC: State of charge
DEM: Drive electric motor
GEM: Generator electric motor
Eff: Effective
Crit: Critical.
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