
Journal of Healthcare Engineering

Data and Intelligence in Cyber
Health

Lead Guest Editor: Khin wee Lai
Guest Editors: Abhra Roy Chowdhury and Hum Yan Chai

 



Data and Intelligence in Cyber Health



Journal of Healthcare Engineering

Data and Intelligence in Cyber Health

Lead Guest Editor: Khin wee Lai
Guest Editors: Abhra Roy Chowdhury and Hum
Yan Chai



Copyright © 2023 Hindawi Limited. All rights reserved.

is is a special issue published in “Journal of Healthcare Engineering.” All articles are open access articles distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.



Associate Editors
Xiao-Jun Chen  , China
Feng-Huei Lin  , Taiwan
Maria Lindén, Sweden

Academic Editors
Cherif Adnen, Tunisia
Saverio Affatato  , Italy
Óscar Belmonte Fernández, Spain
Sweta Bhattacharya  , India
Prabadevi Boopathy  , India
Weiwei Cai, USA
Gin-Shin Chen  , Taiwan
Hongwei Chen, USA
Daniel H.K. Chow, Hong Kong
Gianluca Ciardelli  , Italy
Olawande Daramola, South Africa
Elena De Momi, Italy
Costantino Del Gaudio  , Italy
Ayush Dogra  , India
Luobing Dong, China
Daniel Espino  , United Kingdom
Sadiq Fareed  , China
Mostafa Fatemi, USA
Jesus Favela  , Mexico
Jesus Fontecha  , Spain
Agostino Forestiero  , Italy
Jean-Luc Gennisson, France
Badicu Georgian  , Romania
Mehdi Gheisari  , China
Luca Giancardo  , USA
Antonio Gloria  , Italy
Kheng Lim Goh  , Singapore
Carlos Gómez  , Spain
Philippe Gorce, France
Vincenzo Guarino  , Italy
Muhammet Gul, Turkey
Valentina Hartwig  , Italy
David Hewson  , United Kingdom
Yan Chai Hum, Malaysia
Ernesto Iadanza  , Italy
Cosimo Ieracitano, Italy

Giovanni Improta  , Italy
Norio Iriguchi  , Japan
Mihajlo Jakovljevic  , Japan
Rutvij Jhaveri, India
Yizhang Jiang  , China
Zhongwei Jiang  , Japan
Rajesh Kaluri  , India
Venkatachalam Kandasamy  , Czech
Republic
Pushpendu Kar  , India
Rashed Karim  , United Kingdom
Pasi A. Karjalainen  , Finland
John S. Katsanis, Greece
Smith Khare  , United Kingdom
Terry K.K. Koo  , USA
Srinivas Koppu, India
Jui-Yang Lai  , Taiwan
Kuruva Lakshmanna  , India
Xiang Li, USA
Lun-De Liao, Singapore
Qiu-Hua Lin  , China
Aiping Liu  , China
Zufu Lu  , Australia
Basem M. ElHalawany  , Egypt
Praveen Kumar Reddy Maddikunta  ,
India
Ilias Maglogiannis, Greece
Saverio Maietta  , Italy
M.Sabarimalai Manikandan, India
Mehran Moazen  , United Kingdom
Senthilkumar Mohan, India
Sanjay Mohapatra, India
Rafael Morales  , Spain
Mehrbakhsh Nilashi  , Malaysia
Sharnil Pandya, India
Jialin Peng  , China
Vincenzo Positano  , Italy
Saeed Mian Qaisar  , Saudi Arabia
Alessandro Ramalli  , Italy
Alessandro Reali  , Italy
Vito Ricotta, Italy
Jose Joaquin Rieta  , Spain
Emanuele Rizzuto  , Italy

https://orcid.org/0000-0002-0298-4491
https://orcid.org/0000-0002-2994-6671
https://orcid.org/0000-0003-3615-6085
https://orcid.org/0000-0002-6082-164X
https://orcid.org/0000-0002-4075-1517
https://orcid.org/0000-0003-3368-7470
https://orcid.org/0000-0003-0199-1427
https://orcid.org/0000-0003-0774-1453
https://orcid.org/0000-0002-6093-7124
https://orcid.org/0000-0001-7608-5619
https://orcid.org/0000-0002-7269-9725
https://orcid.org/0000-0003-2967-9654
https://orcid.org/0000-0001-6379-6841
https://orcid.org/0000-0002-3025-7689
https://orcid.org/0000-0003-4100-8765
https://orcid.org/0000-0002-5643-0021
https://orcid.org/0000-0002-4862-2277
https://orcid.org/0000-0001-5233-5687
https://orcid.org/0000-0002-1813-7641
https://orcid.org/0000-0002-9488-0605
https://orcid.org/0000-0003-1546-3721
https://orcid.org/0000-0001-8453-5368
https://orcid.org/0000-0002-7656-4000
https://orcid.org/0000-0002-7291-4990
https://orcid.org/0000-0002-9485-1687
https://orcid.org/0000-0002-9065-802X
https://orcid.org/0000-0002-9160-6846
https://orcid.org/0000-0002-4558-9803
https://orcid.org/0000-0003-3772-4814
https://orcid.org/0000-0003-2073-9833
https://orcid.org/0000-0002-2353-8853
https://orcid.org/0000-0002-0896-0650
https://orcid.org/0000-0002-2977-8997
https://orcid.org/0000-0002-1267-493X
https://orcid.org/0000-0001-8365-1092
https://orcid.org/0000-0002-9167-0661
https://orcid.org/0000-0002-9227-8549
https://orcid.org/0000-0003-3480-4851
https://orcid.org/0000-0003-0145-7136
https://orcid.org/0000-0001-8849-5228
https://orcid.org/0000-0003-4843-4441
https://orcid.org/0000-0002-5900-6541
https://orcid.org/0000-0003-4209-2495
https://orcid.org/0000-0002-8784-7540
https://orcid.org/0000-0002-9951-2975
https://orcid.org/0000-0002-9327-8030
https://orcid.org/0000-0003-0099-8299
https://orcid.org/0000-0002-1797-0762
https://orcid.org/0000-0001-6955-9572
https://orcid.org/0000-0002-4268-3482
https://orcid.org/0000-0003-4358-3739
https://orcid.org/0000-0002-0639-7067
https://orcid.org/0000-0002-3364-6380
https://orcid.org/0000-0003-2314-6128


Dinesh Rokaya, ailand
Sébastien Roth, France
Simo Saarakkala  , Finland
Mangal Sain  , Republic of Korea
Nadeem Sarwar, Pakistan
Emiliano Schena  , Italy
Prof. Asadullah Shaikh, Saudi Arabia
Jiann-Shing Shieh  , Taiwan
Tiago H. Silva  , Portugal
Sharan Srinivas  , USA
Kathiravan Srinivasan  , India
Neelakandan Subramani, India
Le Sun, China
Fabrizio Taffoni  , Italy
Jinshan Tang, USA
Ioannis G. Tollis, Greece
Ikram Ud Din, Pakistan
Sathishkumar V E  , Republic of Korea
Cesare F. Valenti  , Italy
Qiang Wang, China
Uche Wejinya, USA
Yuxiang Wu  , China
Ying Yang  , United Kingdom
Elisabetta Zanetti  , Italy
Haihong Zhang, Singapore
Ping Zhou  , USA

https://orcid.org/0000-0003-2850-5484
https://orcid.org/0000-0001-7298-7930
https://orcid.org/0000-0002-9696-1265
https://orcid.org/0000-0002-6407-5090
https://orcid.org/0000-0001-8520-603X
https://orcid.org/0000-0003-2066-8836
https://orcid.org/0000-0002-9352-0237
https://orcid.org/0000-0003-3215-1375
https://orcid.org/0000-0002-8271-2022
https://orcid.org/0000-0002-4961-2054
https://orcid.org/0000-0002-9041-4471
https://orcid.org/0000-0002-1362-6040
https://orcid.org/0000-0003-4121-6126
https://orcid.org/0000-0002-4394-2677


Contents

Retracted: Application of Intelligent Nursing Information System in Emergency Nursing Management
Journal of Healthcare Engineering
Retraction (1 page), Article ID 9875341, Volume 2023 (2023)

A Low-Cost Multistage Cascaded Adaptive Filter Configuration for Noise Reduction in
Phonocardiogram Signal
S. Hannah Pauline  , Samiappan Dhanalakshmi  , R. Kumar  , R. Narayanamoorthi  , and Khin Wee
Lai 

Research Article (24 pages), Article ID 3039624, Volume 2022 (2022)

Radiological Analysis of COVID-19 Using Computational Intelligence: A Broad Gauge Study
S. Vineth Ligi  , Soumya Snigdha Kundu  , R. Kumar  , R. Narayanamoorthi  , Khin Wee Lai  , and
Samiappan Dhanalakshmi 

Review Article (25 pages), Article ID 5998042, Volume 2022 (2022)

Construction of a Diagnostic Model for Lymph Node Metastasis of the Papillary ,yroid Carcinoma
Using Preoperative Ultrasound Features and Imaging Omics
Chao Zhang  , Lihua Cheng  , Weiwen Zhu  , Jian Zhuang  , Tong Zhao  , Xiaoqin Li  , and
Wenfeng Wang 

Research Article (10 pages), Article ID 1872412, Volume 2022 (2022)

Cloud-Based Fault Prediction Using IoT in Office Automation for Improvisation of Health of
Employees
Mudita Uppal  , Deepali Gupta  , Sapna Juneja  , Gaurav Dhiman  , and Sandeep Kautish 

Review Article (13 pages), Article ID 8106467, Volume 2021 (2021)

Management and Plan of Undergraduates’ Mental Health Based on Keyword Extraction
Weifeng Zhang 

Research Article (9 pages), Article ID 3361755, Volume 2021 (2021)

[Retracted] Application of Intelligent Nursing Information System in Emergency Nursing
Management
Qing Li   and Yujie Chen 

Research Article (13 pages), Article ID 3998830, Volume 2021 (2021)

5G Edge Computing Enabled Directional Data Collection for Medical Community Electronic Health
Records
Xiaoqiang Yan   and Xiaogang Ren 

Research Article (12 pages), Article ID 5598077, Volume 2021 (2021)

,ree-Dimensional Finite Element Analysis of L4-5 Degenerative Lumbar Disc Traction under
Different Pushing Heights
Huaili Ding  , Lijun Liao  , Peichun Yan  , Xiaolin Zhao  , and Min Li 

Research Article (9 pages), Article ID 1322397, Volume 2021 (2021)

https://orcid.org/0000-0002-0094-5237
https://orcid.org/0000-0002-6970-2719
https://orcid.org/0000-0001-6746-5214
https://orcid.org/0000-0003-4842-3275
https://orcid.org/0000-0002-8602-0533
https://orcid.org/0000-0002-8148-3723
https://orcid.org/0000-0002-4130-7725
https://orcid.org/0000-0001-6746-5214
https://orcid.org/0000-0003-4842-3275
https://orcid.org/0000-0002-8602-0533
https://orcid.org/0000-0002-6970-2719
https://orcid.org/0000-0003-2528-3951
https://orcid.org/0000-0002-1102-1451
https://orcid.org/0000-0003-0159-2784
https://orcid.org/0000-0002-7015-7594
https://orcid.org/0000-0002-1521-3522
https://orcid.org/0000-0001-5794-8941
https://orcid.org/0000-0002-0248-5625
https://orcid.org/0000-0003-2658-4369
https://orcid.org/0000-0002-3207-5248
https://orcid.org/0000-0003-4601-7679
https://orcid.org/0000-0002-6343-5197
https://orcid.org/0000-0001-5120-5741
https://orcid.org/0000-0001-9279-2380
https://orcid.org/0000-0002-9351-6238
https://orcid.org/0000-0002-7056-2784
https://orcid.org/0000-0002-1108-7987
https://orcid.org/0000-0003-2676-4976
https://orcid.org/0000-0001-8604-0385
https://orcid.org/0000-0002-0690-9421
https://orcid.org/0000-0001-6872-1857
https://orcid.org/0000-0002-7523-1511
https://orcid.org/0000-0002-1422-0536


Medical Internet of ,ings to Realize Elderly Stroke Prevention and Nursing Management
Xin Li  , Sufen Ren  , and Fangqiu Gu 

Research Article (12 pages), Article ID 9989602, Volume 2021 (2021)

Artificial Intelligence Analysis of EEG Amplitude in Intensive Heart Care
Junjun Chen  , Hong Pu  , and Dianrong Wang 

Research Article (9 pages), Article ID 6284035, Volume 2021 (2021)

Application of a Computerized Decision Support System to Develop Care Strategies for Elderly
Hemodialysis Patients
Yiqiu Zhu   and Xiyi Zheng 

Research Article (10 pages), Article ID 5060484, Volume 2021 (2021)

Research on Geriatric Care for Equalizing the Topological Layout of Health Care Infrastructure Networks
Rui Liu  , Miao Du  , Jun Shen  , Xiaolan Wang  , and Ying Jiang 

Research Article (13 pages), Article ID 8306479, Volume 2021 (2021)

https://orcid.org/0000-0002-7199-7122
https://orcid.org/0000-0003-0627-876X
https://orcid.org/0000-0003-1892-1521
https://orcid.org/0000-0002-9103-6580
https://orcid.org/0000-0002-5816-8629
https://orcid.org/0000-0001-7178-6045
https://orcid.org/0000-0002-7057-3723
https://orcid.org/0000-0003-4295-8375
https://orcid.org/0000-0001-5796-4511
https://orcid.org/0000-0003-4364-2890
https://orcid.org/0000-0001-9348-9324
https://orcid.org/0000-0002-8536-8802
https://orcid.org/0000-0003-1169-0580


Retraction
Retracted: Application of Intelligent Nursing Information
System in Emergency Nursing Management

Journal of Healthcare Engineering

Received 17 October 2023; Accepted 17 October 2023; Published 18 October 2023

Copyright © 2023 Journal of Healthcare Engineering. Tis is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Tis article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. Tis in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and

the research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

Te presence of these indicators undermines our con-
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Phonocardiogram (PCG), the graphic recording of heart signals, is analyzed to determine the cardiac mechanical function. In the
recording of PCG signals, the major problem encountered is the corruption by surrounding noise signals. ­e noise-corrupted
signal cannot be analyzed and used for advanced processing. ­erefore, there is a need to denoise these signals before being
employed for further processing. Adaptive Noise Cancellers are best suited for signal denoising applications and can e�ciently
recover the corrupted PCG signal. ­is paper introduces an optimal adaptive �lter structure using a Sign Error LMS algorithm to
estimate a noise-free signal with high accuracy. In the proposed �lter structure, a noisy signal is passed through a multistage
cascaded adaptive �lter structure. ­e number of stages to be cascaded and the step size for each stage are adjusted automatically.
­e proposed Variable Stage Cascaded Sign Error LMS (SELMS) adaptive �lter model is tested for denoising the fetal PCG signal
taken from the SUFHS database and corrupted by Gaussian and colored pink noise signals of di�erent input SNR levels. ­e
proposed �lter model is also tested for pathological PCG signals in the presence of Gaussian noise. ­e simulation results prove
that the proposed �lter model performs remarkably well and provides 8–10 dB higher SNR values in a Gaussian noise environment
and 2-3 dB higher SNR values in the presence of colored noise than the existing cascaded LMS �lter models. ­e MSE values are
improved by 75–80% in the case of Gaussian noise. Further, the correlation between the clean signal and its estimate after
denoising is more than 0.99.­e PSNR values are improved by 7 dB in a Gaussian noise environment and 1-2 dB in the presence of
pink noise. ­e advantage of using the SELMS adaptive �lter in the proposed �lter model is that it o�ers a cost-e�ective hardware
implementation of Adaptive Noise Canceller with high accuracy.

1. Introduction

­e phonocardiogram signal [1] contains important infor-
mation about the heart’s operations and is used to detect
various heart disorders [2]. However, recording PCG signals
and other biomedical signals [3, 4] is very challenging since
they are susceptible to environmental noise apart from the

other noise signals [5]. As a result, denoising of PCG signals
is a mandatory requirement before its analysis [6]. Never-
theless, denoising a PCG signal to increase signal quality by
removing the background noise is di�cult. ­e accuracy of
results is determined by the performance of denoising al-
gorithms used, which diminishes as the noise level rises [7].
Various PCG signal denoising approaches have been

Hindawi
Journal of Healthcare Engineering
Volume 2022, Article ID 3039624, 24 pages
https://doi.org/10.1155/2022/3039624

mailto:dhanalas@srmist.edu.in
mailto:lai.khinwee@um.edu.my
https://orcid.org/0000-0002-0094-5237
https://orcid.org/0000-0002-6970-2719
https://orcid.org/0000-0001-6746-5214
https://orcid.org/0000-0003-4842-3275
https://orcid.org/0000-0002-8602-0533
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/3039624


proposed in the literature based on the time and frequency
domain [8]. Frequency domain methods are preferred since
they contain adequate information on the spectral charac-
teristics of the PCG signal components [9]. Among the
frequency domain approaches, the most commonly used
techniques are Empirical Mode Decomposition (EMD)
[10, 11], Variational Mode Decomposition (VMD) [12],
Singular Spectrum Analysis (SSA) [13], and Tunable
Q-Wavelet Transform [14]. Although these techniques give
an e�cient performance, the computational time is high.
Compared to all the proposed techniques for PCG signal
denoising, the Discrete Wavelet Transform (DWT) [15, 16]
is more e�ective and performs better in a noisy environ-
ment. However, it requires a prede�ned basis function to
produce optimal SNR values. In this paper, we have explored
the possibility of applying the Adaptive Noise Cancellation
technique using adaptive �lters, which is predominantly
used for signal denoising in telecommunication to PCG
signal denoising. Adaptive �lters provide the best estimate of
clean signals with automatic performance adaptation.
Adaptive algorithms employed in adaptive �lters track the
dynamic variations in the signal and modify their behavior
according to the input signal; therefore, they are used in
several applications, including echo [17, 18] and noise
cancellation [19], noise reduction [20], signal enhancement
[21, 22] adaptive equalization [23], and line enhancement
[24]. ­e fundamental Adaptive Noise Canceller is depicted
in Figure 1.

­e primary input signal provided to the ANC is the
noisy signal d(n) de�ned as

d(n) � s(n) + v(n), (1)

where s(n) is the noise-free signal and v(n) is the added
noise signal. s(n) and v(n) are not time correlated to each
other, and the input signal to the �lter x(n) is a noise signal
in time correlated to v(n).­e adaptive �lter gives the replica
of the noise signal and v̂(n) as

y(n) � wT(n)x(n), (2)

where w(n) � [w0, w1, . . .wM− 1]T and x(n) � [x0(n),
x1(n − 1), . . .xM− 1(n −M + 1)]T are weights of the �lter
and its input, respectively, M is the order of �lter, and the
error signal is computed as

e(n) � d(n) − y(n)
� d(n) − v̂(n),

(3)

such that the e�ect of noise is minimal. ­e e�ciency of the
adaptive �lter is improved by using suitable algorithms like
LMS and its variants. Due to its feasible implementation and
robustness, the LMS adaptive algorithm [25] is commonly
used. Sign Error LMS adaptive algorithm has less number of
computations than the LMS algorithm but to achieve a good
performance, smaller step size should be used. ­e SE LMS
algorithm, however, su�ers from low convergence speeds.
­e convergence speed can be improved and the steady-state
MSE minimized by optimizing the adaptive �lter structure
[26] as suggested by several researchers. ­e cascaded

adaptive �lter structure was �rst proposed by Ahmed et al.
[27] for the detection of multiple sinusoids. ­e cascaded
�lter structure is e�ectively employed to enhance and track
multiple sinusoids. A cascaded structure of the FIR �lter
proposed by Prandoni and Vetterli [28] for adaptive linear
prediction proves that, compared to a single-stage �lter, a
cascaded structure converges faster to an optimal predictor.
­e major advantage pointed out in [28] is the computa-
tional e�ciency of the cascaded adaptive �lter structure. For
lossless compression of audio signals, several techniques
have been proposed in literature based on Laplacian dis-
tribution [29], decoupled approach [30], context model [31],
linear transforms [32], and linear prediction [33]. However,
the nonstationary feature of audio signals requires the use of
an adaptive �ltering approach [34] for lossless audio coding
since adaptive �lters provide good tracking capability. A
cascade combination of higher-order LMS �lter and lower-
order RLS �lter proposed by Yu and Ko [35] is used as a
predictor for lossless audio coding. ­is cascaded RLS-LMS
predictor provides faster convergence and superior pre-
diction gain as it uses a cascade combination of low com-
plexity LMS �lter and high converging RLS �lter models. For
MPEG-4 lossless audio coding [36], the cascaded RLS-LMS
predictor attains the best compression ratio. In ANC (Active
Noise Cancellation) systems, the Filtered× Least Mean
Square (FxLMS) algorithm [37] is widely applied for e�cient
noise cancellation. Nevertheless, the FxLMS algorithm’s
steady-state performance is a�ected by the presence of
uncorrelated noise at the error sensor.­e cascaded adaptive
�ltering approach proposed by [38] is successful in pre-
venting ANC �lter coe�cient oscillation, thus improving the
convergence speed. In mechanical and automobile engi-
neering, denoising engine vibrations and other types of noise
are of interest to several researchers. Median �ltering [39]
and wavelet packet threshold denoising [40] are prominent
among the existing noise and vibration denoising tech-
niques. More recently, a combination of median �ltering and
wavelet packet denoising has been e�ectively used for vi-
bration signal denoising [41]. Adaptive �ltering is applied to
active noise and control due to its self-tuning capability. For
engine noise suppression [42], the use of cascaded LMS
adaptive �lter models shows that the adaptation of the �lter
speed is improved. Recently Multistage Adaptive LMS
(MSA-LMS) algorithm proposed by [43] has been applied to
active vibration and noise control systems and given re-
markable performance for signals with complex frequency
spectra. Multilevel Adaptive Noise Cancellers have proven to

Adaptive Filter
Reference

x (n)

Desired signal

d (n) = s (n) + v (n)
Σ

+ Error

e (n)

output

−

y (n)

Figure 1: Block representation of ANC.
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be very effective in AE- (Acoustic Emission-) based methods
to detect rail defects. -e simple wavelet hard threshold
denoising method [44] causes a loss of useful information
and cannot change according to the noise signal variations.
To eliminate complex noise and retain the information
signal at fast speeds, multilevel noise cancellation based on
SANC (Self-Adaptive Noise Cancellation) and ANC is
proposed by Zhang et al. in [45], which proves to provide
good noise suppression capabilities. Adaptive filtering plays
a significant role in biomedical engineering to remove noise
and artifacts from ECG signals. -e presence of artifacts is
one of the crucial challenges in ambulatory ECG monitory
systems. For motion artifact removal, several techniques are
proposed, and they can be categorized into two, namely,
adaptive filtering and Blind Source Separation (BSS) [46].
Although the BSS approach can provide good filtering
performance, the adaptive filtering-based approach has a
more practical advantage due to its computational simplicity
and adaptability to meet the hardware requirements of the
system [47]. -e efficient removal of artifacts from ambu-
latory ECG signals [47] is achieved using a cascaded LMS
adaptive filter model. Efficient elimination of multiple noise
signals from ECG signal [48] is obtained with high output
SNR value and faster convergence speed by using a multi-
stage modified NLMS algorithm. A novel 2-stage cascaded
LMS adaptive filter configuration is proposed by Dixit in
[49] and a 3-stage [50] cascaded LMS adaptive filter by
Maurya for Adaptive Noise Cancellation. -e proposed
cascaded adaptive filter architectures are tested for denoising
sinusoidal signals. It has been proved that, compared to
traditional LMS adaptive filters, the 2-stage and 3-stage
cascaded LMS adaptive filter architectures proposed for
Adaptive Noise Cancellation provide better efficiency in
terms of SNR and MSE performance.

-e above studies show that, for several applications,
including Active Noise Control, signal enhancement, linear
prediction, noise cancellation, and suppression, the cascaded
adaptive filter model performs better than the conventional
single-stage adaptive filter in convergence speed and MSE.
-e above studies have not explored the possibility of
varying the number of cascaded filter stages required for the
ANC to reach its optimal performance in terms of MSE and
convergence speed. -e number of cascaded stages and the
step size for each stage are fixed in the above-proposed
structures. In this work, we propose a novel Variable Stage
Cascaded Sign Error (SE) LMS adaptive filter structure
wherein the number of filter stages to be cascaded to give
optimal performance in steady-state MSE is selected auto-
matically. In contrast, in the existing cascaded filter models,
the number of cascaded stages is fixed. To obtain a faster
convergence speed, the step size should be adjusted at each
stage. -e number of cascaded filter stages and the step size
for each stage are adjusted automatically to achieve optimal
performance regarding steady-state MSE and convergence
speed in the proposed filter structure. We have also analyzed
the behavior of the proposed filter model using a fixed step
size for all the stages. -e novelty of the proposed Variable
Stage Cascaded SE LMS adaptive filter model is summarized
as follows:

(i) Using Sign Error LMS adaptive filter in a cascaded
configuration to denoise PCG signals to reduce the
hardware cost.

(ii) Automatic adjustment of an optimal number of
stages to obtain efficient performance in terms of
convergence speed of steady-state MSE.

(iii) Automatic adjustment of the step size of the
adaptive filter at each stage ANC to improve the
convergence speed.

Compared to the existing signal denoising techniques, the
primary advantage of the proposed filtermodel is the reduction
in computational complexity. -e proposed filter model em-
ploys the SE LMS [51] algorithm for adaptation, which requires
a minimum number of computations and provides a low-cost
and straightforward implementation of a hardware processor
for efficient denoising of PCG signals. Further, the automatic
addition of an optimal number of stages provides a minimum
MSE value, and the adjustment of step size at each stage helps
achieve faster convergence speeds. -e results indicate that the
proposed Variable Stage (VS) Cascaded Sign Error LMS
adaptive filter model provides minimum steady-state MSE and
faster convergence speed. -e proposed Variable Stage Cas-
caded SE LMS adaptive filter model is detailed in Section 2.
Section 3 includes the MATLAB simulation results, thus
verifying the proposed method’s effectiveness, the results are
discussed in Section 4, and a conclusionwith the future scope is
included in Section 5.

2. Proposed Variable Stage (VS) Cascaded Sign
Error LMS Adaptive Filter Structure

-e use of the LMS adaptive algorithm in conventional ANC
systems leads to a computationally simpler structure with
superior robustness and stability. LMS algorithm is more
suited for software implementation. -e Sign Error LMS
algorithm, a variant of the LMS algorithm, gives a com-
putationally more straightforward and cost-effective
implementation of Adaptive Noise Cancellation. It suffers
from slow convergence and large steady-state MSE com-
pared to the LMS algorithm. -e performance degradation
can be avoided by using a smaller step size than the LMS
algorithm. Also, the cascaded adaptive filter structure
employed in the ANC system helps to reduce the steady-
state MSE and increase its convergence speed. We proposed
a multistage cascaded configuration of adaptive filters using
the Sign Error LMS adaptation algorithm at each stage. -e
features of the proposed Variable Stage (VS) Cascaded Sign
Error (SE) LMS adaptive filter model are as follows:

(i) -e number of stages to be cascaded to provide
optimal steady-state MSE and convergence speed is
automatically varied.

(ii) -e step size of the Sign Error LMS adaptation algo-
rithm is adjusted at each stage automatically to im-
prove the convergence speed of the steady-state MSE.

Figure 2 depicts the block diagram representation of the
proposed Variable Stage (VS) Cascaded Sign Error (SE) LMS
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adaptive �lter model, and the schematic diagram is depicted
in Figure 3. As depicted in Figure 3, the primary input signal
to stage I ANC is the noisy signal d1(n) � s(n) + v(n), and
the reference input signal is the noise signal v′(n) correlated
to v(n).­e primary input signal to stage II ANC d2(n) is the
output error signal e1(n) of stage I, and the reference input
signal to stage II adaptive �lter x2(n) is the residual reference
noise signal from stage I, x1(n) − y1(n). In the same way, the
error signal of each stage ANC ei(n) is given to the next stage
ANC as its primary input signal di+1(n), and the reference
noise input to the ith stage xi(n) is the residual reference
noise xi−1(n) − yi−1(n) from the preceding (i − 1)th stage
ANC. ­e number of stages to be cascaded to attain optimal
performance is adjusted automatically, and the step size of
the adaptive �lter at each stage is controlled automatically.

­e parameters of stage I ANC using the Sign Error LMS
algorithm are as follows:

Primary input signal

d1(n) � s(n) + v(n). (4)

Reference input signal

x1(n) � v′(n). (5)

Filter output

y1(n) � wT1 (n)x1(n)

� wT1 (n)v′(n)
� v̂(n),

(6)

where w1(n) � [w0, w2, . . .wM− 1]T and x1(n) �
[x0(n), x1(n − 1), . . .xM− 1(n −M + 1)]T are weights of the
�lter and its input, respectively, at stage I, andM is the �lter
order.

Weight update equation

w1(n + 1) � w1(n) + μ1SELMSsgn e1(n)[ ]v′(n), (7)

where μ1SELMS is the step size of Sign Error LMS �lter.

Output error

e1(n) � d1(n) − y1(n)
� s(n) + v(n) − v̂(n)
� s(n) + Δv(n),

(8)

where Δv(n) � v(n) − v̂(n) is the noise signal to be
minimized.

­e parameters of stage II ANC are as follows:
Primary input signal

d2(n) � e1(n)
� d1(n) − v̂(n)
� s(n) + Δv(n).

(9)

Reference input signal

x2(n) � x1(n) − y1(n) � v′(n) − v̂(n) � Δv′(n). (10)

Filter output

y2(n) � wT2 (n)x2(n)

� wT2 (n)Δv′(n)
� Δv̂(n).

(11)

Weight update equation

w2(n + 1) � w2(n) + μ2SELMSsgn e2(n)[ ]Δv′(n). (12)

Output error

e2(n) � d2(n)−y2(n) � s(n)+Δv(n) −Δv̂(n) � s(n)+δv(n),
(13)

where δv(n) � Δv(n) − Δv̂(n) is the remaining noise to be
minimized. ­e number of stages to be cascaded is adjusted
till the Lth optimal stage is reached.­e parameters of stage L
ANC are as follows:

Stage-I
ANC (SE

LMS filter)

Stage-II
ANC (SE

LMS filter)

Stage-L
ANC (SE

LMS filter)

+ +

d1 (n)

x1 (n) x2 (n) xL (n)
y1 (n)

+
y2 (n)

+

d2 (n)e1 (n) dL (n)e2 (n) eL (n)

yL (n)

− −

Automatic
Stage

Control
Logic

Figure 2: Block diagram of proposed Variable Stage Cascaded SE LMS adaptive �lter model.
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Primary input signal

dL(n) � eL−1(n)
� s(n) + ρv(n),

(14)

where ρv(n) is a minimal noise.
Reference input signal

xL(n) � xL−1(n) − yL−1(n)
� ρv′(n).

(15)

Filter output

yL(n) � wTL(n)xL(n)

� wTL(n)ρv′(n)
� ρv̂(n).

(16)

Weight update equation

wL(n + 1) � wL(n) + μLSELMSsgn eL(n)[ ]xL(n). (17)

Output error

eL(n) � dL(n) − yL(n)
� s(n) + ρv(n) − ρv̂(n) ≈ s(n),

(18)

where ρv(n) − ρv̂(n) � ηv(n), where η is a very small
quantity. ­e above analysis ensures that, by adjusting
the number of �lter stages to its optimum value L � Lopt,
the noise is minimized further, and thus steady-state
MSE reduces signi�cantly. ­e employment of automatic
stage selection gives optimal performance in steady-state
MSE, and the convergence speed is further improved by
using di�erent step size for each stage. ­e appropriate
step size at each stage is also selected automatically. ­e
closest estimate of the noise-free signal is obtained as the
�lter reaches its optimal stage. ­is signal eL(n) ≈ s(n) is
closely related or in time correlated to the clean signal
s(n).

2.1. Mean Square Error (MSE). ­e error signal at the op-
timal stage is

eL(n) � dL(n) − yL(n)
� s(n) + v(n) − y1(n) − y2(n) − . . . − yL(n)
� s(n) + v(n) − y1(n) + y2(n) + · · · + yL(n)[ ].

(19)

At the optimal stage L of the ANC, y1(n) + y2(n) + · · · +
yL(n) � ṽ(n) (replica of v(n) ) and the MSE is denoted as

E eL(n)
∣∣∣∣

∣∣∣∣2[ ] � E |s(n)|2[ ] + E |v(n) − ṽ(n)|2[ ]

− 2E[|s(n)(v(n) − ṽ(n))|]

� E |s(n)|2[ ] + E |v(n) − ṽ(n)|2[ ]

− 2E[|s(n)v(n)|] + 2E[|s(n)ṽ(n)|].

(20)

­e following equation is obtained due to the uncor-
relation between noise v(n) and the information signal s(n).

2E[|s(n)v(n)|] � 0. (21)

Meanwhile, s(n) and output of the adaptive �lter v̂(n)
are also uncorrelated; hence, the following is stated:

2E[|s(n)ṽ(n)|] � 0. (22)

Inserting equations (21) and (22) in (20),

E eL(n)
∣∣∣∣

∣∣∣∣2[ ] � E |s(n)|2[ ] + E |v(n) − ṽ(n)|2[ ]. (23)

Further, it is observed that the best replica of the in-
formation signal s(n) is achieved as the term
E[|v(n) − ṽ(n)|2] is minimized. It means that, at the optimal
�lter stage L, y1(n) + y2(n) + · · · + yL(n) is as close to v(n)
as possible, and hence, E[|v(n) − ṽ(n)|2] is minimized. ­e
equation is represented as

y1(n) + y2(n) + · · · + yL(n)[ ] ≈ v(n). (24)

­e above analysis proves that the noise signal can be
removed from the input signal d1(n) by adjusting the

SELMS
Adaptive

filter 1

+

+

x1 (n)

y1 (n)

−

−

d1 (n) = s (n) + v (n)

SELMS
Adaptive
Filter 2

x2 (n)

+

−

y2 (n)

+
−

e1 (n) = s (n) + ∆v (n)

SELMS
Adaptive
Filter L yL (n)

+

−

x3 (n)

e2 (n) = s (n) + δv (n) eL (n) ≈ s (n)

Stage-I ANC Stage-II ANC Stage-L ANC

Automatic
Stage

Control
Logic

Figure 3: Schematic diagram of proposed Variable Stage Cascaded SE LMS adaptive �lter model.
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number of stages of the filter, and O(n) represents the
denoised signal from the ANC.

O(n) � eL(n) ≈ s(n). (25)

From the above analysis, we infer that the denoised
signal O(n) is obtained as the number of stages in the
cascaded filter structure approaches its optimal value.

2.2. Automatic Stage Selection Control Logic. -e above
analysis concludes that the MSE value reaches its minimum
only at the filter’s optimal stage. To calculate the optimum
filter stage, we estimate the Pearson cross-correlation
function between the error signal of each stage ei(n) and the
reference input noise signal v′(n). We have assumed that the
reference noise signal v′(n) to stage I adaptive filter is
correlated to the additive noise signal v(n) but is uncor-
related to the clean signal s(n). -e error output of each
stage ANC is an estimate of the clean signal; that is,
ei(n) � 􏽢s(n); therefore, the correlation between ei(n) and
v′(n) reduces as the filter reaches its optimal stage. -e
estimated correlation function between ei(n) and v′(n) is
defined as

ρei,v′ �
Cov ei, v′( 􏼁

σei
σv′

, (26)

where ρei,v′ is the Pearson product-moment correlation
coefficient, Cov(ei, v′) is the covariance of variables ei and v′,
and σei

and σv′ are the standard deviation of ei and standard
deviation of v′. In the proposed method, ei(n) is the estimate
of the clean signal at each stage and v′(n) is the reference
noise signal used at stage I. Since we have presumed that the
information signal s(n) and the added noise are uncorre-
lated, the value of ρei,v′ should be low. -e estimated cor-
relation function ρei,v′ is investigated at each stage, and
further adaptive filter stages are added until the value of ρei,v′
reaches a minimal threshold value at the optimal cascaded
filter stage.

2.3.Variable Step Size forEachStage. -e performance of the
Sign Error LMS algorithm can be as good as LMS algorithms
if we select a step-size value lower than the LMS algorithm.
-us, the step size of the Sign Error LMS algorithm is se-
lected based on the LMS algorithm. -e major challenge
with the LMS algorithm is the choice of step size. A sig-
nificant step size results in fast adaptation but provides a
large excess Mean Square Error (excess MSE). A too-large
step size will lead to a loss of stability. On the other hand, a
too-small step-size result in slow convergence even though
the excess MSE is minimum. -e upper bound for step size
in order to sustain the stability of the LMS algorithm is given
by [52]

0< μ<
2

λmax
, (27)

where μ is the step size and λmax is the largest eigenvalue of
the autocorrelation matrix of the input signal x(n). In the
proposed filter model, the input to each filter stage is the

residual reference noise from the previous stage; hence,
different input signal is given to the filter at each stage.
-erefore, instead of using the same step-size value for all the
stages, using different step size at each stage improves the
filter’s speed of adaptation. We select a fixed value of step
size for stage I adaptive filter by first finding μ1max and then
selecting the step size for the LMS algorithm using equation
(27) as μ1LMS ≤ μ1max. -en, we divide this value by x � 10 to
obtain the step size of Sign Error LMS at stage I.

μ1SELMS �
μ1LMS

x

�
μ1LMS
10

,

(28)

where x � 10 is selected by using the trial and error method.
At stage II, the input to the adaptive filter is
x2(n) � x1(n) − y1(n), which means that the input signal to
the filter changes at each stage and based on the input, the
upper bound for step size also changes. At stage II, we
calculate the upper bound of step size μ2max for the LMS
algorithm using equation (27). -en, the value of μ2max is
compared with μ1max. If μ2max > μ1max, then a higher step size
is desired for the stage II adaptive filter. -erefore, we set
μ2LMS � μ1LMS ∗ k and

μ2SELMS �
μ1LMS

10
∗ k

� μ1SELMS ∗ k,

(29)

where k is a constant selected by trial and error method.
Otherwise, if μ2max < μ1max, then a smaller step size is re-
quired, so we adjust μ2LMS � μ1LMS ∗ 1/k and

μ2SELMS �
μ1LMS

10
∗
1
k

� μ1SELMS ∗
1
k

.

(30)

In this way, the step size for the filter at each stage is
adjusted as

μi �

μi−1 ∗ (k), μmaxi
> μmaxi−1

,

μi−1 ∗
1
k

􏼒 􏼓, μmaxi
< μmaxi−1

,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(31)

where μ denotes the step size of SE LMS filter at ith

and (i − 1)th stage, μmax denotes the upper bound of step size
for LMS filter, and ′k′ is a constant value that varies between
1 and 2; selecting the ′k′ value is crucial for the convergence
of the filter stage. -e proposed Variable Stage Cascaded SE
LMS adaptive filter model that uses variable step size for each
stage has a faster convergence speed than fixed step size for
all stages.

By automatically adjusting the number of cascaded
stages and the step size at each stage, the steady-state MSE
reduces, and convergence speed is improved. Proposed
Variable Stage Cascaded SE LMS adaptive filter model used
for Adaptive Noise Canceller is summarized in Algorithm 1.
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3. Results

-e performance of the proposed Variable Stage Cascaded
SE LMS adaptive filter is tested for fetal PCG (PhonoCar-
dioGram) signal taken from the Shiraz University Fetal
Heart Sounds Database (SUFHSDB) [53, 54]. A fetal PCG
signal (f1) of duration 2 s was taken from the SUFH data-
base, sampled at 16 kHz.-e signal is corrupted by Gaussian
and colored (pink) noise of input SNR +4 and −4. It is used
to evaluate the signal denoising performance of the proposed
filter model. We have also evaluated the proposed filter’s
performance for two different pathological PCG signals of
2ms duration taken from the PhysioNet database [55, 56] in
the presence of Gaussian noise. -e proposed filter output is
compared to other recently proposed cascaded filter models
objectively in terms of MSE, SNR, ANR, PSNR [57, 58],
correlation coefficient (CC) [59, 60], and Mean Absolute
Error (MAE) and subjectively in terms of the output signal
quality. Simulation parameters are as follows: filter length
M� 2; the fixed step size used for the adaptive filter is 0.01.
-e value of parameter k is selected as two. -e value of
ρthreshold is appropriately selected depending on the input
SNR level, noise added, and output desired. Simulation is
conducted in MATLAB version 2017b to extract the clean
signal from the noise-corrupted signal.

4. Performance of Proposed Variable Stage
Cascaded SE LMSAdaptive Filter for the Fetal
PCG Signals

4.1. Subjective Performance Evaluation. -e subjective per-
formance evaluation of the proposed Variable Stage Cas-
caded SE LMS adaptive filter in output signal quality is
depicted below. Two different noises are added to the signal,
and the performance of the proposed filter is noted in the
presence of Gaussian and pink noise.

(a) Gaussian Noise Environment. -e restoration of
clean fetal PCG signal deteriorated by Gaussian noise
of input SNR�+4 dB is shown in Figure 4. We infer
from Figure 4(d) that the replica of the clean signal is
obtained at stage 3 using the proposed filter model.
Figure 5 depicts the progressive restoration of the
signal at stages 1, 2, and 3. As depicted in
Figures 5(b)–5(d), the signal is more corrupted by
the noise at stage 1, and progressively, the noise
reduces by adding more stages. -e best estimate of
the clean signal is achieved at stage 3. In Figure 6, the
output of the proposed filter is compared with the
conventional Sign Error LMS filter and the existing
2-stage [49] and 3-stage [50] cascaded adaptive filter

(1) Stage I ANC primary input signal� d1(n) � s(n) + v(n)

(2) Stage I adaptive filter reference input signal� x1(n) � v′(n)

(3) Step-size parameter μ1SELMS � μ1LMS/10 for stage I Sign Error LMS adaptive filter
(4) Filter order�M
(5) Iterations�N
(6) ρthreshold; k

(7) Outputs
(8) Stages (L), Error (e), Filter outputs (y), Weights (w)

(9) Execution
(10) Compute μmax1 � 2/λmax1
(11) Compute the parameters for stage I ANC using SELMS adaptive algorithm.
(12) y1(n) � wT

1 x1
(13) w1(n + 1) � w1(n) + μ1SELMSsgn[e1(n)]x1(n)

(14) e1(n) � d1(n) − y1(n)

(15) Calculate the correlation ρeiv′ between error signal and reference input signal at stage I
(16) i � 1
(17) while ρeiv′ > ρthreshold do
(18) i � i + 1
(19) xi(n) � xi−1(n) − yi−1(n)

(20) μmaxi
� 2/λmaxi

(21) di(n) � ei−1(n)

(22) if μmaxi
< μmaxi−1

then
(23) μiSELMS � μ(i−1)SELMS ∗ 1/k;
(24) else
(25) μiSELMS � μ(i−1)SELMS ∗ k

(26) end
(27) yi(n) � wT

i xi

(28) wi(n + 1) � wi(n) + μiSELMSsgn[ei(n)]xi(n)

(29) ei(n) � di(n) − yi(n)

(30) ρeiyi
� corr(ei, v′)

(31) μmaxi
� 2/λmaxi

(32) end

ALGORITHM 1: Proposed Variable Stage Cascaded Sign Error LMS adaptive filter.
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Figure 4: Denoising of FPCG signal corrupted by Gaussian noise of input SNR�+4dB using the proposed VS Cascaded SE LMS Adaptive
Filter output. (a) Clean signal. (b) Additive Gaussian Noise signal. (c) Noisy signal. (d) Proposed VS Cascaded SE LMS Adaptive Filter output.
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Figure 5: Proposed VS Cascaded SELMS Adaptive Filter stagewise restoration of clean signal (Gaussian noise with input SNR�+4 dB). (a)
Clean signal. (b) Proposed VS Cascaded SELMS Adaptive Filter stage 1. (c) Output at stage 2. (d) Output at stage 3.
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Figure 6: Comparison of proposed VS Cascaded SELMS Adaptive Filter output with various �lters (fPCG signal with Gaussian noise input
SNR�+4dB). (a) Clean signal. (b) Conventional SE LMS�lter output. (c) Existing 2-stage LMS�lter output. (d) Existing 3-stage LMS�lter output. (e)
Proposed VS Cascaded SELMS Adaptive Filter output (�xed step size). (f) Proposed VS Cascaded SELMS Adaptive Filter output (variable step size).
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models. We have also illustrated the performance of
the proposed filter model by using a fixed step size
for all the stages in Figure 6(e). Figure 7 depicts a
high noise scenario where the Gaussian input noise
level is set as −4 dB input SNR. As observed in
Figure 7(d), the proposed filter performs efficiently
and accurately estimates the clean signal even in high
noise conditions. Figure 8 shows progressive res-
toration of the clean fPCG signal at each consecutive
stage. -is shows that the performance of the pro-
posed VS Cascaded SE LMS Adaptive Filter is better
as we increase the number of stages, and as noted in
Figure 8(d) at stage 3, the fetal PCG signal is restored
with minimum noise. In Figure 9, the performance
of the proposed filter for fPCG signal denoising in
high noise conditions is compared with the other
filter models.

(b) Pink Noise Environment. -e performance of the
proposed filter should be validated in the presence of
pink noise, which represents the colored noise
scenario. -e clean signal is corrupted by the pink
noise of input SNR�+4 dB, as depicted in
Figure 10(c). Restoration of clean signal with min-
imum noise is attained using the proposed filter
model as depicted in Figure 10(d). Figure 11 shows
the performance of the proposed VS Cascaded SE
LMS Adaptive Filter at each stage. It can be noted
that, at stage 3, the fPCG signal is restored with
minimum noise. Figure 12 shows the comparison of
the output of existing filter models with the proposed
filter. -e performance of the proposed filter in a
high noise environment is depicted in Figure 13,
where the input pink noise level is −4 dB. From
Figure 13(d), it is evident that the proposed filter
model is effective in minimizing colored noise.
Figure 14 shows the stagewise performance of the
proposed VS CASCADED SE LMS Adaptive Filter,
and Figure 14(d) infers that the fPCG signal is re-
stored with minimum noise at stage 3. -e perfor-
mance of the proposed filter is compared with other
existing filter models at high input noise levels in
Figure 15.

4.2. Objective Performance Evaluation. In Table 1, the re-
lationship between MSE and correlation between ei(n) and
v′(n) is depicted at each stage. Column 6 of Table 1 shows
the different step sizes for each stage. -e clean fPCG signal
taken from SUFHSDB corrupted by Gaussian and pink noise
of input SNR +4 and −4 dB is used to test the performance of
the proposed filter. In the field of biomedical engineering,
the accuracy of the result is a major criterion for evaluating
an algorithm [61, 62] which is verified by objective evalu-
ation.-e objective comparison of the proposed filter output
with the conventional SE LMS filter and existing 2-stage and
3-stage cascaded filter models is performed in terms of MSE,
SNR, ANR, PSNR, CC, and MAE. -e results are tabulated
in Table 2.

5. Performance of Proposed Variable Stage
Cascaded SE LMS Adaptive Filter for the
Pathological PCG Signals

5.1. Subjective Performance Evaluation. -e subjective per-
formance evaluation of the proposed Variable Stage Cas-
caded SE LMS adaptive filter is depicted below. Two
pathological PCG signals (a0001 and a0115) taken from the
PhysioNet database are corrupted by Gaussian noise, and the
denoising performance of the proposed filter is noted. -e
restoration of clean pathological PCG signal from records
a0001 and a0115 deteriorated by Gaussian noise of input
SNR�+5 dB is shown in Figures 16 and 17, respectively. It is
noted from Figures 16(d) and 17(d) that the best estimate of
the clean signal is obtained at stage 3 using the proposed
filter model. -e denoising performance of the proposed
filter model at a high Gaussian input noise level of −5 dB
SNR is depicted in Figures 18 and 19. We note from
Figures 18(d) and 19(d) that, for both the pathological
signals (a0001 and a0115), the proposed filter gives an ac-
curate estimate of the clean signal.

5.2. Objective Performance Evaluation. In Table 3, we have
compared the performance of the proposed filter model with
other cascaded filter models in terms of MSE, SNR, ANR,
PSNR, CC, and MAE for both pathological signals (a0001
and a0115) corrupted by Gaussian noise.

5.3. Computational Complexity. -e number of multipli-
cations and additions required in one iteration of the al-
gorithm decides the computational complexity. Table 4
presents the number of computations required for the
proposed VS Cascaded SE LMS Adaptive Filter model
compared to the other recently proposed filter models for
Adaptive Noise Cancellation.

6. Discussion

6.1. Performance of ProposedVariable StageCascaded SELMS
Adaptive Filter for the Fetal PCG Signals

6.1.1. Subjective Performance Evaluation. In this work, we
have proposed an Adaptive Noise Canceller based on the SE
LMS algorithm for PCG signal denoising. We have imple-
mented an automatic adjustment of the number of cascaded
stages and step size for each stage. We have compared our
results with the 2-stage cascaded ANC structure proposed in
[49] and with 3-stage cascaded ANC structure proposed in
[50]. Also, we have used a fixed step size for the filter at all
stage ANCs and compared the results with the proposed self-
adjustable step-size filter model.

(a) Gaussian Noise Environment. Figures 4 and 5 depict
the efficient denoising performance of the proposed
filter model in the presence of Gaussian noise of
input SNR level +4 dB. From Figure 6, we infer that,
compared with the current filter outputs, the pro-
posed filter model with variable step size for each

10 Journal of Healthcare Engineering



0.5 1 1.5 2 2.5 30
Time (sec)

-1

0

1
A

m
pl

itu
de

(a)

-1

0

1

A
m

pl
itu

de

0.5 1 1.5 2 2.5 30
Time (sec)

(b)

-1

0

1

A
m

pl
itu

de

0.5 1 1.5 2 2.5 30
Time (sec)

(c)

-1

0

1

A
m

pl
itu

de

0.5 1 1.5 2 2.5 30
Time (sec)

(d)

Figure 7: Denoising of fPCG signal corrupted by Gaussian noise of input SNR�−4 dB using the proposed VS Cascaded SE LMS Adaptive
Filter output. (a) Clean signal. (b) Additive Gaussian Noise signal. (c) Noisy signal. (d) Proposed VS Cascaded SE LMS Adaptive Filter
output.
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Figure 8: Proposed VS Cascaded SELMS Adaptive Filter stagewise restoration of clean signal (Gaussian noise with input SNR�−4 dB). (a)
Clean signal. (b) Proposed VS Cascaded SELMS Adaptive Filter stage 1. (c) Output at stage 2. (d) Output at stage 3.

Journal of Healthcare Engineering 11



32.521.510.50
Time (sec)

-1

0

1

A
m

pl
itu

de

-0.1
0

0.1

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

(a)

32.521.510.50
Time (sec)

-1

0

1

A
m

pl
itu

de

-0.5
0

0.5

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

(b)

32.521.510.50
Time (sec)

-1
0
1

A
m

pl
itu

de

-0.5
0

0.5

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

(c)

32.521.510.50
Time (sec)

-1
0
1

A
m

pl
itu

de

-0.5
0

0.5

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

(d)

32.521.510.50
Time (sec)

-1

0

1

A
m

pl
itu

de

-0.5
0

0.5

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

(e)

32.521.510.50
Time (sec)

-1

0

1

A
m

pl
itu

de

-0.5
0

0.5

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

(f )

Figure 9: Comparison of proposed VS Cascaded SELMS Adaptive Filter output with various �lters (fPCG signal with Gaussian noise input
SNR�−4 dB). (a) Clean signal. (b) Conventional SE LMS �lter output. (c) Existing 2-stage LMS �lter output. (d) Existing 3-stage LMS �lter
output. (e) Proposed VS Cascaded SELMS Adaptive Filter output (�xed step size). (f ) Proposed VS Cascaded SELMS Adaptive Filter output
(variable step size).
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Figure 10: Denoising of fPCG signal corrupted by pink noise input SNR�+4 dB using the proposed VS Cascaded SE LMS Adaptive Filter
output. (a) Clean signal. (b) Additive Gaussian Noise signal. (c) Noisy signal. (d) Proposed VS Cascaded SE LMS Adaptive Filter output.
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Figure 11: Proposed VS Cascaded SELMS Adaptive Filter stagewise restoration of clean signal (pink noise with input SNR�+4 dB). (a)
Clean signal. (b) Proposed VS Cascaded SELMS Adaptive Filter stage 1. (c) Output at stage 2. (d) Output at stage 3.
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Figure 12: Comparison of proposed VS Cascaded SELMS Adaptive Filter output with various �lters (FPCG signal with pink noise input
SNR�+4 dB). (a) Clean signal. (b) Conventional SE LMS �lter output. (c) Existing 2-stage LMS �lter output. (d) Existing 3-stage LMS �lter
output. (e) Proposed VS Cascaded SELMS Adaptive Filter output (�xed step size). (f ) Proposed VS Cascaded SELMS Adaptive Filter output
(variable step size).

14 Journal of Healthcare Engineering



-1

0

1
A

m
pl

itu
de

0.5 1 1.5 2 2.5 30
Time (sec)

(a)

-1

0

1

A
m

pl
itu

de

0.5 1 1.5 2 2.5 30
Time (sec)

(b)

-2

0

2

A
m

pl
itu

de

0.5 1 1.5 2 2.5 30
Time (sec)

(c)

0.5 1 1.5 2 2.5 30
Time (sec)

-1

0

1

A
m

pl
itu

de

(d)

Figure 13: Denoising of fPCG signal corrupted by pink noise input SNR�−4 dB using the proposed VS Cascaded SE LMS Adaptive Filter
output. (a) Clean signal. (b) Additive Gaussian Noise signal. (c) Noisy signal. (d) Proposed VS Cascaded SE LMS Adaptive Filter output.
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Figure 14: Proposed VS Cascaded SELMS Adaptive Filter stagewise restoration of clean signal (pink noise with input SNR�−4 dB). (a)
Clean signal. (b) Proposed VS Cascaded SELMS Adaptive Filter stage 1. (c) Output at stage 2. (d) Output at stage 3.
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Figure 15: Comparison of proposed VS Cascaded SELMS Adaptive Filter output with various �lters (fPCG signal with pink noise input
SNR�−4 dB). (a) Clean signal. (b) Conventional SE LMS �lter output. (c) Existing 2-stage LMS �lter output. (d) Existing 3-stage LMS �lter
output. (e) Proposed VS Cascaded SELMS Adaptive Filter output (�xed step size). (f ) Proposed VS Cascaded SELMS Adaptive Filter output
(variable step size).
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Table 2: Comparison of MSE, SNR, ANR, PSNR, CC, and MAE performance of the proposed VS Cascaded SELMS Adaptive Filter with the
various existing filter models for fPCG signals.

Noise Input SNR Filter Structure MSE SNR (dB) ANR (dB) PSNR (dB) CC MAE

Gaussian +4 dB

Conventional SELMS adaptive
filter 5.45E− 05 45.5658 50.6788 42.2838 0.9946 0.002

Existing 2-S cascaded LMS
adaptive filter 3.58E− 05 50.2054 50.3086 44.49 0.9967 0.0017

Existing 3-S cascaded LMS
adaptive filter 2.71E− 05 52.9885 53.0913 45.6369 0.9975 0.0015

Proposed VS Cascaded SELMS
Adaptive Filter (FSS) 2.59E− 05 53.1973 53.2649 45.7548 0.9976 0.0011

Proposed VS Cascaded SELMS
Adaptive Filter (VSS) 1.04E− 05 62.5934 62.6348 49.0503 0.9989 7.42E− 04

Gaussian −4 dB

Conventional SELMS adaptive
filter 8.14E− 05 41.8965 51.0083 40.7003 0.9923 0.0024

Existing 2-S cascaded LMS
adaptive filter 3.70E− 05 49.8859 49.9992 43.8492 0.9962 0.0018

Existing 3-S cascaded LMS
adaptive filter 3.01E− 05 51.9602 52.0741 45.4376 0.9974 0.0016

Proposed VS Cascaded SELMS
Adaptive Filter (FSS) 3.91E− 05 48.0708 48.1802 43.4126 0.9958 0.0019

Proposed VS Cascaded SELMS
Adaptive Filter (VSS) 2.03E− 05 55.8844 55.9548 47.7843 0.9985 9.74E− 04

Pink +4 dB

Conventional SELMS adaptive
filter 1.72E− 04 34.5489 34.8672 37.6559 0.9845 0.0096

Existing 2-S cascaded LMS
adaptive filter 1.63E− 04 35.0507 35.3253 37.8738 0.9852 0.0094

Existing 3-S cascaded LMS
adaptive filter 1.58E− 04 35.4005 35.6751 38.0257 0.9857 0.0093

Proposed VS Cascaded SELMS
Adaptive Filter (FSS) 1.47E− 04 36.1219 36.3434 38.339 0.9867 0.009

Proposed VS Cascaded SELMS
Adaptive Filter (VSS) 1.36E− 04 37.0542 37.0618 38.657 0.9876 0.0087

Pink −4 dB

Conventional SELMS adaptive
filter 2.98E− 04 29.0166 29.5294 35.2532 0.9731 0.0124

Existing 2-S cascaded LMS
adaptive filter 2.64E− 04 30.2438 30.5464 35.7862 0.9761 0.012

Existing 3-S cascaded LMS
adaptive filter 2.63E− 04 30.2934 30.5959 35.8077 0.9762 0.012

Proposed VS Cascaded SELMS
Adaptive Filter (FSS) 2.54E− 04 30.6067 30.8777 35.9438 0.9769 0.0117

Proposed VS Cascaded SELMS
Adaptive Filter (VSS) 2.36E− 04 31.349 31.5948 36.2661 0.9786 0.0114

Table 1: Variation of the correlation function and step size at each stage of proposed VS Cascaded SELMS Adaptive Filter for fPCG input
signal corrupted by Gaussian and pink noise.

Noise Input SNR Stage MSE ρei(n)v′(n) μi

Gaussian

+4 dB I 5.70E− 05 0.0234 0.01
II 2.27E− 05 0.016 0.02
III 1.04E− 05 0.0116 0.04

−4 dB I 8.67E− 05 0.0161 0.01
II 3.88E− 05 0.0144 0.02
III 2.03E− 05 0.0123 0.04

Pink

+4 dB I 1.72E− 04 0.014 0.01
II 1.45E− 04 0.0043 0.02
III 1.36E− 04 0.0001 0.04

−4 dB I 2.98E− 04 0.0192 0.01
II 2.50E− 04 0.0014 0.02
III 2.36E− 04 0.0001 0.04
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Figure 16: Denoising of pathological PCG signal (a0001) corrupted by Gaussian noise of input SNR�+5 dB using the proposed VS
Cascaded SE LMS Adaptive Filter output. (a) Clean signal. (b) Additive Gaussian Noise signal. (c) Noisy signal. (d) Proposed VS Cascaded
SE LMS Adaptive Filter output.
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Figure 17: Denoising of pathological PCG signal (a0001) corrupted by Gaussian noise of input SNR�−5 dB using the proposed VS
Cascaded SE LMS Adaptive Filter output. (a) Clean signal. (b) Additive Gaussian Noise signal. (c) Noisy signal. (d) Proposed VS Cascaded
SE LMS Adaptive Filter output.

18 Journal of Healthcare Engineering



-1

0

1
A

m
pl

itu
de

0.5 1 1.5 2 2.50
Time (sec)

(a)

-2

0

2

A
m

pl
itu

de

0.5 1 1.5 2 2.50
Time (sec)

(b)

-1

0

1

A
m

pl
itu

de

0.5 1 1.5 2 2.50
Time (sec)

(c)

-1

0

1

A
m

pl
itu

de

0.5 1 1.5 2 2.50
Time (sec)

(d)

Figure 18: Denoising of pathological PCG signal (a0115) corrupted by Gaussian noise of input SNR�+5 dB using the proposed VS
Cascaded SE LMS Adaptive Filter output. (a) Clean signal. (b) Additive Gaussian Noise signal. (c) Noisy signal. (d) Proposed VS Cascaded
SE LMS Adaptive Filter output.
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Figure 19: Denoising of pathological PCG signal (a0115) corrupted by Gaussian noise of input SNR�−5 dB using the proposed VS
Cascaded SE LMS Adaptive Filter output. (a) Clean signal. (b) Additive Gaussian Noise signal. (c) Noisy signal. (d) Proposed VS Cascaded
SE LMS Adaptive Filter output.
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stage reduces the noise more efficiently and at high
speeds, as proved in Figure 6(f). Figures 7 and 8
depict the remarkable performance of the proposed
filter model in the presence of Gaussian noise of
input SNR level −4 dB. We note that, compared to
Figures 9(b)–9(e), Figure 9(f) provides better signal
denoising, which indicates that the proposed filter
with variable step size for each stage is more effective
in eliminating the noise signals.

(b) Pink Noise Environment. -e proposed filter exhibits
good denoising properties in nonstationary noise, as
noted in Figures 10 and 11 in the presence of pink noise.
Figure 12(f) shows that the proposed filter successfully
recovers the clean signal with reduced noise. Even if the
noise levels are high, the proposed filtermodel performs
efficiently well, as depicted in Figures 13 and 14. It is
noted in Figures 15(b)–15(f) that, compared with the
existing filters, the proposed filter exhibits better
denoising capability. -e variable step size for each
stage also reduces the noise levels compared to the fixed
step size for all the stages. It concludes that the proposed
Variable Stage Cascaded SELMS adaptive filter has the
best noise reduction capability and proves to be very
attractive in biomedical for denoising PCG signals
corrupted by Gaussian and colored noises. We also
infer from the subjective analysis that the proposed
filter model reduces the Gaussian noisemore effectively
than the colored Pink noise.

6.1.2. Objective Performance Evaluation. -e proposed
adaptive filter structure has a Variable Stage Cascaded SE
LMS adaptive filter configuration with different step sizes for
each stage. -e number of stages to be cascaded is controlled
automatically depending on the correlation between the
output error signal of each stage ANC and the reference input
noise signal at stage I ANC. As observed from Table 1, the
correlation between e1(n) and v′(n) is higher than the
correlation between e3(n) and v′(n). -is means that as we
increase the number of cascaded stages, the estimate of a clean
signal at the error output of ANC ei(n) is less related to the
noise signal and replicates the clean signal, thus reducing the
MSE value. Consider the case of speech signal corrupted by
Gaussian noise of input SNR� −4 dB. As it can be observed
from Table 1, as the correlation ρe3(n)v′ drops from 0.0144 at
stage II to 0.0123 at stage III, the MSE value also reaches a
minimum value of 2.03E− 05 at stage III. Hence, it is con-
cluded that the MSE value keeps reducing if more number of
stages are cascaded since ρei(n)v′ is lesser as the number of

stages i is increased. -e value of ρthreshold is selected
depending on the type of noise, input noise level, and output
MSE, SNR values desired. -e value of ρthreshold decides the
number of filter stages to be cascaded, and this ρthreshold value
can be found by the trial and error method.-e adaptive filter
at each stage ANC requires a different step size. -is is be-
cause the reference input signal to the adaptive filter at stage I
is a noise signal v′(n) correlated to the additive noise v(n).
And the reference input signal to the consecutive stage
adaptive filter is the difference between the input and output
signal of the previous stage adaptive filter
xi(n) � xi−1(n) − yi−1(n). -us, the maximum bound on the
step size μmax changes depending on the input signal.We either
multiply or divide the previous stage step-size value by a
constant “k” to obtain the next stage’s step size. In this case, the
fixed step size at stage 1 is assumed to be 0.01, and the value of
“k” is selected as 2.-emaximum bound on step size increases
at each stage. -erefore, we multiplied the step size of the
previous stage by a factor of 2 to obtain the step size of the next
stage. -is provides optimal performance in terms of MSE, as
noted in Table 1. Both ρthreshold and “k” values are determined
using the trial and error method, which is the only drawback in
the proposed filter model. Table 2 concludes that the proposed
filter gives the minimumMSE values for both the noise signals
at different input noise levels. At the same time, we also infer
that the proposed Variable Stage Cascaded SELMS adaptive
filter model gives better performance in Gaussian noise than
pink noise environment. -e proposed filter outperforms the
existing 2-stage and 3-stage cascaded filter models in terms of
MSE, SNR, ANR, PSNR,MAE, andCC.-e proposed adaptive
filter structure gives an output SNR value of at least 10 dB
higher than the existing cascaded adaptive filters in a Gaussian
noise environment and 2dB higher output SNR values in the
presence of colored noise. In the presence of Gaussian noise,
the Peak SNR values are 7 dB higher, and for pink noise, the
improvement is 1-2 dB. -e average noise reduction is around
10–12dB improved for Gaussian noise and 1-2dB higher for
pink noise denoising. -e proposed filter model reduces Mean
Absolute Error values and improves the correlation coefficient
between the clean signal and its estimate.

7. Performance of Proposed Variable Stage
Cascaded SE LMS Adaptive Filter for the
Pathological PCG Signals

7.1. Subjective Performance Evaluation. From Figures 16–19,
it is evident that the proposed filter model performs well in
the presence of different levels of Gaussian noise and gives
excellent denoising of both pathological signals.

Table 4: Computational cost of proposed filter model in comparison with the other adaptive filtering algorithms.

Filter structure ‘∗’or‘/’ ‘+’or‘−’
LMS adaptive algorithm [63] 2M+ 2 2M
NLMS adaptive algorithm [64] 3M+ 3 3M
FxLMS adaptive algorithm [65] 3M+ 1 3M− 2
Affine Projection Algorithm [66] 2P2 + 2PM+M 2P2M+PM-P2

RLS Algorithm [67] 3M2 + 4M + 1 3M2 + 4M

Proposed VS Cascaded SE LMS Adaptive Filter L(M+ 1) L(M+ 1)
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7.2.ObjectivePerformanceEvaluation. Table 3 infers that the
proposed filter model provides an SNR value of 10–15 dB
higher than the existing cascaded adaptive filter models for
denoising pathological signals. -e average noise reduction
capability is also 10 dB higher than the existing filter models.
-e Peak SNR values are improved by 6 dB, and MSE values
reduce by 75–80%. -ere is a reduction of 70–72% in the
Mean Absolute Error, and the correlation between the clean
signal and its estimate is also high.

7.3. Computational Complexity. We have employed an
adaptive filter-based ANC system for fPCG and pathological
PCG signal denoising in this work. Adaptive noise cancellers
are primarily used to remove noise from speech and audio
signals, and we have explored their usage for denoising PCG
signals. -e main idea is to reduce the computational time
and complexity to build cost-effective hardware for re-
cording heart signals without noise. -erefore, we compare
the computational complexity of the proposed filter model
with other recently proposed filter models for Adaptive
Noise Cancellation in various fields. From Table 4, we infer
that the conventional SE LMS filter requires a minimum
number of computations. -e total multiplications and
additions for each stage areM+ 1, whereM is the filter order.
-erefore, we have employed an SE LMS adaptation algo-
rithm for the filters in all cascaded ANC stages. -e total
number of computations required for the proposed filter
model depends on the number of stages used; the cascaded
stages are L� 3 for denoising PCG signals in the presence of
Gaussian and pink noise. -e proposed filter model intro-
duces additional computations to automatically select the
number of cascaded stages (based on the correlation coef-
ficient) and different step size for each stage (based on the
autocorrelation matrix). We have emphasized that a cas-
caded filter structure is very efficient for an ANC system.
Using other filtering techniques apart from SE LMS in a
cascaded filter model will lead to a complex structure. -us,
we can conclude that the proposed Variable Stage (VS)
Cascaded SELMS Adaptive Filter model provides a cost-
effective and straightforward solution for PCG signal
denoising in recording heart signals.

8. Conclusion

A robust signal denoising scheme is presented in this paper
based on a novel multistage cascaded LMS adaptive algo-
rithm. -e proposed Variable Stage (VS) Cascaded SELMS
Adaptive Filter model in ANC systems offers an improved
solution to achieve faster convergence speed and a lower
MSE by automatically adjusting the number of filter stages
cascaded and the step size for each stage. -e simulation
performed on fetal PCG and pathological PCG signals
concludes that the proposed VS Cascaded SELMS Adaptive
Filter outperforms the conventional SELMS and the existing
2-stage and 3-stage cascaded LMS adaptive filter structure,
thus improving convergence speed. Also, significantly lower
MSE is achieved by the proposed filter model than the
conventional SELMS, 2-stage, and 3-stage cascaded LMS

filter structures. Cost-effective hardware ANC systems can
be implemented using the proposed filter model with simple
mathematical modeling.
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Pulmonary medical image analysis using image processing and deep learning approaches has made remarkable achievements in
the diagnosis, prognosis, and severity check of lung diseases.,e epidemic of COVID-19 brought out by the novel coronavirus has
triggered a critical need for artificial intelligence assistance in diagnosing and controlling the disease to reduce its effects on people
and global economies. ,is study aimed at identifying the various COVID-19 medical imaging analysis models proposed by
different researchers and featured their merits and demerits. It gives a detailed discussion on the existing COVID-19 detection
methodologies (diagnosis, prognosis, and severity/risk detection) and the challenges encountered for the same. It also highlights
the various preprocessing and post-processing methods involved to enhance the detection mechanism. ,is work also tries to
bring out the different unexplored research areas that are available for medical image analysis and how the vast research done for
COVID-19 can advance the field. Despite deep learning methods presenting high levels of efficiency, some limitations have been
briefly described in the study. Hence, this review can help understand the utilization and pros and cons of deep learning in
analyzing medical images.

1. Introduction

,e pandemic brought forth by the coronavirus disease 2019
(COVID-19) not only sustains a devastating response on the
well-being and health of the worldwide population but also
demands a high rate of monitoring so that it does not extend
on its destructive path. A vital aspect of the battle against
COVID-19 is the efficient examination of the patients, which
can help the infected receive quick treatment and immediate
care. As of now, the customary screening process to identify

COVID-19 is the reverse transcriptase-polymerase chain
reaction (RT-PCR) test method. ,is test identifies the
presence of SARS-CoV-2 ribonucleic acid (RNA) in respi-
ratory specimen samples (obtained via a range of procedures
such as the nasopharyngeal or oropharyngeal swabs) [1].,e
RT-PCR test method, despite being effective, has a few
shortcomings. It is time-consuming, complicated, and in-
volves a lot of manual labor. All these concerns make it
difficult to comb through the highly populated regions
where millions have to be tested in a rapid norm. It is also
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seen that the test’s sensitivity aspect is highly variable [2, 3].
Radiographic examination was opted as recourse to sur-
mount the difficulties in RT-PCR testing. Chest radiographs
(computed tomography (CT) and chest X-ray (CXR) im-
aging) are imaged and examined by radiologists (as depicted
in Figure 1(a)) to find visible references in tandem to the
infection.

Preliminary studies discovered that patients affected by
COVID-19 infection have abnormalities in chest radio-
graphic images, with a few proposing that radiographic
evaluation could be implemented as the principal method
for COVID-19 screening in highly populated epidemic areas
[4, 5]. Among radiographs, the CXRs are preferred over CTs
[6] as they support rapid triaging in parallel to viral testing
while being readily accessible and available. It is also easy to
target multiple regions due to its portability. ,e more
outstanding image quality of CT has to be sacrificed to avail
these merits. Although the radiographs generated can sig-
nificantly improve the process, it requires some form of
automation. Doctors can hasten the diagnostic procedure,
but it still involves scads of manual labor from skilled ra-
diologists, which is not a feasible solution to tackle the large
number of COVID-19 patients. To overcome this constraint,
there have been constant research attempts utilizing deep
learning (DL) methods to find the abnormalities (as seen in
Figure 1(b)) in radiographs [7].

Convolutional neural network (CNN) is the primary
choice of neural network framework for any DL practitioner
working with medical images [8] and radiographs [9] along
with vision-based tasks in general such as classification [10],
object detection [11], and segmentation [12]. DenseNet, a
type of CNN that forms the base to many of the architecture
used to recognize COVID-19 from CTs and CXRs, is shown
in Figure 2. CNNs stem from the mathematical operation of
convolutions (as shown in Figure 3), which expresses the
shape modification of functions. ,e term convolution
encompasses the process and its result function. ,e ability
of CNNs to analyze and capture spatial information helps to
perform better than most other algorithms present. CNNs
generally comprise convolutional layers, pooling layers, and
various filters. ,e architecture usage depends on the de-
mand and size of data available with which it is training.
Dropout [13] and transfer learning [14] are commonly used
techniques to improve the model’s performance. Normali-
zation approaches such as batch normalization [15] and
group normalization [16] help improve the model’s per-
formance, provide the ability to users in building larger
models, and tackle the vanishing gradient problem.

Machine learning (ML) algorithms are generally chosen
over DL algorithms to compensate the computational re-
quirements, but in the medical field, time and computational
requirements are always traded off for higher standards of
precision and hence used in preprocessing [19], feature
selection [20], classification [21], and regression [22]. As the
COIVD-19 demanded faster results, machine learning av-
enues have been explored (as shown in Table 1) to account
for the global situation constraints. ,e outline of the ap-
plication of the COVID-19 detection system in the real
world is pictorially represented in Figure 4. In [18], an

extensive study comparing K-nearest neighbor (KNN) and
support vector machine (SVM) to CNNs was made. ,e
experimentation presented that the DL classifiers trump the
machine learning classifiers. Additionally, the DL-based
classification methods generate results nearly 5 times faster
than the machine learning classifiers. Hence, they are ap-
plied in various fields [23–26]. On experimentation with
MobileNetV2 [27], the run time and computational power
requirements were further reduced. Table 2 lists the history
of the networks used.

A simple inference that can be made throughout all the
literature is that the DL models (especially CNNs) surmount
the ML models due to their capability of capturing spatial
information. ,e spatial correlations are completely absent
in general ML methods and hence fail to capture important
correlations or key points that are absent while considering
the image in a linear aspect. ,e DL models are ultimately
black box models, and the ML methods are easily inter-
pretable. Still, recent explainable methods such as class
activation maps [48, 49] help remove that barrier and let the
user know how the model is providing an output or how the
inference is generally created [50, 51].

1.1. Review Outline. ,e following contributions are made
through this review study:

(i) A detailed discussion is done with respect to the
COVID-19 prediction approaches of the preceding
reviews. ,e study analyses their merits and de-
merits and provides key insights as well regarding
the same. It covers the essential aspects of COVID-
19 research that the previous studies have missed.

(ii) A systematic comparison is studied encompassing
COVID-19 detection techniques about prognosis,
diagnosis, and severity/risk detection.

(iii) An extensive discussion on the challenges with
regard to fostering high-quality results in detecting
COVID-19. Solutions for these challenges are
presented alongside as well.

(iv) An in-depth analysis of the pre- and post-processing
methods used on the COVID-19 datasets and ar-
chitectures is provided.

(v) Discussion on the unexplored areas such as meta-
learning and self-supervised learning and defining
the explorable research avenues regarding the same
are presented.

(vi) ,is work emphasizes howmost of the research that
takes place for COVID-19 can help propagate re-
search for other diseases and medical image analysis
in general.

Moving on to Section 2, the discussion is carried out
regarding the premier approaches in COVID-19 detection
methodologies on diagnosis, prognosis, and severity/risk
detection. ,e inferences collected from reviewing the pa-
pers are also noted. Section 3 discusses the merits and
limitations of the past reviews, which have described past
attempts on detecting COVID-19 through deep learning
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methods. ,e section also includes an extension to the
solutions provided to the challenges mentioned in Shorten
et al. [52] by exploring different paradigms of deep learning.
A discussion on the various vision-based pre- and post-
processing techniques used to improve deep learning al-
gorithms is given in Section 4. ,e review continues by
identifying more challenges faced while attempting to detect
COVID-19 and a brief discourse on the future directions to
utilize the vast research done for COVID-19 towards the
domain of medical image analysis in general under Section 5
and the conclusion in Section 6.

2. Discussion on COVID-19 Medical
Image Analysis

,e major COVID-19 medical image analysis tasks are as
follows: diagnosis, prognosis, and severity/risk detection.
,e upsurge of the COVID-19 epidemic has triggered many
researchers to contribute their research findings in

pulmonary image analysis using DL and other image pro-
cessing techniques leading to an astonishing breakthrough
in COVID-19 diagnosis with stupendous amount of quality
works. Discerning COVID-19 from other non-COVID-19
conditions is an important issue to be addressed; hence, the
study has been majorly categorized as follows: COVID-19/
non-COVID-19 pneumonia (2-class classification) and
COVID-19/non-COVID-19 pneumonia/normal (3-class
classification). ,e study also includes a discussion on
classifying COVID-19 against normal condition and other
lung diseases, the impact of 2-class and 3-class classifications
using the same algorithm on the same dataset, and per-
forming the same classification technique on different image
modalities (CTand CXR).,e aforementioned workflow has
been pictorially depicted in Figure 5.

2.1. COVID-19 Diagnosis. COVID-19 diagnostic approach
based on medical image analysis utilizes the CXR and CT

Monitor

Gantry

Cross section CT
scan slices

Radiologist

Patient

(a)

(A) (B)

(b)

Figure 1: (a) Radiological image acquisition (courtesy: newsnetwork.mayoclinic.org/discussion/mayo-clinic-radio-lung-cancer-
updatehousehold-health-hazardsprediabetes). (b) (A) Axial chest CT image (non-enhanced) of a positive RT-PCR-confirmed 70-year-
old man showing ground-glass opacities along with dilated segmental and subsegmental vessels prominent on the right side. (b) (B) CXR
showing pulmonary hypertension, mitral insufficiency, and atrial fibrillation along with COVID-19 contagion in an 83-year-old man
(arrows indicating ground-glass opacity findings in the upper right lobe and consolidation findings in the lower left lobe of the lungs)
(arrows) (courtesy: radiologyassistant.nl).
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Figure 2: Example of DenseNet architecture.
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images. AI can adequately improve the diagnostic model’s
efficiency by accurately locating the infections due to the
virus in X-ray and CT images, hence facilitating assistance to
the radiologists in making clinical decisions for disease
diagnosis and triage. [53].

2.1.1. COVID-19/Non-COVID-19 Pneumonia Diagnosis.
Harmon et al. [54] proposed an AI-based 3D model using
DenseNet-121 to identify COVID-19 frommultinational CT

data. 2724 scans from 2617 COVID-19 victims were used in
this work, among which 1029 scans belonged to 922 RT-
PCR-confirmed COVID-19 patients. Initially, the lung re-
gion was segmented using Anisotropic Hybrid-Net (AH-
Net) architecture. On testing the model using an indepen-
dent dataset, it achieved accuracy of 90.8%, area under the
curve (AUC) of 0.949, sensitivity of 84%, specificity of 93%,
positive predictive value (PPV) of 0.794, and negative
predictive value (NPV) of 0.984 with sufficient generaliza-
tion. In 140 non-COVID-19 pneumonia patients, the false-
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Figure 3: 2D feature extraction by filters and kernels from images through convolution operations.

Table 1: Machine learning techniques tried and true in preceding COVID-19 medical image analysis.

Algorithm Summary
RF1 [17] Utilized quantitative features of CT scans
SVM [18] Tested SVM (RBF)1 on raw and modified CT images
KNN [18] Tested KNN (N� 21)1 on raw and modified CT images
1RF indicates random forest algorithm. RBF indicates radial basis function. N indicates the number of neighbors considered. Rest all were set to the general
settings.
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Figure 4: COVID-19 detection system.
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Table 2: Evolution of CNNs since 1959. ,e table describes primary points of novelty that motivated new architectures to be produced.

Architecture Primary focus and novelty Author and year
Simple and complex cells
[28]

Described cells in the human cortex. Hubel & Wiesel (1959)Proposed its use case in pattern recognition.
Neocognitron [29] Converted the cell idea from [28] into a computational model. Fukushima (1980)

LeNet-5 [30]
First modern CNN.

Lecun et al. (1998)Composed of two convolution layers with three fully connected layers. Introduced the
MNIST database.

AlexNet [31]
Implemented overlapping pooling and ReLU [32].

Krizhevsky et al. (2012)Non-saturating neurons are used.
Facilities’ effective usage of GPU-driven methods.

VGG-16 [33] Made an exhaustive evaluation on architectures of increasing depth. Simonyan and
Zisserman (2014)Used architectures with tiny (3× 3) convolution filters.

Inception [34]
Dimensions of network are increased while keeping the computational budget

constant. Szegedy et al. (2015)
Utilized the Hebbian principle and multiscale processing.

Modified VGG-16 [35] Proposed that if a model is strong enough to fit a large dataset, it can also fit to a small
one. Liu and Deng (2015)

ResNet [36]
Presented a residual learning framework.

He et al. (2015)Allowed building larger models with deeper layers through skip connections. Paved
the way for more variants [37, 38].

Xception [39] Presented a depth-wise separable convolution as an inception module with a
maximally large number of towers. Chollet (2016)

MobileNets [40] Made for mobile and embedded vision applications. Howard et al. (2017)Streamlined architecture using depth-wise separable convolutions.

ResNeXt [41] Presented cardinality (size of the transformation set) as a key factor along with the
dimensions of an architecture. Xie et al. (2017)

DenseNet [42]
Complete intra-layer connections among all singular connections in a feed-forward

fashion. Blei et al. (2017)
Strengthens feature propagation and encourages feature reuse.

Squeeze-and-excitation
block [43]

Adaptively recalibrates channel-wise feature responses by explicitly modelling
interdependencies between channels. Hu et al. (2018)

Residual inception [44] Combined residual and inception module. Zhang et al. (2018)
NASNet search space
[45]

Designed a new search space to enable transferability. Zoph et al. (2018)Presented a new regularization technique—scheduled drop path

EfficientNet [46] Proposed a novel scaling technique that scales all the dimensions (width/resolution/
depth) uniformly using a compound coefficient. Tan and Le (2019)

Normalizer-free models
[47]

Developed an adaptive gradient clipping technique to overcome instability. Brock et al. (2021)Designed a significantly improved class.
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Figure 5: Flow of review on different medical imaging analysis tasks.
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positive rate was 10%. ,is model was able to furnish
reasonable performance metrics, thereby enabling it as an
unbiased clinical trial tool for assisting the COVID-19
medical image analysis in specific bounded societies during
the epidemic outbreak.

A dual-sampling attention network realized by a 3D
CNN using ResNet-34 with an online attention refinement
and a dual-sampling strategy was proposed by Ouyang et al.
[55] to categorize COVID-19 against community-acquired
pneumonia (CAP). ,e model was evaluated on a multi-
center CTdataset of 4982 images consisting of 1593 CAP and
3389 COVID-19 images. Dual-sampling strategy (uniform
sampling and size-balanced sampling) was used to mitigate
the effect of imbalanced learning and the online attention
module to target the infected regions, thereby increasing the
model explainability and interpretability by showing visual
evidence to reveal the critical regions considered by the
model for diagnosis. ,e ability to generalize the proposed
model was evaluated using an autonomous test data, which
gave an accuracy of 87.5%, AUC value of 0.944, along with
sensitivity of 86.9%, specificity of 90.1%, and F1 score of
82.0%.

A multiview fusion model using ResNet-50 was devel-
oped byWu et al. [56], which makes use of the axial, sagittal,
and coronal views of CTas the three-channel input image to
the model. A multicenter dataset consisting of high-reso-
lution CT images of 368 COVID-19-infected patients and
127 patients suffering from other pneumonia (67 viral
pneumonia, 47 bacterial pneumonia, 11 mycoplasma
pneumonia, and 2 fungal pneumonia) were collected. ,e
multiview model shows better performance than the single-
view model with an accuracy of 76%, AUC value of 0.819,
sensitivity of 81.1%, specificity of 61.5%, and overcoming the
overfitting issue of the single-view model. ,is model can
mitigate the work burden of radiologists and hence improve
the diagnostic efficiency.

Ardakani et al. [57] compared ten convolutional neural
networks: ResNet-101, ResNet-50, ResNet-18, VGG-16,
VGG-19, MobileNetV2, SqueezeNet, AlexNet, GoogLeNet,
and Xception to distinguish COVID-19 against non-
COVID-19 pneumonia. A dataset consisting of 1020 high-
resolution CT scan slices from 108 COIVD-19 victims and
86 victims with non-COVID-19 pneumonia (viral pneu-
monia and other atypical pneumonia) were collected.
ResNet-101 surpassed the other CNNs due to its high
sensitivity of 100% and AUC value of 0.994 for the given
dataset. It also achieved accuracy of 99.51%, specificity of
99.02%, PPV of 99.03%, and NPV of 100%. ,is model is
claimed to remove the substantial cost and can be used as an
ancillary method in CT imaging.

An adaptive feature selection-guided deep forest (AFS-
DF) method was proposed by Sun et al. [58] for COVID-
19 classification using CT radiographs. ,e deep forest
model was used on four location-specific handcrafted
features such as volume, surface area, number of infected
lesions, and histogram distribution from the CT images to
describe high-level feature representation. ,e selected
features were classified using SVM. A dataset consisting of
2522 de-identified pulmonary CT images from 1027 CAP

and 1495 COVID-19-infected patients was used for this
study. ,e proposed AFS-DF variants outperform by
achieving 1.38%, 1.15%, and 1.11% enhancement over
their obverse methods (logistic regression (LR), SVM, and
RF) in most of the evaluation metrics. AFS-DF-SVM
outperforms the other models with accuracy of 91.79%,
AUC value of 0.9635, sensitivity of 93.05%, and specificity
of 89.95%. ASF-DF reduces the repetition of features using
the trained forest.

In the study by Narin et al. [59], binary classifications
were performed to distinguish COVID-19 against viral and
bacterial pneumonia using 341 COVID-19 CXRs and 2800
normal CXRs from the GitHub repository (open source)
commonly contributed by Cohen et al. [60] and ChestX-ray8
database [61], respectively. 2772 bacterial pneumonia and
1493 viral pneumonia CXRs were collected from a Kaggle
repository called chest X-ray images (pneumonia) [62]. ,e
model performance of five different pre-trained CNN var-
iants (ResNet-152, ResNet-101, ResNet-50, Inception-
ResNetV2, and InceptionV3) was compared, among which
ResNet-50 model showcased the highest classification per-
formance. ,is model achieved an accuracy, precision, and
specificity of 99.5%, 98.0%, and 99.5%, respectively, for
discriminating COVID-19 against other viral pneumonia,
whereas for COVID-19/bacterial pneumonia classification,
the accuracy, precision, and specificity values were 99.7%,
98.3%, and 99.8%, respectively. ,is method was imple-
mented directly in an end-to-end manner eliminating
manual intervention for feature extraction, feature selection,
or classification tasks.

A deep learning model comprising of three major
components, a backbone network, a classification head, and
an anomaly detection head, was proposed by Zhang et al.
[63] to reduce the false-negative rate as much as possible.
,e model was built using 1431 CXR pneumonia images of
1008 patients from the ChestX-ray14 dataset [61] and 100
images belonging to 70 COVID-19 patients from the GitHub
repository [60]. ,e experiment was conducted for different
values of T parameter that controls the compensation be-
tween the true-positive rate and the true-negative rate. As
the T value decreases from 0.50 to 0.15, the sensitivity in-
creases from 72.00% to 96.00% and the specificity drops
from 97.97% to 70.65%, but the AUC value remains the
same. Based on the performance metrics (sensitivity—96%,
specificity—70.65%, and AUC—95.18), the model performs
well for T� 0.15 with a reduced false-negative rate of nearly
4%. Despite its good performance, it had its limitations, 4%
missing COVID-19 cases and a false-positive rate of almost
30%.

Abraham and Nair [64] used a combination of multi-
CNN models (MobileNetV2, SqueezeNet, Xception, Dar-
kNet-53, and ShuffleNet) with correlation-based feature
selection (CFS) followed by the BayesNet classifier. ,e
experiment was performed using two datasets: Dataset I: 453
COVID-19 and 107 non-COVID-19 images of either bac-
terial/viral pneumonia [55] and 390 CXRs of viral and
bacterial pneumonia [60, 61, 65, 66] and Dataset II: 71
COVID-19 CXRs and 7 non-COVID-19 CXRs [66]. Only
the BayesNet classifier achieved an accuracy of >90%. ,e
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proposed model gave an accuracy of 91.16% and 91.44% for
Dataset I and Dataset II, respectively. ,e multi-CNNs (with
3 or more pre-trained CNNs) comparatively showed better
results than the single pre-trained CNNs.

Autee et al. [67] proposed the StackNet-DenVIS to re-
duce the false-negative rate in classification using a stacked
generalization ensemble of four different CNNs. A total of
9953 CXRs consisting of 9085 non-COVID-19 and 868
COVID-19 cases from multiple sources were gathered
[60, 65, 68, 69]. ,e data imbalance problem was handled by
generating synthetic images using deep convolutional
adversarial generative networks and SMOTE+Tomex links.
With an accuracy of 95.07%, this model achieved a low false-
negative rate at low cost in comparison with the RT-PCR
test.

2.1.2. COVID-19/Non-COVID-19 Pneumonia/Normal or
Non-Pneumonia Diagnosis. A 3D deep learning framework,
COVNet, realized using ResNet-50 was implemented by Li
et al. [70] to distinguish COVID-19 against CAP and non-
pneumonia cases. ,e network was able to extract the 2D
local features and the 3D global representative features for
better classification. A CT image dataset consisting of 1292
COVID-19 CTs, 1325 CTs with non-COVID-19 pneumonia,
and 1735 CTs with CAP infections, totally contributing to
4352 scans, was collected for this study. An AUC value of
0.96, sensitivity of 90%, and specificity of 96% were obtained
with 95% confidence interval for an independent test dataset.
Due to the shortage of laboratory-confirmed COVID-19
data, the work was unable to present the results for dis-
tinguishing COVID-19 from other lung diseases.

Wang et al. [71] have proposed a prior-attention residual
model, PA-66-M, using two subnetworks based on 3D
ResNets for pneumonia detection and classification of
pneumonia type. ,e two subnetworks were integrated by a
late-fusion strategy using a fully connected layer with
learning capacity. Lung segmentation was performed using
U-Net. ,e dataset consisting of 936 chest CTs of normal
cases, 2406 CT images with interstitial lung disease (only
viral pneumonia), and 1315 COVID-19-infected CT images
was collected from multiple cooperative hospitals. ,e
proposed model was capable of accurately focusing the le-
sions with an accuracy, sensitivity, and specificity of 93.3%,
87.6%, and 95.5%, respectively. By applying a constant
weighting factor, the prior-attention residual model was able
to converge faster than the self-attention strategy. Some of
the normal scans were misclassified to pneumonia class by
the proposed model, and it also failed to unveil some of the
scans with COVID-19 lesions.

Hasan et al. [72] used handcrafted texture features based
on Q-deformed entropy along with deep features from
CNN. ,e extracted features were refined by analysis of
variance (ANOVA) and then classified to distinguish
COVID-19 from other pneumonia types and normal cases.
,e LSTM neural network classifier outperformed SVM,
KNN, and LR with an accuracy of 99.68%. ,e performance
of the combined features was better when compared to using
only handcrafted or deep features.

,ree-dimensional classification models using two
CNNs namely the ResNet-23 and ResNet-18 were used by
Butt et al. [73] to classify COVID-19/influenza A viral
pneumonia (IAVP)/normal CT image patches. A location
attention mechanism was incorporated to identify the
corresponding location of the identified patch in the pul-
monary CT image. ,is model was smart enough to accu-
rately distinguish COVID-19, when compared to using a
model without location attention mechanism. Hence, an
overall accuracy of 86.7% was observed with sensitivity of
98.2%, specificity of 92.2%, and AUC value of 0.996. ,is
work used 618 transverse-section CT samples in which 219
samples were obtained from nearly 110 COVID-19-infected
patients, 224 scans from 224 IAVP patients, and 175 from
healthy people.

Detailed relation extraction neural network (DRENet) is
a pre-trained ResNet-50 with feature pyramid network
proposed by Song et al. [74] to derive the top-K-level fea-
tures and extract the image-level predictions for COVID-19
diagnosis at the patient level. For model development and
evaluation, the dataset was collected from different hospitals
comprising 777 CT images from 88 COVID-19 victims, 505
CTslices from 100 bacterial pneumonia patients, and 708 CT
slices from 86 healthy people. ,e regions detected by the
proposed model contained the most important feature of
COVID-19 infection, ground-glass opacity (GGO). DRENet
exhibited an efficient performance with an accuracy of 93%
and F1 score of 0.93.

A social mimic optimization method was proposed by
Toğaçar et al. [75] to select the potential deep features from
the combined feature set of MobileNetV2 and SqueezeNet,
to categorize COVID-19 from pneumonia and normal
conditions. It provides efficient features by stacking the
original images with the reconstructed fuzzy color images,
which had better quality and reduced noise. It used 76
COVID-19 images from [60] and 295 COVID-19, 98
pneumonia, and 65 normal images from [69]. On classifi-
cation using SVM, all performance metrics, F score, sen-
sitivity, specificity, precision, and accuracy, were 100% for
detecting COVID-19 cases, exhibiting an overall accuracy of
99.27%. ,e average values of F score, sensitivity, specificity,
and precision for all the three classes are 0.9858, 98.33%,
99.69%, and 98.89%, respectively. ,e model was aimed to
produce swift and more authentic results as MobileNetV2
and SqueezeNet used fewer parameters compared with the
other networks.

Wang et al. [68] created an open-source network,
COVID-Net, and public dataset, COVIDx, consisting of
13,975 CXR images belonging to 13,870 patients obtained by
combining data from five different public data repositories
[60, 76–79]. COVID-Net architecture used a lightweight
residual design pattern called projection-expansion-pro-
jection-extension (PEPX) pre-trained on ImageNet dataset.

Compared with VGG-19 and ResNet-50 architectures,
COVID-Net has lower complexity in terms of architecture
and computations. It showed an accuracy of 93.3% with
sensitivity of 91.0%. Qualitative analysis of the network
implies that it does not depend on inappropriate informa-
tion for decision-making.

Journal of Healthcare Engineering 7



Nishio et al. [80] have evaluated the performance of
conventional neural network architectures with different
data augmentation techniques (conventional method, mix
up, and random image cropping and patching (RICAP)) to
identify COVID-19 pneumonia from pulmonary X-rays. 215
COVID-19-infected, 533 non-COVID-19 pneumonia-in-
fected, and 500 healthy CXR images [60, 80] were used for
this work. VGG-16 with the combination of conventional
with mix-up data augmentation was found to give better
results with an accuracy of 83.7% and a sensitivity value of
90.9% compared with ResNet-50, DenseNet-121, Mobile-
Net, and EfficientNet.

,e MH-Net proposed by Canayaz et al. [81] makes use
of two meta-heuristic algorithms namely the binary gray
wolf optimization (BGWO) and binary particle swarm
optimization (BPSO) to select the potential features
extracted from VGG-19, ResNet, GoogLeNet, and AlexNet.
Finally, an SVM classifier was used. 364 CXR images each of
COVID-19, pneumonia, and normal cases ([60, 65, 69])
enhanced by the image contrast enhancement algorithm
were used for this work. VGG-19 model with BPSO feature
optimization (488 features) on the enhanced data outper-
forms the other models with an overall accuracy of 99.38%,
sensitivity of 99.39%, and specificity of 99.69%. ,e un-
balanced class problem is overcome using equal number of
CXRs in each class, and also, it uses fewer parameters
compared with other models.

,e COVID-19 Inception-ResNet model (CoVIRNet)
that uses different inception residual blocks for diagnosing
COVID-19 infection from the CXR images was proposed by
Almalki et al. [82]. Multiscale feature maps obtained from
different depths, which are then concatenated by average
pooling, are used to improve the efficiency of the proposed
method. ,e problem of overfitting encountered by small
datasets has been overcome using different regularization
techniques in the deep learning blocks. ,e author proposed
two approaches: (i) CoVIRNet-Inception-ResNet blocks
consisting of a single inception module with extra branches
of convolution layer using reduction factorization; (ii)
CoVIRNet with RF-multiscale, multilayer features extracted
from the proposed Inception-ResNet blocks are classified
using a random forest classifier. For this, a multicenter
dataset of size of 1251 was used, among which 284 COVID-
19 infection images were collected from [79, 83]. 310 normal
CXRs, 330 bacterial pneumonia, and 327 viral pneumonia-
infected images were collected from [62]. On comparing the
performance of CoVIRNet with fine-tuned versions of
Xception, ResNet-101, MobileNetV2, and DenseNet-201,
the second approach CoVIRNet with RF showed better
performance with accuracy of 97.29%, precision of 97.74%,
recall of 97.02%, and F score of 0.9732.

Subsection 2.1 gives a brief review on the different
COVID-19 diagnostic methods by performing two-class or
three-class classifications against other pneumonia/normal
cases proposed by various researchers in both CXR and CT
imaging modalities. Tables 3 and 4 summarize the studies
including the network, dataset, and performance metrics
used for the evaluation of COVID-19/non-COVID-19
pneumonia diagnosis and COVID-19/non-COVID-19

pneumonia/normal or non-pneumonia diagnosis, respec-
tively. ,e performance metrics used for evaluation and
their corresponding formulae are tabulated in Table 5.

2.1.3. Other Comparative Studies. Apart from the tech-
niques mentioned in the previous sections, there are also
other comparative studies done by some researchers, which
explore the performance of a COVID-19 diagnostic algo-
rithm for different image modalities (CT and CXR) or on
datasets with binary (COVID-19/non-COVID-19) or mul-
ticlass classifications (COVID-19/non-COVID-19/normal/
other lung diseases).

(1) Comparison of Binary and Multiclass Classification. Hu
et al. [84] performed an automated diagnosis of COIVD-19
based on ShuffleNetV2 on pulmonary CT images. Two
classifications are performed on the data collected from
multiple sources. 16 different data augmentation operations
were performed on the 1042 chest CT images (comprising of
521 COVID-19, 397 healthy, 76 bacterial pneumonia, and 48
SARS) to increase the dataset size for better training of the
model. Binary classification of COVID-19 from the healthy
cases obtained an accuracy of 91.21% along with sensitivity
of 90.52%, specificity of 91.58%, and AUC value of 0.9689. In
the case of multiclass classification (COVID-19/bacterial
pneumonia/SARS), the accuracy dropped to 85.40% for the
same algorithm. ,e sensitivity, specificity, and AUC values
were 85.71%, 84.88%, and 0.9222, respectively.

Chowdhury et al. [69] had compared the performance of
different pre-trained CNNs for COVID-19 detection with
and without data augmentation using the data collected
from multiple public datasets ([60, 83, 85]). Among the
various networks analyzed, DenseNet-201 showed compa-
rably better classification results for both COVID-19/normal
and COVID-19/normal/pneumonia discrimination with
image augmentation. ,e binary classification shows better
performance with an accuracy of 99.7% compared with the
multiclass problem with an accuracy of 97.94%. ,e per-
formance difference was insignificant, and the overall per-
formance of three-class problemwas less in comparison with
the binary classification problem.

COVID-DenseNet proposed by Sarker et al. [86] is a
deep learning architecture realized using DenseNet-121 with
transfer learning from CheXNet for the detection of
COVID-19 from COVIDx [71] CXR images. ,e most
significant regions in the image that were responsible for the
prediction were highlighted by performing an interpretation
analysis using Grad-CAM.,e overall accuracy for COVID-
19/non-COVID-19 classification and COVID-19/pneumo-
nia/normal classification is 0.96 and 0.94, respectively. ,is
work tried to make the model explainable and interpretable
to certain extent using the Grad-CAM representation.

DarkCovidNet architecture based on the DarkNet-19
model was designed by Ozturk et al. [87] to identify COVID-
19 from X-ray images collected from [60, 61] comprising of
127 COVID-19, 500 pneumonia, and 500 normal images.
For COVID-19/no findings/pneumonia classification, the
model produced a classification accuracy, sensitivity, and
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specificity of 87.02%, 85.35%, and 92.18%, respectively. In
the case of binary classification COVID-19/no findings, the
performance metrics increased to accuracy of 98.08%,
sensitivity of 95.13%, and specificity of 95.3%. DarkCo-
vidNet was able to diagnose COVID-19 within seconds.

Mahmud et al. [88] proposed the CovXNet architecture,
which is a multi-dilation CNN architecture that makes use of
transferable multi-receptive feature optimization technique

for COVID-19 detection from CXR images. A balanced
dataset consisting of 305 images of different resolutions
collected from different medical centers was used for each
class: COVID-19, viral pneumonia, bacterial pneumonia, and
normal. For distinguishing COVID-19 against normal, bac-
terial pneumonia, and viral pneumonia, the binary classifi-
cation resulted in a accuracy of 97.4%, 94.7%, and 87.3%,
respectively. While carrying over the same architecture for

Table 3: A summary of research reviewed on COVID-19/non-COVID-19 pneumonia diagnosis.

Work Image
modality Dataset size Method used Accuracy

(in %)
Sensitivity or
recall (in %)

Specificity
(in %)

AUC
(in %)

Precision
(in %)

F1
score

Harmon
et al. [54] CT

(i) 1029
COVID-19 DenseNet-121 and

AH-Net
segmentation

90.8 84 93 94.9 NA NA(ii) 1695 non-
COVID-19
Pneumonia

Ouyang et al.
[55] CT

(i) 3389
COVID-19 Dual sampling

87.5 86.9 90.1 94.4 NA 0.82
(ii) 1593 CAP Attention network

with ResNet-34

Wu et al.
[56] CT

(i) 331
COVID-19 Multiview fusion

model using
ResNet-50

76 81.1 61.5 81.9 NA NA(ii) 114 other
pneumonia

Ardakani
et al. [57] CT

(i) 510
COVID-19 ResNet-101 99.51 100 99.02 99.4 NA NA(ii) 510 non-
COVID-19

Sun et al.
[58] CT

(i) 1495
COVID-19 Adaptive feature

91.79 93.05 89.95 96.35 NA NA
(ii) 1027 CAP Selection-guided

deep forest—SVM

Narin et al.
[59] CXR

(i) 341
COVID-19

ResNet-50

99.5 99.4 99.5 NA 98 0.987(ii) 1493 viral
pneumonia
(iii) 341
COVID-19

99.7 98.8 99.8 NA 98.3 0.985(iv) 2772
bacterial
pneumonia

Zhang et al.
[63] CXR

(i) 100
COVID-19 Residual CNN with

anomaly detection
head

NA 96 70.65 95.18 NA NA(ii) 1431
pneumonia

Abraham
and Nair
[64]

CXR

(i) 453
COVID-19

Combination of
multi-CNN

91.16 98.5 NA 96.3 85.3 0.914(ii) 497 non-
COVID-19
Pneumonia

(i) 71 COVID-
19

91.44 98.6 NA 91.1 98.6 0.986(ii) 7 non-
COVID-19
Pneumonia

Autee et al.
[67] CXR

(i) 868
COVID-19 StackNet-DenVIS 95.07 99.40 94.61 98.40 NA NA(ii) 9085 non-
COVID-19

Bold values represent the best result obtained for each performance metric among all the methodologies compared.
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Table 4: A summary of research reviewed on COVID-19/non-COVID-19 pneumonia/normal or non-pneumonia diagnosis.

Work Image
modality Dataset size Method used Accuracy

(in %)
Sensitivity or
recall (in %)

Specificity
(in %)

AUC
(in %)

Precision
(in %)

F1
score

Li et al.
[70] CT

(i) 1292
COVID-19

COVNet NA 90 96 96 NA NA(ii) 16325 non-
COVID-19
pneumonia
(iii) 1735 CAP

Wang
et al. [71] CT

(i) 1315
COVID-19 Prior-attention

93.3 87.6 95.5 NA NA NA(ii) 963 normal Residual model 3D
ResNets

(iii) 2406 ILD

Hasan
et al. [72] CT

(i) 118 COVID-
19 LSTM using Q-

deformed entropy
and deep features

99.68 NA NA NA NA NA(ii) 96
pneumonia
(iii) 107 normal

Butt et al.
[73] CT

(i) 219 COVID-
19 3D ResNets with

location attention
mechanism

86.7 98.2 92.2 99.6 81.3 0.839(ii) 224 IAVP
(iii) 175 normal

Song et al.
[74] CT

(i) 777 COVID-
19

DRENet 93 93 NA NA 93 0.93(ii) 505 bacterial
pneumonia
(iii) 708 normal

Toğaçar
et al. [75] CXR

(i) 371 COVID-
19 SVM—social

99.27 98.33 99.69 NA 98.89 0.9858(ii) 98
pneumonia

Mimic optimized
deep features

(iii) 65 normal

Wang
et al. [68] CXR

(i) 358 COVID-
19

COVID-Net 93.3 91 NA NA NA NA
(ii) 5538 non-
COVID-19
pneumonia
(iii) 8066
normal

Nishio
et al. [80] CXR

(i) 215 COVID-
19 VGG-16 with

conventional and
mix-up

augmentation

83.7 90.9 NA NA NA NA(ii) 533 non-
COVID-19
pneumonia
(iii) 500 normal

Canayaz
[81] CXR

(i) 364 COVID-
19

MH-Net 99.38 99.39 99.69 NA 99.39 0.9938(ii) 364
pneumonia
(iii) 364 normal

Almalki
et al. [82] CXR

(i) 284 COVID-
19

CoVIRNet feature
extractor with RF 97.29 97.02 NA NA 97.74 0.9732

(ii) 327 viral
pneumonia
(iii) 330
bacterial
pneumonia
(iv) 504 normal

Bold values represent the best result obtained for each performance metric among all the methodologies compared.
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multiclass classifications such as COVID-19/viral pneumo-
nia/bacterial pneumonia and COVID-19/normal/viral
pneumonia/bacterial pneumonia, the classification accuracies
dropped to 89.6% and 90.2%, respectively. Based on the
obtained results, distinguishing viral pneumonia from
COVID-19 is arduous when compared to other diseases.
CovXNet is highly scalable with huge receptive capacity.

(2) Comparison of COVID-19 Diagnostic Performance in CT
and CXR Images. COVID-MTNet is a deep learning ar-
chitecture proposed by Alom et al. [89] to perform multiple
tasks such as COVID-19 segmentation and detection from
CT and CXR images. A dataset of 3875 samples of COVID-
19 pneumonia and 1341samples for normal cases was col-
lected from [60, 62]. ,e infected regions were segmented
using the NABLA-N network, and the detection process was
performed using the inception recurrent residual neural
network (IRRCNN) model with transfer learning. ,e
segmentation network using pixel-level analysis significantly
reduced the possibility of false-positive and false-negative
detections. ,e model produced a segmentation accuracy of
94.52% for CXR images and 99.56% for CT images in the test
data. In the detection model, an accuracy of 98.78% and
87.26% was observed in the CT and CXR images, respec-
tively. ,ese results show that the CT imaging modality
better discriminates the COVID-19 infection from the
normal cases. ,e detection model can be generalized and
made to produce more accurate results by training greater
number of samples. Some false-positive detections were
observed in the segmentation model for CT images due to
the insufficiency of labeled CTdata for COVID-19 infection.

Vinod and Prabaharan [90] proposed an artificial in-
telligence technique for fast COIVD-19 diagnosis using
decision tree classifier with deep CNN features. ,e CXR
dataset contains 113 normal images and 306 COVID-19-
infected X-rays. ,e CT dataset contains 350 COVID-19
images and 395 non-COVID-19 images. ,e test score
resulted in 0.82 for CT and 0.87 for CXR. ,e recall score is
high in the case of CT images, i.e., 0.93. ,e recall score for
COVID-19 diagnosis in CXR images is 0.88. ,e number of
false negatives is less for diagnosis in CT image modalities.

In [91] by Perumal et al., Haralick texture features were
extracted from the enhanced images. ,ese modified images
were then fed into different predefined CNNmodels such as
ResNet-50, VGG-16, and InceptionV3 to find the patterns
similar to other pneumonia, so that it can easily detect
COVID-19 across other diseases. 14 Haralick features
(mean, variance, entropy, etc.) were used for the identifi-
cation of the relationship between biological features in the
data. ,is method was experimented on data from multiple
centers ([60, 65, 92, 93]). VGG-16 using transfer learning
achieves better classification with an accuracy of 93%,
precision of 91%, and recall of 90%.

Irfan et al. [94] developed a hybrid multimodel deep
neural network (HDNN) for COVID-19 detection from
multimodal data. It was designed as a mixture of LSTM and
CNN to predict the risk of disease onset from both CT and
CXRs. 1500 images from healthy patients and 3500 images
from infected (COVID-19 and pneumonia) patients were
collected from various sources ([60, 77, 78, 95, 96]). Initial
preprocessing involves the Kalman discrete-time model-
based denoising followed by sampling the 1080×1080 sized
images to 256× 64 sized time-series data. ,e hybrid model
added efficacy to the work using LSTM to vanish the gra-
dient problem and CNN to extract features automatically.
On classifying the data into normal, pneumonia, and
COVID-19-infected, an accuracy of 99% and PPV of 98.7%
were obtained. ,is work also concludes that COVID-19
detection from CTs using HDNNs proves to be consistent
and fast.

Other approaches that include classification of
COVID-19-positive cases against COVID-19-negative
cases or healthy cases [97–99] were present and also
classification of COVID-19 against other pulmonary
diseases as in [100], where a deep neural network with the
generative adversarial network (GAN) based on synthetic
data augmentation is used to classify 8 different lung
pathologies. ,e collected dataset contains images from
Digital Pathology Classification Challenge (Kaggle) and
COVID-19 images from [60] comprising of 5789 atelec-
tasis, 1010 cardiomegaly, 6331 effusion, 10317 infiltration,
6046 mass, 1971 nodule, 1062 pneumonia, 2793 pneu-
mothorax, 84312 normal, and 337 COVID-19 images. ,e
proposed model performed better than InceptionV3 and
ResNet models with an accuracy of 89.2%. Accurate lung
region of interest (ROI) segmentation also takes an in-
dispensable part in better diagnosis of COVID-19 by
delineating the lesions and measuring their extent. Most of
the works have used U-Net [101] architecture for this
purpose ([70, 71, 95, 102]). U-Net is a CNN architecture
developed specially for biomedical image segmentation
with the ability to give both the localization information
and the contextual information, which leads to the better
prediction of a segmentation map. Image segmentation
can also be applied to quantify the lung-infected region
([101, 103, 104]), which involves visualization of the lesion
distribution, prediction of severity, and assessing the
progression during follow-up.

2.2. COVID-19 Prognosis. Prognosis refers to predicting the
likeliness or expected disease development based on the
track of the disease that is diagnosed, the condition of the
patient (physical and mental), the available treatments, and
other additional factors. Few COVID-19 prognosis methods
are explained in this section.

Table 5: Performance metrics used in COVID-19 detection.

Performance metric Accuracy Sensitivity/recall Specificity Precision F1 score
Formula (TP + TN)/(TP + FP + TN + FN) TP/(FN + TP) TN/(FP + TN) TP/(FP + TP) (2∗ (R∗P))/(R + P)

TP—true positive, TN—true negative, FP—false positive, FN—false negative, R—recall, and P—precision.
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Sverzellati et al. [105] simulated the triage setting of a
pandemic environment with large population of COVID-
19-infected suspects provided that the clinical decision
should be given in the absence of any resource constraints.
For this, reconstructed CXR (r-CXR) images were generated
from the high-resolution CT (HRCT) images. Mortality
prediction was done based on the multivariable (age, sex,
duration of symptoms at triage, and a comorbidity score of
0–4) by performing LR analyses to identify the contribution
of clinical and radiological variables in the analysis and using
a study population of 300 patients. ,e images were graded
as follows: normal, alternative diagnosis (to be specified),
indeterminate, or typical for COVID-19 pneumonia by
expert radiologists. ,e study findings put forward that the
clinicians can rely on positive CXR for showing the low or
high extent of pneumonia, and in the case of the interme-
diate extent of CXR, it is complemented by CT for optimal
stratification of high- and low-risk groups. For indicating the
COVID-19 infection, the sensitivity, specificity, PPV, and
NPV of HRCT are 95.2%, 32.8%, 82.2%, and 67.9%, re-
spectively, which proves to be better than the corresponding
metrics of r-CXR.

Wang et al. [106] proposed the COVID-19Net to identify
patients of potentially high risk with poor prognosis using
the transfer learning process in two steps. Initially, the
network was trained on 4106 non-COVID-19 CT images
from epidermal growth factor receptor (EGFR) dataset,
which was then transferred to the COVID-19 dataset con-
sisting of CT images from 1266 victims: 924 with COVID-19
(471 patients had follow-up for more than 5 days) and 342
with other pneumonia. For prognostic analysis, 64-di-
mensional DL features were combined with clinical features
(age, sex, and comorbidity) to compose an integrated feature
vector. ,en, a multivariate Cox proportional hazard model
was used to predict the risk of a patient. ,e Kaplan–Meier
analysis and log-rank test implied that the deep features have
promising prognostic value for COVID-19 (p< 0.0001,
p � 0.013, and p � 0.014 in 3 datasets).

Feng et al. in [107] explored the predictive value of
COVID-19 prognosis from chest CT images by comparing
the difference in clinical and CT characteristics in the
progressive and stable patients by performing multivariate
LR and nomogram establishment. Older age, CT severity
score on admission, and higher neutrophil-to-lymphocyte
ratio (NLR) were identified to be the independent and
significant predictive aspects for advancement to severe
COVID-19 infection during hospitalization and were sup-
ported by an appreciative calibration of the nomogram, a
nonsignificant Hosmer–Lemeshow test statistic (p � 0.791),
and AUC value of 0.898 in the validation cohort. ,is
method was simple with only three easily obtainable vari-
ables and was capable of promptly predicting the progres-
sion risk (in-hospital) in the moderate stage of COVID-19
patients within 14 days. It was performed on an unbalanced
data consisting of only 10% of patients developing severe
COVID-19 pneumonia, which seems to be a limitation of
this work.

Liang et al. [108] developed and validated a risk pre-
dictionmethod for early diagnosis of COVID-19 infection in

patients. For this, different clinical, laboratory, epidemio-
logical, and radiological image variables were screened at the
time of admission in medical center/hospital to predict the
risk score as low-, moderate-, and high-risk cases. ,e Least
Absolute Shrinkage and Selection Operator (LASSO) was
used for screening the variables, and LR was used to for-
mulate the predictive risk score (COVID-GRAM). ,is
method was developed with a cohort of 1590 patients and
validated on 710 patients to estimate the risk that they will
develop a critical illness. 10 variables including chest ra-
diographic abnormality, age, cancer history, number of
comorbidities, and NLR were identified as independent
predictive factors among 72 potential factors by the LR
model. A mean accuracy of 0.88 was obtained in the vali-
dation group. ,is was designed as a Web-based calculator
to assist the clinicians in estimating the possibility of de-
veloping critical ailment in individual hospitalized victims.
As the development and validation patient group was
completely selected from a particular county, there might be
limitation in generalizing the work for patients from dif-
ferent regions.

Wu et al. [109] used CT images to develop an easy-to-use
and noninvasive prognosis method to predict the clinical
risk of COVID-19 patient outcome as death, need for
mechanical ventilation, and admission to the intensive care
unit. ,e development cohort consists of 492 patients
grouped into the early-phase group and the late-phase group
based on their CT scanning performed one week before or
after the symptom onset, respectively. A fine-gray competing
risk regression model was used to frame the clinical model
and CrrScore (the clinic-radiomic signature), and a Least
Absolute Shrinkage and Selection Operator (LASSO) was
used to construct the RadScore (the radiomic signature). In
the late-phase group, the radiomic signature alone proved to
be efficient to forecast the poor outcome in patients with an
AUC value of 0.976 and C-index of 0.885. In the case of the
early-phase group, the clinic-radiomic signature exhibited
better efficacy with an AUC value of 0.862 and C-index of
0.850. ,erefore, based on the time of CT scanning con-
cerning the symptom onset, appropriate signatures can be
used for predicting the prognostic outcome.

Research works on the prognostic analysis of COVID-19
using radiological images are minimal and need to be further
explored to keep a check on the severity of the diseases and
reduce the mortality rate. For prognosis, the clinical features
are combined with the radiological image findings to predict
the patient’s medical condition for delivering successful
triage and lessen the disease spread.

2.3. COVID-19 Severity/Risk Detection. A streamlined se-
verity/risk detection mechanism is highly required for
COVID-19 triage to lower the prodigious rate of mortality.
Apart from early screening, the severity assessment also
plays a vital role in triage and disease management. A review
on the related works in the literature is discussed below.

Cohen et al. [110] built a severity prediction model to
assist the clinicians in managing the patient care using a
regression model to predict two types of scores: extent of
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lung involvement (0–8 score) by ground-glass opacity or
consolidation and degree of opacity (0–6 score) on the
COVID-19-infected CXR images. DenseNet was employed
to predict pneumonia from 94 COVID-19 CXR images
acquired from [8]. ,e model was trained with 7 datasets
[90, 98, 111–115] with 18 common radiological finding tasks
consisting of 88,079 non-COVID-19 CXR images. Just using
a single feature (lung opacity) for risk predictions countered
to the ground truth value of prediction score, the model was
capable of better prediction in both the opacity score and the
geographic extent of infection. ,e Pearson correlation
coefficient and R2 for lung opacity score prediction task are
0.78± 0.04 and 0.58± 0.09, respectively. Similarly, for the
geographic extent prediction the Pearson correlation coef-
ficient of 0.80± 0.05 and R2 value of 0.60± 0.09 were ob-
tained. It was capable of predicting the geographic extent
score (range 0–8) with 1.14 mean absolute error (MAE) and
lung opacity score (range 0–6) with 0.78MAE generalization
that can be improved by performing large-scale evaluations
on public datasets from around the world.

Zhu et al. [116] also employed a model similar to [110]
for accurate staging of COVID-19 severity on CXRs. A deep
CNN model was used to foresee the lung severity scores
from 131 CXRs based on the degree of opacity (0–3 score)
and geographic extent (0–4 score). A correlation analysis
was performed amidst the predicted score and the radiol-
ogist scores, which resulted in a higher value of 0.90 and a
MAE of 8.5%, making the model yield top results. An av-
erage opacity score of 2.52 and average geographic extent
score of 3.42 were obtained across three readers.

Tang et al. [17] proposed a severity assessment model to
categorize the COVID-19-infected CT images as severe or
non-severe. For these, 63 quantitative features of top im-
portance such as volume and ratio of the left/right/whole
lung and volume of GGO were extracted from 176 CT
images obtained from different hospitals (using different
scanners) and trained to the random forest model. An ac-
curacy of 0.85, AUC value of 0.91, true positive rate of 0.933,
and true negative rate of 0.745 were obtained for this model.
,e volume and ratio of GGO were identified to be the
feature with most importance to estimate the severity of the
disease, and another finding from the study revealed that the
quantitative features observed in the right lung were more
significantly related to COVID-19 severity than the features
of the left lung. ,e main drawback is that the model is able
to label the images as only severe or non-severe instead of
multiple classifications such as mild, common, severe, and
critical.

,e limitation of [17] can be overcome by the COVID-
SDNet proposed by Tabik et al. [117], which has better
generalization capability. A balanced and homogeneous
database, COVIDGR-1.0, was built, which includes different
levels of severity such as normal with positive RT-PCR
(normal PCR+), mild, moderate, and severe. It consists of
426 COVID-19-positive CXR images and 426 COVID-19-
negative images (normal PCR: 76, mild: 100, moderate: 171,
and severe: 79). It performs smart data generation using a
class-inherent transformation approach motivated by GAN
and ResNet-50 loaded with ImageNet weights for

classification. Better and more stable results and great bal-
ance between specificity and sensitivity were obtained.
Comparing the classification accuracies of 4-class classifi-
cation (normal PCR +: 28.42%± 2.58, mild: 61.80%± 5.49,
moderate: 86.90%± 3.20, and severe: 97.72%± 0.95) and 3-
class classification (mild: 46.00%± 7.10, moderate:
85.38%± 1.85, and severe: 97.22%± 1.86), even though
normal PCR+ seems to be the toughest level to predict, its
existence accelerates the accuracy of the minor severity
levels, notably mild level. It is also observed that the seg-
mentation of the lung region using U-Net has essentially
improved the sensitivity value.

Severity assessment in COVID-19 mostly relies on
classifying the pre-identified radiological images or using the
clinical data of patients to perform the severity analysis, but
pre-identification of radiological images as mild, moderate,
or severe infections may be challenging and difficult.

2.4. Inferences. Based on the study described in the previous
sections, the review findings and inferences are listed below:

(i) COVID-19 diagnosis can be performed by clas-
sification or segmenting the infected region.
Classification can be viable and easy to implement
in short time as it demands only weak image-level
labels and few model specifications for training the
classification model.

(ii) Classification of COVID-19 infection against
normal cases seems to be much easier with high
classification results and performance metrics. In
general, binary classification (COVID-19/non-
COVID-19, COVID-19/other pneumonia) yields
better results than multiclass classification
(COVID-19/other pneumonia/normal/other lung
diseases).

(iii) Distinguishing COVID-19 from other pneumonia,
especially viral pneumonia, is challenging as they
show similar characteristics in the radiological
images. In such cases, the efficiency of the classifier
can be improved by adding more images or other
types so that the learning process can be enhanced
during training.,e performance of distinguishing
COVID-19 from normal or bacterial pneumonia
can yield better results since there is significant
variation in the radiological image features.

(iv) Deep Learning methods are mostly preferred than
the machine learning methods for feature ex-
traction as they can extract the inherent deep
features specific to each class for a finer classifi-
cation. ,e most commonly used deep models for
feature extraction and classification that give
promising results are DenseNet, ResNet, VGG,
and their modified variants. Other networks like
Inception, Exception, ShuffleNet, and EfficientNet
also have been used in many works.,e CNN layer
implementation with residual connection is
depicted in Figure 6. Diagnosis of COVID-19
employing deep learning techniques have shown
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better sensitivity and specificity than the radiolo-
gist’s decision. U-Net is the most widely preferred
deep learning architecture for segmentation task,
which is depicted in Figure 7.

(v) Deep features can be combined with clinical data
such as clinical symptoms, nucleic acid detection
results, epidemiology, and laboratory indicators,
which can bypass any misdiagnosis and effica-
ciously improve the clinical triage.

(vi) Prognosis of COVID-19 is of equal importance as
that of diagnosis, since it demands medical triage
and management of the patient care. Early iden-
tification of the disease can aid in the diagnostic
ambiguity of radiologists. Works on COVID-19
prognosis are minimal, so this can open up a large
research path for many researchers.

(vii) Prediction of COVID-19 infection severity plays a
vital role in making clinical decisions so that the
medical team can work towards reducing the
mortality rate.

(viii) Despite CXRs being cheap and easily obtainable,
CTs are highly preferred for COVID-19 analysis as
they are capable of early detection of the disease
even in victims with negative RT-PCR tests, in
asymptotic patients or even ahead symptoms may
arise.

Figure 8 illustrates the inferences from the review of
different tasks related to medical image analysis of COVID-
19.

3. Related Reviews in the Field

,ere are have been previous reviews [52, 118] that have
encompassed most of the research regarding COVID-19
in terms of machine learning, deep learning, and medical
imaging along with its analysis and scrutinized them to
preference inferences, to promote further research in the
field. ,ey also present challenges that future researchers
should tackle to incorporate better results and build more
efficient models. Table 6 (while there are other reviews
present, they were either extremely short, or did not
contain valuable information, or were mostly covered in

the mentioned reviews.) lists out the most useful reviews,
which have taken place till date and their respective merits
and limitations. Most reviews covered the architectures
used quite broadly and have also made studies in context
to their usage (pre-trained or incorporation for custom
methods). A general pipeline of the same is shown in
Figure 9. Another aspect that was covered in multiple
reviews was the use and availability of public datasets,
which is paramount to expand the COVID-19 research
capabilities.

Model generalization has also been tackled in numerous
studies as it is an important aspect to be considered while
building deep learning-based models. While the reviews
have covered the majority of the research taking place and
the challenges accompanied by them, only Shorten et al. [52]
accounted for extending work via privacy-preserving
methods andmentioned research taking place through other
deep learning paradigms such as meta-learning [126] and
self-supervised learning [127]. Apart from these, the read-
mission risk of COVID-19-recovered patients can also be
analyzed using a predictive model. ManyML- and DL-based
predictive models have been designed to predict the read-
mission risk of patients discharged from hospitals for var-
ious diseases [128, 129]. Increased readmission rates may be
liable to high healthcare cost and risk of inpatient hospital
mortalities. Several works have been carried out to improve
the performance of these predictive models using evaluation
metrics [130, 131]. Similarly, many studies have been con-
ducted regarding the COVID-19 case readmission rates and
factors [132, 133].

In the field of medicine, data privacy is of utmost im-
portance and is always the leading cause for the shortage of
open-source data. Addressing this issue should be the first
among the list of challenges concerning COVID-19. One of
the main reasons for having such expansive development
and testing is because of the large amounts of open-source
data present (including open accessing all research), which is
generally absent for other diseases. Self-supervised learning
approaches have proven to surpass the usual supervised deep
learning methods in [134, 135] and should be given more
importance and consideration when topics of extension and
challenges are brought upon. ,ere is also a major gap in
accounting for the research conducted in terms of prognosis
for COVID-19. ,ere is no single review that focuses on this
aspect. In terms of medical image analysis, few solutions are
addressed to the challenges mentioned in [52]. To the best of
our knowledge, the previous reviews missed to cover the
topics discussed above. Additional information is all part of
recent developments, which have taken place post the
drafting of those reviews.

3.1. Extension of Discussion on the Limitations of Deep
Learning Approaches Discussed in Shorten et al. (2020) [52]

(a) Explainability: deep learning models are often called
black box models due to their non-interpretive be-
havior. ,is highly disregards using deep learning
models on sensitive real-world tasks such as medical
image analysis and has hence turned into a nontrivial

X (Identity) F(x)

F(x) + x+

ReLU

ReLU

X

Weight
(Layer)

Weight
(Layer)

Figure 6: Sample residual connection used in ResNet [40].
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issue. With the focus here being the same, there are
ample explainable techniques that have come up to
aid in explaining vision-based deep learning models.
Table 7 shows the current state-of-the-art methods
used to help interpret vision-based deep learning
models. Score-CAM eliminates the dependence on
gradients (as seen in Grad-CAM) by securing the
weight of individual activation maps, by virtue of its

forward passing score on the aimed target class,
which results in a linear combination of the acti-
vation maps and weights. EVET [135] proposes a
heuristic pipeline for strengthening the visual ex-
planations by applying image transformations.
Explainability in segmentation tasks (primarily done
by U-Nets) is a field that is still being heavily ex-
plored. Initial attempts have been done by adapting

Classification
gives better
diagnosis

Distinguishing
COVID-19/

Normal is easier
comparatively

Distinguishing
COVID-19/Viral

pneumonia is
challenging

DenseNet,
ResNet,VGG &

variants – 
outperforming

networks

Research on
Prognosis is

minimal

Deep features +
Clinical Data =
Better diagnosis

Severity
prediction – for

improved triaging
& reduced

mortality rate

CT images
preferred over
CXR images

Inferences

Figure 8: Inferences from the review of COVID-19 medical image analysis.
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Table 6: Merits and limitations of existing review papers exploring the broad depth of COVID-19 research in terms of medical imaging,
medical image analysis, machine learning, and deep learning.

Review paper Merits Limitations

Ozsahin et al.
[119]

Classified different groups of studies. Only highlights result and techniques without any
intuition as to why either are used.

Added a severity constraint. Includes segmentation models within classification
studies.

Shoeibi et al.
[120]

Includes a forecasting study of coronavirus prevalence in
multiple countries.

Certain figures depict subpar comparisons and include
unnecessary comparison samples.

Includes pre- and post-processing techniques used in various
COVID-19 detection approaches.

,e review is more focused on architectures utilized
rather than the inference generated from the literature.

Pham [97]
Presents many strong inferences on pre-trained networks. Should have considered the use of the Matthews

correlation coefficient (MCC) [121] as binary
classification was considered.

Alleviates the task of data augmentation. Empirically proved
DenseNet-201 works best.

Shorten et al.
[52]

Pinpoints key discussions in regards to deep learning
approaches and the challenges faced by same in multiple

domains apart from medical imaging.

Falsely claims the first paper to review in a deep learning
point of view for COVID-19 analysis.

Explores several supporting domains such as federated
learning, meta-learning, and self-supervised learning, which is

missed in most reviews.

Compares paper to other “artificial intelligence”-based
methods to their approach.

Alsharif et al.
[122]

Attempts to compare deep learning to machine learning
approaches.

Fails to dive deep into the problem and hence causes
incorrect generalization of methods.

Joy et al. [123]
,e review is inclined to help beginners in the field.

No challenges are mentioned or analyzed.It poses an extensive study covering various approaches and
architectures.

Alghamdi
et al. [124]

Gives in-depth analysis about architectures and the various
constraints in tandem to them such as data, explainability, and

more.

Does not consider the SOTA methods in explainability
terms.

Fails to address other possible learning paradigms and
privacy-preserving methods.

Should be mentioned as the review is architecture-
dominated.

Islam et al.
[125]

Gives an extensive study on open challenges. Limitations are covered in the paper.Highlights the data partitioning techniques.
1While there are other reviews present, they were either extremely short, or did not contain valuable information, or were mostly covered in the mentioned
reviews.
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Figure 9: Generalized pipeline of COVID-19 detection from radiological image modalities.
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Grad-CAM to segmentation in the form of SEG-
GRAD-CAM [136]. ,e origin of the above work
comes from [137]. Explainable models can benefit
the medical image analysis pipeline in many ways. It
helps understand where the model is focusing on the
image, increase user confidence, and inspect the
model at a deeper level, which in turn helps in
debugging the model as well.

(b) Generalization Metrics: precision is generally the
major metric taken into consideration while ac-
counting for a fair metric for medical image clas-
sification methods. While considering segmentation,
the authors in [138] give a detailed description re-
garding which metrics to consider. ,ey also men-
tion the use of precision here as well. A detailed study
on generalization concepts and metrics can also be
studied in [139].

(c) Learning From Limited Labeled Datasets or Unla-
beled Data: primary focus on two paradigms of
learning is as follows:

(i) Meta-Learning: it follows the approach of
learning to learn. It is used to adapt to learn new
environments and in a quicker fashion greatly
aligns with the demand of COVID-19 research.
It also requires lesser data samples. In [118], a
trainable n-shot deep meta-learning framework
was built to classify COVID-19 cases with lim-
ited training CXR images. Another aspect of
meta-learning is neural architecture search
(NAS) and that has been observed to work better
than many baseline models [140].

(ii) Self-Supervised Learning: it is a subgroup of
unsupervised learning, which works on the basis
of training the deep learning model explicitly
with automatically generated labels. As Figure 10
depicts, the process involves learning visual
features from pretext task (tasks predesigned for
networks to deal with) and acts as a pre-trained
model for other downstream tasks (computer
vision applications to examine the self-super-
vised learned feature quality) via fine-tuning.
References [133, 134] have rivaled the top-per-
forming models in image tasks, even surpassing
the supervised methods. Reference [141] showed
that the combination of data augmentation and
self-supervised learning has outperformed all
previous approaches in severity assessment.

(d) Data Privacy: a detailed discussion of data privacy is
given in [52]. To extend on the avenues mentioned

there, the use of differentially private federated
neural architecture search [142] is recommended to
preserve data privacy. ,rough this method, a model
can be tested on several subsets of data, which
contain varied distributions and distinctions from
other datasets and in parallel keep any information
about the various data samples completely priva-
tized. Although the method is very computationally
demanding, it can help screen through different
samples of data and greatly test the robustness of any
model. Figure 11 depicts the working of both NAS
and federated NAS (FNAS) [143]. An application of
federated learning in terms of prognosis can be seen
in [144]. A noise implementation algorithm is in-
tegrated with a cross-device federated learning, such
that the initial symptom prognosis can be achieved
during a pandemic like COVID-19.

4. Pre- and Post-Processing Techniques for
COVID-19 Medical Image Analysis

4.1. Preprocessing. Preprocessing is a crucial part of vision
models’ pipeline. ,e process involves performing opera-
tions at the lowest level of abstraction. ,e objective is to
enhance the picture information that suppresses undesired
deformities or improves the image features necessary for
continued transformations, which is mainly linked with
generating higher accuracy in models. Even simple tech-
niques such as resizing or cropping the image can make
major difference in deep learning models. For example,
cropping out the redundant parts of a scan can help the deep
learning model avoid unnecessarily parsing through that
spatial information to concentrate on the more essential
areas of the scan. Certain models require specific size of
input images to fit in. In such situations, rescaling the image
is completely unavoidable.

Figure 12 depicts a chest CT scan being put through
contrast-limited adaptive histogram equalization (CLAHE)
in comparison with an original CT image. A clear depiction
of sharper visual features after CLAHE is applied, which
makes it easier for the model to develop and correlate these

Table 7: State-of-the-art explainable techniques for vision-based
deep learning models.

Task Explainable method

Classification
Grad-CAM [48]
Score-CAM [49]
EVET [135]

Segmentation SEG-GRAD-CAM [136]

Unlabeled Dataset

Self-supervised PTT

Self-supervised DTT

Convolutional
Neural Net

Knowledge Transfer

Pretext
Task

Convolutional
Neural Net

Downstream
Task

labeled Dataset

Figure 10: General self-supervised learning pipeline. PTT: pretext
task training; DTT: downstream task training.
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visual cues. Figure 13 illustrates how the preprocessing step
can also help better express the image features through
image enlargement. ,e enlarged points are first targeted
(shown as question marks) and then filled through inter-
polation. A comparative image is also shown with no in-
terpolation done. In addition to the techniques mentioned in
Table 8, there are certain methods that can aid in pre-
processing. Data augmentation is a widely used method in
much literature to help increase the training sample size.
GANs have also been applied to increase the sample size
[153]. Noise removal techniques without losing the signif-
icant edges can also be used to enhance the images [154].

4.2. Post-Processing. Post-processing generally directs to
improvement in the images after the model has given an
output, but in the case of medical image analysis, it mainly
involves generating inferences from the model outputs via
explainability measures.,e basis of most techniques is class
activation maps [137]. ,ese methods are used to pinpoint
the focus of the model and understand whether the output

generated is on the basis of the detection of the actual disease
and not any other factors. ,e extensions made to [137] are
discussed in Section 3.1.1. In [155], a method called the
Peekaboo training scheme was used, in which a two-stage
patch crop-and-drop strategy promotes the model to furnish
activation maps for every target concept.

5. Discussion

In this section, we discuss additional challenges faced while
conducting experiments and how the work done with re-
spect to COVID-19 can help the field of medical image
analysis in general.

5.1. Challenges Faced. Reviewing of multiple literature
samples led to the identification of multiple challenges
present in the domain, a few of which are already covered in
Section 3.1. In this section, another set of challenges that
have been discovered is elucidated.

(i) Interclass analogy and intraclass deviation of
pneumonia lesions: COVID-19 pneumonia, which
is also caused by viral infection, contains indicative
overlay of features and radiological image charac-
teristics with other viral pneumonia leading to the
interclass analogical problem. Another problem that
arises while dealing with the pulmonary medical
images is the intensity in-homogeneity problem
caused by the closeness of gray level between the
different soft tissues, resulting in segmentation and
detection difficulties [156]. Detecting the anomalous
features from the medical images becomes chal-
lenging due to the noise impedances from the tis-
sues and lesions. ,e infected region may still
contain some non-lesion regions with wide varia-
tions in tissues, which further makes it complicated
to differentiate.

(ii) Generalization and reproducibility: the COVID-19
detection algorithms proposed by various re-
searchers produce great results for the particular
small dataset used in that work. When these trained
classifier algorithms are implemented on larger
unseen data, they may not be able to generalize their
performance. Moreover, problems arise in repro-
ducing the similar performance on other multi-
center datasets. One such solution to this problem is
the use of vision transformers, which have dem-
onstrated superior performance and greater gen-
eralization prowess. ,ese are of paramount
importance in the context of a deployment scenario
[157].

(iii) Data source learning problem of ML and DL: on
applying neural network-based COVID-19 detec-
tion protocols to multicenter datasets, most of the
detection systems tend to learn the source of dataset,
their imaging protocols, mode, and so on, rather
than learning the discriminative features among the
various classes. Such kind of algorithms may not be

Sensitive Data Local Models Central Models

Data
Storage

Aggregrate

update

distribute

train

Figure 11: General federated learning pipeline.

ORIGINAL CLAHE

Figure 12: Original CT image versus CLAHE-processed CT image
[145].

18 Journal of Healthcare Engineering



fair enough when generalized for different data
[158].

(iv) Spread and contamination: contamination of the
scanners is also an issue that needs to be considered.
,ere is a great possibility of disease spread during
scanning; hence, the radiologists must assure that
the scanners are maintained clean after every
scanning process.

5.2. Future Scope: Utilizing COVID-19 Medical Image
Analysis Research in Other Fields. As seen, enormous
amounts of effort take place to furnish newmethods through
deep learning strategy to tackle the problems of COVID-19
detection. A few potential avenues have been mentioned in
this section, which can in general help to extend the field of
medical image analysis.

(i) Medical model weights and baseline architectures:
utilizing model weights built upon disease-affected
scans has shown to improve the efficiency in models
[87]. Particular to COVID-19, CheXNet [159]
weights utilized in models instead of the usual
ImageNet weights have been shown to increase the
model [160], which can be utilized to detect other
diseases as well. General vision problems are quite
different when compared to dealing with medical
images such as MRIs, CTs, and PET scans. Training

models that are based on the weights gained from
training on such images should furnish more ac-
curate models. Apart from COVID-19, there are
many other diseases that can be detected from ra-
diographs. As DenseNet is seen to do well for
COVID-19 (both from pre-training and for cus-
tomized models), it should be fair enough for other
diseases as well and can act as a good starting point
for future researchers to expand existing works.

(ii) Expanding the community and model testing: there
are many introductory materials focused on
COVID-19 and medical image analysis. ,is can
help build the community further and attract novices
to the field. Testing models on scarce datasets make it
quite difficult to generate inference about the
model’s performance. With the massive open-source
data available, it also allows potential researchers to
realistically test their models and architectures. ,e
variety of data present also helps in testing the model
for generalizability, which is one of the biggest ob-
stacles to surmount while utilizing deep learning-
based methodologies.

6. Conclusion

A comprehensive description on the various COVID-19
detection techniques using medical image analysis has been

Original

Enlarging
the

Image
Before Interpolation A�er Interpolation No Interpolation

Figure 13: Depiction of a pipeline for enlarging an image through interpolation.

Table 8: List of preprocessing techniques used for analyzing radiological images.

Reference Technique Utilization

Pizer et al. [146] Adaptive histogram
equalization Improves contrasts in images.

Veldhuizen and Jernigan
[147] Wiener filter Produces an estimate of a desired or target random process.

Lehmann et al. [148] Interpolation Best estimation of a pixel’s color and intensity in context to the values at
neighboring pixels.

Tian et al. [149] Binarization Transforms data features of any entity into vectors of binary numbers.

Yadav et al. [145] CLAHE Amplifies the contrasts.
Works on small regions called tiles.

Prabha and Kumar [150] Smoothing filter Utilized in blurring regions.
Kociołek et al. [151] Normalization Changes the range of pixel intensity values.

Gungor [152] Wavelet transform Reduces noise in images.
Decomposes special patterns hidden in mass of data.
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described in this study. ,e cause, effect, challenges, limi-
tations, and other retrospective discussions on COVID-19
medical image analysis have been discussed through this
study to best feature the importance of carrying out more
research on this area to reduce the increased mortality count
faced by the world. DL can improve the disease diagnosis
efficiency by precisely locating the infections in the medical
images in a faster and accurate manner. ,e preceding
COVID-19 analysis methodologies proposed by various
researchers can be used only as a reinforcement technique to
assist the medical teams in highly populated areas and in
situations requiring quicker diagnosis. ,e problems such as
unavailability of enough and accurate labeled data, gener-
alization and reproducibility of preceding algorithms for
multicenter large datasets, and difficulty to isolate COVID-
19 against other pneumonia cases due to the closeness of
gray level of the soft lung tissues have been highly chal-
lenging to design a diagnostic system with high reliability
and accuracy. An intelligent and accurate computer-assisted
COVID-19 diagnostic system employing adaptive deep
learning models with active/incremental learning is the need
of the hour to combat the evolving coronavirus.
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In this paper, we mainly adopted 337 patients who had undergone the surgery on lymph node metastasis of papillary thyroid
carcinoma (PTC) as the sample population. In order to provide clinical reference for the intelligent decision-making in treatment
plan and improvement of prognosis, we utilized ultrasound features and imaging features to construct five early diagnosis models
for patients based on the ultrasound features, imaging features, and combined features. -e model integrated with broad learning
system (BLS) showed the best performance, with the area under the curve (AUC) of 0.857 (95% confidence interval (CI):
0.811–0.902)) and the accuracy of 0.805 (95% CI: 0.759–0.850). For demographic and clinical features, the prediction effect was
also good, with the AUC more than 0.700.

1. Introduction

Papillary thyroid carcinoma (PTC) is one of the most
common pathologic types of thyroid cancer [1]. -e current
clinical problem is to find regions where lymph node
metastasis is prone to occur [2]. -is problem is usually
solved by utilizing the ultrasound technology, which is
also the first choice for thyroid cancer examination.
Ultrasound technology can determine whether the
patient has cervical lymph node metastasis before
surgery, which is of great significance for the selection
of surgical methods, radiotherapy and chemotherapy,
and the judgment of prognosis [3]. -e major advantage
of machine learning is that the learning model can
improve treatment decisions for cancers and provide
clinical references to improve the prognosis [4]. Deep
learning models have been used in previous studies, but
it takes a lot of time in training stage [5–7].

As an effective and efficient incremental learning system,
broad learning system (BLS) can provide value for predic-
tion model, which largely reduced the time cost of model
training [5]. If combined with imaging omics, broad
learning features can then be utilized in establishing the
lymph node metastasis model [6–8]. Imaging omics is
mainly based on the extraction and analysis of images
features from CT, MRI, PET, and other medical images to
quantitatively evaluate diseases such as thyroid papillary
carcinoma and lymph nodes [9]. It can be used to diagnose
diseases, predict prognosis, and analyze biological behavior
of diseases [10]. Imaging omics was proved to be objective in
image extraction of lymph node features in PTC and had
important implications for prediction of clinical outcome
[11–15]. Since imaging omics has been successfully applied
to the diagnosis of thyroid cancer, lung cancer, liver cancer,
breast cancer, and other diseases [16–22], it will also be
employed in the present study.
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To combine imaging omics with broad learning features,
random forest is employed to develop the basic analytic
models, which is a combination of decision trees [23]. Each
decision tree is trained by randomly generating a new data
set from the original data set. -e result of random forest is
the decision of most decision trees [24–28]. But a single
model classification method is often prone to overfitting
problem. Many scholars often improve the prediction ac-
curacy through the combination of multiple single models,
which is called classifier combination method. Random
forest is an algorithm that proposed to solve the overfitting
problem of a single decision tree model [29]. Random forest
uses the bootstrap resampling method to extract multiple
samples from the original samples and then conducts de-
cision tree modeling for each bootstrap sample, and then
synthesizes multiple decision trees for prediction, and ob-
tains the final prediction result through voting [30, 31].

-e organization of this article is as follows. We will use
preoperative ultrasound features and image analyses to
construct an early diagnosis model for lymph node me-
tastasis in PTC in Section 2.-ese models will be performed,
evaluated, and then integrated with BLS in Section 3.

2. Materials and Methods

2.1. Study Design and Population. -is study was a cross-
sectional study which was approved by the Institutional
Review Board of -e Affiliated Changzhou No. 2 People’s
Hospital with Nanjing Medical University (approval num-
ber: [2021]KY021-01). -e sample population was 337 pa-
tients who had undergone PTC surgery in Changzhou
Second People’s Hospital after inclusion and exclusion.

-e inclusion criteria were as follows: (1) patients aged
≥18 years old; (2) PTC patients who received fine needle
biopsy before operation and were confirmed; (3) patients
without benign lesions or single malignant lesions; (4) pa-
tients who underwent extensive neck lymph node dissection;
(5) patients with complete clinical data.

-e exclusion criteria were as follows: (1) patients who
received anticancer treatment such as radiotherapy and
chemotherapy before operation; (2) patients without un-
dergoing ultrasound examination before operation.

2.2.MissingDataAssessment. -ere were 428 nodules in 337
patients. Noting that each nodule had two or more ultra-
sound images from different angles, there were a total of 973
ultrasound images for 428 nodules in 337 patients. Alter-
natively, a total of 428 data and 973 representative ultra-
sound images were collected. Missing values in the data were

filled by random interpolation. Sensitivity analysis before
and after gap-filling is shown in Table 1.

2.3. Image Preprocessing and Classification. In the present
study, Lasso regression filtering is used for image processing
[32, 33].-e processes were to sample n original sample data
with the sample size of N and each observation object had an
equal probability of being selected, which was 1/N. -e sample
was regarded as the whole, and the subsamples sampled were
regarded as samples from the sample. Such subsample was called
the bootstrap sample.-e sampling process can be formulated as
follows. Let H(x) represent the random forest classification
result, hi(x) represent the classification result of a single decision
tree, Y represent the classification target, I(·) represent indic-
ative function, and the random forest classification model adopt
a simple voting strategy to complete the final classification.

(1) Each decision tree was generated by training sample
X with sample size K and random vector θk

(2) Random vector sequence θk, 1, . . . , K􏼈 􏼉 was in-
dependently and identically distributed

(3) Random forest was the set of all decision trees
h(X, θk), k � 1, 2, . . . , K􏼈 􏼉

Among these processes, each decision tree model
h(X, θk) had one vote to select the classification result of
input variable X: H(x) � max

Y
􏽐

k
i�1 I(hi(x) � Y).

-e remaining variable of image feature was gray-level
size zone matrix (GLSZM) entropy. -e remaining three
variables were gender, age, and carcinoembryonic antigen in
the demographic information and clinical data, and the
remaining four features were the maximum diameter of
nodule in ultrasound features, aspect ratio, calcification, and
relative capsule position. BLS was established for image
classification through learning the variables in the model to
obtain the output variables. In the process of image classi-
fication, broad learning mapped the input data, constructed
the mapping features, and then activated the mapping fea-
tures to enhance the features, and output the two parts to-
gether. We screened out the new features by using the loss
function of the 1-norm in Lasso regression, and the new
features were merged into the random forest as follows:

J(w, b) �
1
2m

argmin
w,b

􏽘

m

i�1
􏽢yi − yi( 􏼁

2
+ α􏽘

n

i�1
wi

����
����. (1)

2.4. Establishment of theDiagnosticModels. For each nodule,
the ROI was delineated according to the gray image

Table 1: Sensitivity analysis before and after gap-filling.

Variables Missing number Before filling (n� 428) After filling (n� 428) Statistics P

Carcinoembryonic antigen, M(Q1,Q3) 17 (3.97%) 1.42 (0.88, 2.10) 1.42 (0.89, 2.07) Z� −0.066 0.948
Free triiodothyroxine, mean± SD 8 (1.87%) 5.15± 1.31 5.16± 1.32 t� −0.06 0.949
Free thyroxine, mean± SD 8 (1.87%) 18.29± 4.76 17.96± 3.70 t� 1.12 0.261
-yroid stimulating hormone, M(Q1,Q3) 8 (1.87%) 1.93 (1.12, 3.17) 1.96 (1.15, 3.19) Z� 0.368 0.713
-yroid globulin antibody, M(Q1,Q3) 8 (1.87%) 19.04 (12.98, 66.89) 18.66 (12.97, 57.48) Z� −0.397 0.691
Maximum diameter of nodule, M(Q1,Q3) 1 (0.23%) 0.80 (0.50, 1.20) 0.80 (0.50, 1.20) Z� −0.055 0.956
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Figure 1: (a) Flow chart for the model development and validation. (b) Characteristics of the diagnostic models.
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selected in the largest long axis cross section. -e early
diagnosis model of lymph node metastases (LNM) was
constructed by combining the preoperative ultrasound
features and ultrasound image features, as shown in

Figures 1(a) and 1(b). -e focus area of PTC was
framed by the clinician, and then the imaging features
of the focus area were extracted by the pyradiomics
algorithm.

Table 2: Characteristics comparison for the training and testing sets.

Variables Total (n� 973) Training set (n� 681) Testing set (n� 292) Statistics P

Gender, n (%)
Male 207 (21.27) 143 (21.00) 64 (21.92) χ2 � 0.103 0.748Female 766 (78.73) 538 (79.00) 228 (78.08)
Age, mean± SD 44.74± 11.25 44.66± 11.05 44.91± 11.70 t� −0.32 0.752
BMI, mean± SD 23.87± 3.39 23.90± 3.43 23.82± 3.29 t� 0.30 0.763
Carcinoembryonic antigen, M(Q1, Q3) 1.34 (0.86, 2.02) 1.34 (0.84, 2.02) 1.33 (0.89, 2.05) Z� 0.067 0.947
-e free triiodide, M(Q1, Q3) 5.10 (4.60, 5.50) 5.10 (4.60, 5.50) 5.00 (4.60, 5.50) Z� −0.201 0.841
Free thyroxine, mean± SD 18.61± 5.03 18.58± 4.80 18.67± 5.55 t� −0.24 0.812
T stimulating hormone, M(Q1, Q3) 1.91 (1.11, 3.19) 1.94 (1.15, 3.25) 1.78 (1.06, 2.99) Z� −1.374 0.169
T globulin antibody, M(Q1, Q3) 20.92 (12.98, 78.98) 20.92 (13.04, 83.68) 19.11(12.27, 73.34) Z� −0.982 0.326
Part, n (%)
Ru 105 (10.79) 73 (10.72) 32 (10.96)

χ2 � 6.065 0.416

Right middle school 266 (27.34) 199 (29.22) 67 (22.95)
Lower right 148 (15.21) 101 (14.83) 47 (16.10)
Left 73 (7.50) 47 (6.90) 26 (8.90)
Left middle school 237 (24.36) 167 (24.52) 70 (23.97)
-e lower left 100 (10.28) 64 (9.40) 36 (12.33)
Isthmus 44 (4.52) 30 (4.41) 14 (4.79)
Max diameter of nodule, M(Q1, Q3) 0.80 (0.54, 1.20) 0.80(0.53, 1.20) 0.80(0.57, 1.31) Z� 0.867 0.386
Form, n (%)
Rules 95 (9.76) 64 (9.40) 31 (10.62)

χ2 �1.327 0.515Under-rule 318 (32.68) 217 (31.86) 101 (34.59)
Irregular 560 (57.55) 400 (58.74) 160 (54.79)
Boundary, n (%)
Clear 170 (17.47) 113 (16.59) 57 (19.52)

χ2 �1.226 0.542Lack of clarity 368 (37.82) 261 (38.33) 107 (36.64)
Unclear or vague 435 (44.71) 307 (45.08) 128 (43.84)
Aspect ratio, n (%)
≤1 415 (42.65) 282 (41.41) 133 (45.55) χ2 �1.431 0.232>1 558 (57.35) 399 (58.59) 159 (54.45)
Composition, n (%)
Cystic or almost totally cystic 1 (0.10) 1 (0.15) 0 (0.00)

Fisher 1.000Capsule solidity 19 (1.95) 13 (1.91) 6 (2.05)
Real or almost all real 953 (97.94) 667 (97.94) 286 (97.95)
Echo, n (%)
Isoechoic or hyperechoic 5 (0.51) 3 (0.44) 2 (0.68)

Fisher 0.898Low echo 926 (95.17) 649 (95.30) 277 (94.86)
Extremely low echo 21 (2.16) 14 (2.06) 7 (2.40)
Mixed echo 21 (2.16) 15 (2.20) 6 (2.05)
Calcification, n (%)
No calcification 362 (37.20) 262 (38.47) 100 (34.25)

Fisher 0.293Coarse calcification 62 (6.37) 47 (6.90) 15 (5.14)
Eggshell calcification 6 (0.62) 5 (0.73) 1 (0.34)
Microcalcification 543 (55.81) 367 (53.89) 176 (60.27)
Relative coating position, n (%)
Stay away from 398 (40.90) 286 (42.00) 112 (38.36)

χ2 �1.123 0.570Cling 485 (49.85) 333 (48.90) 152 (52.05)
Breakthrough 90 (9.25) 62 (9.10) 28 (9.59)
TI_DS classification, n (%) χ2 � 0.812 0.937
LNM transfer, n (%)
No 576 (59.20) 410 (60.21) 166 (56.85) χ2 � 0.953 0.329Yes 397 (40.80) 271 (39.79) 126 (43.15)
T: thyroid; TI_DS: ultrasonic thyroid imaging and data system; LNM: lymph node metastases.
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Table 3: -e predictive performance of these models in the training and testing sets.

Models Cut-
off

Sensitivity (95%
CI)

Specificity (95%
CI) PPV (95% CI) NPV (95% CI) AUC (95% CI) Accuracy (95%

CI)
Model
1a 0.348 0.849

(0.806–0.891)
0.851

(0.817–0.886)
0.790

(0.744–0.837)
0.895

(0.864–0.925)
0.913

(0.893–0.934)
0.850

(0.823–0.877)
Model
1b 0.348 0.738

(0.661–0.815)
0.771

(0.707–0.835)
0.710

(0.632–0.788)
0.795

(0.733–0.857)
0.813

(0.762–0.863)
0.757

(0.708–0.806)
Model
2a 0.437 0.808

(0.761–0.855)
0.868

(0.836–0.901)
0.802

(0.755–0.849)
0.873

(0.840–0.905)
0.913

(0.892–0.934)
0.844

(0.817–0.872)
Model
2b 0.437 0.730

(0.653–0.808)
0.789

(0.727–0.851)
0.724

(0.647–0.802)
0.794

(0.732–0.856)
0.818

(0.769–0.868)
0.764

(0.715–0.812)
Model
3a 0.360 0.886

(0.848–0.924)
0.827

(0.790–0.863)
0.772

(0.725–0.818)
0.916

(0.888–0.944)
0.941

(0.925–0.957)
0.850

(0.823–0.877)
Model
3b 0.360 0.762

(0.688–0.836)
0.723

(0.655–0.791)
0.676

(0.599–0.753)
0.800

(0.736–0.864)
0.821

(0.772–0.871)
0.740

(0.689–0.790)
Model
4a 0.500 0.823

(0.777–0.868)
0.966

(0.948–0.983)
0.941

(0.911–0.971)
0.892

(0.863–0.921)
0.984

(0.977–0.990)
0.909

(0.887–0.931)
Model
4b 0.500 0.667

(0.584–0.749)
0.910

(0.866–0.953)
0.848

(0.778–0.919)
0.782

(0.724–0.841)
0.857

(0.811–0.902)
0.805

(0.759–0.850)
aUsing the training set; busing the testing set. PPV: positive predictive value; NPV: predictive value; AUC: area under the curve; CI: confidence internal.
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Model 1
Model 2
Model 3
Model 4
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Figure 2: ROC curves of the four models in training and testing sets.

Table 4: -e predictive performance of lymph node metastasis by BLS feature learning.

Models Cut-
off

Sensitivity (95%
CI)

Specificity (95%
CI) PPV (95% CI) NPV (95% CI) AUC (95% CI) Accuracy (95%

CI)
Model
4a 0.500 0.823

(0.777–0.868)
0.966

(0.948–0.983)
0.941

(0.911–0.971)
0.892

(0.863–0.921)
0.984

(0.977–0.990)
0.909

(0.887–0.931)
Model
4b 0.500 0.667

(0.584–0.749)
0.910

(0.866–0.953)
0.848

(0.778–0.919)
0.782

(0.724–0.841)
0.857

(0.811–0.902)
0.805

(0.759–0.850)
Model
5a 0.465 0.959

(0.936–0.983)
0.973

(0.958–0.989)
0.959

(0.936–0.983)
0.973

(0.958–0.989)
0.995

(0.992–0.998)
0.968

(0.954–0.981)
Model
5b 0.465 0.778

(0.705–0.850)
0.843

(0.788–0.899)
0.790

(0.719–0.862)
0.833

(0.777–0.890)
0.853

(0.806–0.901)
0.815

(0.771–0.860)
aUsing the training set; busing the testing set. PPV: positive predictive value; NPV: predictive value; AUC: area under the curve; CI: confidence internal.
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-e strategy in construction of the five diagnostic models
was different. In Model 1, only demographic information
and clinical data were used. In Model 2, we combined de-
mographic information, clinical data, and ultrasound fea-
tures. Model 3 combined demographic information, clinical
data, and imaging features. Model 4 combined the demo-
graphic information, clinical data, ultrasound features, and
imaging features. Broad learning was used to learn the
variables in Model 4, and new variables were obtained,
which were incorporated into the random forest model to
obtain Model 5.

-e data set was randomly divided into 7 : 3 training set
and testing set, which were then normalized, respectively.

Lasso regression was used to filter features in the training set,
and then the prediction model was constructed.

-e area under the curve (AUC), accuracy, sensitivity,
and specificity were used to evaluate the model. -en, the
importance of features was expressed by using the feature
importance map.

3. Results and Discussion

3.1. Diagnostic Performance of the Five Models. As shown in
Table 2, because the data were randomly divided into
training sets and testing sets, the ultrasonic features were
compared in balance. Because their P values were all >0.05,
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Figure 3: -e ROC curve of Model 4 and Model 5 in training and testing sets.
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the difference between training sets and testing sets was not
statistically significant. -is confirmed that the performances
between training sets and testing sets were comparable.

As shown in Table 3, it can be found from the prediction
results that Model 4 performed best in the testing set, which
combined ultrasound features and imaging features in our
data set, with the AUC of 0.857 (95% confidence internal
(CI): 0.811–0.902) and the accuracy of 0.805 (95%CI:
0.759–0.850). -e receiver operator characteristic (ROC)
curves of the four models are shown in Figure 2.

3.2. Prediction Results after Integrated with Broad Learning.
Eight features in Model 4 were included in BLS model to get
106 features, and then 5 features were screened out by Lasso
using α� 0.004. Five features put into the stochastic forest
prediction model to predict whether lymph node metastasis
occurred are shown in Table 4. Figure 3 shows the ROC
curve of Model 4 and Model 5 in training and testing sets.

3.3. Discussion on the Importance of Model Features.
Since the prediction results of Model 4 and Model 5 were
relatively close, and the difference was not statistically

significant, we finally chose Model 4 because of its high
interpretability. From the map of feature importance (Fig-
ure 4), it can be found that the most important variable was
the maximum diameter of nodules, followed by GLSZM
zone entropy in imaging features, and the third was carci-
noembryonic antigen.

Overall, carcinoembryonic antigen and age were the best
predictors of demographic and clinical features. Among
ultrasonic features, the maximum diameter of the nodule
was the best predictor. Imaging features also predict well, as
seen in Figure 5.

As the most common thyroid malignancy, the papillary
thyroid cancer is associated with cervical lymph node me-
tastases in 30% to 90% of patients [34]. -e lymph node
dissection (LND) is the mainstay treatment for clinically
evident cervical lymph node metastases [35]. So far, surgical
treatment options in the literature include the traditional
radical LND, the modified radical LND, the selective LND,
and a “berry picking” resection in which only the grossly
abnormal lymph nodes are excised [36–42]. -e selective
LND represents a compartment-based resection based on
documented lymph node metastases [43, 44]. -is study
constructed diagnostic models through an integration of the
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Figure 5: Ultrasonic features AUC: testing set on the left and training set on the right (carcinoembryonic antigen, maximum diameter of
nodule, age, GLSZM zone entropy, sex, calcification, aspect ratio, and relative capsule position in turn, which are modified according to
translation.
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random forest and BLS, which was demonstrated to be a
successful attempt to break the related bottlenecks in the
future.

Before constructing the diagnostic models for lymph
node metastasis, we considered using the ultrasound fea-
tures of lymph nodes as input. But cervical lymph nodes are
widely distributed (mainly in 6 regions) and there are some
limitations in the feature recognition of cervical lymph
nodes by ultrasound, especially the lymph nodes in the
central area, as well as the special anatomical structures such
as posterior trachea, posterior esophagus, retropharyngeal
area, and mediastinum, which cannot be displayed well by
ultrasound [45]. Meanwhile, researches in modeling, diag-
nosis, and treatment have confirmed that some ultrasonic
features of primary lesions are related to lymph node me-
tastasis [46, 47]. Our experiment also demonstrated that we
can better identify lymph node metastasis in different re-
gions through imaging features of primary lesions. -is was
the reason why no lymph node features were used as input in
the present study.

Unlike the analysis of normal cancer [48, 49], lymph
node metastasis is detected through postoperative pathology
(gold standard) [50].-e inclusion criteria of this study were
those who underwent extensive neck lymph node dissection
to ensure the accurate diagnosis of LNM. -e potential risk
of lymph node metastasis has led to many PTC patients
receiving total thyroidectomy, lymph node dissection, and
other treatments, resulting in widespread overtreatment.
-erefore, we hope to build a diagnostic model of preop-
erative LNM to help realize accurate identification of high-
risk patients with LNM in this population to reduce
overtreatment.

We constructed five early diagnosis models of LNM by
combining the preoperative ultrasound features and ultra-
sound image features. -ese models were chosen for the
convenience to extract the imaging features of the focus area
of PTC. -e strategy in construction of the five diagnostic
models was different, and finally, we founded that the top
three parameters are more important than the others. -ese
results present further evidence for a systematic review and
meta-analysis in previous studies, which indicated that
patient gender is a factor associated with lymph node me-
tastasis in T1 colorectal cancer [51]. -e clinical significance
lies in helping the clinicians in early diagnosis, which not
only reduces the workload of clinicians but also cut off the
suffering of patients [52–54]. -e previous studies utilized
deep learning algorithms for detection of lymph node
metastases, while broad learning algorithms were rarely
utilized [54]. Deep learning models spend too much time in
the training stage and BLS can greatly reduce the time cost in
training the model [53, 54]. -is was also the major inno-
vation of our study.

4. Conclusion

In this paper, five early diagnostic models were developed
from random forest and integrated with the BLS to obtain
experimental results with population informatics, clinical
data, and ultrasonic characteristics. -ere was no significant

difference between the combining of BLS and random forest
and random forest was chosen to make predictions for the
model. -e most important feature map statistics show the
maximum diameter of the nodule. It was the most important
variable, followed by the GLSZM zone entropy and hence
should be employed in subsequent studies [55–60].
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)e novel paradigm of Internet of )ings (IoT) is gaining recognition in the numerous scenarios promoting the pervasive
presence of smart things around us through its application in various areas of society, which includes transportation, healthcare,
industries, and agriculture. One more such application is in the smart office to monitor the health of devices via machine learning
(ML) that makes the equipment more efficient by allowing real-time monitoring of their health. It guarantees indoor comfort as
per the user’s satisfaction as it emphasizes on fault prediction in real-life devices. Early identification of various types of faults in
IoTdevices is the key requirement in smart offices. IoTdevices are becoming ubiquitous and provide an assistant to supervise an
office that is regulated by ML and data received from sensors is stored in cloud. A recommender system facilitates the selection of
an appropriate solution for faults in IoT-enabled devices to mitigate faults. )e architecture proposed in this paper is used to
monitor each and every office appliance connected via IoT technology using ML technique, and recommender system is used to
recommend solutions for fault patterns without much human intervention. )e ultrasonic motion sensor is used to fetch the
information of employee availability in cubicles and data is sent to the cloud through theWiFi module. ATmega8 is used to control
electrical appliances in the office environment. )e significance of this work is to forecast the faults in IoT appliances which will
have an impact on life and reliability of IoTappliances. )e main objective is to design a prototype of a smart office using IoT that
can control and automate workplace devices and forecast whether the device needs repairing or replacing, thus reducing the
overall burden on the employee and helping out in increasing physical as well as mental health of the person.

1. Introduction

)e 21st century is witnessing a fast-paced digital revolution.
Internet of )ings (IoT) is a recent concept in which real-
world physical entities can be remotely controlled with the
help of the Internet. IoT architecture contains a physical
object network that is integrated with sensors, electronic
devices, and software which allow them to gather and
transfer data through an IoTnetwork. )ese entities are also
called smart objects because they can sense the environment
and can be remotely controlled through existing IoT net-
work architecture by integrating with the physical envi-
ronment. IoT has a positive impact on daily lives as it

provides new solutions to every aspect of society. )erefore,
IoT is a phenomenon that results in an event between the
sensor, real-time network, and the data centres [1].

In an IoT application, the perception layer consists of
smart objects embedded with sensors that collect and
process real-time information of the physical and digital
worlds. )ese sensors help in the measurement of the
physical resources and monitor the changes in the physical
environment [2]. Figure 1 represents the architecture of an
IoT application [7].

)ere is a need for memory in the gateway to receive the
sensor data that the sensors send to the gateways. Some-
times, these sensors generate a large amount of data that
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need a robust and high-performance WSN that transports
these data to the destination gateway on time. Several
protocols and technologies are needed in the heterogeneous
configuration of an IoT application [8]. Also, a broad range
of IoT services or applications like speed transactions,
compatibility, or context-aware applications are demanded.

IoT is gaining popularity worldwide in different situa-
tions of the advanced wireless communications network
while supporting the presence of smart things around us.
IoT is capable of changing the world [9]. )ere has been an
abundance of information and this advanced technology has
opened many paths to access this information. Every part of
our lives is getting changed by the development of IoT [10].
IoT frameworks are intensely used in many applications as
demonstrated below. Figure 2 outlines some of the funda-
mental areas and applications of IoT which includes smart
traffic system, smart environment, smart healthcare, smart
home, smart agriculture, smart office, and supply chains
logistics IoT [14–16].

Smart office automation is the latest and upcoming
technology in the market that is easier to control and makes
life simpler. A smart office is a place where one would find
desktop computers and printers connected to a router via
cable for Internet access. Also, appliances like laptops,
printers, smart heaters, smart window blinds, coffee ma-
chines, etc., are all connected to the Internet.

)ere are many advantages of IoT, but still there are
some issues that must be addressed to advance its growth
[17]. )e applicability of IoTdevices is a complex mixture of
various technologies that provide solutions based on the
integration of various heterogeneous technologies. In many
cases, IoT applications heavily depend on a network of
connected components embedded in physical objects, such
as appliances or devices [18]. )e functionality and opera-
tion of these physical objects are important in communi-
cation and connectivity. )e complexity of these devices and
technology leads to the challenge of creating a dependable
IoT application [19].

Cloud computing uses central remote servers to manage
data and applications via the Internet. It allows users to run
applications without installing them or directly accessing
their files at any time on any machine having Internet access.

It provides on-demand computing services such as appli-
cations, storage, and processing power. Cloud gives several
services to the client like Platform as a Service (PaaS),
Software as a Service (SaaS), and Infrastructure as a Service
(IaaS) [20]. )e integration of cloud and IoT leads to the
expansion of available technologies in cloud environments.
)e information and applications used by the IoT tech-
nology can be stored on cloud storage. )e integration of
cloud and IoT technology is represented in Figure 3. Cloud
allows users to access all the information needed for IoT
connectivity [24].

Energy is an important technological challenge in IoT
and in-depth research is required to develop systems that
can save energy during the operational environment
[25, 26]. IoT needs ways to minimize the energy spent on
communication and computing. Also, it requires techniques
to harvest energy that will assist IoT devices to relieve from
the restrictions foisted by battery operations, scarce energy,
and limited resources that need to be tackled in IoT ap-
plications. )erefore, there is a need to devise solutions that
will optimize energy usage in IoT devices [27]. Also, early
fault prediction can extend equipment life, increase safety,
and reduce manufacturing costs [28]. Fault prediction is a
crucial aspect to be evaluated because it helps in determining
the fault proneness of IoT devices. )e elimination of faults
enhances the quality and improves the effectiveness of the
whole process. Machine Learning (ML) acts as a key factor in
fault prediction and helps in getting more accurate results.
ML has many techniques and algorithms, such as Artificial
Neural Networks, Multilayer Perceptron, Naive Bayes,
Genetic Algorithms, andmanymore that can be used in fault
prediction and save time [29]. ML can automatically ex-
amine heterogeneous data by applying smart algorithms and
models to achieve better results. )e techniques and algo-
rithms used inML are different from one another in terms of
their working, hypotheses, properties, precision, advantages,
disadvantages, and solving category. )e actions required to
find the faulty devices are planned earlier in case of any
problem. )e consequences can be catastrophic if faults are
not tackled beforehand and they may also disrupt the actual
result [30, 31].

IoT is a booming shift in the ITepoch. IoTdevelopments
are accelerating innovation-driven information and tech-
nological applications in several areas such as production
processes, agricultural fields and home or office automation.
)e increased demand for digital terminals configured with
a robust variety of sensors enables a greater process of data
acquisition module for industrial IoT. Prediction of faults is
a big security challenge in IoTdevices but still, it is one of the
safe methods of fault prevention [32]. Smart automation has
a significant impact on the customer’s experience by giving
fault-free solutions. Early prediction of faults plays a very
important role in terms of quality measurement. ML-based
approaches have been considered the most promising
technique due to the learning mechanism of classifiers. To
predict a fault before its occurrence reduces the overall cost
and time and cost of the projects. Also, the need for a reliable
and refined technique is a point of concern. IoT is a con-
vergence of many technologies, real-time analytics, and ML.

Perception
Layer

Network
Layer

Application
Layer

Figure 1: Architecture of an IoT application [3–6].
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It gave birth to many customer demands like office auto-
mation, prior fault prediction of devices, and remote
monitoring of applications. ML techniques open the po-
tential for IoT applications by feeding information gathered
by sensors into ML models, thereby applying results to
enhance the business services [33]. Recommender system
helps in fault prediction in smart office to predict faults at an
early stage.

1.1. Motivation of Work. In this era, many people spend
most of their time in offices or companies. )e efficiency of
employees is influenced by the environment of their
workplace. To increase productivity, comfort is required in
the office. So, the concept of the smart office is rapidly
evolving and becoming the need of the hour. Smart office is a

place where technology enables people to work properly,
smartly, and speedily. It is a platform that enhances the
capability of employees via different progressive technolo-
gies and tools. A smart office guarantees the active exploi-
tation of IT resources and physical infrastructure. )ere is a
need for predicting the faults in IoT-enabled devices to
prevent devices from damaging. )us, office automation
allows the systems to become more transparent, which helps
in achieving a decision that will result in the excellent
functioning of an office. So, a smart office should be con-
structed to predict a fault early in any appliance [34].

1.2. Problem Statement. )e study originates from the
problem to automatically predict the fault in the office
buildings. For offices that are big in size, it often becomes

IOT Network

Figure 2: IoT and its application areas [11–13].

Internet of
Things

Cloud
Server

Communication

Figure 3: Integration of IoT with cloud [21–23].
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difficult to search for any faulty appliance in the whole office
and to see if it needs replacement or not.)e recommendation
system is used to predict the fault in the office and the problems
faced with the currently installed system are semiautonomous,
no Internet connection, high cost, and the limited size of
memory that stores user credentials. )e problems mentioned
above clearly depict that most of the recommendation systems
are not user friendly and are not convenient to use for most of
the users. A novel smart and autonomous recommendation
systemmust be designed using machine learning techniques to
provide an optimal solution.

1.3. Existing IoT Solutions in Smart Office. To enhance the
performance of devices in a smart office, some existing
solutions are suggested below [35]:

(i) Business Assistants. )ese virtual assistants syn-
chronize with smart devices in the office to create
an effective IoTenvironment.)ey have features of
text-to-speech conversion, weather reports,
meeting tracking, and many more.

(ii) IoT Tagging. It is used for tracking the devices (i.e.,
monitor the current location or position of the
device).)ese assets can be found out with the help
of IoT tags.

(iii) Smart 3ermostats. )ey help in dynamically
adjusting the temperature of the office, which
makes the working environment more comfort-
able and cuts down the costs spent on inefficient
control systems. )ey can be remotely controlled
by voice assistance. )ey are used in buildings’
HVAC to control different temperature zones.

(iv) Environment Monitoring Tools. Some tools are
required to monitor the devices in an office (i.e.,
whether they are working well or not).

(v) Intelligent Lightning. Smart bulbs can be used in
offices that use the concept of motion sensors and
adjust brightness and color balance throughout the
day as per the user’s requirement. It will also lead
to less electricity bills.

(vi) Smart Printing. A printer having an Internet con-
nection monitors the paper as well as the ink of the
printer and warns the person if it is getting low. It
can also be connected to inventory systems to make
orders for more actions without human involve-
ment. Self-diagnostics in these smart printers are
performed to notify the resource person about the
quick fix or serious repair is required.

(vii) Smart Locks. To keep offices safe and make en-
trance procedures easier for the employees, smart
locks can be installed. )ese can be connected to
attendance system to keep record of employee that
when he is entering or leaving the office. Also,
smart locks minimize the risk of break-ins.

(viii) Smart Meeting Room. IoT is used to maintain a
track of occupied meeting rooms as it is a must for
every busy office.

(ix) Smart Vacuums. Custodial staff is required to
maintain cleanliness or pick up the slack, but they
may cause a disruption to a security hole. An office
can save from this by using a robotic vacuum and
even they warn when they need to be emptied.

(x) Smart Coffee Machines. Coffee keeps up the pro-
ductivity level of the employees. )ese machines
keep the machine material in stock and keep a
track of caffeine intake.

In this paper, a prototype of a smart office using IoT,
cloud, and ML is designed that can control and automate
devices at the workplace. )e proposed architecture helps to
forecast whether the device needs repairing or replacing
when a fault a predicted. )e major contributions of the
paper are as follows:

(1) )e concept of fault prediction in IoT devices is
elaborated where the role of ML in fault prediction to
get accurate results is explained.

(2) Furthermore, the use of the recommender system for
fault prediction in the smart offices is discussed.

(3) Also, the existing IoT solutions are described that
enhance the performance of devices in the smart
office.

(4) An in-depth systematic literature survey is done to
discuss the role of ML techniques in IoT devices.

(5) An architecture is proposed that connects all office
devices via IoT technology and uses a machine
learning algorithm for fault prediction in IoT-en-
abled devices. Experimental setup, device specifica-
tions, and methodology of a new automated
environment which is the integration of cloud, IoT,
and ML are defined.

)e rest of the paper is organized as follows. In Section 2,
a related literature survey of the recent studies is carried out
and based on that some conclusions have been derived.
Section 3 presents the proposed architecture of the work
with its hardware specifications and experimental setup.
Section 4 highlights the methodology used to implement the
proposed work. Section 5 describes the workflow for fault
prediction in office automation. Section 6 concludes this
study.

2. Literature Survey

In the present work, a comprehensive literature study has
been carried out for fault prediction based on different ML
techniques in IoT applications. Liu et al. [32] presented a
framework of self-learning sensor fault detection that rep-
resented the sensor value, relationship, and status trans-
formation. )e group-based fault detection (GbFD)
algorithm detected the fault in the sensor for validation in
data of an oil field. )e results showed that this method
successfully detected 95% of total faults in the simulation
data that carries around 752 million samples out of 5800
sensors. In addition to this, Vibhute and Gundale [36]
presented a sensor failure prediction model. )e sensor
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failure prediction involves the collection of sensor output
data and the implementation of algorithms to anticipate
impending failure. )e algorithm represents the behavior of
the system by identifying the factors contributing to sensor
failure and then a predictive model is defined.)is modeling
is followed by the test data to check the reliability of the
predictive model. With this implementation, the sensor
failure with 98-99% accuracy was predicted as this predic-
tion is applicable for all nonlinear systems. )e proposed
system has grown in accuracy and sensor maintenance can
be done to fulfill reliability requirements. Early fault de-
tection can minimize plant downtime, extended equipment
life, increase safety and reduction in manufacturing costs.

For the very first time, Cicirelli et al. [37] proposed a
meta-model of the smart environment. It exploits the
concepts that are specific to the smart office application. A
case study was presented by following the guidelines re-
garding its design and implementation. It helped in opti-
mizing the architectural design. )en, Furdik et al. [38]
presented a prototype of a smart office system which was
developed as an application of the ELLIOT project. )e
described solution was based on the LinkSmart semantic
middleware which is an open-source technology used for the
development of IoT applications. )ey discussed principles
of the system architecture and demonstrated on this pro-
totype by using user experience monitoring approach and
continuous evaluation was done on social and business
parameters.

Xu et al. [39] systematically summarized the recent state-
of-the-art industrial IoT. )e paper reviewed the current
researches of IoT in industries. )e service-oriented archi-
tecture models of IoT were introduced and then basic
technologies used in IoT were also discussed. Also, the es-
sential applicability of IoT in industries was introduced.
After that, the upcoming trends and research challenges
linked with IoTwere investigated. )is paper focuses on the
applications of IoT in industries and highlights the diffi-
culties and potential possibilities for industrial researchers in
the future. In addition to the previous, Mundada et al. [40]
emphasize on the software fault prediction technique which
is based on an artificial neural network with a back-prop-
agation learning algorithm. Artificial Neural Network is
adopted to locate the erroneous module and predict them.
)e results concluded that artificial neural network trained
by utilizing resilient back-propagation produces better re-
sults rather than the algorithm of conventional back-
propagation. Also, Barbosa et al. [41] presented a recom-
mendation service named RS4IoT for smart devices. It
provided an API that performs recommendation tasks for
multiattribute sensors as informed by client applications
which contain the features of sensors to be recommended.
Also, RS4IoT helps users to evaluate some sensors and
actuators after interacting in their social networks and
gauges their importance in the recommendation.

Bakker et al. [42] studied the occupancy-based lighting
control in an office affected by the potential of energy savings
under different sizes of control zones. )is strategy helps in
optimizing the lighting control at room level as it can
provide the first qualitative and quantitative advantages. )e

results concluded that it was beneficial to implement oc-
cupancy-based lighting in an office at each desk level.
However, Rao et al. [43] focused on energy management in
office cubicles and employee login information. A grid-based
user interface is implemented to observe the occupancy of
the employee in the office cubicle. A load cell and ultrasonic
sensor are used to fetch the information of employee
availability at designated cubicles. )e fetched data is sent to
the secured office cloud database through ESP8266 Node
MCU for further control of the electrical appliances in office.
)e administrator can switch ON or OFF the required office
electrical appliances.

With the advancement, Bhavana et al. [44] suggested a
model that involves monitoring each home device through
the Internet and detection of faults without human inter-
ference. )e paper primarily emphasizes fault prediction in
real-life devices. It uses the calculation of Naive Bayes for
checking the abnormal condition in the devices. Hence, the
proposed system helps in fault detection and saves time.
Cloud computing, IoT, and mobile app are used in the
implementation of this proposed solution; that is why it is
called a multitechnology environment as many technologies
are used in the system. Arun et al. [45] presented a smart
office system based upon the IoT application. )e smart
office contains the biometric for opening the door locks,
temperature and humidity sensor, smoke detection sensor
for fire indication, and automatic lighting system. )e fin-
gerprint biometric sensor was used for security purposes so
that other people cannot arrive at the office area. When any
unauthorized person enters the office area, the buzzer will
ring in control room and an e-mail will be forwarded to
security guards. In this system, there were two working
modes: one is automatic mode, and another is manual mode.

In 2018, Gouthaman and Suresh [46] emphasized on risk
analysis and management of the development of agile
software using IoT and cloud computing. )e authors
proposed a framework that includes a design of IoT-Fog-
based agile software risk management as well as an as-
sessment system. )ey focused on different types of risk in
the IoT-Fog-based frameworks that could end up being
more effective. )e fundamental goal was to address the
significance of the agile approach and the importance of risk
management towards cutting edge frameworks such as
cloud, Fog, and IoT utilizing relevant tools. Whereas, in
2020, Bak et al. [47] proposed an approach that visualizes
applications of IoT as a collection of IoT services. )ey
proposed an event-flow-based visualization technique where
an IoTservice is viewed as a flow from event to action. A tool
named SmartVisual was implemented by the authors that
perform a static investigation on SmartApps to create an
event flow diagram. )is tool assesses the inputs, actions,
events, and event flows of 64 samples of SmartApps which
are rendered by Smart)ings. Each SmartApp had 2 input
devices, 2 output devices, and 4 event flows. In 2019, Xenakis
et al. [48] presented an IoT and cloud-based framework for
fault prediction and machine condition monitoring for
Industrial IoT. )is study provided real-time cloud-oriented
maintenance using the tool MATLAB. To minimize the cost,
the authors founded a cross-layer optimization problem for
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adequate energy consumption using a method of multipliers
algorithms.

Bhatnagar et al. [29] summarized different ML tech-
niques that proved to give better results and improve speed
for prediction and classification. )ese technique improves
the various performance parameters of the system like the
reduction of noise, recovered lost data, increase prediction
rate (using device location and state) to achieve better and
faster results. )e error reduction rate is approx 1% using
clustering algorithms, neural networks, and Bayesian net-
work. Other techniques like decision trees, regression
analysis, Principal Component Analysis, k-nearest neigh-
bors algorithm, random forests, genetic algorithms, and
support vector machines also give great results. )e ML
algorithms predict the changes themselves due to their
learning properties. ML algorithms tend to decide to achieve
a goal.)us, it is clear from the above that theML algorithms
decrease the error rate in IoT. Also, Souri et al. [49] pre-
sented a prediction model with particle swarm optimization
and multilayer perceptron for formal verification and be-
havioral modeling using ML. Also, the defect metrics were
detected for the verification of the fault prediction behavior
in IoT applications. It is observed from the result that the
verification method has very little operating time and
memory usage as compared to other methods. However, Lo
et al. [50] summarized the various approaches that are used
to diagnose the industrial complex system using artificial
intelligence. )e articles published from 2002 to 2018 were
covered for fault diagnosis using ML tools in industrial
systems. In addition to this, Pathak et al. [51] developed an
IoT-based system that is used to monitor the patient’s
position without a hidden activity. )e basic target of this
system is to monitor the patients’ subtleties. )e system was
built to enhance speed and accuracy rate. Data is analyzed
based on age, time, obesity, month, heartbeat, and tem-
perature and humidity using R and implemented the use of
linear regression and decision tree for analyzing the accu-
racy. )e authors discussed about the IoT-based recom-
mendation technologies that will recommend future IoT
solutions. [52].

Meena et al. [53] proposed a system that localizes a
person and controls the devices. An indoor localization
technique was applied to localize a person. )is technique
obtains the location of an individual inside a room using
RFID tags and PIR sensors by identifying their patterns.
After the implementation of the system, the authors prove
that energy consumption was comparatively less. Also, Jia
et al. [54] investigated the recent projects and technologies of
IoT used for smart building development in academia and
industry contexts. Afterward, they selected some latest IoT
building applications to build smart buildings. )ey also
discussed some challenges and future research questions on
IoT integration in smart buildings. )ey concluded that
there is a need for more work from researchers in this field.

Nan [55] introduces a process that designs and imple-
ments a network monitoring system using VC++ platform
to monitor network traffic and detect suspicious data while
accessing database records to achieve network security.
Whereas Wang et al. [56] propose a collaborative office

automation system that improves the work efficiency of
team. )is system has feature of continuous and stable
operation that saves resources.

After reviewing the above discussed literature survey and
1651 papers from the Scopus database, the following con-
clusions have been derived:

(i) In the last 10 years from 2012 to 2021, the number of
papers published is increasing year by year as shown
in Figure 4. )e maximum number of papers is
published in 2019 and the annual growth rate is
5.5%.

(ii) 3-Field plot applies clustering technique that cor-
relates different parameters like keyword, country,
and year. Figure 5 shows in which year, how the
different countries use multiple keywords. In the
year 2015, this work gained an increase and USA,
China, and India are the leading countries.

(iii) In Figure 6, the top five sources in which maximum
papers published are shown. )is figure represents
the documents published in specific sources year-
wise. )e maximum papers, i.e., 31, are published in
ACM International Conference Proceeding Series
followed by Advances in Intelligent Systems and
Computing having 22 papers. Constant growth is
seen in the IEEE Internet of )ings Journal.

(iv) Figure 7 shows the trending topics as per the author
keywords year-wise. Each keyword has a minimum
frequency of 15 and the anomaly detection, sensors,
deep learning are the latest keywords.

3. Proposed Framework for Office Automation

IoT-based appliances enhance the performance of the sys-
tem and reduce human intervention. )e proposed archi-
tecture performs all the tasks automatically while interacting
securely with appliances. )e main focus of this proposed
architecture is to connect all office appliances using the
Internet with the help of IoT technology. )e novelty of this
work is to develop a smart and autonomous recommen-
dation system for prediction of faults using a machine
learning technique. Figure 8 is the proposed fault prediction
system using an ML algorithm. It contains electrical office
appliances, sensors, and a database server. It has a live
monitoring feature on the cloud that can be accessed by
users and an ML-based fault prediction algorithm that
predicts faults in the appliances. Cloud has features of
nonvolatile memory and excess space, so the data can be
retrieved from it on regular basis. When office appliances are
ON, then this system starts checking the health of appliances
and in case of any abnormal values, the fault prediction
mechanism starts. A primary unit of the proposed archi-
tecture is the ML algorithm. )e ML algorithm predicts the
inevitable faults based on the analysis of the existing dataset
and also, divides or clusters the obtained data based on
similarity. )is collected data is stored on the cloud so that
this data can be used for fault prediction in IoT-enabled
appliances in the future. Also, this algorithm finds the

6 Journal of Healthcare Engineering



similarity among different datasets based on prior data
available with the algorithm. )is work is implemented in
the IoT-enabled office to predict both healthy and unhealthy
appliances.

A software application keeps the track of live monitoring
of cloud data received from appliances. Hence, if any ap-
pliance does not work in normal conditions, then the fault
can be predicted and matched with the existing fault by ML
algorithm and a relevant solution will be recommended.
Also, an alert message will be delivered on the concerned

person’s smartphone when any abnormal functioning of the
appliance is predicted. )e data fetched is utilized by the ML
algorithm to determine faults that are going to happen or
had already occurred. )is is the pivotal functionality of the
proposed architecture. )e end-user can monitor the power
consumption of each and every office appliance and de-
termine the future prediction of any fault. Any change in
observed values sends an alert message to the end-user.
Hence, the proposed architecture will predict the fault at an
early stage and prevents the damage of the appliance.
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63%

2017
10%

2018
16%

2020
18%

2021
7%

2019
22%

2016
8%

2015
6%

2014
4%

2013
5% 2012

4%

Figure 4: Number of documents published year-wise.

Figure 5: 3-Field plot classification of published papers by year, country, and keyword.

Journal of Healthcare Engineering 7



3.1. Experimental Setup. )e proposed architecture consists
of an ATmega8 microcontroller that works as the funda-
mental controller. )is framework deals with continuous
real-time monitoring of the electrical appliances through
current sensors that can be remotely controlled. )e inputs
from different sensors are checked against the constant
gadget working. A gas sensor is used to detect toxic gases or

identify any gas leakage whereas the temperature and hu-
midity sensor is used to control air conditions. An ultrasonic
sensor is used to detect object proximity. Figure 9 presents
the block diagram of smart office.

Figure 10 shows the prototype of the smart office which
controls the appliances in office by the occupancy and
movement of office staff. )is paper represents the
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implementation of a new system for office employees to
control electric appliances automatically and save energy.
)is framework is better than other existing frameworks
because of the following:

(i) )e office is monitored unit-wise rather than ex-
ercising the whole office space

(ii) It is economical and cost-efficient as an ATmega8
microcontroller is deployed

(iii) A 16× 2 LCD is used to check the status of appli-
ances as well as the security of the office

(iv) )eWiFi module is used to send an alert message to
the end-user

3.2. Hardware Components

(a) ATmega8 Microcontroller. ATmega8 microcontroller
is the cheapest microcontroller and provides many
features in lesser pins. It consists of 1 kilobyte of
SRAM and 512 bytes of EEPROM. )e ATmega8
application is very versatile because of the program
memory of 8 kilobytes. Due to its compact size, it can
be placed on many small boards.

(b) WiFi Module. ESP8266 WiFi module is used for
endpoint IoT developments. It has an integrated
TCP/IP protocol stack and can be controlled from a
local WiFi network. ESP8266 has low cost and high
functionality, which makes it an ideal module for
IoT. It fetches data from the Internet using API’s and
accesses any information available on Internet, thus
making it smarter.

(c) Current Sensors. ACS712 current sensor is applied to
measure the current flowing within a wire. It uses the
concept of themagnetic field to sense the current and
produce a proportional output. It is used with both
AC and DC. It determines energy usage and keeps
the cost down to increase efficiency. )ey help in
predicting faults in a device and prevent damaging of
equipment.

(d) Gas Sensor. MQ-135 gas sensor is applied in air
quality control equipment to measure common air
quality gases such as CO2, smoke, NH3, NOx, al-
cohol, and benzene. )e detection range of this
sensor is 10∼1000 ppm. It detects different types of
toxic gases and is known as a low-cost sensor for

Server

ML/AI Fault History
Maintenance

Unit

Cloud
Storage

End
Users

Smart
Phone

Figure 8: Framework for office automation.
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such kinds of applications. It is ideally used in offices
with a monitoring circuit.

(e) Temperature and Humidity Sensor. DHT11 sensor
calculates humidity from 20 to 90% and temperature
from 0°C to 50°C with an accuracy of ±1% and ±1°C,
respectively. It is an economic digital sensor that
employs a thermistor and capacitive humidity sensor
to estimate the surrounding air. It can be easily
interfaced with the ATmega8 microcontroller.

(f ) Ultrasonic Sensor. SR04 ultrasonic motion detection
sensor is applied to detect the motion of moving
objects. It is used in automatic door opening devices
and contact-less-speed measurement equipment.
)ey are also able to measure an approaching or
receding object.

(g) Power Supply. Any IoTdevice will need electricity to
work whether it comes from a power outlet or a
battery. A certain amount of voltage and current is
always required.

(h) 16× 2 LCD Screen. In this, 16× 2 indicates two lines
per column and each line has 16 columns, so a total
of 32 characters. To display custom text, numbers,
and special characters, it is programmed using a
microcontroller board with the liquid crystal library.

4. Proposed Methodology

)is section defines a methodology of a new automated
environment which is the integration of cloud, IoT, and ML.
In the literature survey section, many researchers separately
research in one domain taking into consideration their
unique properties, features, attributes, advantages, and
disadvantages. But the proposed architecture features all
these concepts and finds a new way to integrate them into a
new concept by analyzing their common features. Faults are
predicted in IoT appliances to enhance their performance
and reliability. )e existing fault dataset and device’s current
status are maintained to observe changes in values which
could lead to a fault that can be prevented at an early stage.
)e proposed architecture fetches data from office appli-
ances to enhance the performance of each appliance. )e
data being collected by IoT is sent to the ML algorithm for
future fault prediction. )is data stored in database is
connected to a cloud server.)e prediction and classification
process of faults is done via an ML algorithm. )en, this
information is shared with the end-user as well as the so-
lutions will be recommended using amobile application.)e
mobile application with the end-user comprises software
that keeps track of all devices and alerts the user on deviation
or abnormal functioning of any appliance.

5. Workflow for Fault Prediction in
Office Automation

Figure 11 shows the analysis of the flow of the faults. Initially,
data from all IoT appliances in a smart office like electrical
appliances or sensors is gathered. )is gathered data is saved
on a server that is responsible for controlling all the IoT
devices. )en, this data is being preprocessed for fault
identification and prediction. Once the faults are identified,
then they are analyzed through ML. Also for excess data, the
smart office server transfers data to the cloud and users can
remotely access all data via a software application interface
on their smartphone.)e solutions will be recommended for
identified faults. An Internet connection allows the user to
communicate with the smart office to get all the details and
remotely handle devices if that person is not in the office.

A complete flowchart of our proposed architecture is
shown in Figure 12. )e working model of our proposed
architecture firstly requires initializing all devices and sen-
sors in the smart office. )en, the data fetched from all
devices is preprocessed using ML. )en, the status of each
and every device is checked. Every device will have 2 states,
either healthy or unhealthy. If the device is in a healthy state,
then normal working will take place. If the device is in an
unhealthy state, then the fault prediction and classification
process will take place. )e solutions will be recommended

Data from all IoT
devices in Smart

Office

Preprocessing of
data for Fault

Prediction

Analysis of faults
through ML
technology

Recommendations

Figure 11: Analysis of fault flow diagram.
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Figure 12: Flowchart of the proposed architecture.
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whether the device needs repairing or replacing, and a
notification will be sent to the concerned person’s smart-
phone and an e-mail will be sent to the guard who will repair
the fault or replace the device.

6. Conclusion

Machine learning is a growing technology that plays a vital
role in the advancement of the IT sector. )e proposed
architecture presents a prototype of a smart office that uses
IoT, cloud, and ML technology for office people so that their
efficiency can be increased. It has a multitechnology envi-
ronment as many technologies are involved in this. Live
monitoring of office appliances helps in the early fault
prediction without any intervention of human effort and
also saves the maximum power of office appliances. )is
proposed architecture identifies and classifies the faults
before their occurrence and hence, recommends the most
suitable solution that can be used for fixing these faults in a
smart office. ATmega8 microcontroller is used to auto-
matically control the devices present in the smart office. )e
current sensors, temperature and humidity sensors, detec-
tion sensors, and gas sensors are being premeditated in this
system to make the work more relaxed. Whenever the values
are not normal, a notification will be flashed on the end-user
smartphone and an e-mail will be forwarded to the con-
cerned security person. )e smart office system is prolonged
to the whole smart building. )e fault prediction capabilities
can be expanded to include fault diagnosis, identification,
and prognosis. )is paper proposed a solution to manage
and monitor the office cubicles easily. )is proposed system
provides many advantages like security, improved comfort,
and saves energy and cost. )us, it helps to build an au-
tonomous environment in a smart office. In the future, new
technologies and techniques could be investigated to en-
hance the performance and reliability of IoT appliances.
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Mental health issues are alarmingly on the rise among undergraduates, which have gradually become the focus of social attention.
With the emergence of some abnormal events such as more andmore undergraduates’ suspension, and even suicide due to mental
health issues, the social attention to undergraduates’ mental health has reached a climax. According to the questionnaire of
undergraduates’ mental health issues, this paper uses keyword extraction to analyze the management and plan of undergraduates’
mental health. Based on the classical TextRank algorithm, this paper proposes an improved TextRank algorithm based on upper
approximation rough data-deduction. *e experimental results show that the accurate rate, recall rate, and F1 of proposed
algorithm have been significantly improved, and the experimental results also demonstrate that the proposed algorithm has good
performance in running time and physical memory occupation.

1. Introduction

*e mental health and wellbeing of undergraduates have
deteriorated over the last decade. Before the COVID-19
pandemic, higher education was facing a “mental health
crisis” [1, 2].*e rapid onset of the COVID-19 pandemic has
introduced countless additional stressors, and faculty con-
cern over student wellbeing has increased. Over the past ten
or twenty years, the depression has increased from about
25% of undergraduates in 2010 to almost 30% of under-
graduates in 2020, and the anxiety of undergraduates has
increased from 22% in 2014 to 31% in 2020. Suicidal ideation
of undergraduates has increased from 6% in 2010 to 11% in
2020 [3]. *e frequency of mental health management or-
ganization in undergraduates varies from university to
university. Definitely influence of the pandemic on mental
health concerns within undergraduates is a big concern. *e
pandemic has affected the economic development of many
countries, and the cooperation of relevant countries on the
pandemic has also led to conflicts. *e widespread public
reports on the Internet and the media have made simple and
inexperienced undergraduates unable to distinguish. So, the

management and plan of undergraduates’ mental health are
important under COVID-19 pandemic [4, 5].

Keywords are words that express the central content of a
document. Keywords from a document can accurately de-
scribe the document’s content and facilitate fast information
processing. *ere are two main types of keyword extraction
algorithms, which are unsupervised keyword extraction
method and supervised keyword extraction method [6–8].
Unsupervised keyword extraction method does not need
manually labeled corpus, but it uses some methods to find
important words in the text as keywords for keyword ex-
traction. In unsupervised keyword extraction method,
candidate words are firstly extracted, and then each can-
didate word is scored, so top-K candidate words with the
highest score are output as keywords. According to different
ranking strategies, there are different algorithms such as
term frequency-inverse document frequency (TF-IDF),
TextRank, and latent Dirichlet allocation (LDA). *e su-
pervised keyword extraction method regards the keyword
extraction process as a binary classification problem. At first,
the candidate words are extracted, and then each candidate
word is labeled, so the keyword extraction classifier is

Hindawi
Journal of Healthcare Engineering
Volume 2021, Article ID 3361755, 9 pages
https://doi.org/10.1155/2021/3361755

mailto:zhangweifeng02@xxu.edu.cn
https://orcid.org/0000-0001-9279-2380
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/3361755


trained. When a new document is coming, all candidate
words are extracted, and then the trained keyword extraction
classifier is used to classify each candidate word. Finally, the
candidate words labeled as keywords are used as keywords
[9, 10].

Accordingly, the main contributions of this paper are
summarized as follows. (i) I study the TextRank keyword
extraction algorithm. (ii) An improved TextRank algorithm
based on upper approximation rough data-deduction is
proposed.

*e rest of this paper is structured as follows. Section 2
reviews the related work. In Section 3, I propose an im-
proved TextRank algorithm based on upper approximation
rough data-deduction. *e experimental results are shown
in Section 4. Section 5 concludes this paper.

2. Related Work

Many strategies of management and plan for undergradu-
ates’ mental health have been proposed. In [11], the authors
studied to examine student perspectives about college
mental health including the primary mental health issues
affecting students, common college student stressors, stu-
dent awareness of campus mental health resources, and
mental health topics students wanted more information
about. Little research existed into the trends associated with
on-campus service utilization for mental health concerns of
college students. Rates of broad service utilization existed,
but no published study had examined the direct relationship
between a range of common mental health symptoms and
on-campus service utilization. In [12], the authors studied to
explore which common mental health concerns were as-
sociated with specific on-campus service utilization in un-
dergraduate students and whether endorsement of more
mental health concerns would predict a higher number of
services utilized. In [13], the study investigated the mod-
erating role of perceived social support in the relationship
between academic demands (measured as perceived aca-
demic stress) and mental health of undergraduate students
in full-time employment. A growing number of developing
countries had experienced worsening air pollution, which
had been shown to cause significant health problems.
However, few studies had explored the impact of air pol-
lution on the mental health of university students, partic-
ularly in the Chinese context. In order to address this gap, in
[14], through a large-scale cross-sectional survey, the study
aimed to examine the effects of air pollution on final-year
Chinese university undergraduates’ mental health by
employing multivariable logistic regression.

*e TextRank algorithm plays an important role in
keyword extraction. In [15], the author presented an au-
tomatic keyword extraction algorithm based primarily on a
weighted TextRank model. In the model, word embedding
vectors were used to compute a similarity measure as an edge
weight. As a typical keyword extraction technology, Tex-
tRank had been used in a wide variety of commercial ap-
plications, including text classification, information
retrieval, and clustering. In these applications, the param-
eters of TextRank, including the cooccurrence window size,

iteration number, and decay factor, were set roughly. In [16],
the authors conducted an empirical study on TextRank,
towards finding optimal parameter settings for keyword
extraction. *e keyword weight propagation in TextRank
focused only on word frequency. To improve the perfor-
mance of the algorithm, in [17], the authors proposed se-
mantic clustering TextRank, a semantic clustering news
keyword extraction algorithm based on TextRank. In [18],
the authors introduced a new human-annotated Chinese
patent dataset and proposed a sentence-ranking-based term
frequency-inverse document frequency algorithm for patent
keyword extraction, motivated by the thought of “the
keywords were in the key sentences.” In the algorithm, a
sentence-ranking model was constructed to filter top-K-s
percent sentences from each patent based on a sentence
semantic graph and heuristic rules. In [19], the authors
introduced a word network whose nodes represented words
in a document and defined that any keyword extraction
method based on a word network was called as a Word-net
method. *en, the authors proposed a new network model
which considered the influence of sentences and a new
word-sentence method based on the new model. In [20], the
authors proposed an ontology and enhanced word em-
bedding-based methodology for automatic keyphrase ex-
traction from geoscience documents.

*ere are also some other methods for keyword ex-
traction. In [21], an enhancement of the term weighting was
proposed particularly in the form of a series of modified
term frequency-inverse document frequencies, for im-
proving keyword extraction. In [22], the authors proposed
an improved rapid automatic keyword extraction method,
which used the word string matching feature in the dic-
tionary method to correspond to the relevant execution
action function. In [23], a novel text mining approach based
on keyword extraction and topic modeling was introduced
to identify key concerns and their dynamics of on-site issues
for better decision-making process.

3. Improved Algorithm Based on Rough Data-
Deduction

TextRank keyword extraction algorithm is a graph-based
ranking algorithm, which is derived from Google’s Pag-
eRank algorithm [24]. TextRank firstly divides the target text
into several meaningful words and constructs the candidate
word graph and then uses the voting mechanism to rank the
candidate words to achieve keyword extraction. *e task of
keyword extraction is to extract several important words
from the target text. TextRank algorithm uses the local
correlation between words (i.e., cooccurrence sliding win-
dow) to determine the correlation between candidate words
and then performs iterative calculation and ranking of
candidate keywords. Rough set theory is originally used for
text classification to speed up classification and improve
accuracy. Rough data-deduction is based on rough set
theory, which integrates approximate information from
upper approximation concept into data reasoning process.
*is paper introduces upper approximation-based rough
data-deduction to TextRank keyword extraction algorithm,
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and the extracted keywords are used in undergraduates’
mental health management and plan.

In TextRank keyword extraction algorithm, the candi-
date keywords in the text are the graphmodel constructed by
the cooccurrence correlation, and then the weights of each
node are calculated by the average transition probability
matrix for many times until convergence. After convergence,
words are ranked in descending order according to their
weights, and the first N words are selected as the extracted
keywords. *is method is more concise and effective, but it
has certain limitations. In [25], the convergent operation
utilizes a clustering strategy to group the population into
multiple clusters. *e use of cooccurrence window only
considers the correlation between local words, so some
words closely related to a certain keyword may be ignored,
but keywords from a document are not just limited to the
keywords around the words. When doing text keyword
extraction, I should fully consider the words in the text as
well as some potentially related words. Words with potential
correlation will have an important impact on the whole
iterative ranking process, and the potential relation can be
discovered by the theory of rough data-deduction. *ere-
fore, this paper proposes an improved TextRank algorithm
based on upper approximation rough data-deduction.

Based on the word sense similarity of mental health
words, the candidate keywords are divided. As there may be
a group of words with similar word sense in a document, the
weight of this group of words should be increased to im-
prove the accuracy of extraction results when describing the
same important content. TextRank algorithm only considers
the word sense themselves and ignores the contribution of
words with similar word sense. *erefore, the improved
algorithm takes the word sense into account and divides the
candidate words by word sense, which can extract keywords
more effectively.

*e rough data-deduction space M� (U, N, D) is in-
troduced to describe the keyword extraction of under-
graduates’ mental health issue structurally. U is the universe
of discourse (UOD) and the dataset composed of candidate
keywords of undergraduates’ mental health. N is a set of
equivalence relation, and E ∈N. If and only if p is similar to q,
then p, q ∈U and <p, q>∈E. D⊆U×U is defined as D� {<p,
q>|p, q ∈U and there is a relation between p and q}.

Assuming that deduction correlation is defined as
equation (1) by using rough data-deduction,

D � 〈cw1, cw4〉, 〈cw2, cw6〉, 〈cw3, cw6〉, 〈cw6, cw5〉􏼈 􏼉,

(1)

where cw1–cw6 are the candidate keywords from the text
through word segmentation and filtering, and the deduction
correlation is determined by the degree of the association
rules, that is, pointwise mutual information (PMI).

At the same time, for equivalence relation E ∈N,

U

E
� cw1, cw2, cw3􏼈 􏼉, cw4, cw6􏼈 􏼉, cw5, cw7􏼈 􏼉􏼈 􏼉, (2)

where the equivalence division is based on the similarity
between the candidate words.

In rough data-deduction, for candidate word cw1, the
algorithm obtains cw2 and cw3 based on similarity rule and
then divides cw1, cw2, and cw3 into one dataset, and cw4–cw7
can be similarly divided.*en, cw4 can be obtained from cw1
based on the degree of the association rules of PMI, as well as
cw5, cw6, and cw7. According to rough data-deduction, for
cw1, [cw1]E � {cw1, cw2, cw3}, and [cw1−E]� {cw4, cw6}. E∗
([cw1−E])� {cw4, cw6}, so cw1⇒Ecw6. For candidate word
cw6, [cw6]E � {cw4, cw6}, and [cw6-E]� {cw5}. E∗ ([cw6−E])�

{cw5, cw7}, so cw6⇒Ecw7. Cw1 � Ecw7 can be obtained from
cw1⇒Ecw6 and cw6⇒Ecw7. As described, there is also a
potential correlation between cw1 and cw7, which can
provide a certain contribution rate for calculation. *e as-
sociation between candidate keywords is established by the
above rules, and the association weight can be added to the
iterative calculation process as contribution rate to improve
the accuracy of keyword extraction.

*e upper approximation-based rough data-deduction
to TextRank keyword extraction algorithm is summarized as
follows.

Step 1. Based on TextRank algorithm, the text related to
undergraduates’ mental health is preprocessed, which in-
cludes clause, word segmentation, and part of speech (POS)
tagging, and candidate keywords are obtained.

Step 2. *e candidate keywords are divided into different
equivalence classes according to their similarities.*is paper
is divided based on WordNet and Wikitext. For any two
candidate words cw1 and cw2, the division rule is defined as
follows:

s � ω1s1 + ω2s2, (3)

where s1 and s2 are the similarities calculated by WordNet
and Wikitext, respectively. ω1 and ω2 are the two weights
assigned to s1 and s2, and ω1 +ω2 �1.

Assuming that candidate word cw1 is distributed in
WordNet WN, and cw2 is distributed in Wikitext WT, the
intersection ofWN andWT isWW. *e value strategy of ω1
and ω2 is summarized as follows:

(i) When cw1∈WW and cw2∈WW, the similarity to cw1
and cw2 is calculated based on WN and WT, re-
spectively, which are denoted as s1 and s2. In this
paper, ω1 �ω2 � 0.5.

(ii) When cw1∈WN and cw2∈WN, or cw1∈WT and
cw2∈WT, cw1 and cw2 are calculated as s1 or s2 based
on WN and WT, where one of the ω1 and ω2 is 1,
and the other one is 0.

(iii) When cw1∈WN and cw2∈WT, the synonym set of
cw2 is searched based onWT, and then the similarity
with cw1 is calculated based on WN, and the
maximum value is denoted as s1. If cw2 has no
synonym in WT, then s1 � 0.2, ω1 � 1, and ω2 � 0.

(iv) When cw1∈WN and cw2∈WW, the similarity to cw1
and cw2 is calculated based on WN and denoted as
s1. *en, the synonym set of cw2 is searched in WT,
and then the similarity to cw1 is calculated based on
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WN, and the maximum value is denoted as s2. If cw2
has no synonym in WT, then s2 � s1, and ω1>ω2. In
this paper, ω1 � 0.6, and ω2 � 0.4.

(v) When cw1∈WT and cw2∈WW, the similarity to cw1
and cw2 is calculated based onWTand denoted as s2.
*en, the synonym set of cw1 is searched inWT, and
then the similarity to cw2 is calculated based onWN,
and the maximum value is denoted as s1. If cw1 has
no synonym in WT, then s1 � s2, and ω2>ω1. In this
paper, ω1 � 0.4, and ω2 � 0.6.

Here, the calculation of word similarity based on
WordNet is defined as follows:

s WW1, WW( 􏼁 � 􏽘
3

m�1
ln δm 􏽑

m

n�1
sn WW1, WW2( 􏼁, (4)

s cw1, cw2( 􏼁 � max
m�1...i,n�1...j

s WW1m, WW2n( 􏼁. (5)

In equation (4), s1(WW1, WW2) is the similarity cal-
culated by the set of independent minimum semantic units.
s2(WW1, WW2) is the similarity of feature structure of
minimal semantic unit of correlation. s3(WW1,WW2) is the
similarity of the characteristic structure of the relational
sign. *e parameter δm (1≤m≤ 3) is adjustable and meets
the requirement of δ1+ δ2+ δ3 �1. In this paper, δ1, δ2, and
δ3 are set as 0.6, 0.25, and 0.15, respectively. Equation (5) can
obtain the sense similarity. When there are multiple senses
in a word, equation (5) is used to calculate the maximum
similarity among all combinations of senses, that is, the
similarity to two words, where i is the sense number of the
word cw1, and j is the sense number of the word cw2.

*e calculation of word similarity based on WT is de-
fined as follows:

s WW1, WW2( 􏼁 � 1 − 0.5dt WW1, WW2( 􏼁( 􏼁

�����

e
− di/2j

􏽱

,

(6)

where dt(WW1, WW2) is the distance function of word
codes WW1 and WW2 in the tree structure. j is the total
number of nodes in the branch layer, which indicates the
number of direct child nodes of the nearest common parent
node of two words. di represents the distance between
branches where two words are located in the nearest public
parent node.

Step 3. *e correlation of association rules in rough data-
deduction is defined as follows:

PMI cw1, cw2( 􏼁 �
p CW1, CW2( 􏼁

p CW1( 􏼁p CW2( 􏼁
, (7)

where cw1 and cw2 are two candidate keywords in the text.
p(cw1, cw2) is the probability of cw1 and cw2 appearing in the
same sentence. p(cw1) is the probability of occurrence of cw1,
and p(cw2) is the probability of occurrence of cw2.

According to the correlation, the candidate keywords
with direct correlation are determined, when PMI(cw1,
cw2)≠ 0, there is a direct correlation between cw1 and cw2,

and cw1, cw2 and their correlation degrees are stored in the
correlation set. Meanwhile, the rough data-deduction rela-
tionD can be established according to the correlation degree.

*en, by using the rules of rough data-deduction, I get
the correlation between the other candidate keywords in all
the different equivalence classes, and these words and their
correlation degrees are stored into the correlation set.

Step 4. According to the correlation set obtained in Step 3,
candidate keyword graphs with weights are constructed.
*en, according to the equation of TextRank algorithm, the
weight of each candidate keyword is calculated iteratively
until convergence.

4. Experiment and Results Analysis

4.1. Experimental Data and Evaluation Criteria. *e ex-
periment selects 26300 questionnaires of mental health
management of undergraduates from Xinxiang University
with 23 schools and 60 majors, which consist of psycho-
logical distress, depression, suicidal tendency, and self-
evaluation related to mental health within 300 to 1000
words. In particular, these undergraduates are distributed
for different grades uniformly. *e 19000 valid question-
naires are obtained by excluding questionnaires with self-
evaluation less than 300 words to test the effect of proposed
method in this paper. *e questionnaires use silver ink with
a metal oxide [26]. 10 keywords of each questionnaire are
extracted and ranked by the importance. In this paper, ω1
and ω2 are set 0.5.

In addition, for comparison purposes, TextRank, a
keyword extraction using supervised cumulative TextRank
(KESCT) [27], scientific research project TF-IDF (SRP-TF-
IDF) [28], and high representation tags LDA (HRT-LDA)
[29] are selected. *ree evaluation indexes commonly used
in classification are used to compare and evaluate the quality
of experimental results, which include precision (P), recall
rate (R), and F1 (F). P is the accuracy of extraction results. R
is the coverage degree of the extraction results to the correct
keywords. F is a comprehensive evaluation index of har-
monic average of P and R.

4.2. Experimental Results. It is found in the experiment that
the two important parameters can affect the keyword ex-
traction result of TextRank algorithm, which are the cooc-
currence window size and the number of keywords, while
the implementation of TF-IDF algorithm based on statistical
feature and the algorithm proposed in this paper are not
affected by the cooccurrence window size. I set the number
of extracted keywords as 10, and the value of the comparison
window is within [4, 10]. *e F1 under different cooccur-
rence window sizes is shown in Figure 1.

It can be seen from Figure 1 that TextRank algorithm has
different extraction effects under different cooccurrence
window sizes. In the same test set, this paper compares the
effect of different cooccurrence window sizes, and when the
cooccurrence window size is 5, the original TextRank al-
gorithm has the best extraction effect with high F value.
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*erefore, in order to ensure the effectiveness of the pro-
posed algorithm, the cooccurrence window size is set to 5.

*e initial window value is set to 5, and P, R, and F are
calculated with the number of keywords within [3, 10]. *e
calculation results are shown in Table 1.

At the same time, in order to observe the experimental
results of five algorithms conveniently, the P, R, and F of the
algorithm are plotted, as shown in Figures 2–4.

Figure 2 describes the variation trend of the accuracy of
the five algorithms when extracting different numbers of
mental health keywords. As can be seen from Figure 2, with
the increasing number of mental health keywords extracted,
the accuracy of each algorithm decreases, but the accuracy of
the algorithm proposed in this paper is always higher than
other four baselines. *e TextRank algorithm based on
rough data-deduction proposed in this paper will integrate
upper approximation information into the process of data-
deduction so that the mutual deduction between data
presents the characteristics of approximate entailment or
imprecise association, and the potential association between
candidate keywords can be mined. If the potential associ-
ation is added to the iterative calculation of the weight of
each candidate keyword, more accurate extraction results
can be obtained. *erefore, the accuracy of the algorithm
proposed in this paper is theoretically higher, and its ac-
curacy P value is higher than other four baselines.

Figure 3 describes the change of recall rate of five algo-
rithms when extracting different numbers of mental health
keywords. In Figure 3, the recall rate of the algorithm pro-
posed in this paper is higher than that of other four baselines,
and the recall rate increases with the increasing number of
mental health keywords. *e SRP-TF-IDF algorithm relies
too heavily on word frequency and does not use correlation
between words at all. KESCT algorithm adopts the cooc-
currence window principle. Although the relation between
words is considered, the algorithm is more inclined to put
forward frequent words due to its limitations, which may
ignore important words with low word frequency that can
describe the topics. However, the rough data-deduction used
in this paper can expand the correlation range and enhance

the coverage of the keywords of the correct correlation in
order to improve the recall rate of the algorithm. *e in-
fluence of word frequency decreases with the increasing
number of keywords, and the advantages of the algorithm
proposed in this paper will be more obvious.

Figure 4 describes the F values of five algorithms when
extracting different numbers of mental health keywords.
When evaluating the experimental results, it is expected that
both P and R should be as high as possible. However, in most
cases, the two values are contradictory. *erefore, F value
should be used to comprehensively consider the two values,
which can reflect the effectiveness of the whole algorithm.
Keyword extraction based on rough data-deduction can
mine the potential association between candidate keywords
theoretically, which increases the candidate words and range
of the association. *e keyword extraction based on rough
data-deduction adds the potential association to the iterative

Table. 1: *e comparison of experimental results of five
algorithms.

*e number of keywords Algorithm P (%) R (%) F (%)

3

TextRank 52.32 15.50 23.79
KESCT 55.03 22.35 30.08

SRP-TF-IDF 64.10 23.00 33.59
HRT-LDA 70.54 24.56 34.16
*is paper 80.67 29.30 36.51

4

TextRank 49.06 19.71 28.01
KESCT 54.76 24.33 33.08

SRP-TF-IDF 62.15 26.94 34.15
HRT-LDA 69.87 29.41 35.09
*is paper 79.06 31.08 43.66

5

TextRank 48.51 25.16 32.18
KESCT 52.61 27.66 36.07

SRP-TF-IDF 60.48 28.54 37.22
HRT-LDA 66.92 30.69 39.05
*is paper 78.35 32.17 47.65

6

TextRank 42.67 27.65 32.01
KESCT 49.62 30.25 36.95

SRP-TF-IDF 55.40 32.49 34.12
HRT-LDA 60.73 34.16 40.08
*is paper 77.70 39.58 51.89

7

TextRank 41.19 29.90 33.77
KESCT 45.12 34.15 33.99

SRP-TF-IDF 50.08 36.58 40.06
HRT-LDA 55.64 38.04 45.37
*is paper 74.39 45.89 54.68

8

TextRank 39.66 31.57 34.55
KESCT 40.51 35.26 32.89

SRP-TF-IDF 45.99 38.16 39.98
HRT-LDA 49.30 42.53 44.38
*is paper 70.88 50.07 55.81

9

TextRank 36.78 32.36 33.99
KESCT 37.41 36.45 34.01

SRP-TF-IDF 44.01 40.19 40.71
HRT-LDA 40.09 45.20 46.39
*is paper 65.72 55.06 56.09

10

TextRank 35.87 35.64 33.87
KESCT 33.02 40.16 33.66

SRP-TF-IDF 38.28 42.26 38.74
HRT-LDA 39.16 49.39 43.91
*is paper 60.10 59.03 55.99

Co-occurrence window size

30

35

40

45

50

55
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)

1 2 3 4 5 6 7

Figure 1: F value under different cooccurrence window sizes.
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calculation of the weight of each candidate keyword, so the
extraction results will be more accurate, that is, the algo-
rithm is also more effective.

According to the experimental results, the proposed
algorithm has higher P and R than the other four baselines.
*e Fwill be higher with the higher P and R, and the higher F
can indicate the effectiveness of the algorithm. In conclu-
sion, the accuracy rate, recall rate, and comprehensive
evaluation index F1 of the proposed algorithm are higher
than those of the four baselines, which indicates that the
improved TextRank algorithm based on upper approxi-
mation rough data-deduction is more effective in mental
health keyword extraction.

*e test set of this paper uses the self-evaluation in the
questionnaire of undergraduates’ mental health. *e text
length is generally less than 500 words, which is mainly
concentrated in 300–500 words. *is paper divides the test
set by the number of self-evaluation words. Each test set
randomly selects 30 texts of corresponding text words to
compare the running time and physical memory occupation
of the five algorithms.

As can be seen from Figure 5, when the number of words
in the text is 300–400, the number of deduction and se-
mantic calculation is small, and the running time of the
algorithm is also short. *e number of deduction and se-
mantic calculations increases with the increasing number of
words. Compared with TextRank, the running time of the
proposed method is still shorter than that of the other three
baselines, which is similar to TextRank’s efficiency.

It can be seen from Figure 6 that the physical memory
occupation of the proposed method is small with good ef-
ficiency.When the number of words in the text is 600–800 or
800–1000, the physical memory occupation of SRP-TF-IDF
and KESCT is nearly the same.

*is paper manages the undergraduates’ mental health
through the keyword extraction. *e results show that ac-
ademic problem, emotional problem, interpersonal prob-
lem, anxiety problem, sexual problem, and adaptation to
college life are the universal mental health issues of un-
dergraduates. Currently, how to deal with mental crisis is an
urgent problem that colleges cannot avoid. *e proposed
bounded area elimination algorithm in [30] analyzes the
feature extraction, and the idea of feature extraction is
similar to the TextRank keyword extraction algorithm
proposed in this paper . Timely plan of mental health crisis is
to provide supports and help to those who have experienced
personal crisis so that they can restore their mental balance
and have full confidence in life.
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Figure 4: *e comparison of F of the five algorithms.
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5. Conclusions

In a fast-paced society, there is more competition among
undergraduates, that is, they are facing the dual pressure of
enrollment and employment, and mental health is very

important for them.Mental health is the necessary condition
and foundation for everyone’s all-round development in
today’s society, which is also a necessary psychological
quality for undergraduates. *is paper introduces upper
approximation-based rough data-deduction to TextRank
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Figure 5: *e comparison of running time of keyword extraction algorithms.
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keyword extraction algorithm, and the extracted keywords
are used in undergraduates’ mental health management and
plan. *e comparison experiments reveal that the proposed
algorithm outperforms four baselines in terms of accuracy
rate, recall rate, F1, running time, and physical memory
occupation.

*e future works are stated as follows. (i) *e deduction
rules of rough data will be further refined and improved, so
as to get better extraction effect. (ii) *e words related to
mental health may be incomplete in WordNet andWikitext,
which results in unsatisfactory keyword extraction. *e
following research will consider using a corpus of mental
health related to achieve keyword extraction.
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+is paper is combined with the intelligent nursing information system to build the emergency nursing platform architecture,
from the system emergency procedures, system functionality, network environment deployment, and database design aspects of
the discussion. Based on hospital information security, the nursing monitoring system of the intelligent nursing information
system is constructed to realize network communication, which is clear and intuitive.+e intelligent information system is applied
to safety control, medical order information, condition information, and information inquiry, which can save working time and
complete the rapid transmission and accurate execution of medical order, making the network communication of medical care
more quick and convenient and maximizing the overall efficiency. Based on the disordered phenomenon of registration triage, the
Relief algorithm is used to classify the aetiology and triage, and the combination of medical advice, information query, and IT
technology is optimized, so as to eliminate the phenomenon of round diagnosis, insert number, and improve the medical
environment of waiting for diagnosis, taking medicine, examination, and testing. Finally, through the testing of system in-
formation security, information traceability, and rapid information query, the problems in nursing management have been
basically solved.

1. Introduction

+e rapid development of computer information technology
makes nursing management develop into intelligence
gradually. Foreign researchers use Internet technology to
connect nursing management to the hospital information
network so that medical staff can obtain patients’ physical
signs data remotely. +e nursing management system uses
information technology to set various parameters in ad-
vance.+e system can set various parameters in advance, the
system can remind the patient to take medicine on time
according to the parameters set, and the collection of the
patient’s signs’ data through the Internet can be sent to the
terminal, for doctors and family members to view.+e social
medical service system in China is not perfect. Most patients
go to tertiary hospitals regardless of the severity of their
illness, which makes the emergency departments of tertiary
hospitals overcrowded. When emergency medical resources

are inevitably dispersed to noncritical patients, the ability of
the entire emergency medical system to treat critically ill
patients will decrease. With the increasing workload of
emergency departments, manual statistical data and infor-
mation will be lost to varying degrees, and the preservation,
collection, and analysis of emergency medical data lack
norms and efficiency. +e lack and lag of emergency in-
formation management lead to difficulties in the evaluation,
monitoring, and analysis of emergency service process,
medical quality, workload, and content. Medical informa-
tion or medical services of digital, network, and information
inaction is referred to by computer science and the modern
network communication technology and database tech-
nology, for each hospital between patients and hospitals
between their respective departments to provide informa-
tion and management information collection, storage,
processing, extraction, and data exchange and satisfy the
functional requirements of all authorized users. With the
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development of wireless information technology, mobile
communication technology, and Internet of +ings tech-
nology, it is possible to effectively preserve and standardize
the clinical data of emergency patients through the estab-
lishment of an integrated information system before and
within the hospital. It has become an urgent problem for the
development of the emergency department to strengthen the
information construction and the application of nursing
management data.

Ang et al. aimed to better apply the nursing information
system to nursing management, so as to promote the change of
hospital nursing management mode [1]. Jiang proposed the
application effect of emergency triage safety management in
emergency nursing, effectively improving nursing satisfaction,
reducing the incidence of safety accidents, and enhancing the
quality of nursing [2]. Al-Fattah et al. proposed to implement
the integration of information system platform, prehospital
emergency, hospital emergency department, and other emer-
gency procedures seamless; the sharing of medical information
of all patients makes the communication between medical care
more accurate and timely, optimizes the emergency work
process, significantly shortens the rescue time of patients, and
saves lives for patients [3]. Yu et al. proposed an intelligent
clinical nursing management information system, which can
systematically manage the basic work of nurses, monitor the
quality of nursing work in real time, record the work of nursing,
evaluate the performance of nursing, and so on, meeting the
requirements of nursing management normalization [4]. Li
et al. introduced an information zed nursing information
system in the outpatient department to reduce the treatment
congestion in the outpatient and emergency infusion room,
improve patients’ satisfaction in the clinical nursing process,
and reduce the drug depletion rate and the incidence of nursing
complaints and errors [5].

+e application and development of nursing information
system in the process of clinical medicine practice, the
comprehensive development path and development needs of
modern clinical nursing work in China show the charac-
teristics of close correlation that cannot be ignored, and the
prosperity and development of modern clinical nursing
practice create and provide support and guarantee conditions
that cannot be ignored [6]. Sharing the communication data
information module with the primary hospital nursing in-
formation system can provide active support for the con-
struction and development of the remote nursing expert
system [7]. Nursing theoretical knowledge and practical ex-
perience can be shared in different regions and different
hospitals, and remote nursing practice assistance guidance
can be carried out. +is is the sharing of advanced nursing
practice experience across the country, enabling the com-
prehensive skills of daily nursing practice work organization
at all levels of primary hospitals to continuously improve,
thereby providing solid and sufficient experience and sup-
porting conditions for construction and promotion.

2. Intelligent Emergency Care System

2.1. Intelligent Emergency Procedure. +e system software
consists of two aspects of database and application software,

system database through HIS database related tables, to
establish patients primary index, application area table, and
orders table, to establish relevant views, and to make nursing
system tables associated with HIS data table and data table
field be extended, so as to improve the efficiency of the
system maintenance and access [8]. +e system is developed
by using 3-layer B/S architecture. +e database is connected
by Oracle DBC driver to realize the mutual connection of
data. +e hospital Intranet enables access to fixed work-
stations and mobile nursing workstations via the wireless
network in the hospital. For other clients such as handheld
nursing record terminals, nurse workstations, and mobile
ward rounds, the system can be accessed through all
compatible browsers except for PDA terminals. +e PDA
terminal is developed with the template of the Smart Device
Cab Project, which can work online or offline. +e specific
software process is shown in Figure 1.

2.2. Basic Architecture of Intelligent Emergency Care. +e
intelligent emergency centre applies intelligent information
technology to the emergency environment with strict real-
time requirements. As the intersection of modern infor-
mation technology and medicine, the intelligent emergency
centre has broad development space and practical value.
According to the current situation of the low emergency
degree in emergency centres and combined with the urgent
and hectic characteristics of emergency medical work, an
information project was designed and implemented [9].
Based on the hospital network platform, the layout structure,
business process, service management, and quality control of
outpatient and emergency departments are optimized in an
all-round way, so as to alleviate the pain of patients. In this
whole process link to develop the corresponding informa-
tion system, intelligently building this platform, with plat-
form “all-in-one-card” as the core, it runs through the whole
process of prehospital appointment, in-hospital reception
and treatment, posttreatment inquiry, and evaluation:
making an appointment, self-help leading examining, self-
help do card, prepaid phone, registering, clinic queuing
howl, outpatient doctor workstation, taking medicine
denominated in a queue, auxiliary diagnosis department
charge confirmation, blood line up your turn, check the line
up your turn, inspection result message booking, inspection
report self-service printing, mobile infusion, EICU intensive
care, patients self-help query, hospital self-help evaluation
system, restructuring the medical treatment process with the
implementation point deduction mode, changing the tra-
ditional medical treatment mode of outpatient department,
realizing the complete sharing of business data, the maxi-
mum optimization of the medical treatment process, and the
quality supervision of the whole process.

According to the work unit of the emergency centre, the
digital system designed eight subsystems, including regis-
tration workstation, triage workstation, consulting work-
station, emergency room workstation, ICU workstation,
doctor workstation in observation ward, nurse workstation
in observation ward, infusion room workstation. Registra-
tion workstation is to complete the patient’s basic
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information entry and registration. +e triage workstation
will guide the patient to the corresponding consultation
room according to the condition. +e clinical workstation
completes the treatment of very urgent and critically ill
patients. According to the particularity of the work of the
emergency room, the functions of the emergency room
workstation include the management of access to the de-
partment, the treatment of medical orders, the documen-
tation of the course of the disease, and the management of
expenses, realizing the automatic valuation of medical or-
ders and the automatic generation of various disposal orders.
+e ICUworkstation system is equipped with a nurse station
and doctor station, automatically generating special nursing
record sheets, physical sign observation sheets, and other
nursing medical documents and automatically completing
fluid balance calculation, critical score, and other services.
According to the patient’s postoperative recovery, the best
treatment plan was developed. +e system also supports
research statistics, providing first-hand information for the
development of evidence-based medicine and critical care
medicine. Under observation ward medical and nursing
workstation system based on computer of HIS ward man-
agement pattern, design features, setting up beds, patient
access management, orders issued, copying and filling in the
inspection sheet, checklists, writing electronic medical
records, medicine and nursing information of the input,
pricing, cost management, nursing information manage-
ment, information query, and so forth, realize the automatic
valuation of medical orders, automatic generation of all
kinds of disposal lists, reduce the number of manual du-
plicate copies of medical orders, reduce the workload of
medical staff, and realize bedside record of patients’ con-
dition information. Set up patient emergency treatment
information, vital signs’ information, and other files.
Complete relevant information input and inquiry processing
of patients in emergency operating room workstation.
According to the work requirements of the infusion room,
the system is equipped with infusion sheet management and
patient call response management to complete the call,

input, query, and processing of the patient infusion sheet;
generate infusion bottle label and respond to the patient’s
call and other functions. +e basic mechanism diagram is
shown in Figure 2.

2.3. Intelligent Nursing Monitoring System Framework.
Client application: an intelligent terminal used by medical
staff to edit and consult business data through this appli-
cation, which is the user’s actual operation interface. It is
mainly composed of two parts: Android terminal and iPad.
Application server: sandwiched between the database server
and the client application, it plays the role of data exchange,
is responsible for the implementation of the business logic of
the whole system, can carry on the security authentication
and the system upgrade to the client, has the role of con-
necting the preceding and the following, and is the core key
of the whole system. Part of the application server is made up
of mature and functional Microsoft IIS. Database server: the
lowest level of the system, mainly composed of the existing
information system of the hospital, which provides data and
updates. His, LIS, and EMR are its main components. +e
monitoring framework is shown in Figure 3.

2.4. Intelligent Nursing Function. +e intelligent nursing
system is that nurses use mobile intelligent terminals to scan
the barcode of patients’ wristbands, accurately identify the
identity of patients, input vital signs beside the patient’s bed,
and write the condition observation, so as to reduce paper
transcribing, reduce workload, and improve the accuracy
and timeliness of nursing work [10]. Nurses scan the barcode
of medicines and check patients’ wristbands through
handheld smart terminals to avoid medical errors. At the
same time, the closed-loop implementation of the doctor’s
order is achieved, and the traceability problem of the in-
fusion and drug is realized. +e mobile nursing subsystem
not only ensures the safety of patient diagnosis and treat-
ment but also evaluates the performance of nursing work,
guarantees the safety of patients’ clinical nursing, improves
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the nursing level, and normalizes nursing behaviour [11].
+e functional requirements of the intelligent nursing sys-
tem are shown in Figure 4.

Bulletin board: this interface displays the basic infor-
mation of the ward of the hospital, such as the number
of patients in the ward, the grade of nursing, and the
information of critical patients. +e key point records
at work should be viewed and edited by all nurses in the
ward, and the head nurse needs to manage; the ward
nurses work in some requirements of the record.
Execution of medical orders: the mobile nursing sub-
system is mainly to execute the clinical medical orders
and complete the closed-loop operation of medical or-
ders. Entering the doctor’s order execution window and
scanning the barcode on the patient’s wristband, you can
view the doctor’s order items that the patient has exe-
cuted and the doctor’s order items to be executed. +e
patient’s infusion bottle sticker, drug package barcode,

and test tube barcode can be scanned again to complete
the closed-loop execution of infusion and medication
and test doctor’s orders. +e barcode of patients’
wristbands, drugs, infusion, and test specimens can be
matched one-to-one, which not only realizes the trace-
ability of medical orders but also effectively fills the last
ten meters of medical workstations and patients’ beds.
Nursing evaluation: within 24 hours of admission,
nurses need to conduct admission nursing evaluation,
fall bed evaluation, and pressure sores nursing evalu-
ation on patients through mobile handheld terminals,
so as to understand the basic situation of patients,
determine the nursing level of patients, reduce a large
number of nurses to copy labour, and improve nursing
efficiency.

Nursing records: all nursing services received by pa-
tients should be recorded through intelligent terminals,
nursing data should be saved, patient nursing data
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Figure 2: Basic architecture of intelligent emergency care.
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should be summarized, effective management of nurse
nursing services can be realized, service quality can be
improved, and patient satisfaction can be promoted.
Vital signs: the nurse can connect the internal network
of the hospital through the intelligent handheld ter-
minal and record the patient’s temperature, pulse,
respiratory frequency, frequency of urine, and faces
beside the patient’s bed, which will be synchronized to
the hospital database server and sent to the doctor in
time to provide a medical diagnosis. At the same time,
the system can carry out the batch entry of vital signs
and accurate and efficient entry of patients’ nursing
indicators.
Voice call: when the infusion is about to end in the
ward, the patient’s family members or patients them-
selves need to go to the nurse station to remind the
nurse that the infusion is about to run out, and the
needle can be pulled out or the bottle can be changed.

In practice, the information that “infusion is about to
end” cannot be conveyed to the treating nurse due to
various conditions of the patient. It not only affects the
treatment of patients but also has life-threatening risks,
and the timeliness of artificial oral replacement cannot
be guaranteed. +rough the intelligent nursing system,
a direct voice call can be made to the current treatment
nurse in the ward, informing the responsible nurse in
the first time, so that patients can run fewer errands and
much information.
+ermometer distribution: at this stage, the patient’s
temperature is mainly measured through a mercury
thermometer, and then the nurse takes back the
thermometer and records it. Due to the large number of
rooms and patients in the ward, it is often not possible
to clearly record the distribution of thermometers. +e
intelligent nursing system has the function of ther-
mometer management, which records the distribution
of the thermometer and reminds the nurse to recover
the thermometer after the end of the measurement
time, so as to achieve accurate management.
Ward patrol: according to the time required by the
standard of graded nursing, the nurse needs to patrol
the ward according to the condition and needs of
special patients. +e mobile nursing system adopts a
ward inspection interface, which is convenient for
nurses to scan patients’ wristbands, conduct ward in-
spections, record inspection data, and collect them at
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the end of the month, so as to realize the assessment of
nursing quality.

2.5. Multisystem Integration. Integration is to integrate
several small systems with different functions into a large
system with multiple functions by using systems engineering
theory, so as to give full play to the comprehensive efficiency
of the large system [12]. Intelligent emergency centre is an
intelligent system with a complex structure that integrates
HIS, LIS, PACS, critical care information system, emergency
information system, and other functions related to emer-
gency treatment. +e system will be doctors and nurses
operation process; inspection, application for inspection,
and return of results; handling of charge accounting; and
department management and other links into the computer
management system, to replace the flow of people with
information flow, to realize the emergency centre of the flow
of people, logistics, capital flow, and other information
implementation of decentralized collection, unified man-
agement, centralized use, and all the automated mode of
sharing, to provide a fast navigation device or interface for
medical staff. It is the emphases and difficulties of the re-
search to enable doctors to switch quickly among various
systems and apply various information synthetically. System
integration is shown in Figure 5.

2.6. System Network Design. In the construction of the
mobile medical system, the wireless network is the top
priority. Only a scientific overall structure of the wireless
network can achieve stable and high-speed data transmis-
sion. +e ward in the hospital is different from the general
conference venue.+ere are many rooms in the hospital.+e
room area is large, the walls are thick, the corridor of the
department is long and narrow, and there are various cables
such as oxygen, circuit, and communication above the
ceiling, and the environment is complex. In view of the
above special environment and the actual situation of the
hospital, wireless controller, wireless switch, and wireless
access point are adopted to build the hospital wireless
network [13]. +e topology of the wireless network is shown
in Figure 6.

3. Application of the Intelligent Nursing
Information System

3.1.ApplicationandManagement of the IntelligentProtest and
Triage System. +e automatic classification of quantified
triage indicators and region-oriented intelligent triage system
are based on the quantifiable triage standard system of
emergency reexamination and triage, and the intelligent
software of emergency reexamination and triage is developed
by using computer technology to realize computer-aided
reexamination and triage [14]. +e intelligent triage system
for patients’ disease classification mainly takes the symptoms
of body parts as the evaluation guide; inputs the patient’s
name, age, vital signs parameters, pain score, adjustment
parameters, and so on the computer; and automatically
generates the patient’s condition grade. At the same time, a

printer is connected to print out the patient’s information and
grade on red, yellow, and green printed paper and affixed to
the patient’s medical record. +e principle of disease classi-
fication and treatment time in our hospital is as follows: red
refers to Grade 1 resuscitation or endangered patients, and
patients are directly sent to the emergency room in the red
zone. +e first-grade critically ill patients were rescued im-
mediately and treated within 15minutes in the red zone or the
yellow zone. Level 2 emergency patients: according to the
condition, emergency arrangement of priority diagnosis and
treatment is generally done within 30 minutes of emergency
treatment in the yellow area. Level 3 nonemergency patients
are treated sequentially in the green area and treated within 2
hours.

+e triage desk is equipped with an auxiliary triage system
connected to command platform, which releases the general
information of the next emergency patient on the LED display
terminal in advance, including gender, age, main illness,
departure place, and approximate arrival time; makes full
preparations for supplies; and informs the doctor in advance
of the layout and equipment of 1 division. At the time of
developing the intelligent triage system, the environment of
the emergency room was modified to match its function.
+ree colours of red, yellow, and green represent the three
areas in the transformed emergency department, and the
background decoration and medical signs in each area are
corresponding colours. +e red area is the emergency room,
the yellow area is the emergency treatment area, adjacent to
the emergency room, and the green area is the general
treatment area. In addition, red, yellow, and green landmarks
are adopted in the emergency area, and the arrow guiding
function is clear at a distance. +e emergency hall provides
TV and wireless network and other services to improve details
and humanized services, which to some extent reduces the
anxious state of patients waiting for treatment.

Division nursing human resources allocation and
management personnel management is mainly for the
yellow area, the green area, and the prediagnosis table. Since
the general diagnosis and treatment is divided into yellow
area and green area, one more itinerant nurse is added to
carry out treatment and health education and other services
for emergency patients in the yellow area. +e other nurse is
mainly responsible for the order of the rooms in the yellow
area and the green area and the coordination of patient
diversion. Due to the use of the new intelligent system, the
workload of prediagnosis increased. Two nurses were
assigned to the post and the admission system of prediag-
nosis nurses was established. Only those with certain
working experience, clear thinking, and qualified training of
the new system could take the post. +e prediagnosis nurse
makes the correct disease classification, communicates with
the itinerant nurse in time, and plays a guiding role in the
patient’s regional consultation.

3.2. Intelligent Nursing Safety Control Application. Patient
safety control is primarily concerned with problematic areas
of health care, particularly the identification of patients
during the administration of drugs, transfusions, or blood
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products; the drawing of blood or the testing of other clinical
specimens; or the delivery of treatment or procedures. +e
hospital’s compliance with patient safety objectives is
regarded as an independent decision item in the review and
decision-making process, and the one-vote veto system is
implemented. It can be seen that patient safety plays a very
important role in the quality of hospital medical service.

At present, barcode technology has been widely used in
the system, outpatient and emergency mobile infusion
management system, prescription dispensing subsystem,
etc., providing a simple and convenient management ap-
proach for the safety control of outpatient and emergency

patients. A barcode is a mark that expresses a group of
information by arranging multiple black bars and blanks
with different widths according to certain coding rules [15].
+e bar is the part that is less reflective of light, and the
empty is the part that is more reflective of light. Barcode
technology is born along with the development and appli-
cation of computer and information technology. It can be
converted into binary or decimal information which can be
recognized by the computer. It is a new technology inte-
grating coding, printing, identification, and data acquisition
and processing. In the process of medical service, the bar-
code can be used as the identification information and

Wired network Wireless network

Wireless
controller

Core
switch

Wireless network
server

HIS
server

Figure 6: Wireless network topology.
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Figure 5: System integration diagram.
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scanned by the scanning gun to realize the rapid extraction
of the corresponding patient information from the database
of the computer system. +e hospital tests equipment to
achieve all online.

+e whole inspection process includes barcode label
printing, barcode specimen identification processing, re-
port feedback transmission, and self-service query and
printing of clinical departments and outpatient and
emergency patients. Barcode technology plays an impor-
tant role in the diagnosis and treatment of outpatient and
emergency infusion. In the past, the outpatient and
emergency infusion is manually checked by the nurse, the
liquid, and the filling of drugs. +e nurse checks again and
again, which is inefficient and risky. +e outpatient mobile
infusion management system automatically generates the
patient’s barcode information by computer and automat-
ically prints two sets of infusion cards with identical in-
formation, including the patient’s name, gender, age, drug
dose, concentration, drip count, time of treatment, and
other information. One is given to the patient for scanning
at the time of injection, and the other is affixed to the
pouch. Before the injection, the nurse uses a handheld
computer to scan the barcode of the infusion card on the
soft infusion bag. An electronic voice system automatically
calls the number, and the patient hears the call and arrives
at the puncture table. If the patient’s line does not match
the barcode of the fluid, the computer will send an alarm to
remind the patient not to inject. After the infusion, the
palm computer scanning, the patient’s total bag of infusion,
each bag of drug type, specific time, and infusion process
can be clear at a distance, before pulling out the needle to
understand the patient’s treatment effect, after the con-
firmation of the end of treatment and then pulling out the
needle. +e use of barcode can effectively identify the
identity of patients and drugs in both directions, which
adds a safe defence line for outpatient and emergency
infusion management. While optimizing the traditional
workflow, it reduces the labour intensity of nurses and
improves their work efficiency.+e infusion card and bottle
label are automatically printed to avoid the hidden danger
caused by unclear handwriting by hand, check the infusion
drugs with patients, and implement the system of three
checks and eight pairs into the monitoring state to ensure
the safety of patients’ medication and treatment.

3.3. Intelligent Nursing Medical Advice Information
Application. After the nurse scans the barcode of the pa-
tient’s wristband through the intelligent terminal, the patient
is identified and the detailed information of the patient is
displayed, as well as the content of the doctor’s order.
According to the type of the doctor’s order, the label is
divided into infusion book, treatment book, medication
book, doctor’s order book, new start, and new stop. +e
nurse can directly click the execute button on the doctor’s
order information to execute or confirm the execution by
scanning the outer package of the drug, the infusion bottle
sticker, and the barcode on the test tube. Meanwhile, the
system automatically records the executor and the execution

time [16]. +e diagram of the medical order processing
module is shown in Figure 7.

3.4. Intelligent Nursing Letter Observation Application. By
observing the patient’s mental state, consciousness, and
mobility, the nurse writes the nursing assessment sheet, the
risk assessment sheet of falling on the bed, and the admission
assessment sheet [17]. At the same time, nurses can record
nursing and nursing measures in the intelligent terminal and
can also save the written content as a template and view the
historical nursing data. +e module diagram of disease
observation is shown in Figure 8.

3.5. Integrated Query Information Module Application.
After the nurse logs in the system, the patient is displayed in
the form of a label, which contains the patient’s name,
gender, age, bed number and other basic information. After
clicking the label, the detailed information of the patient can
be viewed, including diagnostic information, nursing level,
allergy drugs, attending physician, and other information.
+e nurse can also click on the patient’s label to see the
patient’s medical record and examination report, as well as
the patient’s expense information: advance payment, ex-
pense details, and account balance. +e comprehensive
query module is shown in Figure 9.

4. Debugging and Testing of the Intelligent
Nursing System

4.1. Information System Selection Method. Relief algorithm
was first proposed by Kara, aiming at two classification
problems, and its theoretical basis is as follows: a good
feature should make the similar sample of the nearest
neighbour characteristic values between the same or
similar, and the nearest neighbour value differences be-
tween the different classes of samples or difference are very
big, therefore giving each feature corresponding weights
for sorting; the greater the weight of characteristic, the
stronger the feature classification ability; on the contrary,
the feature classification ability is weak. By setting the
feature weight threshold or the number of feature subsets,
the corresponding feature selection can be carried out, and
the feature can be evaluated according to the feature’s
ability to distinguish the close samples. +e main idea
behind Relief’s algorithm is that good features should keep
samples of the same class close and samples of different
classes away. Assume that the interval is defined as the
maximum distance that the decision surface can move
without changing the sample classification, which can be
expressed as

ϕ � 11 × x − yx

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − x − hx

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑, (1)

where Yx means similar to x and hx with x means nonho-
mogeneous nearest neighbour.

+e weight of the update attribute P of sample X can be
expressed as
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W
i+1
p � W

i
p − f p, x, Hj(x)􏽮 􏽯 +

P(x)

1 − P(x)

× f p, x, Hj(x)􏽮 􏽯 + m.

(2)

Koromiko extended the Relief algorithm to get the Relief
algorithm, which can be applied to multiple sample cases.
When dealing with multiclass problems, the Relief algorithm
does not uniformly select the nearest neighbour samples
from all sample sets of different classes but selects the nearest
neighbour samples from each sample set of different classes
and selects k nearest neighbour samples. +e weight update
formula is

W
i+1
p � W

i
p − 􏽘

k

j�1
f p, x, Hj(x)􏽮 􏽯 + 􏽘

P(x)

1 − P(x)

· 􏽘
k

j�1
f p, x, Hj(x)􏽮 􏽯 + m × k.

(3)

Artificial Fish Swarms Algorithm is a swarm intelligence
optimization algorithm based on fish swarm behaviour
proposed by domestic scholars Ian Jixi and Li Xiao lei et al.
According to the bionic characteristics of fish swarm, it
simulates foraging, clustering, and tailgating behaviours of
fish swarm by constructing artificial fish [18], so as to realize
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Figure 7: Medical order processing module diagram.
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optimization. Artificial fish include the following behav-
iours. Foraging behaviour: assume that the current state of
the artificial fish is Xi, and select a state x within its field of
vision at random. If Yi< I, it will move further in this di-
rection; otherwise, it will move one step at random. If the
constraint is not satisfied, cut it out:

xj . . . yj

⋮ ⋱ ⋮

yjn · · · xjn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (4)

4.2. Intelligent Triage Disease Grading Factors. Patients with
acute and critical illness are mainly aged, and by referring to
the previous data of researchers, three levels of proportions
are summarized, among which patients with grade over 60
years old account for 58.45% of the total number of patients,
and patients with grade A only account for 41.55%. It can be
seen that the elderly population is typical potential acute
patients, and the elderly patients with grade A are the focus
group in the dynamic triage process.

+e correlation of blood pressure indexes in patients
with II grade critical illness was gradually enhanced with the
increase of blood pressure, suggesting that blood pressure
was of great significance in the recognition of the disease in
patients with the normal grade, while there was no signif-
icant correlation in patients with the mild or moderate
grade. +e possible reasons for the correlation were as
follows: III grade acute patients with more acute symptoms,
but the vital signs are stable, although there is a risk of
deterioration, but there is no risk of life-threatening or
disability, so the abnormal blood pressure exposure is not
obvious; IV grade nonemergency patients mostly have no
acute symptoms, and almost no exposure to abnormal blood
pressure, or after brief exposure, it can be relieved and
disappear after rest.

Breathing and blood oxygen saturation index reaction is
a more sensitive index for the human body, breathing >20
times/min, the total number of I∼III levels accounted for
89%, and 60.98% were III level; therefore the postoperative
respiratory management of critically ill patients directly
affects the survival and quality of patients, which is acute and
potentially dangerous. Paying close attention to changes in
breathing is important for early recognition and correct
treatment.

On the basis of preliminary construction of emergency
patients nursing difficulty evaluation index system, the re-
sults summed up four categories of influencing factors:
patient factor, nurse factor, organizational factor, and
nursing equipment condition factor. Among the patient
factors, 7 factors were extracted, including age, severity of
disease, self-care ability, mental and psychological status,
social support system, compliance, and expectation [19].

Patient expectation refers to the degree to which patients
place their expectations and wishes on medical institutions
before treatment, which is mainly reflected in treatment
effect, treatment cost, medical service quality, length of
hospital stay, and pain in the process of diagnosis and
treatment. +e influencing factors include individual needs
of patients, commitment of medical institutions, medical
experience of patients, and severity of diseases [20].+e first-
level indicators are broken down as follows: the general
condition of patients covers the age and complications of
patients. Severity of disease in emergency patients, self-care
ability: according to the industry recommended standard
published by the National Health and Family Planning
Commission Barthes Index Evaluation Table, the evaluation
can be divided into four grades, which are, respectively,
heavy dependence, moderate dependence, mild dependence,
and complete self-care. Mental health status: the Hospital
Anxiety and Depression Scale is a self-rating scale [21],
including 2 subscales of anxiety and depression, respectively,
for 7 questions of anxiety (A) and depression (D). 0–7 are

Medical
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Patient
information

Allergy
information

Treat

Diagnose

Doctor 
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message

Figure 9: Comprehensive query module diagram.
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nitely have anxiety. Social and economic status: social and
economic status is mainly evaluated by three indicators:
social support, economic income, and education level.
Compliance: observe the patient’s compliance to treatment,
nursing, and examination and comprehensively evaluate the
patient’s overall compliance by asking the patient’s doctor in
charge and the responsible nurse, which can be divided into
five grades: very cooperative, cooperative, basic cooperative,
noncooperative, and very noncooperative.

4.3. Test Process and Results. In the completion of the design
and coding of intelligent nursing information system, in
order to ensure that the software shows fatal functional
errors, improve the reliability and efficiency of the imple-
mentation of the software. Software validation is required
according to software functional requirements. When
testing the software, make sure you can deploy the appro-
priate operating system to the business server and install the
basic operation profile and execution file.

In this paper, 20 emergency patients were randomly
selected and 5 outstanding nursing staff were selected to
complete the basic operation, statistical function, and op-
erational function tests of the software functional modules,
and the test results of the functional modules were collected
and recorded.+e basic operation tests are shown in Table 1.

Ten emergency patients were selected for the test, and the
basic operation tests of inquiry, physical sign entry, drug
dispensing, nuclear drug, patrol, and nursing records were
recorded, respectively. +e test results are shown in
Figure 10.

In order to verify the reliability of the statistical function
of the intelligent emergency information system, the beds,
workload, execution status, and reminder of the emergency
department of a simulated hospital for one week were tested
and entered into the system. +e test results are shown in
Figure 11.

+e sensitivity of the intelligent nursing system to the
screening of patients in the emergency was tested, and 20
emergency patients were randomly selected to enter the sign
information. +e sensitivity is shown in Figure 12.

+e basic operation test in this paper mainly includes
inquiry, physical sign entry, drug dispensing, nuclear drug,
patrol, and nursing record test. +e passing rate of basic
operation test and system function test of the intelligent
nursing system is more than 94%. Simulating the intelligent
nursing system and summarizing the test data, the sensitivity
of emergency patient screening was 82.22%, and the

predictive index was 85.82%, but 90% are not ideal; it may be
related to the small sample size in this study; I and II patients
only accounted for 25% of the total; the emergency cancer
accounts for about 75% therefore, the specific degree as an
important evaluation index system, namely, the identifica-
tion capability of the emergency patients. Calculating system
specificity through artificial fish swarm algorithm, the
specificity was 94.67%, and the prediction index for non-
emergency patients was 91.03%, indicating that the system
had a good effect on objective and quantitative identification
of nonemergency patients. In the case of limited time and
emergency resources, potential risk patients could be found,

Table 1: +e basic operation tests.

Test project +e test operation Test result
Inquire Scan the patient’s wristband Display basic patient information
Signs of entry Enter the signs and click save Save record results
Dispense medicines Click on the dispensing Prepare medicine as prescribed
Nuclear medicine Scan the barcode of the infusion +e barcode is the same as the patient
Walk around Inspect patient information after matching Record client information after tour
Nursing record Click on basic care Display basic care information

Inquire Entering Drug Check Tournursing
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Figure 10: Statistical chart of nurses’ basic operation test.
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so as to ensure the safety of emergency patients and assist
triage nurses in making decisions on a reasonable allocation
of emergency resources.

5. Conclusion

In this paper, an intelligent information zed nursing system
is constructed to realize the information sharing in the
whole domain, and intelligent auxiliary diagnosis and
treatment information is provided to facilitate nursing
inquiries of diagnosis and treatment information, which is
of great help to patients’ follow-up medical activities such
as condition analysis, medical history grasp and supple-
ment, and disease diagnosis. +e data information stored
completely through barcode intelligent information makes
it more convenient for medical staff to collect cases and
carry out nursing management. At the same time, nursing
management online and bar code information collection,
without manual transcription and triage, make nursing
management faster, more accurate, and more reliable. +is
shortens the time for emergency nurses to complete the
special care record form and effectively reduces the
workload of medical staff. It maximizes the integration and
utilization of quality-related information through emer-
gency care terminal services.
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It is important to promote the development and application of hospital information system, community health service system, etc.
However, it is difficult to realize the intercommunication between various information systems because it is not enough to realize
the in-depth management of health information. To address these issues, we design the 5G edge computing-assisted architecture
for medical community.,en, we formulate the directional data collection (DDC) problem to gather the EMR/HER data from the
medical community to minimize the service error under the deadline constraint of data collection deadline. Moreover, we design
the data direction prediction algorithm (DDPA) to predict the data collection direction and propose the data collection planning
algorithm (DCPA) tominimize the data collecting time cost.,rough the numerical simulation experiments, we demonstrate that
our proposed algorithms can decrease the total time cost by 62.48% and improve the data quality by 36.47% through the designed
system, respectively.

1. Introduction

Recently, the core role of smart medicine is the construction
of hospital information platform based on electronic
medical records and regional health information platform
with resident’s electronic health records [1]. Electronic
health records [2] can improve the phenomenon of infor-
mation asymmetry between doctors and patients and satisfy
the demand-oriented development of medical service re-
form. ,e construction of electronic health records is the
focus of future smart medicine [3], which can not only
satisfy the diversity requirements of medical and health
reform but also accelerate and strengthen the development
of information technology in medical and health institu-
tions. Recently, the vigorous development of information
technology in China’s medical and health industry has given
birth to the vigorous development and application of hos-
pital information system (HIS), community health service
system (CHSS), and other information systems. However, it

is difficult to realize the intercommunication between var-
ious information systems because it is not enough to realize
the in-depth management of health information.

,e National Health Commission of the People’s Re-
public of China [4] is committed to promoting the 5G-
assisted medical action project. On the basis of medical and
health information, it can promote not only the imple-
mentation of hierarchical diagnosis and treatment but also
the reform of public medical institutions and public health
management mode. ,en, 5G-assisted medical care aims to
improve the efficiency of medical institutions and integrate
high-quality medical resources such as electronic health
records (EHRs) [5], overcoming the shortcoming of tradi-
tional medical services and enabling patients and improving
the upgrading of traditional medical service mode.

,e scientific and technological application of medical
community [6] electronic health records have been
attracting the attention of many researchers and enterprises.
Reference [7] compared achievement of and improvement
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in quality standards for diabetes at practices using EHRs
with those at practices using paper records. Reference [7]
examined the effects of electronic health records on the
safety of patients in medical facilities. Reference [8] analyzed
the costs and benefits of EHRs in six community health
centers (CHCs) that serve disadvantaged patients.

However, the above researches do not deeply study the
requirements and data characteristics of medical community
platform for EHR management. In terms of credibility,
reliability, and real-time, it is necessary to deeply study the
directional collection mechanism of archival data, such as
large-scale mobile terminal sensing under 5G, diversified
archival data collection, and archival information sharing
under the medical community.

So, there are some major challenges as follows:

(i) ,e diversity and complexity of medical community
seriously restrict the classification efficiency and
marking accuracy of medical community electronic
health records data, which affects the intelligent
management efficiency of EHRs.

(ii) ,e differences of medical level and service objects
between different medical institutions in the med-
ical community make the sharing of electronic
records, which is an important basis for specialist
collaboration, more complex. ,e low efficient and
precision data sharing will seriously restrict the
medical community’s ability to solve major diseases,
and it is difficult to form a complementary devel-
opment mode.

(iii) How to accurately and timely collect the data of
medical community electronic health record man-
agement has become a difficult problem because it is
difficult to predict which medical structure will
produce what type of electronic health record data
at what time.

Our key contributions can be summarized as follows:

(i) We design the 5G edge computing-assisted archi-
tecture for medical community.

(ii) We formulate the directional data collection (DDC)
problem to gather the EMR/HER data from the
medical community with minimizing the service
error under the deadline constraint of data
collection.

(iii) We design the data direction prediction algorithm
(DDPA) to predict the data collection direction and
propose the data collection planning algorithm
(DCPA) to minimize the data collecting time cost.

(iv) We conduct extensive simulations for the designed
system and proposed algorithms. ,e results show
that our proposed algorithms can decrease the total
time cost by 62.48% and improve the data quality by
69.95% through the designed system, respectively.

,e rest of the paper is organized as follows. We review
the state-of-the-art research in Section 2. We design the 5G-
assisted edge computing system in Section 3. We present the

system model and formulate the DDC problem in Section 4.
We design the intelligent data collection scheme with the
assistance of random forest for solving the DDC problem in
Section 5. We conduct the simulations in Section 6. We
conclude this work in Section 7.

2. Related Work

,e current situation of medical archives management in the
medical community is discussed as follows. Reference [9]
found the significant deficiencies in the practice of warfarin
management and suggestive evidence that anticoagulation
services can partially ameliorate these deficiencies. Reference
[10] described a randomized trial of a program to identify
and treat depression among high utilizers of general medical
care. Reference [11] designed an intelligent archive man-
agement system by integrating 5G network and Internet of
,ings for smart hospitals. Reference [12] used the exome
sequencing for infants in intensive care units to determine
the diagnostic yield and use of clinical exome sequencing in
critically ill infants. Reference [13] proposed a novel drug
supply chain management using hyper ledger fabric based
on block-chain technology to handle secure drug supply
chain records.

About the status of data collection, reference [14]
extracted security data that plays an important role in
detecting security anomaly toward security measurement.
Reference [15] provided a theoretical model of privacy in
which data collection requires the consent of consumers who
are fully aware of the consequences of consent. Reference
[16] considered a scenario where an unmanned aerial vehicle
collects data from a set of sensors on a straight line. Ref-
erence [17] proposed a low redundancy data collection
scheme to reduce the delay as well as energy consumption
for monitoring network by using matrix completion tech-
nique. Reference [18] proposed a practical framework called
Privacy Protector, patient privacy-protected data collection,
with the objective of preventing these types of attacks.

3. 5G-Assisted Edge Computing System

First of all, according to the requirements of medical
community e-health records management, based on the
complex environment of regional medical institutions in-
formation platform, we design the mathematical model of
e-health records management and its 5G application system
framework. Secondly, by deploying multiple mobile ter-
minal nodes, we design the medical community electronic
health records management 5G architecture, to provide real-
time and reliable communication guarantee for large-scale
medical community electronic health records data appli-
cation business. ,en, in order to ensure the real-time and
reliability of data sharing of medical community electronic
health records, a massive data collection mechanism based
on edge computing is established. Finally, based on the
above requirements, we combine the large-scale mobile
communication of 5G with the massive data real-time
collection technology of edge computing to study the ap-
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plication mechanism of data directional collection, so as to
provide the reliability, credibility, and feasibility guarantee
for the data update and sharing application of medical
community electronic health records management.

According to the requirements of regional medical in-
stitutions information platform construction, we analyze the
information interconnection and regional differences be-
tween community health service centers and municipal
hospitals. ,en, we introduce edge computing into 5G
through the organic allocation and deep integration between
the mobile terminals and cloud computing server. ,e edge
computing reasonably allocates the storage, computing, and
network services resources between the computing center
and the mobile terminals, so as to achieve the local optimal
division of labor and cooperation before the network service
quality and user experience quality. ,erefore, the intro-
duction of edge computing into 5G can satisfy the com-
puting and communication needs of mobile terminals with
distributed and random characteristics. Hence, edge com-
puting can well solve the geographical deployment char-
acteristics of 5G nodes scattered between community health
service centers and municipal hospitals. Moreover, the edge
computing architecture with 5G is shown in Figure 1. Here,
the 5G platform is the center, i.e., the municipal hospital, and
several subnets of edge community service center are
deployed.,e network control ability of these center subnets
is the same as that of the servers in the platform, where the
architecture can effectively reduce the calculation delay and
improve the storage efficiency of medical community
electronic health record data.

,e 5G architecture shown in Figure 1 can provide
convenient services, health management services, traditional
Chinese medicine (TCM) health care services, and other
services. ,is architecture can give full play to its advantages
in data sharing and family doctor follow-up, continuously
improve the accessibility and effectiveness of services,
comprehensively improve service level and satisfaction, and
provide medical services and health management services to
the majority of residents conveniently and quickly. At the
same time, the medical community platform can solve the
following problem, lack of medical resources shortage,
difficulty to see a doctor, and realize the integration of health
resources and then improve the level of primary health care
through the establishment of complete electronic health
records for residents. ,en, we integrate the sharing of
medical records and test results, medical images, medication
records, and patients’ basic health information between
secondary and tertiary comprehensive medical institutions
in the community to realize the sharing of high-quality
medical resources in the region.

With the rapid development of 5G edge terminals used
to collect electronic health records data, how to reasonably
allocate and effectively recover the diversity resources of 5G
has become a key problem. In 5G environment, the dis-
tribution and recovery of resources and the reconstruction
of network topology are dynamic. ,ere is an unknown
mapping and interference relationship between 5G real-time
resource statistics, computing task resource allocation and

task scheduling, and 5G network edge computing terminal
trusted resource information. ,ese relationships are real-
time and random. It is the main goal of network resource
management to make 5G system execution efficiency and
resource utilization always in the best state. It is well known
that 5G supports a large amount of traffic. ,e resource
request queue is very easy to overflow, which makes the
arrival rate and processing efficiency of resource request
signaling and computing task control signaling between the
network control center and the edge terminal irregular, and
the reliability of resource allocation and computing task
unbalanced among different services. In order to improve
the instantaneous resource management level of 5G and the
utilization rate of global resources and make 5G better
communication support for medical community electronic
health records management, we design the 5G edge com-
puting architecture as shown in Figure 2, where we deployed
with multiple edge terminals, multiple autonomous base
stations, and multiple autonomous control networks.

In Figure 2, edge computing terminals share EHR in-
formation and exchange unified standard data sources
through regional platform interfaces of medical institutions.
According to the edge computing architecture shown in
Figure 2, medical institutions improve the interconnection
architecture of regional health information platform and
guide the electronic medical record system and electronic
health record management system of medical institutions
under their jurisdiction. In particular, electronic health
records need to achieve unified data interface standards of
medical institutions, medical insurance, community, and
other related systems, so as to facilitate information sharing.

,e common data element established in the 5G control
center of medical community can efficiently improve the
real-time sharing efficiency of electronic medical record
(EMR) and EHR. ,erefore, the electronic medical records
and electronic health records storage system of medical
institutions in medical community must follow the stan-
dardized description of national public health data element
attributes, describe the extracted data element attributes,
conduct business modeling, and realize data sharing.
Medical institutions at all levels should use the ID number as
the main identification code for the transmission and cir-
culation of information in the diagnosis and treatment of
public health services in the business system, so as to ensure
the effective collection of archival information. Each edge
computing terminal server should ensure the validity and
timeliness of data transmission, verification, process
tracking, and traceability, so as to ensure that all kinds of
information can be uploaded to 5G information platform
timely, accurately, and comprehensively.

,erefore, how to collect and improve data from the
community and medical institutions at all levels in accor-
dance with the electronic medical record information
standards and unified specification of disease coding and
other important databases, to ensure the quality of data, has
become the key of medical community archives manage-
ment. ,e process of data collection should have the fol-
lowing properties:
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(i) ,e process of data collection should be based on
the main index of patient identity, correctly asso-
ciated with the previous diagnosis and treatment
data, and form a complete and standardized medical
record file, which is convenient for medical staff to
use.

(ii) ,e process of data collection should be carried out
according to the interface specification of regional
information platform. ,e diagnosis and treatment
information should be uploaded and collected into
health records in time.

(iii) ,e process of data collection should implement the
codes of clinical symptoms, diagnosis, surgery,
drugs, inspection, and so on released by the state to
ensure the standardization and unification of di-
agnosis and treatment information uploaded to the
platform.

Figure 3 gives a toy example for the Directional Data
Collection and application of medical community electronic
health record with the above characteristics. In this scenario,
cloud platform, edge computing terminal, and 5G platform
are effectively integrated into the directional data collection
of medical community electronic health records, such as
community classification, data directional collection, and
data storage.

,e edge computing procedure is illustrated as follows:

(1) ,e communities generate their EMR/HER data,
which can be collected by a corresponding oppor-
tunistically encountered edge computing terminal.

(2) ,e edge computing terminal analyzes andmines the
valid information from collected EMR/HER data,
e.g., the location, resident ID, and his/her historical
records. ,en, the dataset is sent to the cloud servers
in real time. ,e edge computing terminal predicts
their medical demand according to the historical
records by using the algorithm proposed in Section
4.1 and returns the prediction results to the 5G cloud
servers.

(3) ,e 5G cloud servers periodically compute the data
collection route via the algorithms in Section 4.2 for
data collection terminal according to the informa-
tion of communities and residents from edge
computing terminals.

(4) ,e data is collected by the data collection terminal
through the route calculated in the above step.

4. Directional Data Collection for
Medical Community

4.1. SystemModel. Suppose that the 5G platform of medical
community includes m medical institutions and n com-
munities. According to the scope of service and medical
level, the mapping relationship between each community
and different medical institutions is established, denoted by
C � cij􏽮 􏽯

m,n

i�1,j�1. Here, the electronic file data is generated by
the medical institutions according to the community it

serves, which is used to obtain the medical needs and
feedback of residents. Note that each medical institution
initiates one data collection task in the time dimension. So,
T � ti􏼈 􏼉

m

i�1 denotes the task set. For convenience, we define
the data collection process as follows.

Definition 1 (data collection task). ,e process of edge
computing terminal completing data collection task is to
select the corresponding observation values from a series of
candidate data samples corresponding to the community for
5G platform.

For each data collection task ti, we assume that it has a
candidate sample set Ai shown as follows:

Ai � ai(1), ai(2), . . . , ai Ai

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑􏽮 􏽯. (1)

,en, let ai(0) denote the optimal data sample corre-
sponding to the task ti. ,erefore, the data error caused by
task ti can be calculated by

ei �
1
Ai

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽘

Ai| |

k�1
ai(k) − ai(0)⎛⎜⎝ ⎞⎟⎠. (2)

,e resident set who provides the EMR/HER dataset
from all communities can be represented as follows:

Bi � b
j
i􏽮 􏽯

n

j�1. (3)

Here, b
j
i represents the data in task ti, which is provided

by the j-th community when the i-th task is initiated by i-th
medical institution when there is the mapping relationship
belonging to C. So, we can calculate the data matrix cor-
responding to data collection tasks from all communities
through the following equation:

5G networks

Cloud servers

EHR data collection

EHR data collection

EHR data collection

Medical community

Community

Community

Edge computing terminal

Figure 3: Application of directional data collection with the as-
sistance of 5G and edge computing system.
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A � aij􏽮 􏽯
m,n

i�1,j�1

� 􏽙
m

i�1
Ai − eiBi( 􏼁

� 􏽙
m

i�1
􏽘

Ai| |

k�1
􏽚 ai(k)

tdt − eiBi
⎛⎜⎝ ⎞⎟⎠

� 􏽙
m

i�1
􏽘

Ai| |

k�1
􏽚 ai(k)

tdt − ei 􏽘

n

j�1
b

j
i

⎛⎜⎝ ⎞⎟⎠.

(4)

Here, we redefine the data sample ai(k) in Ai as ai(k)t,
which is calculated according to the time dependence of edge
computing. Note that we can update the mapping rela-
tionship between each community and different medical
institutions through the following equation:

cij �

0, if 0<
aij

ei

< cij,

1, if
aij

ei

≥ cij.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(5)

Here, cij is the tolerance threshold of the data collection
error, which is a given empirical value.

In order to analyze the direction accuracy of data col-
lection conveniently, we give the following definition of data
collection aggregation reliability.

Definition 2 (data collection task). For m data collection
tasks and n communities, the direction of data collection is
accurate when each task satisfies the following conditions:

(1) ,e i-th task and j-th community have the mapping
relationship, i.e., cij � 1.

(2) Ai and Bi have the same rank for each task ti.
(3) All the data samples collected by all the medical

institutions have consistency; i.e., the following
function f(A) is valid:

f(A) � lim
n⟶∞

limm⟶∞A

􏽐
i
i′�1 ri
′ + 􏽐e∈Ti

te

. (6)

(4) Let Γ(ti) denote the data collection time cost. ,e
time cost of the i-th task is not larger than the
deadline τi.

4.2. Problem Formulation. ,e objective of directional data
collection (DDC) problem is to design a data collection
scheme based on 5G edge computing system to gather the
EMR/HER data from the medical community to minimize
the service error under the deadline constraint of data
collection. xij is a binary variable to indicate whether data of

task ti is collected from j-th community. xij � 1 if data of
task ti is collected from j-th community. xij � 0 otherwise.

,e DDC problem can be formulated as follows:

DDCmin xij 􏽘

m

i�1
ei

s.t.

(a) xij ∈ 0, 1{ }, ∀ti ∈ T;

(b) r Ai( 􏼁 � r Bi( 􏼁, ∀ti ∈ T;

(c) 􏽙
m

i�1
􏽙

n

j�1
cij � 1;

(d) Γ ti( 􏼁≤ τi, ∀ti ∈ T.

(7)

Constraint (a) gives the value range of xi,j. Constraint (b)
ensures that the rank of candidate data sample set is equal to
that of data in task ti on the basis of C. Constraint (c) ensures
that each mapping between the task and its corresponding
community is valid. Constraint (d) ensures that the time cost
of data collection in each task is not larger than its deadline.

We list the frequently used notations in Table 1.

5. Intelligent Data Collection Scheme

In this section, we propose our 5G edge computing enabled
directional data collection (5EDDC) algorithm. ,en, the
detailed description of the proposed algorithm is presented
in two phases: data direction prediction and data collection
planning.

5.1. Data Direction Prediction Algorithm. Medical behaviors
and requirements of residents in different communities
actually reflect the regeneration direction of EMR, which
contains a lot of medical information, such as common
diseases and medical habits. Based on the implementation of
a variant of algorithms [19], we design Algorithm 1 for
solving the problem of data direction prediction.

First, we predict the medical behavior of residents
through the following steps:

Step 1. Feature extraction takes into account the fol-
lowing features for each behavior in community gen-
erating along the historical records Bi with the last data
collection task ti and candidate sample set Ai of current
medical community: time of day, medical behavior
starting time, medical community name and its loca-
tion, resident ID, and medical treatment time of each
location. ,e above procedure is denoted as function
Feature Extraction(dataset).
Step 2. Random forest-based prediction needs the input
vector nt representing the information of a resident,
which includes the origin community and destination
medical institute, as well as the corresponding extracted
features from step 1. ,en, the data generating time of
any community can be predicted based on temporal
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data dependencies and spatial data correlations. ,e
above process is denoted as function RandomForests.

Second, we can predict the data direction of community
for collecting data via the Interval-based Historical Average
(IHA) [20] as shown in the following equation:

IHA E ta􏼂 􏼃, λ( 􏼁 �
1

2λ + 1
􏽘

λ

p�−λ
􏽘

days

q�1
tp − E ta􏼂 􏼃 − q􏼐 􏼑⎛⎝ ⎞⎠. (8)

Here, E[ta] is the expectation of data generating time of
task ta based on historical EMR/HER data, λ is the mean
absolute error of the random forests [21] for data generating
time prediction, and days is the days of historical EMR/EHR
dataset. tp is the first data collection starting time after
E[ta] + q in the p-th day of the dataset, where E[ta] + q is the
generating time of EMR/HER data for recording residents in
a-th community at the q-th day. ,us, tp − E[ta] − q is the
historical data collection time on the q-th day. Finally, we
calculate the EMR/EHR data generating time of commu-
nities and data collection direction of medical community.

In Algorithm 1, the Sink(F, B) function is used to find all
the data collection sinks of EMR/EHR at its medical com-
munity. In addition, Algorithm 1 updates all the data
samples and records between any two communities and
computes their collecting time through the following steps:

(1) Find all ai, which can satisfy the tolerance
(2) Extract all the features from historical dataset

5.2. Data Collection Planning Algorithm. Based on the di-
rection prediction of data collection, the DDC problem is
equivalent to finding a data route to collect the EMR/HER
data for all selected medical communities with minimum
time cost. ,e above data collection planning (DCP)
problem can be formulated as follows:

DCPmin 􏽘
C

0�1
Γ to( 􏼁. (9)

Moreover, we design the data collection planning al-
gorithm (DCPA) to solve the DCP problem.,e basic idea is
given as follows (see Algorithm 2):

(1) Transform Ai and integrate into 􏽥A (line 5)
(2) Update 􏽥B (line 6)
(3) For each element in 􏽥B, we first divide it into two

separate sets P1 and P2, and then remove half of
elements in 􏽥B (lines 8–10), and then find the cor-
responding subroutes (lines 11–14)

(4) Integrate all the subroutes into the final data col-
lection planning P (lines 15–18) where the symbol ⊎
represents the integration of some routes.

6. Numerical Experiments

In this section, we conduct extensive simulations to verify
the performance of our proposed algorithms with different
number of medical institutions, number of communities,
days of month, and number of residents of a community.

6.1.DataDescription. ,e dataset used in our experiments is
from the electronic records system of Changshu No. 1
People’s Hospital. ,e dataset shows a kind of representative
medical community data. It is generated by the medical
community supported by Changshu No. 1 People’s Hospital,
which covers the period from January 1, 2018, to November
30, 2018. ,e dataset includes the record data of medical
institute and residents, and GPS data of medical institutes.
,e data record contains various fields, such as time of day,
medical behavior starting time, medical community name
and its location, resident ID, medical treatment time of each

Table 1: Frequently used notations.

Notation Description
cij Mapping relationship between i-th community and j-th different medical institution
C Set of mappings
ti i-th data collection task
T Set of tasks
Ai Set of candidate data samples belonging to i-th task
ai(k) k-th data sample in Ai

|Ai| Size of data sample in Ai

ai(0) Optimal data sample corresponding to task ti

ei Data error caused by task ti

b
j
i Data in task ti provided by the j-th community when the i-th task is initiated by i-th medical institution

Bi Set of data in task ti on the basis of C

ai(k)t k-th data sample calculated according to the time dependence of edge computing
cij Tolerance threshold of the data collection error between the i-th task and j-th community
f(A) Consistence function
τi Deadline of task ti
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location, and the number of patients of the corresponding
medical institute, etc. ,e GPS data contains latitude, lon-
gitude, and treatment time of medical institute.

6.2. Simulation Setup andBenchmark. We assume that there
are 10 medical institutions to provide medical care for 10
communities, which are supported by Changshu No. 1
People’s Hospital. ,e residents receive medical treatment
from the above medical institutions. In our simulation, we
evaluate the total time cost of data collection, and data
quality calculated by equation (2). All the simulations were
run on a cloud server ECS [23] with 12-core Intel Xeon
Platinum 8269CY and 48GB memory. ,e other parameter
settings of our simulations are listed in Table 2.

We develop the data collection algorithm DCA in [22] as
the benchmark algorithm for comparison, which can make
an efficient tradeoff between the data collection efficiency

and energy consumption through the combination of the
energy of the emotional device wireless device.

6.3. Performance Evaluation. In this subsection, we evaluate
the performance of our algorithms and DCA in the scenario
shown in Figure 4. Tables 3 and 4 give the locations of
medical institutions and communities in the area, respec-
tively. ,e above information is calculated based on Google
Maps.

Figure 5 shows the prediction errors on two different
days, i.e., March 10, 2018, and October 20, 2018. ,e pre-
diction results demonstrate the effectiveness of our proposed
prediction algorithm DDPA. ,e average prediction error
on March 10, 2018, and October 20, 2018, is 3.21% and
1.93%, respectively.

Figures 6 and 7 show the impact of medical institutions
on total time cost and data quality of our algorithms and

Input: T, dataset
Output: A, B

(1) for i � 2 tom do
(2) ei⟵ (1/|Ai|)(􏽐

|Ai |

k�1 ai(k) − ai(0))

(3) Ai⟵ ai|ai < ei􏼈 􏼉;
(4) for j � 1 to n do
(5) b

j
i⟵ ai(j);

(6) for each a ∈ A do
(7) F⟵ Feature Extraction(dataset);
(8) B⟵ Sink(F, B);
(9) for each b ∈ B do
(10) (A, B)⟵ RandomForests(F, A, B);

ALGORITHM 1: Data direction prediction algorithm (DDPA).

Input: A, B

Output: P

(1) count⟵ 0; 􏽢A⟵A; 􏽥B⟵∅;

(2) while count≤ log B − 1 do
(3) for i � 1 tom do
(4) for j � 1 to n do
(5) 􏽥A⟵ 􏽥ai(1), 􏽥ai(2), . . . , 􏽥ai(|Ai|)􏼈 􏼉

(6) 􏽥B⟵ 􏽥b
j

i􏼚 􏼛∪ 􏽥B;

(7) for each 􏽥b ∈ 􏽥B do
(8) Take (|􏽥B|/2) elements to P1;
(9) Take another (|􏽥B|/2) elements to P2;
(10) Remove (|􏽥B|/2) elements from 􏽥B;
(11) Find subroute pcount

1 of P1;
(12) Pcount

1 ⟵ Pcount
1 ∪ pcount

1􏼈 􏼉;
(13) Find subroute pcount

2 of P2;
(14) Pcount

2 ⟵ Pcount
2 ∪ pcount

2􏼈 􏼉;
(15) for each p1 ∈ P1 do
(16) P⟵ P ⊎ p1􏼈 􏼉;
(17) for each p2 ∈ P2 do
(18) P⟵ P ⊎ p2􏼈 􏼉;

ALGORITHM 2: Data Collection Planning Algorithm (DCPA).
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DCA, respectively. ,e average total time cost of our al-
gorithms and DCA is 8.85 hours and 2.44 hours, respec-
tively.,e average data quality of our algorithms and DCA is
75.76% and 94.75%, respectively. ,e results show that our
algorithms can reduce 72.38% of total time cost of DCA on
average, and improve 25.06% of data quality of DCA, re-
spectively. ,is indicates that the proposed algorithms
significantly outperform DCA. ,is is because the data
quality of our algorithms is better than the those obtained by
DCA, respectively.

Figures 8 and 9 show the impact of communities on total
time cost and data quality of our algorithms and DCA,
respectively. ,e average total time cost of our algorithms
and DCA is 5.75 hours and 1.63 hours, respectively. ,e
average data quality of our algorithms and DCA is 73.27%
and 97.59%, respectively. ,e results show that our

Table 2: Parameter settings.

Parameter Value
n 10
m 10
|T| 10
cij [0.01, 0.05]
τi [1, 10] hours
|Ai| [100, 500]
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Figure 4: Medical community for EMR/HER data collection. ,e
red nodes represent locations of medical institutions and the green
nodes represent locations of communities.

Table 3: Locations of medical institutions.

i Longitude Latitude
1 31.629934025445163 120.74572694707317
2 31.637070592885376 120.74498723499269
3 31.641308857555806 120.74260543350061
4 31.644304755694158 120.743120417607
5 31.639559503878488 120.73996684991539
6 31.63350810894618 120.74108193885252
7 31.634421579375328 120.73520253697116
8 31.640051243952147 120.74334217244697
9 31.63600474671818 120.74427558114591
10 31.640862982947134 120.74781351639375

Table 4: Locations of communities.

i Longitude Latitude
1 31.633639306384033 120.73640714235745
2 31.635638094098336 120.74413897983557
3 31.64162333734517 120.74648660051481
4 31.638983794798012 120.74880870356253
5 31.641820359193588 120.73842118763615
6 31.63745217402931 120.74375621572658
7 31.643893501251643 120.74744351115115
8 31.63659402090503 120.742072053155
9 31.634475760812066 120.74353931598635
10 31.634834238968633 120.74956147326746
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Figure 5: Prediction errors on March 10, 2018, and October 20,
2018.
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Figure 6: Total time cost vs. number of medical institutions.
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algorithms reduces 71.67% of total time cost of DCA on
average, and improves 33.20% of data quality of DCA,
respectively.

Figures 10 and 11 show the impact of days of month on
total time cost and data quality of our algorithms and DCA,
respectively. ,e average total time cost of our algorithms
and DCA is 16.15 hours and 9.99 hours, respectively. ,e
average data quality of our algorithms and DCA is 63.31%
and 94.01%, respectively. ,e results show that our

algorithms can reduce 38.12% of total time cost of DCA on
average, and improve 48.49% of data quality of DCA,
respectively.

Figures 12 and 13 show the impact of communities on
total time cost and data quality of our algorithms and DCA,
respectively. ,e average total time cost of our algorithms
and DCA is 8.92 hours and 2.86 hours, respectively. ,e
average data quality of our algorithms and DCA is 68.44%
and 95.21%, respectively. ,e results show that our
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Figure 7: Data quality vs. number of medical institutions.
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Figure 8: Total time cost vs. number of communities.
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algorithms can reduce 67.76% of total time cost of DCA on
average and improve 39.11% of data quality of DCA,
respectively.

Overall, our algorithms can significantly decrease the
total time cost and improve the data quality through the
designed data direction prediction algorithm and data
collection planning algorithm.

7. Conclusion

In this article, we have designed the 5G edge computing
architecture for medical community to improve the effec-
tiveness and efficiency of EMR/EHR data collection. First,
we formulate the directional data collection (DDC) problem
to gather the EMR/HER data from the medical community
for minimizing the service error under the deadline con-
straint of data collection deadline. Second, we design the
data direction prediction algorithm (DDPA) to predict the
data collection direction, and propose the data collection
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Figure 11: Data quality vs. days of month.
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Figure 12: Total time cost vs. number of residents of a community.
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Figure 13: Data quality vs. number of residents of a community.
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Figure 9: Data quality vs. number of communities.

10 15 20
8

10

12

14

16

18

20

Days of month

To
ta

l t
im

e c
os

t (
ho

ur
s)

DCA
Ours

Figure 10: Total time cost vs. days of month.

Journal of Healthcare Engineering 11



planning algorithm (DCPA) to minimize the data collecting
time cost. Finally, through the numerical simulation ex-
periments, we demonstrate that our proposed algorithms
can decrease the total time cost by 62.48% and improve the
data quality by 36.47% through the designed system,
respectively.

Data Availability

,e labeled dataset used to support the findings of this study
is available from the corresponding author upon request.
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Objective. To study and analyze the changes of intervertebral foramen height and area of the degenerative L4-5 intervertebral disc
under different pushing heights by the finite element method. Methods. CT and MRI images of T12-S1 segments were obtained
from a healthy volunteer who met the inclusion criteria. A DR machine was used to capture images of the lumbar lateral section
before and after simultaneous pushing of the L4 and L5 spinous processes by manipulation called Daogaijinbei, and the
measurement showed that the displacement changes of L4 and L5 were both approximately 10 cm, so the pushing height was set at
0–10 cm. A three-dimensional finite element model of the entire normal lumbar spine was established using Mimics 16.0,
Geomagic Studio 2014, Hypermesh 13.0, MSC.Patran 2012, and so on. -e disc height and nucleus area of the lumbar disc of the
normal entire lumbar disc model were adjusted to establish models of the L4-5 disc with mild, moderate, and severe degeneration.
Changes of disc height and area of the L4-5 degenerative intervertebral disc under different pushing heights were calculated.
Results. -e size of the L4-5 intervertebral foramen was analyzed from the height and area of the intervertebral foramen, and the
results showed the following: (1) as for the normal lumbar disc and a lumbar of the L4-5 disc with mild and moderate de-
generation, the height of the L4-5 intervertebral foramen and its area both increased during pushing between 0 and 8 cm. After the
pushing height reached 8 cm, the height and area of the L4-5 intervertebral foramen gradually became stable; (2) as for the L4-5
disc with severe degeneration, during the process of pushing, the height and area of the L4-5 intervertebral foramen increased
slightly, but this change was not obvious. Conclusions. After the spinal manipulation, the sizes of the L4-5 intervertebral foramen
of the L4-5 disc with mild and moderate degeneration were significantly larger than those before pushing; in contrast, the size of
L4-5 intervertebral foramen of the L4-5 disc with severe lumbar degeneration was not significantly changed.

1. Introduction

Lumbar intervertebral disc degeneration can cause biome-
chanical changes of the lumbar vertebrae and destroy their
mechanical environment, thus resulting in a series of de-
generative diseases of the lumbar intervertebral discs.
Lumbar disc degeneration is a complex process in which the
lumbar spine is affected by a variety of complex factors and
changes in stroma composition or stroma state, and it is
confluence by lumbar disc aging, biomechanical factors
[1–3], nutritional factors [4–6], and so on. -e main clinical
manifestations of degenerative disease of the lumbar in-
tervertebral discs are lumbago and leg pain, which are
mainly caused by extrusion of a nerve root by protrusion

after degeneration of the lumbar intervertebral disc. As lots
of studies [7, 8] have showed, traditional Chinese massage
therapy can effectively treat lumbar intervertebral disc de-
generation. In this study, the relationship between the degree
of L4-5 intervertebral disc degeneration and the corre-
sponding intervertebral height and area was studied by the
finite element analysis under different pushing heights of the
traditional Chinese manipulation called Daogaijinbei.

2. Materials and Methods

2.1. Research Object. Creation of a three-dimensional finite
element model of the whole normal lumbar and the models
of the L4-5 disc with mild, moderate, and severe
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degeneration established based on CTandMRI images of the
lumbar vertebrae of a healthy male volunteer, aged 26 years,
with height 171 cm, weight 60.5 kg, no lumbar spinal ste-
nosis, lumbar spondylolisthesis, or lumbar instability, and
no ossification of intervertebral space, posterior longitudinal
ligament, ligamentum flavum, vertebral anterior margin
hyperplasia, and complex disease is not suitable for the
study. -e finite element method can simulate the material
properties, morphological structure, boundary conditions,
and load conditions of lumbar vertebrae in the digital form,
observe any parameter that can change the influence on the
mechanics of the entire lumbar vertebrae, and can be re-
peated loading and arbitrary testing. In addition, the re-
search object referred to most literatures was 1 healthy adult,
so the research object in this study was 1 healthy adult male
volunteer.

2.2. Establishment of a Normal Full Lumbar Finite Element
Model. In the imaging department of the affiliated reha-
bilitation hospital of Fujian University of Traditional Chi-
nese Medicine, a healthy male volunteer was examined by
CT imaging. Imaging examination and clinical confirmation
showed that the volunteer was in good health, and his
lumbar vertebrae were normal. -e man voluntarily agreed
to participate in the research subject and signed the in-
formed consent form. -e study passed the requirements of
the hospital ethics committee. Images of the lumbar spine
were acquired by CT scanning of T12-S1 segments using a
Toshiba Aquilion 16 slice spiral CT, and MRI images were
acquired using a Siemens 3.0 T MRI machine to continu-
ously scan the lumbar spine. -e scanning data were directly
saved in a DICOM (digital imaging and communications in
medicine) format. After completion of the lumbar CT and
MRI image acquisition, Mimics 16.0, Geomagic Studio 2014,
and Hypermesh 13.0 were used to complete the creation of a
three-dimensional finite element model of the lumbar spine.
After the model was established, MSC.Patran 2012 was used
to calculate the size of the L4-5 intervertebral foramen under
different pushing heights. Due to the complex range of
motion of intervertebral joints, facet joints were not taken
into account in this study, and the study was limited to the
changes of intervertebral foramen.

-e preprocessed CT images were imported into Mimics
software, and the mask between the vertebrae was divided by
edit masks. -en, the region growing tool was used to es-
tablish the vertebral lamina, and the vertebral model was
generated from these laminas. Next, the model was filled
with cavities and deburred using edit masks to obtain a
model of the lumbar vertebrae with a smooth surface. Fi-
nally, a 3D model of the entire lumbar spine was generated
using Calculate 3D, and the 3D model was postprocessed
and meshed. -rough the above steps, a finite element mesh
model of the whole lumbar region was obtained as shown in
Figure 1, and the mesh model of the intervertebral disc is
shown in Figures 2 and 3.

Referring to the published literature [9–13], the pa-
rameter settings of L1-L5 lumbar vertebrae structural ma-
terials are given in Table 1.

3. Establishment of L4-5 Degenerative
Disc Models

At present, there is no uniform standard for the specific
grade of intervertebral disc degeneration. In this study,
referring to the MRI grading standard of the Pfirrmann
classification of intervertebral disc degeneration [14] (Ta-
ble 2) and the -ompson five-level system [15], the process
of intervertebral disc degeneration was considered from two
aspects: disc height and nucleus pulposus area.

Classes I and II were categorized as a normal lumbar
disc, III as mild degeneration, and IV and V as severe de-
generation. On the basis of the effective normal three-di-
mensional finite element model, the degeneration of a
lumbar intervertebral disc was simulated by reducing the
height of the intervertebral disc and the area of the nucleus
pulposus. -e L4-5 intervertebral disc mild degeneration
model was generated from the normal lumbar disc model by
reducing the height by 15% while keeping the nucleus
pulposus area unchanged, the moderate L4-5 intervertebral
disc degeneration model was obtained by a 33% height
reduction and a 67% nucleus pulposus area reduction, and
the severe L4-5 intervertebral disc degeneration model was
obtained by a 70% height reduction and a 67% nucleus
pulposus area reduction.

Based on the above L4-5 intervertebral disc degeneration
classification method, the parameters of the normal lumbar
model were adjusted to establish whole lumbar models of
mild, moderate, and severe degeneration of the L4-5 spine
and of the L4-5 intervertebral disc, as shown in Figures 4–12.

3.1. Loading Mechanical Parameters. Lumbar vertebrae ac-
count for approximately 13.9% of human bodyweight [16].
-e weight of the volunteer used for this model was 60.5 kg,
making the weight of lumbar vertebrae approximately
8.41 kg, which is 84.1N. Meanwhile, considering the pres-
sure between other tissues, this study measured the waist
pressure range of the doctor’s palm on the subject’s waist
during the normal performance of lumbar extension with
the help of a pressure sensor, and themaximum pressure was
99N [17]. -us, for convenience of calculation, the force
applied to the L4 and L5 spinous processes was defined as
100N in the finite element analysis.

-e corresponding nodes on the upper surface of ver-
tebral body L1 and the lower surface of vertebral body L5 are
restrained by sliding support, and the displacement changes
in flexion and extension directions are allowed, while dif-
ferent degrees of displacement are released. Considering the
changes in the normal physiological curvature of the lumbar
spine, the stress changes of the lumbar spine under different
jacking heights were studied.-e force is applied perpen-
dicular to the spinous process nodes, and some nodes of L4
and L5 are constrained by releasing different displacement
boundaries on the surfaces of L4 and L5 anterior longitu-
dinal ligaments. -e lateral sections of the lumbar spine
before and after the action of the spinous process of L4 and
L5 with the reverse cover were taken with a DR camera,
respectively. -e safe movement range of the spinous
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process of L4 and L5 was measured to be 10 cm. After the
validity verification of the lumbar model, the mechanical
parameters were loaded. -e safe range of L4 and L5 lumbar
vertebrae was within 10 cm, and the dynamic loading was
carried out with 1 cm as the step length.-e stress and
distribution of each lumbar structure were observed. During
the simulation calculation, the specific boundary constraint
conditions of the spine manipulation bed simulating the
inverted cover method on the whole lumbar spine are shown
in Figure 13.

3.2. Calculation Method of Intervertebral Foramen Size.
Research [18] shows that themaximum height and area of an
intervertebral foramen decrease with the aggravation of
intervertebral disc degeneration, while the maximum width
of an intervertebral foramen is not affected by intervertebral
disc degeneration, and that intervertebral disc degeneration
is closely related to the height and area of the intervertebral
foramen, and the calculation method used in the model
established in this study is shown in Figure 14.

Using the method shown in the figure, we analyzed the
changes in the lumbar structure when subjected to the stress
of a normal L4-5 intervertebral disc and degenerative L4-5
discs with different degrees of degeneration, under different
pushing heights of 0–10 cm. -e size of the intervertebral
foramen was measured and analyzed in the normal group,
mild degeneration group, moderate degeneration group, and
severe degeneration group.

Figure 1: -e finite element mesh model of the whole lumbar spine.

Figure 2: Whole lumbar disc mesh model.

Figure 3: Whole lumbar disc mesh model.
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4. Results

In the normal, mild degeneration, moderate degeneration,
and severe degeneration groups, the L4 and L5 spinous
processes were pushed up to a height of 0–10 cm, and the
finite element experiment was conducted every 1 cm step.

Table 1: Structural material parameters of L1-L5 lumbar spine.

Structure Modulus of elasticity (MPa) Poisson’s ratio
Cortical bone 12000 0.30
Cancellous bone 100 0.20
Endplate 2000 0.20
Back-end structure 3500 0.30
Annulus fibrosus 92 0.45
Annulus fibrosus matrix 4.2 0.45
Nucleus pulposus 1.0 0.499
Anterior longitudinal ligament 7.8 0.30
Posterior longitudinal ligament 10 0.30
Supraspinous/interspinous ligaments 8 0.30
Cystic ligament 15 0.30
Ligamentum flavum 10 0.30
Intertransverse ligament 10 0.30
Facet joint 10 0.30

Table 2: Pfirrmann classification.

Grade Nucleus pulposus structure Boundaries of nucleus pulposus and annulus
fibrosus

Nucleus pulposus signal
intensity Disc height

I Uniform, bright white Clear High Normal

II Uneven, may have horizontal
zone Clear High Normal

III Uneven, gray Not clear Medium Slightly reduced

IV Uneven, gray to black Loss Medium to low Moderately
reduced

V Uneven, black Loss Low Severely reduced

Figure 4: Lumbar model of L4-5 disc mild degeneration.

Figure 5: Whole disc model of L4-5 disc mild degeneration.

Figure 6: L4-5 disc model with mild.
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Considering that the L4-L5 structure is relatively symmet-
rical, the height and area of the intervertebral foramen on the
one side were measured. As the results showed, the L4-5

intervertebral foramen heights of a normal lumbar disc and a
lumbar of the L4-5 disc with mild and moderate degener-
ation were 20.1–25.9mm, 18.4–24.9mm, 14.5–20.2mm,

Figure 7: Lumbar model of L4-5 disc moderate degeneration.

Figure 8: Whole disc model of L4-5 disc moderate degeneration.

Figure 9: L4-5 disc model with moderate degeneration.
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respectively, and the areas of the L4-5 intervertebral
foramen were 235.2–341.9 mm2, 199.9–313.3 mm2, and
166.8–253.6 mm2, respectively. As for the L4-5 disc with
severe degeneration, during the pushing process, the

height of the L4-5 intervertebral foramen was
9.1–10.2 mm, and the area was 121.6–154.1 mm2. -e
changes during the pushing with different pushing
heights are shown in Figure 15.

Figure 11: Whole disc model of L4-5 disc severe degeneration.

Figure 12: L4-5 disc model with severe degeneration.

Figure 10: Lumbar model of L4-5 disc severe degeneration.
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From Figure 15, the heights of the L4-5 intervertebral
foramen and its areas of the normal lumbar disc and a
lumbar of the L4-5 disc with mild and moderate degener-
ation both increased when the pushing height is between 0
and 8 cm, and the height and area of the L4-5 intervertebral

foramen gradually became stable when the pushing height
reached 8 cm or larger; however, the height and area of the
L4-5 intervertebral foramen of the L4-5 disc with severe
degeneration increased slightly, but this change was not
obvious during the pushing.
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Figure 15: -e (a) height and (b) area of L4-5 intervertebral foramen under different pushing heights.

Figure 13: Boundary constraint conditions of the whole lumbar spine.

Figure 14: Measurement of intervertebral foramen morphology (height, width, and area) (AB is the height of the intervertebral foramen,
CD is the width of the intervertebral foramen, and E is the area around ABCD, the area of the intervertebral foramen).
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5. Conclusions

After the spinal manipulation, the sizes of the L4-5 inter-
vertebral foramen of the L4-5 disc with mild and moderate
degeneration were significantly larger than those before
pushing; in contrast, the size of L4-5 intervertebral foramen
of the L4-5 disc with severe lumbar degeneration was not
significantly changed.

6. Discussion

-e size of the intervertebral foramen is closely related to
the normal physiological morphology of spinal nerves and
blood vessels, and some studies have shown that inter-
vertebral disc degeneration is closely related to the height
and area of the intervertebral foramen [19–22]. In this
study, we analyzed the stress changes of the degenerative
L4-5 intervertebral disc during pushing to a height of
0–10 cm and also analyzed the height and area of inter-
vertebral foramen in these biomechanical environments.
-e height and area of the L4-5 foramen in mild, mod-
erate, and severe degeneration of the L4-5 intervertebral
disc were smaller than those of the normal lumbar spine
when the pushing height was 0 cm, i.e., with no pushing.
-e height and area of the L4-5 intervertebral foramen
decreased with increased L4-5 intervertebral disc de-
generation. For the lumbar vertebrae with mild and
moderate degeneration of the L4-5 intervertebral disc, the
height and area of the L4-5 intervertebral foramen showed
a continuously increasing trend when the pushing height
was 0–8 cm. When the pushing height was 8–10 cm, the
height and area of the L4-5 intervertebral foramen
gradually became stable, which indicated that the height
and area of the L4-5 intervertebral foramen of mild and
moderate degeneration of the L4-5 intervertebral disc
could be improved under spinal manipulation, and the
height and area of the L4-5 intervertebral foramen tended
to remain stable after the pushing height reached 8 cm.
For the L4-5 intervertebral disc with severe degeneration,
the height and area of L4-5 intervertebral foramen did not
increase significantly; therefore, the pushing effect of
spinal manipulation did not have a significant effect on the
size of the L4-5 intervertebral foramen [23, 24].
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Stroke is a major disease that seriously endangers the lives and health of middle-aged and elderly people in our country, but its
implementation of secondary prevention needs to be improved urgently. +e application of IoT technology in home health
monitoring and telemedicine, as well as the popularization of cloud computing, contributes to the early identification of ischemic
stroke and provides intelligent, humanized, and preventive medical and health services for patients at high risk of stroke. +is
article clarifies the networking structure and networking objects of the rehabilitation system Internet of +ings, clarifies the
functions of each part, and establishes an overall system architecture based on smart medical care; the design and optimization of
the mechanical part of the stroke rehabilitation robot are carried out, as well as kinematics and dynamic analysis. According to the
functions of different types of stroke rehabilitation robots, strategies are given for the use of lower limb rehabilitation robots;
standardized codes are used to identify system objects, and RFID technology is used to automatically identify users and devices.
Combined with the use of the Internet and GSM mobile communication network, construct a network database of system
networking objects and, on this basis, establish information management software based on a smart medical rehabilitation system
that takes care of both doctors and patients to realize the system’s Internet of+ings architecture. In addition, this article also gives
the recovery strategy generation in the system with the design method of resource scheduling method and the theoretical al-
gorithm of rehabilitation strategy generation is given and verified. +is research summarizes the application background, ad-
vantages, and past practice of the Internet of +ings in stroke medical care, develops and applies a medical collaborative cloud
computing system for systematic intervention of stroke, and realizes the module functions such as information sharing, regional
monitoring, and collaborative consultation within the base.

1. Introduction

Stroke is a sudden onset of cerebral blood circulation dis-
orders. It is divided into ischemic stroke and hemorrhagic
stroke. Among them, ischemic stroke accounts for about all
strokes—80% [1]. Stroke is a major disease that seriously
endangers the lives and health of middle-aged and elderly
people in our country. Its incidence, recurrence, disability,
and fatality rate are extremely high. It not only endangers the
lives of patients, but also brings heavy burdens to the pa-
tients’ families and society economic burden [2]. +e Na-
tional Health and Family Planning Commission’s Stroke
Screening and Prevention Engineering Committee has
carried out a nationwide stroke high-risk screening project
to identify high-risk groups.+e follow-up work is to further

prevent strokes for high-risk groups. +e focus should be on
early stroke patients. Discovery, early diagnosis, and early
treatment (secondary prevention) are on [3]. However,
domestic and foreign surveys have shown that the rate of
timely medical treatment for stroke is very low, and the
implementation of secondary prevention needs to be im-
proved [4]. Ischemic stroke is the most common type of
stroke, accounting for 60% to 80% of strokes [5]. +e results
of domestic studies show that the incidence of ischemic
stroke is 91.3 to 263.1 per 100,000, the average annual in-
cidence is 14.55 per 100,000, and the recurrence rate is 8.47%
[6]. A 6-year follow-up study showed that the fatality rate for
the first stroke was 74.3% (919/1 237), and the average
annual fatality rate was 12.3% [7]. +e high incidence of
stroke, high recurrence rate, high disability rate, and high
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fatality rate seriously threaten human health, and it has also
become the focus of medical workers’ attention [8]. Stroke is
preventable, controllable, and treatable, but the span from
primary prevention to acute treatment to secondary pre-
vention is relatively large, and the actual clinical manage-
ment and control is time-consuming, laborious, and
inefficient. +e development of information technology
provides a new opportunity to manage stroke patients across
time and space [9]. At present, there have been studies on the
application of information technology to mobile rounds,
electronic medical records, all-in-one card payments, real-
time in-hospital queries, radio frequency identification de-
vices (RFID) barcode wristband identification, community
monitoring, remote rehabilitation, and smart elderly care to
explore the mouth [10]. However, how to integrate these
scattered information technologies to more efficiently
manage stroke patients throughout the entire process has yet
to have clear guidance experience [11].

Regarding the typical research results of stroke robots,
there is BLEEX (Berkeley Lower Extremity Exoskeleton)
developed by the University of California, Berkeley [12] and
the stroke robot HULC developed by Qi et al. [13] in
conjunction with the University of California, Berkeley
(Human Universal Load Carrier). Among them, the BLEEX
robot has designed a back support, stroke mechanism, and
power equipment to increase the soldier’s walking ability
and load capacity. At the same time, more than 40 sensors
installed on the stroke complete the human-computer in-
teraction of the control system. +e HULC robot developed
by Domingo [14] in conjunction with the University of
California, Berkeley, adds an upper limb assisted stroke
mechanism to the BLEEX robot to greatly improve the
soldier’s load capacity and combat capability. In addition, in
Asia, Ahmadi et al. [15] of Nanyang Technological Uni-
versity (NTU) in Singapore have also developed a stroke
robot for lower limb walking. +e robot uses a hybrid
control system, including power supply equipment, driving
equipment, measurement systems, computers, wireless
networks, and other equipment. At the same time, it collects
the joint angles of the inner lower limbs while walking and
provides assistance through the principles of physiological
feedback and feedforward. In addition, many universities
and research institutes around the world have carried out
many researches on lower limb stroke robots for medical
rehabilitation. A typical example is the “Lokomat” stroke
rehabilitation robot developed by Sundmaeker et al. [16] at
the Federal University of Technology Zurich (ETH) in
Switzerland. Not only can it improve the treatment efficiency
of acute ischemic stroke, it can also use telemedicine to
contact hospital experts, manage physiological variables,
improve hospital transportation decisions, and promote
emergency care for other nervous system emergencies. Its
efficacy has been clinically proven and has attracted many
follow-up related studies. Kang et al.’s research [17] shows
that the robot is composed of a weight loss system, a stroke
system, a power and control system, and other supporting
equipment: under the control of a computer, a linear motor
and a crank-slider mechanism drive the hip and knee joints
in stroke. At the same time, the ankle joint is designed with a

passive adaptation mechanism [18]. +e weight loss device
elastically connected to the stroke system provides contin-
uous support for the patient. +e treadmill system provides
coordinated movement for the human gait movement; the
system adjusts the step according to the needs of the patient.
At the same time, the active force of the patient is measured
by the force sensor to adjust the output torque to adapt to the
training needs of the patient in different rehabilitation stages
and physical conditions [19]. In addition, the length of the
mechanism of each joint part of the robot is adjustable to
meet the body shape requirements of different patients and
increase the compatibility of the rehabilitation system [20].
After the Lokomat robot appeared, related function devel-
opment was constantly updated. In addition, there are many
other research results of stroke rehabilitation systems, in-
cluding the “Lopes” lower limb gait rehabilitation stroke
robot developed by the University of Twente in the Neth-
erlands [21], the “ALEX” lower limb gait rehabilitation
stroke robot developed by the University of Delaware [22],
and the Motorica stroke rehabilitation robot in the United
States [23]. During the rehabilitation process, the system
puts the patient in a tilted state with adjustable angle (tilt
angle range: 0°–90°). At the same time, the patient’s lower
limbs can be gait with small amplitude through the traction
mechanism of the thigh and the spring pedal mechanism of
the foot. +ey move training to reduce the complications of
bed rest and speed up the rehabilitation of the lower limb
motor system and nervous system [24]. +is mechanism
combines the standing up bed with gait training, which
increases the comfort of patients and is suitable for the
rehabilitation needs of critically ill patients [25]. However,
limited by the scope of the organization’s activities, the
system can only be used for small stride lower limb training
[26]. At the same time, the driving method of the system
determines that it can only achieve a single stepping action,
which is not suitable for the development and use of other
gait training functions [27].

Based on the technical requirements of community
rehabilitation and family rehabilitation, this paper designs a
stroke rehabilitation robot system that combines a stroke
rehabilitation robot and a remote rehabilitation information
management system. It uses IoT technology and is based on
design methodology to realize the automatic generation of
optimized rehabilitation strategies. It summarized the cur-
rent research results. First, this article analyzes the reha-
bilitation needs of the stroke robot rehabilitation system,
based on the concept of the Internet of +ings, clarifies the
specific structure of the rehabilitation system, and sorts out
and proposes a comprehensive stroke rehabilitation robot
system plan to adapt to the smart medical care in the
construction of smart cities. It also explained the functional
modules and network structure of the system and formu-
lated the standardized use process under different condi-
tions. After completing the analysis of rehabilitation goals
and the system structure, this article carried out the overall
design of the system and introduced the specific research
work of each module, including the design and software
design of the network database information management
module and the design of the RFID recognition function
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module. +e article also presented design and software
design, SMS reminder GSM function module design and
software design, camera remote monitoring function
realization, robot terminal control, and information man-
agement module and focused on the realization of human-
computer interaction control. In addition, the characteristics
of each module need to be described. On this basis, the data
model of the information system is established, and the
rehabilitation process specifications for different patient
states are given according to the relevant functions of dif-
ferent rehabilitation robots. At the same time, according to
the design methodology and knowledge base management, a
design process for generating the optimal rehabilitation
strategy is given. +is article proposes a remote stroke di-
agnosis and treatment service model based on the wireless
Internet of +ings, making full use of the advantages of
modern information technology to improve the level of
stroke diagnosis and treatment and promote the develop-
ment of telemedicine. In view of the increasing incidence of
stroke in China and the implementation of early stroke
identification being not optimistic, this study proposes the
use of the Internet of +ings and the use of multitarget data
collection, multiterminal information interconnection and
connection, cloud computing intelligent data processing,
and remote home monitoring under remote home moni-
toring. Under the multifactor and sign information com-
prehensive evaluation of early stroke identification and
alarm system, a health management model is established,
that is, a health management model based on the Internet of
+ings and cloud computing for early identification and
early warning of ischemic stroke, to solve the early identi-
fication of ischemic stroke difficult question.

2. Constructionof theElderly StrokePrevention
and Nursing Management Model under the
Medical Internet of Things

2.1. Basic "eory of Internet of "ings. +e concept of the
Internet of +ings can be traced back to 1999 and was
proposed by Kevin et al. +e International Telecommuni-
cation Union (ITU) discussed the concept and character-
istics of the “Internet of +ings” in its November 2005
report, as well as the difficulties it will face in the future
development process, and released relevant results. In order
to achieve the purpose of interaction between people and
things, people use devices such as wireless sensors, RFID,
GPS, and other devices to connect real-life objects to the
Internet, and this process is called the old J of the Internet of
+ings. +e continuous improvement of the infrastructure
has led to the rapid development of the core technologies of
the Internet of +ings, and they have been applied in all
aspects of daily life. Since different application service
providers have different monitoring goals, a huge amount of
monitoring data to be processed is generated. If it cannot be
processed in a timely and efficient manner, it will cause
serious waste of bandwidth resources in the network
transmission process. Since the working status of each node
of the Internet of +ings cannot be guaranteed to be stable,

there is a serious problem of uncertainty in the data of the
Internet of +ings.

Suppose the recognition frame is West, assuming the set
function [0, 1] (the power set in the middle is 2 things)
satisfies 2 conditions: n(O)� 0 and 􏽐 n(M) � 1; then the
function n is called basic credibility distribution. +e overall
architecture of stroke unit can be divided into four parts:
terminal layer, network layer, platform layer, and applica-
tion layer. When there are many VM C, the basic credibility
distribution value of A is rt(M), where rt(M) represents not
the total credibility value of M, but an allocated value of the
basic credibility of M. Sum the assigned values of all the
subsets inM and express themwith the reliability function to
obtain the total reliability of M. Suppose that it represents a
recognition framework reliability set function A: 2 in [0, 1]
must meet 3 conditions at the same time: A(O)� 0;
A(multi)� 1; when enough c, there is

u[x, y]> 􏽘 u(x) − 􏽘 u(x∗ i, y∗ i). (1)

+e reliability is analysed again with the plausibility
function. Suppose A: 2 in [0, 1] is a reliability function in 2, if
the function day and function S are both in 2 [0, 1], when
there is more VMC, H (M)�A (M), S: 1−A (M), call the
function H as the suspected function of A,. s is the plau-
sibility function of A. It can be seen that the degree of
suspicion is day (M) and the degree of plausibility is S (M).
Suppose that A, and A, two reliability functions, are in the
same recognition framework, and the assigned values of
basic reliability are n, respectively, for its coking element. If
􏽐 n. (B.) and n: (C − j)< 1, then the function n defined by
formula (2) is the basic credibility distribution. When n≠O,

y(n) �
􏽐 n(b)∗ n(c)

1 − 􏽐 n(b)∗ n(c)
. (2)

When multiple reliability functions are in the same
framework, their corresponding basic credibility distribu-
tions are 7, respectively. Assume that VM C is small, and
M≠O. +ere is a basic credibility distribution, denoted by n,
and then,

u(m) � k 􏽘 n(m(i))∗ 􏽘 n(m(j)),

k � 􏽘 n(m(i))Λn(m(j))􏽨 􏽩
−1

.
(3)

For the data fusion of IoTnodes, each node in the IoT is
regarded as a proposition, and the result displayed by the
sensor with the functions of identification, judgment, and
processing is the evidence corresponding to the proposition.
If you want to integrate the data of multiple nodes in the
Internet of +ings, measure the collected data and then
establish the corresponding basic probability distribution
function as a credibility indicator. Each function and cor-
responding frame is called an evidence body, so every sensor
in the IoT node is an evidence body. When calculating the
normalization constant K, the increase in the number of
assumptions will cause the amount of calculation to increase
explosively, and the Dempster synthesis rule makes DS
evidence theory a good solution to the problems of multi-
sensor data conflicts and inconsistent opinions from
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multiple experts. Using Dempster merging rules to combine
each evidence body into a complete evidence body under the
same framework, this is the essence of IoTnode data fusion.
It demonstrates a D-s data fusion method based on IoT
nodes, where M� 1, 2, . . ., n. (M) is the basic credibility
distribution of i nodes, i� 1, 2, . . ., z, and is the new basic
credibility distribution combined by the Dempster synthesis
rule.

In the data fusion of multiple nodes, the huge amount of
data makes the traditional calculation method difficult
to apply. Let it be the result of combining all the evidence,
and 1～n are the n pieces of evidence. +e calculation
method of combining the two evidences is used to deduce.
Here, z represents not the total reliability value of c, but an
assigned value to the basic reliability of c. Sum the assigned
values of all the subsets in e and express them with the
reliability function to obtain the total reliability of e. +e
calculation of the combination of n evidences is shown in the
Figure 1, where the left side is the traditional direct calcu-
lation and the right side is the calculation of the recursive
combination of n evidence. Suppose there is more recog-
nition space� {elbow1, elbow2, . . ., elbow-n }. It is a variety
of hypotheses, the evidence set E� {E1, E2, . . ., En}, the
weight set corresponding to each evidence which is W�

{W1, W2, . . ., W3}, and conflict of each evidence k.
According to the D-s evidence theory, the probability of
conflict is defined as

z � 􏽘 c(i, j)− 􏽘 e(i, j)􏼐 􏼑/ 􏽘 c(i, j)+ 􏽘 e(i, j)􏼐 􏼑,

c(i, j) � 􏽘 n(i)∗m(s) + n(j)∗m(t),

e(i, j) � 􏽘 n(j)∗m(s) − n(i)∗m(t).

(4)

At this time, the original node weight is introduced, and
the total weight form W�m× k− o×min is determined
according to the size of the conflict probability. Among them,
W − i is the smallest value among the original weights. +e
total weight here takes into account the conflict situation.
Adjusted according to the total weight, the original weight
minus the average of the total weight, that is, the weight of
each piece of evidence minus the weight of the conflict part, is

v � c(i, j)∗ e(i, j)∗ z,

v(i, j) �
v(i)∗ v(j)

􏽐(v(i)∗ v(j))T
.

(5)

2.2. Medical Prevention and Nursing Management System
Algorithm. Internet of +ings data fusion algorithm is a
technology for fusion processing of multisource data, which
is the scope of intelligent information processing technol-
ogy. By fully analyzing and integrating the data of each node,
the best consistent estimate of the monitored object is ob-
tained, which is more accurate and comprehensive than a
single data source, so that users can make the right choice.
After years of development of data fusion algorithms, some
algorithms have formed more mature methods, and some

algorithms are hotspots of scholars’ research. Common data
fusion methods mainly include classical probabilistic in-
ference, Bayesian method, neural network, fuzzy set theory,
and DS evidence theory.

(1) Classical probabilistic reasoning: the scope of classical
probability discussion is limited to the case III1 of equal
possible outcomes produced by random trials. Each test has a
limited number of results, and the probability of the results is
consistent. (2) Bayesianmethod: the Bayesian (Bayes) method
was developed relatively early; the method is based on the
maximum posterior and likelihood ratio test; if the prior
probability can be calculated, Bayesian method will be a good
solution. A is the result of combining all the pieces of evi-
dence, and 1～n are the n pieces of evidence. +e calculation
method of combining two pieces of evidence is used to
calculate the combination of n pieces of evidence. (3) Neural
network: in recent years, the technology of neural network
(neural networks) for data fusion has made great progress.
+e working principle of the neural network is similar to that
of the human brain, simulating the thinking of the human
brain. Different from the traditional set, each element in the
fuzzy set has a corresponding membership degree.+e degree
of membership refers to the degree of certainty (or uncer-
tainty) that an element belongs to this set.+erefore, the fuzzy
set is described by the membership mapping function. +e
algorithm has the characteristics of simple parallel distributed
computing, parallel distributed processing (fast speed), high
fault tolerance, and data robustness. +e neural network
allows the input of multiple signals and the output of multiple
variables. After system training, the data is allocated to the
correct classification for output, which is suitable for multi-
variable systems. +e neural network can input new data that
has not appeared before and recognize it during the training
process, so the algorithm can learn and adapt. +e DS
(Dempster Sharer) evidence theory is promoted on the basis
of Bayesian method, introducing the concept of trust function
and using multiple evidences. +e specific algorithm flow
chart is shown in Figure 1.

+e steps of the S evidence theorymethod are Input—the
target to be fused M, the trust function n − i (elbow) of n
nodes, and the corresponding node weight training—and
Output—the result of the fusion target. +e steps are the
following:

(1) Calculate the conflict probability of each piece of
evidence n − 1(M). Adjust the corresponding basic
probability distribution according to the conflict
probability, and get a new basic probability
distribution.

(2) Calculate n − M and n, the conflict coefficient K of
(M). When K≠ 1, call the D-s evidence fusion for-
mula for data fusion to obtain the fusion data n(C).

(3) Cycle n once or twice. Calculate the conflict coeffi-
cient K between n(C) and n − m(M). When K≠ 1,
call D. +e evidence fusion formula updates the
fusion data n(C).

(4) +e loop ends, and the final fusion result n(C) is
obtained.
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+e entire software system is divided into five layers: the
access layer, the resource scheduling layer, the data pro-
cessing layer, the application support layer, and the appli-
cation service layer. +e vital signs remote transmission
system is connected to a large amount of medical monitoring
equipment through the network, and the patient’s heart rate,
respiration, and other physical signs data are collected
through monitoring equipment such as electrocardiographs,
ventilators, smart bracelets, and blood pressure monitors
and transmitted back to the monitoring center through real-
time network transmission. Real-time transmission of data is
collected by medical equipment to the platform server, real-
time diagnosis, and recording and saving of relevant data.
Figure 2 shows the specific model framework. We can span
heterogeneous system architectures and network trans-
mission protocols, seamlessly integrating the management
applications of systems, networks, and services; the data
processing layer is based on RMI (Java Remote Method
Protocol) to implement data access services, which is con-
venient for program components to perform distributed
computing; the application support layer uses Web Service
to publish data subscriptions and gateway management
services, with cross-platform and cross-language data in-
teraction capabilities; the application service layer is
implemented by using the Struts2 + Sprin93 +Hibernate3
framework, and the software system’s hierarchical structure
is divided into the domain object layer, data access object
layer, business logic layer, controller layer, and presentation
layer reducing the coupling between software codes and
improving scalability.

+e access layer is composed of the IoT gateway access
server group, which is mainly responsible for processing the
registration, login, data transmission, release, and other related
requests of the IoT gateway, and can forward the data trans-
mitted by the gateway to the corresponding data access server
for further deal with. +e access layer is only responsible for
gateway access and data reception and forwarding and does not
interact with the database. +e number of gateways mounted
on each gateway access server is dynamically balanced
according to the performance of each server, the current load
situation, and configuration parameters. A Hash algorithm is
proposed to make the requests between the upper and lower
layers consistent. +e specific process: after the system web
server receives the subscription request, then take the sub-
scribed gateway ID to the corresponding data access server
through the Hash algorithm. +e elements between the
frameworks flow with each other. +e top layer is the server
architecture, the middle layer is the module recognition and
data sorting platform, and the bottom layer is the application
terminal and feedback mechanism processing. We use the
above high-quality algorithms to configure the number of data
access servers in the configuration file to support the expansion
of the number of servers. Each data access server keeps its own
subscription list and does not require interaction. +e sub-
scribed request and the subscribed data are fixed on the same
data access server, which can provide the query efficiency of
system. A good Hash algorithm can ensure that the accessed
gateway is evenly hashed on each data access server to achieve
the effect of load balancing.

2.3. Optimization of the Stroke Protection Model under the
Internet of "ings. +e users of the telemedicine system
under the Internet of+ings are divided into administrators,
general users, and health experts. All three types of users
need to pass identity authentication to use the system.
Administrator user characteristics: manage the daily oper-
ation of the platform, manage the access of the IoT gateway,
manage the registration, basic attribute entry, and autho-
rization of the other two types of users, maintain and
manage data, and be responsible for report generation. +e
remote stroke unit based on the wireless Internet of +ings
should meet the basic medical conditions of the stroke unit,
and install cameras and microphones that can realize
multiangle monitoring to facilitate the collection of video
and audio information; we install wireless sensors to collect
temperature, humidity, illuminance, and air quality for
indoor environmental information.

+e telemedicine system based on the Internet of +ings
is divided into three subsystems according to functions: the
basic platform subsystem, the application platform sub-
system, and the specific application subsystem. +e appli-
cation platform subsystem provides three major functions:
user management, portal access, and application manage-
ment. It is mainly responsible for managing users’ usage
rights, data access control, and classification display of user
interfaces. At the same time, it provides users with per-
sonalized customization services for specific applications.
Figure 3 shows the distribution of various medical appli-
cation services. +e specific application subsystem provides
specific medical-related services, including hypoxia analysis,
arrhythmia analysis, electrocardiogram, blood pressure,
blood pressure, blood oxygen, blood glucose, and fat and
other medical applications, as well as online consulting
function services.

+e IoT gateway is generally deployed in residents’
homes, in community health centers, or in mobile service
vehicles. +e IoT gateway access server can be deployed in
each regional center, the dispatch server is accessed through
the Internet or local area network and finally connected to
the data access server, and the data collected by the gateway
is forwarded to the data access server. +e data access server,
database server, and application server should be deployed
in a local area network to ensure transmission speed and
system operation efficiency. Application servers provide
services to system users through the Internet. Combining
business characteristics and needs, deploy various functional
subsystems, database management software, gateway access
software, data processing, and security authentication
software in the business server as needed. +e disk array
mainly realizes the storage of system business application
data and log backup data and is connected to the database
server through a storage switch. +e disk array performs
redundant backup in the manner of RAID6 + hot spare disk
to provide system security. In view of the high system re-
quirements because of the stability and reliability of the
database and application server, you can consider the use of
dual-machine integrated data. Based on the Internet of
+ings telemedicine system design engineering master’s
degree thesis group design, the database server can be

6 Journal of Healthcare Engineering



deployed in the form of dual servers and disk arrays. +e
database software adopts Oraclelog Enterprise Edition da-
tabase service software, and the dual-machine cluster soft-
ware chooses Oracle’s high-availability real-time application
cluster software (RAC). Figure 4 shows the distribution of
medical database values under the Internet of +ings. +ey
are deployed in various regional centers and access the
dispatch server through the Internet or local area network
and finally access data. We collect data separately through
single-chip microcomputer and realize real-time data up-
load through NB-IOTmodule. When there is data to be sent,
M C U sends in accordance with the priority and time se-
quence. When there is no data to send, the whole machine
enters the standby state. +e server forwards the data col-
lected by the gateway to the system.

+e database design process generally includes the fol-
lowing steps.

(1) Demand analysis: fully understand the specific re-
quirements of various potential users for data, op-
erational requirements on business processes, and
data integrity and security requirements.

(2) Conceptual design: abstract entity data to define a
comprehensive scheme and structure.

(3) Logical structure design: design various tables of the
database according to the entity model, and give the
logical relationship between each other.

In response to the design requirements of the personal
health monitoring platform, the system database design
needs to comply with the following requirements:

(1) Internet of +ings related data: user’s medical data,
user’s Internet of +ings gateway information, In-
ternet of +ings gateway server, and other related
information are stored in the information database
of the Internet of +ings data platform.

(2) Application platform related data: user login infor-
mation, application registration information, user
application customization information, and first

page board configuration information are all stored
in the application platform information database.

3. Application andAnalysis of theElderly Stroke
Prevention and Nursing Management
Model under the Medical Internet of Things

3.1. Simulation ofModelWeight Parameters. For people who
are over 40 years old, a stroke risk screening assessment is
carried out based on the following 8 risk factors (1 point for
each item): (1) history of hypertension (blood pressure ≥140/
90mm Hg (1mm Hg� 0.133 kPa)) or taking antihyperten-
sive drugs; (2) heart disease such as atrial fibrillation and/or
valvular disease; (3) smoking; (4) dyslipidemia; (5) diabetes;
(6) rarely doing physical activities; (7) obviously overweight
or obese (body mass index ≥26 kg/m2). Figure 5 shows the
fitting curve of medical data weights under the Internet of
+ings.

Stroke patients enter the stroke path immediately after
admission and start standardized treatment. +e image data
can be transmitted without loss to ensure the accuracy of
remote diagnosis. Physicians of the two parties communi-
cate in real time through video, which can basically achieve
the effect of face-to-face communication. +e dedicated
optical fiber keeps all data confidential, which can protect the
privacy of patients to the greatest extent. In addition, the
remote consultation system has added a medical wireless
microphone (model: IMI-B2()) and a multimodal input kit
(desktop) (model: IMI-G1 (10 microphones +XCM-1
(J mouse)) designed by the company. +e consultation
process can realize the entire voice input, and the consul-
tation records and medical records will be generated ac-
cordingly at the end of the consultation. +e important
category of stroke TAST classification n1 is cardiogenic
stroke. Atrial fibrillation is an important risk of cardiogenic
stroke factors, and long-term ECG monitoring is a routine
item in the etiology of stroke patients. After the content is
determined, the plug-in design is carried out, and the
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corresponding MCU encodes the data format of the IC card,
so that the IC card swiping time of the portable card reader
and the card ID can be uploaded to the telecommunications
platform and application server. If atrial fibrillation is de-
tected, it is of great significance to the formulation of
treatment plans and secondary prevention strategies.

We provide free hand-held ECG monitors for all stroke
patients enrolled in the group, and monitor 5 regularly every
day. Figure 6 shows the error distribution of stroke data
signal. +e specific operation process is as follows: the pa-
tient downloads the palm ECG APP with his mobile phone
and uses his mobile phone number to register the APP
account. +e plug-in ECG device connects the device to the
patient’s mobile phone by plugging into the audio port of the
mobile phone. After the ECG data, the expert will read the
ECG in the background and issue a report. After the patient’s
bed physician registers on the palm ECG cloud platform, the
patient can search for the physician on the mobile phone
client and click to send the report to the designated phy-
sician. +e results can be viewed on the physician’s platform
and the patient can be responded to through the platform.
All recorded ECG data will be stored in the cloud and
recalled at any time. +is mode is simple and feasible. Re-
peated operations can further improve the detection rate of
atrial fibrillation.

Second-level preventive follow-up: all 20 stroke patients
enrolled in the group were entered into the follow-up list
after discharge and entered the follow-up phase to ensure the
implementation of the secondary prevention of discharged
patients. Figure 7 shows the digital signal spectrum of the
patient’s stroke. +e blue solid line in the figure represents
the detected noise signal, and the red dashed line represents
the denoising signal obtained after algorithm optimization.
In the department link module, patients can instantly
consult department physicians’ introductions and outpa-
tient schedules and make online outpatient appointments.
+ere are 4 subitems: medication reminder and follow-up
reminder. Follow-up records are presented in the form of

questionnaires that can be designed and modified by phy-
sicians, which mainly include height, weight, blood pressure,
blood sugar, diet, smoking, drinking, medication status, and
modified Rankin Scale (RS) scores. Figure 8 shows the
polarization distribution of the stroke signal scale score.

However, a large proportion of stroke patients are elderly
patients and do not use WeChat. To solve this problem, we
apply an automatic telephone interview system specially
designed by HKUST Company, which can dial up to 8
numbers at the same time through the cloud. Use prede-
signed questions (total 3 to 5 minutes) to conduct intelligent
voice conversations, which can follow up simple but im-
portant data such as height, weight, blood sugar, blood
pressure, medication status, and patient’s current symptoms.

3.2. Example Results and Analysis. +is study adopted a
single-center, retrospective research method and selected
NSTEMI patients who met the enrollment criteria and did
not meet the exclusion criteria. Figure 9 shows the stacked
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distribution of stroke electrical signal data. +e data of the
left sample group in the figure is denser than the right group,
the data after the algorithm optimization accounts for more,
and the corresponding score value is more excellent. Since
the selected subjects are all NSTEMI patients, there is no
low-risk population in the final risk stratification.

+e patients selected in this study are all people above the
intermediate risk. Before and after the establishment of the
stroke center regional collaborative treatment system, the
gender, smoking, diabetes rate, and previous angina pec-
toris, myocardial infarction, PCI history, family history, and
history of cardiac insufficiency have been considered. +e
differences were statistically significant (P< 0.05). Among
them, the subgroup analysis of the age variable shows that

the age in each subgroup of group A is significantly larger
than that of group B, and the difference is statistically sig-
nificant (A1 group 68.48± 14.025 compared to B1 group
63.43± 13.432, P< 0.001; A2 group 75.15± 9.88 compared
with B2 group 71.26± 10.58, P< 0.001; A3 group
60.85± 13.33 compared with B3 group 56.20± 11.71,
P< 0.05). +e subgroup analysis of the incidence of ab-
normal blood lipid metabolism showed that the A1 group
was significantly lower than the B1 group [14.3% (6/42) vs.
38.6% (56/145), P< 0.001], and the A3 group was signifi-
cantly lower than the B3 group [32.3% (50/155), P< 0.001].
Compared with 8.91 (1.63～48.44)], there was no significant
difference between the two groups (P> 0.05); the Sym-to-
FMC time of group B3 was slightly longer than that of group
A3 [5.73 (1.38～21.25) versus 5.53 (2.38～42.05)], but there
was no statistically significant difference between the two
groups (P> 0.05). Figure 10 shows the analysis of the ab-
normal incidence of stroke.

+rough 9 months of practice and improvement, we
have initially established a single-disease stroke smart
medical consortium platform in accordance with the
abovementioned plan. A total of 40 stroke patients and
patients with risk factors enrolled in the group have been
awarded top three hospitals in the five hospitals, high-quality
medical services, and standardized community follow-up
care management throughout the entire process. It breaks
the time and space constraints, improves the work efficiency
of physicians and the quality of medical services, and realizes
community resource sharing and hierarchical diagnosis and
treatment. All 20 patients in the stroke group have reached
the 1-month follow-up period, and 153 of them have reached
the 9-day follow-up period. A total of 12 patients’ 9-day RS
scores were actually obtained by follow-up on the official
account platform, and the effective follow-up rate was
78.43%; 68 patients returned to the hospital for follow-up
one month after the onset. +e relevant data has been
statistically complete and valid for one month. +e return
visit rate was 34%; 63 patients returned to the hospital for
follow-up 9 days after the onset. Figure 11 shows the medical
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treatment of stroke patients under the Internet of +ings.
+e relevant data were perfect. +e effective return visit rate
was 41.1 8% in 90 days. According to the evidence theory
method proposed in this paper, the system obtains the final
basic credibility distribution; then we judged the rationality
of the proposition based on indicators such as credibility and
plausibility and output the decision result; finally, it is
synthesized according to the traditional DS evidence theory
formula. Among the 20 patients in the high-risk group, 16
have been followed up every 3 months since enrollment and
have been closely observed until now, and the follow-up data
is complete.

(1) Baseline information include age, gender, history of
smoking, history of diabetes, history of hypertension, history
of abnormal lipid metabolism, family history of early-onset
coronary heart disease, history of angina, history of stroke,
history of myocardial infarction, history of PCI, history of
cardiac insufficiency, history of renal insufficiency, number

of diseased vessels (left main, single, double, and three),
eGFR at FMC, and risk stratification (very high risk, high
risk, intermediate risk). (2) Time node indicators include the
time from onset (the appearance of symptoms) to the first
medical contact (Sym-to-FMC) and the time from the en-
trance of the patient to the gate of the PCI hospital to the
start of the radiography (D-to-CAG). +e rate of compli-
ance, the time from first medical contact to transfer (FMC-
to-Transfer), the proportion of PCI treatment within the
time limit specified in the guidelines, and the total pro-
portion of PCI treatment are also included. (3) Recent
(in-hospital) prognostic indicators are in-hospital mortality,
in-hospital heart failure, malignant arrhythmia, renal re-
placement therapy, gastrointestinal bleeding, and ventric-
ular aneurysm. (4) One-year prognostic indicators are
reinfarction rate, readmission rate, and 1-year mortality rate.
(5) Economic benefit indicators are per capita hospitaliza-
tion days and per capita hospitalization expenses.

+ere are some changes in limb motor function and
Glasgow Coma Scale (GCS) scores and activities of daily
living in the two groups before and 2 months after nursing.
Figure 12 shows the motor function scores of stroke patients
after treatment.+eMeyer Motor Function Evaluation Scale
evaluates the upper and lower extremity motor function
before and after the patient’s care, with a full score of 100
points, of which the upper extremity motor function total
score is 66 points and the lower extremity motor function
total score is 34 points. +e higher the score is, the better the
recovery of the motor function of the limbs is.+e higher the
GCS score is, the more awake the stroke patient is. It is
normal living ability: the patient’s ability of daily living is
judged by Barthel index, involving dressing, going up and
down stairs, eating, etc. We use DS evidence theory to fuses
data and adjust the weight of nodes according to the size of
node weights and the probability of conflicts between nodes.
+e full score is 100 points.+e higher the score is, the better
the normal living ability of the patient is. It is statistical
analysis: SPSS 20.0 software is selected for data proofreading,
measurement data is described bymutual spider, and t-test is
performed; count data is described by the number of cases
(%), and r test is performed. P< 0.05 indicates that the
difference is statistically significant.

4. Conclusion

+is article uses the platform under the Internet of +ings to
provide raw medical data, patient health files, Internet
medical service projects, etc. and uses cloud computing, big
data, Internet of +ings, artificial intelligence, and other
technologies to build a single disease based on a safe and
reliable hybrid cloud. It is a new type of smart medical
consortium platform for stroke. In the results, a diagram of
the whole-process management model for stroke patients
was drawn; a community-level diagnosis and treatment
system with smart community early screening for stroke,
multidisciplinary remote consultation, smart follow-up
evaluation, and clinical teaching synchronization was
established; three levels of resource sharing provide a reliable
and complete database for scientific research. +e
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conclusion is that, with the support of cloud computing, big
data, and other technologies, a safe and reliable Internet-
based stroke smart medical consortium platform that meets
the needs of multidisciplinary medical education and re-
search integration and meets the needs of patients and
medical care as the center has been constructed. +e fourth-
generation mobile communication network (4G) with high
speed, small delay, good antinoise performance, and anti-
multichannel interference capability provides better con-
ditions for the construction of a remote stroke prevention
network based on the wireless Internet of +ings. +erefore,
the remote stroke prevention and treatment network will
more effectively improve the level of stroke prevention and
treatment at the first, second, and third levels, reduce the
incidence and mortality of stroke, and provide remote di-
agnosis, treatment, consultation, and consultation for the
prevention and treatment of other more diseases. We es-
tablish an information feedback system to collect opinions
and suggestions from both doctors and patients at each node
in the remote stroke diagnosis and treatment network in a
timely manner, timely discover problems and hidden
dangers in the process of remote stroke diagnosis and
treatment services, and seriously solve them, so as to pro-
mote the quality of stroke diagnosis and keep treatment
improving.+e Internet of+ings provides reliable technical
support for the rapid application and landing of mobile
stroke units. +rough the in-depth integration of mobile
stroke units and 5G network capabilities, it provides more
possibilities for the rapid development of stroke first aid.
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,is article first studied the morphological characteristics of the EEG for intensive cardiac care; that is, based on the analysis of the
mechanism of disease diagnosis and treatment, a signal processing and machine learning model was constructed. ,en, the
methods of signal preprocessing, signal feature extraction, new neural network model structure, training mechanism, opti-
mization algorithm, and efficiency are studied, and experimental verification is carried out for public data sets and clinical big data.
,en, the principle of intensive cardiac monitoring, the mechanism of disease diagnosis, the types of arrhythmia, and the
characteristics of the typical signal are studied, and the rhythm performance, individual variability, and neurophysiological basis
of electrical signals in intensive cardiac monitoring are researched. Finally, the automatic signal recognition technology is studied.
In order to improve the training speed and generalization ability, a multiclassificationmodel based on Least Squares Twin Support
Vector Machine (LS-TWIN-SVM) is proposed. ,e computational complexity of the classification model algorithm is compared,
and intelligence is adopted.,e optimization algorithm selects the parameters of the classifier and uses the EEG signal to simulate
the model. Support Vector Machines and their improved algorithms have achieved the ultimum in shallow neural networks and
have achieved good results in the classification and recognition of bioelectric signals. ,e LS-TWIN-SVM algorithm proposed in
this paper has achieved good results in the classification and recognition of bioelectric signals. It can perform bioinformatics
processing on intensive cardiac care EEG signals, systematically biometric information, diagnose diseases, the real-time detection,
auxiliary diagnosis, and rehabilitation of patients.

1. Introduction

,e biological body exhibits electrical changes during
physiological activities, which are caused by the potential
difference between the inside and outside of the corre-
sponding cell membrane, which reflects the excitement
changes of the corresponding parts, and is an important
basis for biomedical clinical diagnosis. Bioelectric signals
mainly include electrocardiogram (ECG), electroencepha-
logram (EEG), electrooculogram (EOG), and electromyo-
gram (EMG) [1]. ,e bioelectric signal has the
characteristics of small amplitude, low frequency, strong
noise, and strong randomness, and has the characteristics of
chaos, nonlinearity, and multichannel [2]. ,erefore, useful
signals are easily submerged in noise interference. For ex-
ample, the ECG signal is in the order of mV, and the

equipment collection must ensure the amplitude of
0.1–8mV and the frequency range of 0.05–100Hz. ,e
amplitude of the ECG of a normal person is generally within
5mV, and the energy is mainly concentrated in 0.5–45Hz.
,e EEG signal is of the order of mV, and the frequency is
below 60Hz. ,e relative frequency of myoelectric and
neuroelectric signals is relatively high, the frequency is
0–10 kHz, the amplitude of the myoelectric signal is below
5mV, and the neuroelectric signal is of the order of mV [3].
,e interference sources of bioelectric signal acquisition
mainly include power frequency interference (50Hz or
60Hz), baseline drift, and interference from other compo-
nents of biological signals [4]. Moreover, the signal is easily
affected by the environment, psychology, and physiology
and is a nonstationary random signal. ,e electrical signals
are taken from the body surface, and the potential changes
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presented by different body surface positions are different. In
order to detect the changes in the body surface potential in
an all-round way, the measurement of bioelectric signals is
often multichannel. For example, the standard ECG signal
commonly used in clinical practice is 12 leads, while the EEG
signal is 22 leads or more.,erefore, the processing methods
of bioelectric signals are complex and diverse, and it is
necessary to pay attention to signal processing algorithms
that combine the time domain, frequency domain, and space
domain [5]. Bioelectric signal recognition emphasizes ro-
bustness, accuracy, and repeatability, especially medical
monitoring equipment, which requires real-time perfor-
mance. ,erefore, real-time effects must be considered on
the premise of ensuring diagnostic accuracy. As the control
center of the human body system, the brain directs various
tissues, organs, and activities of the human body. ,e usual
research methods for the brain include EEG, nuclear
medicine imaging, MRI, cerebrovascular angiography, and
other microscopic nerve detection method. Compared with
other methods, EEG has the advantages of simple experi-
ment, low cost, and relatively low requirements for the
experimental environment.,erefore, from a practical point
of view, EEG is very promising in brain research and the
development of related products.

Body surface physiological electrical signals such as
ECG, EEG, and EMG have the characteristics of flexible
collection; being noninvasive, economical, and convenient;
and so forth and have been widely used in intelligent disease
monitoring, diagnosis, and rehabilitation [6]. ,e charac-
teristics of the bioelectric signal itself determine the com-
plexity and diversity of its processing methods. ,e new
intelligent auxiliary diagnosis and treatment system based
on bioelectric signals integrates biomedicine, Internet
technology, and artificial intelligence technology, and its
processing process is a typical pattern recognition process. It
generally consists of four parts: bioelectric signal acquisition,
signal transmission and processing, intelligent identifica-
tion, and information feedback or control [7]. ,e collection
of bioelectric signals includes sensors and microprocessor
units, which are responsible for signal collection, prelimi-
nary preprocessing, and format conversion. In the trans-
mission stage, the signal is sent to the information center or
the microprocessing unit, and then the signal filtering and
other processing and intelligent auxiliary diagnosis are
performed, and finally, the information is output or feedback
to control the actuator. ,e key technology of intelligent
auxiliary diagnosis system is signal processing and intelli-
gent recognition algorithm, which determines the degree of
intelligence and clinical application value.

With the development of advanced sensor technology
and artificial intelligence technology, intelligent auxiliary
diagnosis and treatment systems that integrate wearable
devices, the Internet of ,ings, and wireless Internet have
promoted pioneering changes in smart medicine. Auxiliary
diagnosis and treatment technology based on bioelectrical
signals started from the discovery of bioelectrical signals and
experienced digitization and networking to the integration
of the Internet of ,ings and wireless networks [7]. ,e
corresponding collection equipment developed from

digitization to portable and wearable, and the identification
method of bioelectrical signals. It also includes advanced
artificial intelligence algorithms from simple threshold
judgment, statistical analysis.

,is paper firstly studies the morphological character-
istics of ECG and EEG signals, respectively; that is, based on
the analysis of disease diagnosis and treatment mechanisms,
it constructs signal processing and machine learning models
and studies signal preprocessing, signal feature extraction
methods, new neural network model structures, training
mechanisms, and optimization algorithms and efficiency
and for experimental verification of public data sets and
clinical big data. In the second part, we study the principle of
EEG in intensive cardiac care and the mechanism of disease
diagnosis, the types of arrhythmia, and the characteristics of
typical ECG; the rhythm performance, individual variability,
and neurophysiological basis of EEG signals in intensive
cardiac care are studied. ,e third part studies the signal
automatic recognition technology. In order to improve the
training speed and generalization ability, several multi-
classification models based on the Least Squares Twin
Support Vector Machine (LS-TWIN-SVM) are proposed,
and the computational complexity of several model algo-
rithms is compared. In addition, a variety of intelligent
optimization algorithms are used to select the parameters of
the classifier, and the EEG signal is used to simulate the
model. Support Vector Machines and their improved al-
gorithms have achieved the ultimate in shallow neural
networks and good results in the classification and recog-
nition of bioelectric signals.

1.1. Analysis of Algorithm for Feature Extraction of ECG and
EEG Signals. ,e bioelectric signal has the characteristics of
multichannel and frequency band rhythm individual vari-
ability, and its feature extraction method involves multiple
signal processing theories such as time domain, frequency
domain, transform domain, and space domain [8].

1.2. ECG Signal Feature Extraction Method. ,e American
Heart Association revised its opinions and was later pro-
moted by the International Electrocardiology Society,
forming a standard 12-lead ECG that is currently interna-
tionally recognized and used in various countries. According
to the relationship of the ECG lead vector, the compression
limb leads can also be derived from other leads.,e standard
12-lead ECG includes limb leads I, II, III and compression
limb leads VR, VL, and VF, and 6 chest leads Vl, V2, V3, V4,
V5, and V6; each lead reflects the different parts of the
potential change. According to the theory of limb leads
proposed by Einthoven, any limb lead can be deduced from
the other two, namely, I + III� II. According to the rela-
tionship of the ECG lead vector, the compression limb leads
can also be derived from other leads.

,e feature extraction of the ECG signal is the key to
guarantee the subsequent classification. ,e feature ex-
traction method of the ECG signal can be divided into the
direct extraction of the time domain waveform, the ex-
traction of the frequency domain, or the feature extraction of
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the transform domain. ,e time-domain features are di-
rectly derived from the shape of the ECGwaveform, which is
more in line with the clinician’s diagnostic habits. ,e time-
domain features include the main wave amplitude, ST
segment offset, QT interval, PP interval, RR interval, and RR
interval ratio. Frequency domain features are signal values
after frequency domain transformation, such as Discrete
Fourier Transform (DFT) [9] and Power Spectral Density
(PSD). Transform domain feature extraction is generally to
extract the transform result or the coefficient of the trans-
form domain function as the feature after the ECG signal is
transformed in the transform domain, such as the statistics
of the ECG signal [10], variance, discrete wavelet transform,
wavelet packet decomposition, matching tracking algorithm,
Hermite function, AR model parameters, and principal
component analysis (PCA) [11]. ,e transform domain
features do not need to rely on basic medical knowledge and
the position information of each ECG wave but use
mathematical methods to automatically analyze and cal-
culate them, which is widely used in intelligent auxiliary
diagnosis.

1.3. Status of Intelligent Classification and Recognition
Methods. According to the pattern characteristics of the
ECG or EEG signal, it is the ultimate goal to complete
automatic classification and recognition, explain the inner
meaning reflected by the signal, and then output diagnostic
information or control the actuator to perform auxiliary
treatment [12]. ,e pattern classification methods of bio-
logical signals mainly include automatic knowledge mod-
eling, statistical classification, traditional machine learning,
and neural networks. ,e method of automatic knowledge
modeling is based on knowledge expression and reasoning
and is classified through logical reasoning according to the
characteristic knowledge base such as signal shape, for ex-
ample, fuzzy logic, expert system, and Markov model. ,is
kind of method knowledge expression is intuitive and easy to
understand, but it relies too much on knowledge expression;
that is, it relies on expert experience, and the degree of
intelligence is not high. Since the 1990s, statistical classifi-
cation and machine learning techniques have gradually been
used in biomedical signal classification, becoming the main
branch of ECG and EEG signal classification methods. For
example, Bayesian model (Bayes), K-Nearest Neighbor
(KNN) [13], decision tree, and Linear Discriminant Analysis
(LDA) [14]. Classical pattern classification methods have
achieved certain results in the automatic identification of
bioelectric signals, but the classification results and response
speed are not satisfactory. With the development of neural
network technology, especially deep learning technology in
recent years, new breakthroughs have been made in bio-
medical assisted diagnosis. ,e following is a detailed
analysis of the application status of neural network tech-
nology in the recognition of ECG and EEG signals.

1.4. Traditional Neural Network Algorithm. In 1986, DE
Rumelhart and GEHinton et al. proposed a neural network
error backpropagation (EBP) [15] training algorithm, which

solved the “exclusive OR” problem of the “perceptron” and
reduced the neural network. After the 1990s, neural network
methods have gradually been applied to the automatic
classification and recognition of biological signals [16], and
certain results have been achieved. Caricato et al. [17]
proposed a neural network classification method based on
the time characteristics of the EEG signal. Katheria et al. [18]
extracted the time interval of the ECG signal, the high-order
cumulant of the QRS complex, and other characteristics and
used a fuzzy neural network to analyze the 7 types of ECG.
,e signal classification result reached 96%. Felze: et al.
proposed a probabilistic neural network classification model
for EEG signal classification and recognition. Das et al. [19]
used modular neural networks to classify large-scale EEG
signals and achieved good results. Dereymaeker et al. [20]
used wavelet transform to extract features, and the accuracy
of the classification of the four types of ECG signals by the
multilayer perceptron network was 94%.

Traditional neural networks are difficult to find the
optimal network structure and have limited fitting capa-
bilities. In practical applications, in the face of data with large
variability, the recognition accuracy fluctuates greatly, and
the generalization ability is poor, which limits the clinical
application of neural network automatic recognition
technology.

1.5. Support Vector Machine and Its Extended Algorithm.
Another popular and effective ECG and EEG signal clas-
sification algorithm is the Support Vector Machine. Support
Vector Machine (SVM) is a supervised machine learning
method proposed by Claessens et al. [21]. ,e algorithm is
based on the minimum structural risk. ,e principle of
transformation is to obtain the segmentation hyperplanes of
different types of data and then classify and recognize the
distance between the sample and the hyperplane. Claessens
et al. proved that SVM can minimize the structural risk and
is superior in the classification of small samples.,e artificial
neural network (ANN) method that can only minimize the
empirical risk is flawed. Compared with traditional ANN,
SVM has shown better generalization ability in solving small
sample, nonlinear, and high-dimensional learning. Support
Vector Machine, Least Squared Support Vector Machine
(LS-SVM), and SVM combined with various intelligent
optimization algorithms are widely used in the classification
and recognition of EEG, ECG, and other biological signals.
However, SVM needs to solve a large quadratic program-
ming problem when solving the hyperplane. ,e increase in
sample size leads to too much computational complexity,
and the classification effect of SVM is not good when solving
cross data.

1.6. Analysis of the Diagnosis and Treatment Mechanism of
ECG and EEG Signals. ECG is a technology that uses bio-
sensor measuring electrodes to record the electrical activity
pattern of the heart during each cardiac cycle from the body
surface. It is one of the most commonly used examinations
for clinical heart disease. It can not only help diagnose
arrhythmia, myocardial ischemia, myocardial infarction,
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and location; evaluate the effect of drugs on the heart;
monitor after cardiac surgery; determine the condition of
pacemakers; and so forth but also be a must for routine
surgical procedures and intensive care units (ICU).

1.7. Principles of Medical ECG. Electrical activation occurs
when the heart is active. ,is electrical activation can cause
changes in the body surface potential. According to the time
sequence of cardiac activation, this body surface potential is
recorded to form a continuous curve, which is called ECG.
,e abscissa of the standard ECG paper represents time, and
each cell of 1mm represents 0.04 s; the ordinate represents
the amplitude, and each cell of 1mm represents 0.1mV.
Figure 1 shows the principle of the electrocardiogram. A
complete EGG cycle includes atrial depolarization, ven-
tricular depolarization, and ventricular repolarization. ,e
complete cardiac process produces P wave, QRS complex
wave, and T wave and PR interval, QT interval, and ST
interval.

Several key interval indicators include the PR interval.
,e PR interval represents the time required for the ex-
citement generated by the sinoatrial node to reach the
ventricle through the atrium, the atrioventricular junction,
and the atrioventricular bundle and causes the ventricle to
start to excite; the QT interval is the time for the ventricular
depolarization and repolarization process, which represents
the heart. ,e ST segment represents that all parts of the
ventricle have entered a depolarized state. At this time, there
is no potential difference between the parts of the ventricle,
so the ST segment curve is basically a horizontal state.

At present, the commonly used clinical ECG is 12-lead,
which is called “standard lead.” ,e Dutch physiologist
MacDarby et al. [22] proposed the concept of leads and the
naming of ECG waveforms in 1903. In 1933, Wilson created
unipolar limb leads VR, VL, and VF and precordial leads
(thoracic leads) V1–V6, Akiyama et al. [23] modified the
central electrical terminal and designed the compression
limb leads. It is more practical and becomes themain body of
clinical ECG.

When the heart has arrhythmia or is damaged due to
ischemia, or even necrosis, the changes in the electrical
activity of the heart will be clearly reflected on the ECG,
showing abnormal changes in the shape of each waveform;
that is, the amplitude, shape, and time of the ECG signal
features such as interval can reflect the underlying diseases of
the heart and provide a reliable basis for doctors to diagnose
various heart diseases. According to the standards of the
American Association for the Advancement of Medical
Devices (AAMD), more than a dozen common arrhythmias
can be divided into 5 categories, namely, normal heartbeat
(N, including normal heartbeat, left and right bundle branch
block, etc.), supraventricular beats (S, including atrial pre-
mature beats, borderline premature beats, etc.), ventricular
different beats (V, including ventricular premature beats and
ventricular escape beats), ventricular fusion beats (F), and
unknown beats (Q, pacing heartbeat, uncategorized heart-
beat, etc.). Figure 2 lists several common ECG signal time-
domain waveforms of arrhythmia.

2. Experimental Design

2.1. Based on LS-TWSVM-Based Intensive Cardiac Moni-
toring EEG Amplitude Recognition. Scalp electrodes collect
electroencephalogram (EEG) signals. ,is method has the
characteristics of simple collection, noninvasiveness, high
time resolution, low cost, convenience, and flexibility and is
especially suitable for wearable systems. From the analysis in
the first chapter, it can be seen that although advanced
artificial intelligence technologies such as machine learning
have greatly promoted the development of BCI technology
of motor imagination, the current medical rehabilitation
training system based on motor imagination BCI still has
certain difficulties in its practical application. ,e main
problems are that the accuracy of EEG source signals needs
to be improved; the system response speed is limited; the
recognition accuracy of EEG signals is not high; EEG sen-
sorimotor rhythm is specific to different individuals, and
even the same individual has greater variability at different
times and different physical conditions.

In response to the existing problems, this chapter pro-
poses an EEG motion image signal recognition algorithm
based on adaptive frequency band selection CPS feature
extraction combined with Least Squares Twin Support
Vector Machine (LS-TWIN-SVM) classification. First, use
adaptive artifact removal technology to filter the signal to
improve the accuracy of the EEG signal, then use a band-
pass filter to generate EEG rhythm signals of different fre-
quency bands, perform CSP feature extraction, and finally
send it to the LS-TWIN-SVM classifier for adaptive selec-
tion. In the optimal frequency band, the classifiers select the
frequency band characteristics for a specific person and
perform real-time recognition. In order to improve the
accuracy of EEG signal recognition, various kernel functions
were tested, and several biointelligence optimization
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algorithms were compared to select the optimal classifier
parameters. ,e public data set is used as the test object to
verify the feasibility of the proposed algorithm. ,e fol-
lowing sections will explain in detail.

2.2. Least Squares Twin Support Vector Machine (LS-TWIN-
SVM)AlgorithmModeling. Support Vector Machine (SVM)
classification seeks an optimal hyperplane based on the
principle of structural risk minimization, which maximizes
the blank area on both sides of the hyperplane while en-
suring the accuracy of the training sample classification. For
the linear case, as shown in Figure 3, the straight line H is a
dividing line withW as the normal vector. ,is dividing line
can divide the two types of data as accurately as possible. H1
and H are the two types of samples. ,e support vector
points and the straight line parallel to the classification line
are analyzed. WhenH is in the middle ofH1 andH2, the line
meets the principle of maximizing the interval between the
two types of sample points and becomes the optimal dividing
line. ,is is converted to the problem of finding the normal
vector. Extending to a high-dimensional space, the optimal
classification line becomes the optimal hyperplane, that is,
finding the normal vector of the optimal classification hy-
perplane and classifying multiclass samples by finding the
distance.

Taking the two-classification problem as an example,
given the training sample set (αi, βi) i � 1, 2, . . . , n,
α ∈ Rn, β ∈ ± 1{ } of the two types of data, the hyperplane is
analyzed. If the sample is correctly classified and the clas-
sification interval is as large as possible, the hyperplane must
satisfy the following constraints:

wαi + b≥ βi βi � +1,

wαi + b≤ βi βi � −1.
􏼨 (1)

When combined, they can be expressed as follows:

wαi + b≥
1
βi

, i � 1, 2, ..., n. (2)

,en, the classification interval can be expressed as
follows:

min
wαi + b( 􏼁

‖w‖
􏼨 􏼩 �

2
‖w‖

+ max
wαi + b( 􏼁

||w||
􏼨 􏼩. (3)

,erefore, the goal of SVM is to maximize the classifi-
cation interval under the condition of satisfying the con-
straint formula (2), that is, to solve the problem of the
following formula [24]:

minf(w) �
1

2‖w‖
2 �

1
2

w
T
w􏼐 􏼑. (4)

When there is a linear inseparable pattern, the optimal
segmentation hyperplane is required to meet the principle of
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minimum average classification error probability for all
training samples. At this time, just relax the constraint
condition of formula (2), that is, introduce a slack variable ξi;
then, formula (2) becomes

wαi + b≥
1 − ξi( 􏼁

βi

, i � 1, 2, . . . , n. (5)

To introduce a cost function into the objective function,
that is, add a penalty component with an adjustable factor λ
to function (4), the objective function formula (4) can be
expressed as

minf(w) �
1

2‖w‖
2 + λ􏽘

n

i�1
ξi

�
1

2 w
T

w􏼐 􏼑
+ λ􏽘

n

i�1
ξi.

(6)

Among them, λ is the penalty factor, which controls the
degree of punishment for the wrong sample. ,e larger ξi,
the heavier the penalty for the error.

2.3.TwinSupportVectorMachine. Support VectorMachines
show strong generalization and promotion capabilities in
small sample and nonlinear classification problems. How-
ever, there are still some challenges. For example, when
facing a large sample, the optimal solution can be obtained
by solving a large-scale quadratic programming problem.
,e training speed is slow and it is difficult to meet certain
real-time systems. In addition, SVM is not very suitable for
processing cross-type data.

Twin Support Vector Machine (TWSVM) is proposed
on the basis of generalized eigenvalue proximal SVM
(GEPSVM). As shown in Figure 3, for the binary classifi-
cation problem, TWSVM constructs an optimal near-end
hyperplane for each class. By solving two small quadratic
programming problems, such sample points are “close” to
the hyperplane, and the other sample point is appropriately
far away from the hyperplane [25]. Compared with tradi-
tional Support Vector Machines, the learning efficiency is
improved.

3. Results and Analysis

3.1. Comparison of EEG Signal Classification Results of Twin
Support Vector Machine and Its Extended Algorithm. ,e
genetic algorithm (GA) and quantum genetic algorithm
(QGA) are widely used algorithms. ,e genetic algorithm is
a biological incentive algorithm, which has been successfully
used to solve engineering problems such as complex opti-
mization and feature extraction. Good results have been
achieved in the multiparameter optimization selection
problem. ,e genetic algorithm’s parameter search process
for the classifier is as follows:

(1) Population initialization and parameter coding.
(2) Calculate the fitness function of each chromosome.

(3) Use GA calculation steps: selection, crossover, and
mutation.

(4) ,e offspring replace the old population to form a
new population of the next generation.

(5) Obtain the classifier parameter model. When the
iterative conditions are met, the optimal chromo-
some is generated; otherwise, it returns to step 2.

,e implementation process of quantum genetic algo-
rithm is based on the basic framework of genetic algorithm,
adding concepts such as quantum states and quantum gates
in quantum theory and using qubits and superposition states
to encode chromosomes [26]. ,e typical iterative process of
QGA includes selection, mutation operation (quantum
crossover, quantum mutation, and quantum interference),
quantum measurement, evaluation, and substitution.

3.2. EEG Signal Recognition of the LS-TWIN-SVM Classifier
Based on Intelligent Optimization Algorithm. ,e biological
intelligence optimization algorithm and its improved al-
gorithm have been successfully used in the parameter ad-
justment of the neural network classifier, but the
convergence and final performance are greatly affected by
the classifier and the data set. ,is section uses PSO, CPSO,
GA, and QGA algorithms to test the proposed classifier
models, respectively. In order to achieve higher efficiency
and optimal classification results, the CPU running time,
classifier training, and testing of several optimization al-
gorithms are compared.

,e maximum iteration algebra of the four optimization
algorithms is set to 300, and the optimal classification ac-
curacy rate of 10-cv cross-validation on the training data set
is used as the fitness function. ,e population size is 40, the
individual length is 20, and the genetic algorithm generation
gap is set to 0.95. ,e crossover and mutation probabilities
are set to 0.7 and 0.01, respectively. Quantum genetic al-
gorithm combines the principles of genetic algorithm and
quantum mechanics. ,e process includes initializing
population and coding classifier parameters, calculating
fitness function, selection, mutation, evaluation, and re-
placement. ,e mutation operation of the evolutionary al-
gorithm uses the quantum revolving door strategy. For the
convenience of comparison, the population size and indi-
vidual length of QGA are the same as the GA algorithm
settings, and the quantum rotation angle is set to 0.01.

,e parameters of the particle swarm optimization
(PSO) algorithm are set as follows: the population size is 20,
and the acceleration constants are set to 1.5 and 1.70, re-
spectively. During the implementation of the chaotic particle
swarm optimization (CPSO) algorithm, two chaotic se-
quences are generated to prevent the PSO algorithm from
falling into the local maximum. In the initialization phase,
chaotic initialization is used to select the initialization po-
sition instead of random selection; in the optimization
position selection process, the global optimization position
obtained by the particle search is subjected to chaos oper-
ation, and then the particle position is determined by the
global optimization position after the chaos operation. ,e
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CPSO parameter settings are the same as PSO, and the
parameters can be randomly generated.

Use the CSP features extracted from the data set to test
the classifier algorithm. ,e experimental results are shown
in Figures 4 and 5. As can be seen from the figure, the test
results of the data set show that the classification effect of the
classifier based on PSO and GA is equivalent, and the ac-
curacy is better than the CPSO and QGA algorithms.
However, in the test results of the second data set, the PSO
and CPSO algorithms are significantly better than the GA
and QGA parameter optimization results. From Figure 6, it
is obvious that PSO has the highest operating efficiency and
simple calculation, which is convenient for real-time
hardware implementation.,erefore, TWIN-SVM is chosen
as the classifier of the MI-BCI system.

3.3. Analysis of Experimental Results. Since its introduction,
TWIN-SVM has been successfully applied in many fields,
and scholars have made a lot of contributions to the algo-
rithm expansion and application of Twin Support Vector
Machines, and it has also been successfully used in the
intelligent recognition of biomedical signals.

In order to improve the system response speed and
overcome the variability of individual EEG rhythms, this

chapter proposes adaptive artifact removal and adaptive
frequency band selection feature extraction methods to
enhance the classification and recognition of EEG signals.
And the TWIN-SVM classifier is used for the rapid clas-
sification and recognition of EEG. Experimental results are
shown in Table 1, which showed that the classification ac-
curacy rate, CPU operating efficiency, and other indicators
have been significantly improved.

,e proposed TWIN-SVM method shows good results
on the data set as shown in Figure 7. ,e proposed method
performs adaptive frequency band selection, which over-
comes the frequency band variability of EEG signals between
individuals. However, as can be seen from Figure 8, the
optimal cross-validation accuracy rate on the training data
set and the test accuracy rate on the test data set are quite
different, indicating that the data at different test times has
greater variability; that is, there is still variability within the
individual. We should conduct more EEG experiments. ,e
more samples are in the experiment, the closer the results are
to the essence of the facts. ,e experiment reported in this
article can be said to be a preliminary exploration of EEG
experiments under different conditions. ,e next step is to
carry out more experiments: one is to increase the samples of
existing experiments and the other is to expand the ex-
perimental projects and conduct experiments on more
states.
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Table 1: TWIN-SVM and common recognition algorithms results.

Testing objects PSO-LS-TWIN-SVM LDA BP PNN
1 88.19 87.24 72.43 83.45
2 64.35 57.32 62.34 61.35
3 93.42 91.34 97.53 88.24
4 65.34 63.24 71.34 70.12
5 76.35 54.87 52.34 50.35
6 67.34 70.23 74.45 65.24
7 75.23 70.43 74.14 58.33
8 88.89 83.25 87.24 91.34
9 78.34 73.42 76.35 73.24
10 67.24 70.78 66.24 70.43
Mean 76.47 72.21 73.44 71.21
SE 11.24 13.34 12.32 16.31
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4. Conclusion

EEG is combined with more analysis methods to analyze the
activities of various parts of the brain. EEG has its irre-
placeable advantages, but it also has its disadvantages. If it
can be combined with other suitable methods and learn from
each other’s strengths, the completeness and persuasiveness
of the experiment can be further strengthened, for example,
using EEG combined with functional imaging techniques
such as PET and magnetoencephalography. ,e machine
learning method is a powerful tool for the recognition of

EEG signals in intensive cardiac care, and many achieve-
ments have been made in this field. However, the rehabil-
itation system based on EEG still has not achieved large-scale
clinical application. ,e main reason is that the technology
still has the following problems: firstly, there is great vari-
ability for different individuals based on the amplitude of
EEG, and even the same individual at different times. ,ere
are also differences with the environment, which requires the
system to have stronger adaptability; secondly, there is a lot
of interference in the scalp EEG signal, and the signal source
accuracy is limited, which affects the recognition accuracy;
finally, more efficient adaptation is needed. Aiming at the
above problems, this paper proposes adaptive artifact re-
moval theory, adaptive frequency band selection feature
extraction, and a fast TWIN-SVM classification strategy
based on PSO. In order to evaluate the effect of this method,
a classifier model based on a kernel function and an in-
telligent optimization algorithm is used to optimize the
classifier. Neuroinformatics is a newly emerging interdis-
ciplinary subject. It is still in its infancy, and there is still a big
gap with the established goals. Although EEG has existed for
a long time, due to the complexity of the EEG signal itself,
much of the information still cannot be extracted. With the
development of signal processing methods, more and more
simple and efficient data processing methods have been
developed. ,is has greatly promoted the development and
application of EEG in neuroinformatics. ,rough the study
of EEG, it can further help to understand how the human
brain works in different modes and promote the develop-
ment of neuroinformatics.
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In this paper, the strategy of elderly haemodialysis patients’ care is analysed by the computer’s decision system to conduct an in-
depth research machine. Maintenance haemodialysis patients have a high demand for continuation care, and healthcare workers
should provide personalized and specialized seamless continuation care services for patients according to patients’ needs, by
reasonably using the hospital, community, and other health resources and with the help of emerging network technologies, such as
information platforms and wearable devices to prolong the survival period of patients and improve their self-management ability
and quality of life. -e service provision and compensation strategy of the combined healthcare model should be optimized to
improve the health protection of the elderly and promote health equity. On the one hand, it should target strengthening the service
provision of healthcare integration, guide the elderly to reasonably choose the healthcare integration model, and pay attention to
the spiritual and cultural needs and end-of-life care services for the elderly. On the other hand, we should expand the financing
channels of medical insurance, optimize the design of compensation mechanisms, explore the role of health risk sharing, and
accelerate the development of long-term care insurance, independent of basic medical insurance. -e reliability of the scale was
found to be 0.916 for the total Cronbach alpha coefficient, 0.798–0.919 for each dimension, and 0.813 for the fold-half reliability of
the scale; the validity indicated that the correlation coefficient range of each article day with the total scale score was 0.27–0.72, and
the correlation coefficient range of each dimension with the total scale was 0.56–0.72. -e validation factor analysis was used to
verify the structure of the scale. -e validation factor analysis indexes met the fitting criteria after correction. -e model fitted
better with the actual model after correction, indicating that the scale has good reliability.

1. Introduction

End-stage renal disease (ESRD) is the final stage of various
chronic kidney diseases when patients have irreversible
impairment of kidney function and need to rely on kidney
transplantation or dialysis therapy to maintain their lives [1].
Given the limited number of kidney donors and the high
cost of transplantation, most ESRD patients can only choose
dialysis therapy. -e current dialysis therapies include he-
modialysis (HD) and peritoneal dialysis (PD). MHD pa-
tients’ survival and quality of life are often compromised by
the irreversible disease process, complications, specificity of
the haemodialysis treatment modality and treatment envi-
ronment, and water and activity restrictions [2]. Most pa-
tients return to their homes, and due to the lack of guidance

and supervision by healthcare professionals, their self-
management will be lax, making it difficult to adhere to long-
term self-monitoring, diet, and water control, which in turn
affects the effectiveness of dialysis, increases the risk of
complications and adverse outcomes, and increases the
burden on families and society.

Patients on long-term dialysis are prone to malnutrition
due to disease consumption, dietary restrictions, and
treatment effects, and related studies have shown that the
incidence of malnutrition in haemodialysis patients ranges
from 37.50% to 86.0% [3]. At the same time, some patients
fear overkill and do not restrict their dietary intake, which in
turn leads to excessive intake of potassium and phosphorus,
which can lead to complications [4]. -erefore, healthcare
professionals should strengthen the dietary guidelines for

Hindawi
Journal of Healthcare Engineering
Volume 2021, Article ID 5060484, 10 pages
https://doi.org/10.1155/2021/5060484

mailto:zhengxiyi1978@suda.edu.cn
https://orcid.org/0000-0002-7057-3723
https://orcid.org/0000-0003-4295-8375
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5060484


patients with MHD. On the one hand, they should
strengthen patients’ cognitive education about the impor-
tance of dietary management, and on the other hand, they
can work together with a dietitian to develop a corre-
sponding diet plan for patients according to their condition,
weight, and blood pressure. -e diet should conform to the
principles of high calorie, low superior protein, low fat, low
phosphorus, and low potassium as much as possible, prevent
anaemia, ensure the intake and absorption of various nu-
trients, and actively prevent and treat malnutrition. Rea-
sonable control of interdialytic weight gain (IDWG) during
dialysis and keeping IDWG within the normal range are
important measures to reduce complications, such as dial-
ysis-associated hypotension, and reduce the morbidity and
mortality rate of MHD patients, and patients’ compliance
with fluid intake is a key factor in the control of IDWG [5].
-e patient’s fluid intake compliance is a key factor in IDWG
control [6]. Control of fluid intake is a problem for most
MHD patients, and a significant proportion of MHD pa-
tients find controlling fluid intake the most difficult part of
haemodialysis self-management because of severe thirst due
to toxin retention in the body while limiting water intake [7].
-erefore, healthcare providers should give appropriate
fluid intake instructions according to the patient’s specific
situation, explain the dangers of excessive fluid intake, teach
patients techniques andmethods to control fluid intake, self-
monitor fluid intake, develop a fluid intake plan, and allow
family members to monitor and control the patient’s fluid
intake.

Patients with MHD often suffer from varying degrees of
mental health problems such as anxiety, depression, fear,
stress, and even suicidal thoughts due to disease distress,
frequent dialysis, impact of economic burden, and changes
in social and family roles [8]. If psychological problems are
not addressed promptly, they often affect the dialysis out-
come and survival quality of patients and increase the risk of
adverse events. -erefore, nursing staff should provide ex-
tended nursing interventions for patients’ psychological
problems, listen more to patients’ emotional confessions,
give humanistic care, and actively seek family and social
support to enhance patients’ confidence in treating the
disease and improve their sense of well-being. -ey need to
explore the problems in volume management of PD patients
with poor adherence to volume management behaviours to
improve the targeting of intervention programs and evaluate
the impact of an IMCHB-based volume management in-
tervention program on promoting volume management
behaviours, improving volume balance, and improving
quality of life in PD patients.

2. Related Work

With the aging of the global population, the increase in the
number of elderly HD patients, prolongation of dialysis age,
and special physiopathological conditions of the elderly,
elderly HD patients are more prone to a variety of com-
plications than other patients, and common complications
include imbalance syndrome, heart failure, hypertension,
diabetes, pruritus, and fractures [9]. A study by Shahmoradi

et al. showed that the rate of arteriovenous access infections
in elderly HD patients was as high as 37.5%, and the inci-
dence of debilitation was 33.9% [10]. Palmer et al. found that
35.75% of elderly HD patients died of cardiovascular disease,
14.25% died of cerebrovascular disease, and 29% died of
haemorrhagic disease, and the number of elderly patients
who died of infection was significantly higher than that of
young and middle-aged HD patients [11]. Moreover, given
the special nature of the haemodialysis treatment form,
ordinary elderly HD patients are mostly outpatients, and
patients go home for convalescence after each haemodial-
ysis. -erefore, elderly HD patients rely on themselves or
their family members for various daily care [12]. -e cor-
rectness and effectiveness of self-daily care for elderly HD
patients cannot be measured, and healthcare professionals
lack specific guidance tools to reasonably determine patients’
care ability and thus cannot guide patients to effective care
according to local conditions [13]. Self-management is the
correct way of self-care, in which patients learn through
health education, rely on their own ability to adopt effective
behaviours to maintain or promote health, effectively
monitor various complicating symptoms, detect them on
time, and seek medical treatment on time.

Numerous scholars have achieved good results by in-
tervening in patients through many different self-man-
agement approaches. Some scholars have shown that self-
management can effectively correct patients’ poor self-care
habits, improve patients’ alertness to changes in their
disease, treatment compliance, and subjective motivation,
thus reducing complications and improving patients’
quality of survival [14]. -e existing self-management
scales for HD have deficiencies in diet, internal fistula care,
and emotional communication. -e contents of the scales
are broad and pay little attention to the special physio-
logical, psychological, cognitive, and safety problems of
elderly HD patients. -e existing self-management scales
cannot truly reflect the problems in self-management of
elderly HD patients. -erefore, it is necessary to develop a
scientific and rigorous self-management scale to assess the
self-management ability, deficits, and effects of elderly HD
patients and provide evidence and direction for clinical
care.

Niazkhani et al. used frequency domain analysis to
extract pulse features [15]. Demiris et al. constructed a pulse
recognition model using BP networks to improve the effi-
ciency and accuracy of pulse diagnosis [16]. Regan con-
structed a pulse classification model by combining
convolutional neural networks and recursive graphs, which
further improved the efficiency and accuracy of pulse di-
agnosis [17]. Loftus et al. constructed a tongue classifier
using vectorized neural networks and achieved very
promising results [18]. In terms of health management, the
development of smart mobile health and smart wearable
devices has made it possible to collect health data from
people’s daily life. Health management is most closely
connected to people and is especially important in the
management of chronic diseases. Smart virtual nurses have
emerged that can determine the basic state of a person based
on the health data collected and can also remind patients of
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daily health management, such as medication, sleep, and
exercise, providing all-around, whole-cycle health services.

3. Analysis of a ComputerizedDecision Support
System to Develop Care Strategies for Elderly
Hemodialysis Patients

3.1. Computerized Decision Support System Design. -e
heterogeneous clinical data analysis system designed in this
paper needs to consider the heterogeneity and multi-
modality of clinical examination data, use deep learning as
the main analysis technique, and combine with suitable
fusion strategies to realize the fusion diagnosis of hetero-
geneous multimodal clinical data. For the implemented
system, it should have flexible and scalable analysis methods
to utilize as much information in as data as possible com-
prehensively to achieve more accurate diagnosis results.
Moreover, since the system is mainly for the healthcare
workers involved in clinical diagnosis, ease of use and ro-
bustness should be considered in the process of system
implementation. In summary, the heterogeneous clinical
data analysis system based on deep learning technology
should have the following functions: before conducting
analysis or training, the data should be preprocessed
according to the data characteristics, which can provide a
certain guarantee for the analysis or training effect [19].
-erefore, in the heterogeneous clinical analysis system, the
corresponding data preprocessing module should be set
according to the structure or mode of common clinical data,
and the module should include the common preprocessing
methods for this type of data, so that the preprocessing of the
data can be easily completed using the processing methods
in the system.

As one of the main functions of this system, when
heterogeneousmultimodal clinical data are input, the system
should provide corresponding analysis means and fusion
strategies to fuse and analyse the input data and output a
comprehensive diagnosis conclusion of the disease. Con-
sidering the differences in diagnostic modalities of different
diseases, multiple diagnostic models or fusionmodalities can
be considered for implementation to extend the application
scenarios of the system. When the number of data structures
or modalities generated by clinical diagnosis is not sufficient
for fusion analysis, the system should have the ability to
analyse single-modality clinical data. -e unimodal clinical
data analysis function should cover the common modalities
in clinical data, such as electronic medical record text,
medical images, and examination indicators. -e analysis
results should be visualized in the form of text, tables, or
charts, and analysis reports should be formed for users to
download.

According to the requirement analysis, the heteroge-
neous clinical data analysis system will be composed of four
parts: front-end module, data preprocessing module, data
analysis module, and data storage module. -e front-end
module realizes the interaction with users and mainly in-
cludes three functions: data preprocessing, data analysis, and
result visualization and model download. -e data

preprocessing module provides preprocessing methods,
such as word separation, format conversion, and data
broadening for training or data to be analysed, while the data
analysis module is responsible for calling the diagnostic
model to make category judgment on the preprocessed data
and return the diagnostic results.-e data storage module of
the system is mainly divided into file storage and database
storage. File storage is to store the system model or user data
that takes up more resources in the form of files; database
storage uses a MySQL database to store user information,
session logs, and other data. -e general framework of the
system is shown in Figure 1.

-e front-end module is used to respond to user re-
quirements and is mainly divided into four submodules: data
preprocessing, unimodal clinical data analysis, heteroge-
neous multimodal clinical data analysis, and data download.
-e interface of each module is designed with the Element
UI component library, and the MVVM model is used to
realize the bidirectional data binding between the interface
UI and the business model. -is progressive framework
enables responsive listening and dependency binding of
components, and data interaction with functional modules
through axis to complete page rendering. Users can upload
and download data, analyse data, and set up models after
entering the system through the login interface. -e data
expansion module can process the input data directly or
receive data from the preprocessing module. -e data en-
richment function is implemented by calling the nibble li-
brary to convert the input image data into a
multidimensional matrix, which is wrapped with functions
for flipping, rotating, and transforming the matrix. -e
functions in the data augmentation module have no de-
pendencies on each other, so they can be called in parallel,
and the augmentation process outputs the same. -e image
data is also outputted after the augmentation process.

-e main function of the data analysis module is to
analyse the input clinical data and output prediction
categories to provide an auxiliary diagnosis. To obtain
more comprehensive information about the disease and
improve the accuracy of prediction, the data analysis
module fuses and analyses the heterogeneous multimodal
data generated from the clinical diagnosis process. -e
data analysis module also includes a unimodal clinical
data analysis function in consideration of the actual ex-
amination data that may have a more homogeneous
structure or modality. -e output of the module is divided
into two types of classification categories and classifica-
tion probabilities, and the return type can be selected by
the front-end incoming parameters [20]. According to the
fusion strategy designed and implemented in this paper,
the heterogeneous multimodal clinical data fusion anal-
ysis submodule requires that the input data contain data
from at least one modality in different structures, re-
spectively. After reading the input data, the module re-
covers and calls the corresponding diagnostic models in
the model library and obtains the model decision values.
In the fusion method function, the decision values of each
submodel are first stitched together, and the statistical
calculation of the decision value arrays or matrices is
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performed using two fusion methods based on the de-
cision-level fusion strategy.

-is module is used to preprocess the input clinical data.
Users can select the corresponding preprocessing module
according to their needs, upload the data to be processed and
configure the corresponding parameters, and save the data
to the specified directory after the data preprocessing is
completed. At present, the preprocessing process is mainly
set up for image data and text data, which mainly includes
the preprocessing process interface and parameter config-
uration for image data, including two functions of data
augmentation and preprocessing. In the data expansion
function, each expansion method generates the corre-
sponding expanded data based on the original data and
selecting multiple expansion methods means multiplying
the original data. -e preprocessing function includes data
format conversion, spatial alignment, bias field correction,
bone rejection, voxel normalization, resizing, and image
cropping. Settings can be made to save data from each
preprocessing step to a specified location or to keep only the
final processed data.

3.2. Analysis of Nursing Strategy Methods for Elderly Hemo-
dialysis Patients. Maintenance haemodialysis is one of the
most important treatment modalities for ESRD patients. Its
principle is to purify the blood by using the diffusion/
convection function of the haemodialysis machine to
remove various metabolic wastes, toxins, and excess elec-
trolytes and water from the body to correct electrolyte
disorders and acid-base homeostasis. -e experiment is
conducted to verify the operational reliability of the hybrid
cloud fog computing-based architecture for integrating large
health information resources. -is experiment will use data
redundancy rate, resource retrieval delay, and integration
accuracy as experimental indexes, respectively. Among
them, the data redundancy rate is calculated as follows:

St �
Ai
′

A
EW′. (1)

-e resource retrieval delay is calculated as follows:

Zc �
MIC′

A
PU
′ . (2)

-e integration of the accuracy rate is calculated as
follows:

Zz �
JAi − MIC′

N
ppd. (3)

Accuracy (ACC) is the most common model evaluation
criterion for classification tasks. It describes the number of
samples correctly predicted by the model as a percentage of
the total number of samples predicted and provides a good
overview of the overall classification performance of the
model. However, in scenarios where the classification task
has category imbalance or is more concerned with positive
sample segmentation, the accuracy rate is not a valid as-
sessment of model performance. In this experiment, data
augmentation was applied to the experimental dataset,
which largely solved the category imbalance problem, but
still focused more on the identification of the experimental
positive samples (i.e., diseased patients) when evaluating the
classification performance of the model, so the accuracy rate
was only used as an index to judge whether the model
training process was normal or not in this experiment and
was not used to evaluate the final model performance.

In contrast to accuracy, which is a portrayal of the overall
sample classification performance, precision is more con-
cerned with the classification of positive samples. -e ac-
curacy rate describes the number of true positive samples as
a percentage of the number of all samples predicted to be
positive and represents how accurately the model predicts
the correct outcome, which is calculated as shown in (4).
Compared with the precision rate, the recall rate in (5)
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Figure 1: Computerized decision support system.
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reflects the percentage of positive samples being successfully
predicted among all predicted samples, so the recall rate is
also known as the check-all rate.

precision �
TP

TP − FP
, (4)

recall �
TP

TN − FN
. (5)

Since this experiment classified subjects into three cat-
egories, AD, MCI, and CN, the classification task involved in
the experiment was multicategorical. -e definition of a
positive sample for the autocategorisation task is that when
calculating the assessment metric for each category, the
category is considered as a positive sample alone and all
other categories are considered as negative samples.
-erefore, in the previously mentioned formula, TP represents
the number of data with positive predicted value and positive
true value among all the predicted samples; TN represents the
number of data with negative predicted value and negative true
value among all the predicted samples; FN represents the
number of data with negative predicted value but positive true
value among all the predicted samples; FP represents the
number of data with positive predicted value and positive true
value among all the predicted samples. Accordingly, FP rep-
resents the amount of data with positive predicted values but
negative true values, as shown in Figure 2.

To ensure themodel’s ability to recognize positive samples
while also focusing on the overall performance of the clas-
sification, the precision, recall, and ROC-AUC values of the
model on the test samples are used as the comprehensive
evaluation metrics of the model in the experiments. Since the
experiments belong to the multiclassification task, it is nec-
essary to use themulticlassificationmetric calculationmethod
when calculating the evaluationmetrics.-emacroalgorithm,
however, computes the precision rate of each class separately
and then performs an arithmetic average with the formula (6),
where precision is the precision rate of class I computed using
formula (7). Macroalgorithm ignores the situation that the
data of each class is not perfectly homogeneous and simply
computes the metrics according to the number of classes,
while, instead of multiplying the precision rate by a fixed
number of categories as weights, the weighted algorithm
multiplies the percentage of the category in the total sample
size, as shown in (8), where wi is the percentage of the
category in the total sample size. Since the data volume of the
three categories in the experimental data used in this paper is
not exactly equal, the weighted algorithm is adopted for the
calculation of the index.

precision(micro) �
􏽐

n
i�1 TPi

􏽐
n
i�1 TPi − FPi

, (6)

precision(macro) � 􏽘
n

i�1
precisioni ∗

1
n

, (7)

precision(weighted) � 􏽘
n

i�1
precisioni ∗wi. (8)

-e basic expert profile is described by the frequency and
composition ratio. Expert positivity can be expressed by the
expert positivity coefficient, that is, the return rate of valid
correspondence questionnaires and the percentage of ex-
perts who gave corresponding opinions. Expert authority
can be expressed by the expert authority coefficient (Cr), that
is, the arithmetic mean of judgment coefficient (Ca) and
familiarity coefficient (Cs). -e mean, standard deviation,
and other statistical indicators of importance and feasibility
of modular indicators are used to express the degree of
expert opinion coordination. Kendall’s harmony coefficient
and coefficient of variation (CV) are used to express the
degree of expert opinion coordination. Standard deviation
and other statistical indicators are used to indicate the degree
of concentration of expert opinions. Kendall’s harmony
coefficient and coefficient of variation are used to indicate
the degree of coordination of expert opinions.

-e relationship between controllable factors and vol-
ume management behaviours led to the inspiration for
constructing an intervention program: enhancing PD pa-
tients’ knowledge and skills of volume control, including diet
management and handling of daily volume overload
problems, through group lectures or with the help of
manuals; improving their ability to solve volume load
problems and enhancing their sense of volume management
self-efficacy. -e level of hope influences patients’ capacity
management behaviour [21]. In the intervention, patients’
belief in life can be enhanced by positive guidance from
positive life experiences of patients and examples of pur-
suing dreams with illness. -emed activities such as “En-
hancing Hope, Controlling Capacity” can be organized to
enhance patients’ beliefs about symptom control. In the
interaction with patients, the positive perception of the
meaning of dialysis treatment is promoted. For example, we
will introduce the colourful dialysis life of kidney patients
and make them realize that “dialysis is for a better life.” At
the same time, patients are encouraged to participate in the
interactive process of volume management to enhance their
intrinsic sense of responsibility for disease management.

After building a medical corpus, the corpus can be used
to construct a domain lexicon and to effectively split the
medical texts to be analysed. -e automatic construction
process of its lexicon is shown in Figure 3.

Traditional text structuring or word separation methods
generally only label information, such as lexical or sentence
components, but lack attribute information, such as context
for fixed phrases. -erefore, we need to break up the elec-
tronic medical record text into contents with XML tagging
attributes and label them based on these contents, such as
drug and disease names and other terms, for knowledge
mining and analysis. Based on the dictionary, the identified
words are labelled as different lexical properties, and new
words (unregistered words) are identified among them by an
improved algorithm, and the new words are recorded in the
library and discovered by comparing them with the existing
word list. Term recognition methods using N-Gram com-
bined with various filtering rules can be used to identify new
words in the corpus eventually, and the properties of each
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word are marked in XML. Based on the broken-up and
structured electronic medical record text and information,
such as sentence components and their corresponding con-
textual attributes, the semantic relationships between these
contents are studied, and methods and models for analysing
the semantic relationship network of these contents are
proposed, which is the basic work for knowledge discovery.

In general hospital information systems, electronic
medical records are stored in a semistructured form, and the
basic information of patients (e.g., name, gender, ethnicity,
etc.) exist in structured data tables, which are called
structured data, and can be used directly in diagnosis and
decisionmaking and are not part of the content studied in this

paper [22].-e subject of this paper is the narrative content of
medical records written in natural language by physicians in
electronic medical records, which are unstructured. Since
many patients have complex causes or history of illness, it is
difficult to describe such patient information completely in a
structured storage structure, and natural language is often
used to write treatment records in hospitals.

In the medical record dataset studied in this paper, each
file is plain text data rather than semistructured data stored
in a hospital information system.-is means that in the case
pages of an electronic medical record, structured data (e.g.,
information such as name, age, gender, etc.) and unstruc-
tured content (e.g., current medical history, history, personal
history, etc.) are stored together and are difficult to dis-
tinguish.-erefore, we need to perform an initial splitting of
these medical record files. -e splitting requires processing
the fields of the electronic medical record. -e narrative text
of ethology written by a physician inevitably has some
grammatical problems in the form of expression, which
generally do not affect the impact of the physician’s judg-
ment on the patient’s condition. However, for computers,
text with grammatical errors is an obstacle for automated
programs to process. For example, in Chinese medical
records, a comma in symbols is written as a comma.
-erefore, for the subsequent computer to do standardized
processing, it is necessary to replace the expression irreg-
ularities in the medical text to be processed beforehand.

4. Analysis of Results

4.1. System Performance Results. -e size of the text dataset
obtained from ADNI is small, and there is a great degree of
category imbalance. -erefore, before training the model,
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the text data of electronic medical records are expanded by
different orders of magnitude using the data augmentation
module to increase the size of the dataset and balance the
data categories at the same time. Figure 4 shows the training
accuracy of the TextCNN model with different dataset sizes.
-e 3x and 4x augmented datasets make the model fit slower
but smoother, but finally, the augmented dataset achieves
better accuracy than other datasets in the training. It can also
be seen from Figure 4 that the scores of the evaluation
metrics on the test set are proportional to the size of the
dataset, which indicates that the model obtained better
generalization after data augmentation, so the subsequent
experiments were conducted on the text augmentation
dataset.

-e structured data for this experiment consisted of two
data components. One part consists of data on the subject’s
demographic characteristics, medical history, and psycho-
metric scores, and the other part is derived from the brain
tissue volume data obtained by automated segmentation of
the subject’s MRI images. -is processing step is based on
the unsupervised segmentation method proposed by Leydig
et al. -e tissue of the brain MRI image is automatically
segmented into 138 volumes of cortical and subcortical
structures and segmented structures, and the volume data of
the patient’s brain tissue in the form of a data table is ob-
tained by reading the segmentation report. Figure 5 shows
the partially segmented brain tissue and its volume data,
with each column representing one brain tissue volume in
138 columns in cubic millimetres, and each row representing
a different subject sample. -e purpose of setting up the
brain tissue volume data is to replace the laboratory indi-
cator type data that were not available in the original ex-
perimental data for the experiment.

Since the two parts of the structured data were divided to
generate different information at different stages of the
diagnosis, the XGBoost algorithm was used to construct
separate classifiers for the two parts of the structured data. In
the classification model constructed for the structured data,
such as basic subject information, medical history, and
psychiatric examination, the objective function parameter
was set to “multi:SoftMax” to return the predicted categories
for the multiclassification task, and the metric was log loss
for the multiclassification classification task. After parameter
selection using grid search, the classification learning rate is
set to 0.085 (default value is 0.3), and a smaller learning rate
is found to have a better generalization effect by cross-
validation. To prevent overfitting, the random sampling
training sample ratio is set to 0.7 (default value is 1), which
increases the randomness and makes the training robust to
noise. In addition, the maximum depth of the tree is set to 3
(default value is 6) to reduce the complexity of the model.

It is used to measure the extent to which the content of
the scale measures what the researcher wants to study.-is is
mainly reflected by measuring face validity and dimensional
correlations, which are reflected in the correlation between
the dimensions, correlation between the dimensions and the
scale, and analysis by the scores of the dimensions and the
total scale. -e correlation coefficients of the entries in this
study ranged from 0.27 to 0.72 for the total scale scores and

from 0.59 to 0.72 for the dimensions concerning the total
scale, as shown in Figure 6.

It consists of exploratory factor analysis and validation
factor analysis. Usually, exploratory factor analysis can be
used to discover the potential common factors of a scale and
build a model based on a theory, and then, the validation
factor analysis can be used to verify whether the model is
consistent with the theoretical structure. In the present
study, exploratory factor analysis was conducted to obtain a
scale structure model with 25 items and five common factors
based on a presurvey, and then, a validation factor analysis
was applied to validate the existing scale structure model by a
large sample of clinical survey.

After standardizing the duration of treatment across
patients to the same time scale, more work is needed to
discover medication characteristics based on the needs of the
scenario, such as the duration of medication use in a par-
ticular patient group. -e time–density reduction approach
also has some negative effects, one issue being the distortion
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of absolute drug use, which means that the data processing
cannot be used to calculate or compare absolute drug use
across patients. In this case, we are still able to assess the
relative importance of drugs in different modalities. In the
previously mentioned example, the absolute number of days
of drug D use for patient A is less than the absolute number
of days for patient B, and patient A has a longer duration of
use than patient B after the extension.-is suggests that drug
D plays a more important role in the treatment of patient A
than in the treatment of patient B. Based on the desensitized
data, we extracted the medication information from the
electronic medical record text. In this process, we paid at-
tention to both the duration and frequency of medication
administration. -e occurrence of drug names in a patient’s
treatment record was the format of frequency and duration.
However, based on physician recommendations in this data
experiment, we ignored the frequency of medications used
during the day because the frequency is always related to the
extent of disease and the dose of themedication, which is less
important for clinical pathways and medication treatment
planning. -erefore, for each patient, the processed elec-
tronic medical record data were in the form of a time-
stamped medication list.

4.2. Results of Care Strategies for Hemodialysis Patients.
-e coefficients of variation of the importance of the in-
dicators at all levels of the first round of expert consultation
fluctuated from 0.00% to 20.94%, the coefficients of variation
of feasibility fluctuated from 7.93% to 32.17%, and the
Kendal coefficients of harmony fluctuated from 0.129 to
0.263. -e coefficients of variation of the importance of
indicators at all levels of the second round of expert con-
sultation fluctuated from 0.00% to 21.22%, the coefficients of
variation of feasibility fluctuated from 0.00% to 24.77%, and
the coefficients of Kendal harmony fluctuated from 0.301 to
0.460.

-e experts suggested that if the patients do not comply
with the healthcare instructions and self-monitoring, there
should be corresponding supervisory measures instead of
simply providing some instructions to the patients. -ere-
fore, combined with the expert’s opinions and the discussion
of the group, the following modifications were made. -e
platform can automatically detect whether patients view and
learn health guidance, and if patients do not complete health
guidance learning, the platform can remind patients to learn
until they finish.

-e report will be sent to the community healthcare, who
will contact the patient or family for supervision. If the
patient does not self-monitor on time, the patient will be
reminded to upload. If the patient has not been recorded for
a long time, the platform can report to the community
healthcare, and the community healthcare will supervise.
When patients view and study medical guidance on time,
regularly conduct health self-assessment, self-monitor daily
on time, and read health information, kidney circle release
news, and so on, they can get the corresponding points
reward, monthly for the top patients to give encouragement,
or certain material rewards, to enhance the user’s enthusi-
asm and user stickiness to use the extended care information
platform. Some experts suggest that the exercise situation of
patients should be evaluated regularly. Targeted exercise
guidance should be provided according to the exercise sit-
uation of patients, so the “A2-7 exercise evaluation” can be
added. -e exercise situation of patients can be evaluated
regularly by combining subjective and objective methods.
-e corresponding exercise prescriptions can be formulated
for patients according to the evaluation results, as shown in
Figure 7. Based on the assessment results, the corresponding
exercise prescriptions will be formulated for patients, as
shown in Figure 8.

Analysing Figure 8, compared with traditional method
1 and traditional method 2, the acceleration ratio and
parallel efficiency of the method in this paper are higher. In
case of increasing the number of cores, traditional method
1 computation time increases instead, leading to a sig-
nificant reduction in overall parallel efficiency, which is
mainly because traditional method 1 does not chunk the
health data stream, leading to an increase in communi-
cation overhead. When traditional method 2 is used, al-
though the computation time decreases to a certain extent
and the acceleration ratio increases to a certain extent
when the number of cores increases, the reduction in
parallel efficiency is significantly better than that of tra-
ditional method 1, and the overall computation perfor-
mance is significantly inferior to that of this paper. Using
this paper’s method can greatly reduce the parallel com-
putation time while achieving a good acceleration ratio
and parallel efficiency, and the parallel computation time is
significantly reduced when the number of cores increases,
mainly because this paper’s method processes the health
data stream in chunks, reduces the data scale and con-
dition number, enhances data convergence, reduces the
communication overhead, enhances the overall parallel
computation efficiency, and has superior computational
performance.
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5. Conclusion

Given the disease factors and the special nature of dialysis
treatment, maintenance haemodialysis often faces various
physiological or psychological problems, and comprehen-
sive and accurate extended care services are significant for
prolonging patients’ survival, improving their prognosis,
and enhancing their self-management ability and quality of
life. In this study, we constructed the content of a mobile
healthcare-based information platform for extended care of
maintenance haemodialysis patients through extensive lit-
erature reading, qualitative interviews, and expert corre-
spondence method and explored how to provide intelligent
extended care services for maintenance haemodialysis pa-
tients by using mobile healthcare information technology
and combining the hospital–community–home integrated

extended care model. -is study finalized the module
content system of the mobile medical-based extended care
information platform for maintenance haemodialysis pa-
tients through the expert consultation method, which
contains three primary indicators, 18 secondary indicators,
and 82 tertiary indicators. -e experts consulted had high
professional representativeness and authority, they were
well-motivated, and their opinions were coordinated and
concentrated. -e module content, thus constructed, was
scientific and reliable, which provided a basis for the next
development of the information platform and the promo-
tion of the R&D results.
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In this paper, through the study of elderly care, the method of equalizing the topological layout of the health care infrastructure
network is used for in-depth analysis. With the evaluation method of senior care facility fairness as the research base theory, the
analysis and evaluation of senior care facilities are carried out from two aspects of supply and demand fairness and spatial fairness,
and the problems and shortcomings of senior care facilities in terms of facility scale, spatial layout, service level, and policy
management are summarized. )is paper analyses the contradictory points of the nonequitable layout of urban senior care
facilities, to propose planning suggestions and optimization measures for the planning of the senior care service facility system. It
discusses the problems in the spatial layout of senior care facilities from the perspective of social equity, focuses on the needs of
urban disadvantaged groups, promotes the equalization of public services, and provides the theoretical basis and technical support
for the planning policy of urban public service facilities. )e study fully combines the theory of urban planning disciplines with
geographic information system technology, mathematical and statistical technology, and network data acquisition technology to
establish the evaluation of the spatial layout of senior care facilities based on social equity framework, to contribute to the planning
of similar urban public service facilities. It comes to make an integrated consideration of the supply content and scope of basic
public service facilities and check the gaps, which is conducive to improving the scientific and intensive nature of public resource
input according to local conditions andmore speed and provides some reference to the method of public service facility allocation.

1. Introduction

Whether the supply and demand of urban senior care fa-
cilities are balanced directly affects the efficient use of public
service resources, which in turn directly affects the fairness
of urban residents’ access to urban public services. )e
attractiveness of living space to people is multiplied by the
positive externalities of senior care service facilities, and
urban senior care facilities are highly clustered locally or in
specific areas due to the differences in living space, resulting
in the uneven spatial distribution of senior care facility
resources and uneven guarantee of senior care services
among different social groups, which generates the phe-
nomenon of polarization of facility layout [1]. )e aging
society is facing the contradiction of a large and fast-growing
elderly population, while the total supply of elderly services
is insufficient and unevenly distributed in space. )is has

resulted in a polarization of the layout of facilities, with a
surplus of facilities in rich areas and a lack of facilities in
disadvantaged areas. )erefore, it is necessary to introduce
the perspective of social equity in the evaluation of urban
senior care facilities, which not only is helpful to efficiently
promote the achievement of planning objectives but also can
help to better improve the content of planning, to find the
solution to the problem according to the evaluation results,
which is important for the rationality of planning, the
fairness of facility layout, and the real sense of realizing the
function of public policy of urban planning. It is important
for the rationalization of planning, the fairness of facility
layout, and the real realization of the public policy function
of urban planning [2].

Based on the current social development and the current
situation of senior care facilities, the shortcomings of the
traditional senior care model have gradually emerged, and
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although senior care facilities have become an important
supplement to senior care, there are indeed many defects in
their development [3]. )is paper explores the path of
constructing a fairness evaluation method for urban senior
care facilities based on the perspective of social equity,
compares the current situation of senior care, discusses and
summarizes the supply and demand equity and spatial
equity of senior care facilities, and provides planning
strategies and feasible opinions for senior care facilities to
create a better life for the elderly [4]. )e study compre-
hensively evaluates the social equity of the layout of senior
care facilities, explores the current layout problems, and
carries out a systematic and multi-dimensional compre-
hensive analysis of the layout of senior care facilities through
geographic information technology, web crawler analysis
technology, and mathematical statistics technology. As an
especially disadvantaged group, elderly people have the
characteristics of small activity range and low physical
ability, etc. )e study starts from the attributes of elderly
people, fully considers their living needs, analyses the
characteristics of their economic and social attributes, an-
alyses the fairness of urban elderly facilities with the Gini
coefficient and Lorenz curve as the research methods, and
establishes a social fairness-oriented theoretical framework
that can provide theoretical ideas for the fairness of other
facilities [5]. )e study provides some research ideas to help
the elderly to live happily and enjoy their old age. Com-
munity management is the basic content of urban man-
agement, while community service is an important part of
community management and is the external manifestation
of community management. With the development of so-
cialist market economy, the demand for community services
from most residents has become increasingly diversified and
the requirements for community services have become
higher and higher. With the advancement of urbanization
and social development changes, the community services of
the old communities built in the era of planned economy can
no longer meet the basic needs of residents. )is paper
analyses the current situation of community services in N
communities, discusses the problems of community service
construction, and proposes countermeasures and sugges-
tions for community service construction according to local
conditions.

)e maximum value realization of urban public services
is related to not only the content of the services themselves
but also the effective spatial allocation of the corresponding
facilities. )en, the spatial distribution and scale configu-
ration of public service facilities at different levels will di-
rectly affect the equalization and fairness of public service
facilities. Between regions and urban and rural areas, people
pursue parity, including public services and basic protection
that everyone can enjoy, and everyone’s basic rights and
interests can be respected and can develop freely, etc. While
emphasizing fairness, spatial justice also focuses on effi-
ciency and pursues the realization of holistic and long-term
benefits. Promoting the equalization of basic public services
is an important manifestation of spatial justice in social
development, such as public medical services, building a
multi-level medical and health care system covering urban

and rural areas, improving the coverage of medical insur-
ance, and guaranteeing the medical needs of residents. In
this context, the connotation of spatial justice theory has
been deepened and the application field has become more
and more extensive.

2. Related Work

In general, foreign developed countries inevitably must go
through three different stages of development, i.e., the
traditional life care institution stage, the nursing institution
stage, and the community care institution stage, etc. [6].
)ere are three trends in the choice of elderly care models in
developed countries: the “home-based elderly care” model in
which the family is the unit for elderly care, the “home-based
elderly care + institutional elderly care” model in which the
family is the main unit for elderly care and institutional care
is supplementary, and the “community care home-based
elderly care + institutional elderly care” model in which
“collective elderly care is the concept” [7]. According to Guo
et al., the needs of the elderly are an important criterion for
planning the location of elderly care facilities, and the level of
service, care capacity, and communication space greatly
influence the direction of elderly care facilities planning [8].
)e needs of the elderly are an important criterion for the
planning of elderly facilities, and the level of service, care
capacity, and communication space greatly influence the
direction of elderly facilities planning [9]. By analysing the
construction mode and service approach of day-care facil-
ities for the elderly in the UK, Di Nardo et al. concluded that
the layout of elderly facilities needs to rely on community
service centres, community elderly service facilities, com-
munity hospitals, and other community public service fa-
cilities, and the structure of the facilities should be based on
the core of the dining room or activity room, with several
segments of basic services, recreation and leisure, personal
care, and medical rehabilitation according to the nature of
different services [10].

Ngowi constructed a multi-objective school siting de-
cision model that includes the risk of tsunami hazard to the
plot, the sum of transportation cost of students to school, the
school service area under a certain threshold, and the
construction cost from the practical problem of sitting el-
ementary school in tsunami-prone areas of Sri Lanka and
used a non-dominated ranking genetic algorithm to obtain
the siting results [11]. In their study, Dr. Shabbir et al.
analysed the historical characteristics of the development of
population aging and the characteristics of elderly care in
different historical stages [12]. Neighbourhood mutual aid
networks are built based on geography, with the government
providing economic and policy support and volunteers and
social groups providing elderly care services, targeting
mainly the elderly living alone and the disabled [13]. )e
frequent interactions between members and their trusting
acquaintance create convenient conditions and a harmo-
nious atmosphere for the development of mutual aid [14]. In
addition to taking care of the elderly in a mutual help and
self-help way, the network also carries out various hobby
activities such as swimming, fitness, and dinner and
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popularizes the knowledge and skills of health care in the
process to improve the self-help ability of the elderly [15].
Neighbourhood mutual aid network not only plays a pos-
itive role in reconstructing the interpersonal network of the
community but also creates opportunities for widows,
widowers, and senior citizens to communicate with the
outside world, providing a platform to share the joy of life,
relieve the misery, and maintain an optimistic and open-
minded attitude, helping the elderly to spend their old age
positively and optimistically.

At the theoretical level, there are a lot of research results
on neighbourhood centres and living circles, and the dis-
tribution of the fields is relatively wide. As different models
of community service support, both have their advantages
and values, but there is a general lack of understanding of the
multiple connotations of neighbourhood centres and living
circles, and there is a gap in the comparative study of the two
models. Based on the public service needs of the elderly
population and data acquisition, we selected relevant indi-
cators and established the “15-minute living circle” public
service evaluation index for the elderly population aging in
place, used the population spatialization grid data to gen-
erate the community population centre of gravity, and used
web crawler technology to obtain the walking traffic cost
data. Based on these data, the “15-minute living circle” scope
of the community is generated to evaluate the distribution of
public services in the main urban area, identify the weak
points, and provide a better basis for the spatial layout and
planning of urban elderly care services.

3. Analysis of Health Care Infrastructure
Network Topology Layout Equalization for
Geriatric Care

3.1. Equalization Analysis of Medical Facility Network To-
pology Layout. Urban senior care facilities are the spatial
carriers of social senior care services, which need to have a
fixed place environment in urban space. At the same time, it
also needs a certain amount of space to be equipped with the
relevant teams and materials for the elderly service to ensure
the user experience, such asmedical teams and rehabilitation
places and catering teams and dining places.)us, the spatial
entities of urban senior care facilities exist in the urban space
in the form of points, with fixed locations and scattered
layouts, and users need to overcome spatial barriers through
transportation carriers to access the service resources of
senior care facilities [16]. As the core issue of urban gov-
ernment functions, the degree of perfection and meaning-
fulness of public services not only consider the government’s
ability to solve people’s livelihood problems, but also reveal
the value of government administration. )erefore, the
purpose and significance of studying the value of urban
public services are to correct the livelihood orientation of
government public services; to clarify the value criteria for
selecting, judging, positioning, and evaluating the governing
behavior and activities of urban governments; to shape the
value ideal of urban government public services; and to
reveal the value pursuit of urban government public services.

Urbanization brings relatively concentrated resources and
values to urban centres, which means that urban centres
have absolute advantages in terms of location and resources,
attracting urban residents to migrate to the centres. )e
migration of population raises the demand for housing in
the central area, resulting in higher land value and higher
development intensity, and the central area gradually be-
comes a business centre. )e construction of urban elderly
facilities is developing slowly, and in the process of urban
spatial differentiation, they are often squeezed by functional
blocks with better market efficiency. As a result, urban el-
derly facilities tend to be small in volume and large in
number in densely populated central areas and large in
volume and small in less densely populated areas, thus
forming a phenomenon that the distribution of elderly fa-
cilities cannot be coupled with the distribution of the ap-
plicable population.

)e mobility of UAVs causes the distance between any
two nodes in FANETs to vary with time, and the conven-
tional interference model can only obtain the cumulative
interference value at time t (called the instantaneous in-
terference value) [17], which does not accurately reflect the
current channel state. Also, the fast mobility makes it very
difficult for the UAV to obtain the state information of all
channels, and the instantaneous interference value can only
reflect the current channel state, so it is necessary to find a
method that can satisfy the variation of the distance between
nodes and accurately reflect the current channel state. )e
interference prediction method satisfies the requirement
well by calculating the average interference value in time t
based on the node’s movement model using the integration
idea.
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Using equation (1), the Signal-Interference Noise Ratio
(SINR) at node j can be obtained.
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where N denotes the ambient noise variance, which is
generally set as a constant. According to equation (2), the
average link capacity in interval t can be obtained.

Public goods theory is a basic theory of the new political
economy, which mainly studies how to properly deal with
the relationship between the government and the market
and how to transfer the history of government functions,
such as Home, Samuelson services marketization, and other
issues. Lindahl has made outstanding contributions to the
development of public goods theory; public goods have three
outstanding characteristics: the indivisibility of utility, non-
exclusivity of benefit, and non-competitive consumption,
compared with private goods, have distinctive opposing
characteristics [18]. Medical services are essentially public
goods, and their service targets and beneficiaries are citizens.
)e government and the market should improve and bal-
ance the service quality of medical facilities.)e government
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plays a vital role in changing the quality of medical services.
)e local medical level should be improved to provide high-
quality medical services for public welfare and to ensure the
sound operation of service facilities. How to ensure that
people enjoy high-quality medical services for public welfare
is a hot research topic, as shown in Figure 1.

Based on the service scope requirement of reasonable
accessibility, to meet the public service facility configu-
ration requirements of urban and rural integrated de-
velopment, it is also necessary to pay attention to the
efficiency of the use of supporting facilities. )e research
basis of the thesis is to make public service facilities meet
the configuration requirements of urban and rural areas
through the residents’ demand for public service facility
configuration, and to meet the living needs of internal
residents, thus enabling to improve the service efficiency
of the whole facility system. To facilitate the allocation and
assessment of resources, the administration usually
classifies the resources into uniform standards and sets the
corresponding standards, which can be based on the
theory of planned economic management and can be
inherited and is feasible in practice. )e elderly, on the
other hand, generally do not dare to easily purchase their
own medication for treatment when they are sick, but will
take the initiative to seek medical treatment. Since the
financial transfer payment mechanism to hospitals is not
yet perfect under the current medical system, there is a
serious information asymmetry between doctors and
patients, and medical professionals tend to use their in-
formation advantage to prescribe mid-to high-end drugs
to patients to boost their own income. )is makes medical
consumption in the city tend to favour the middle and
high level of medical consumption. However, it cannot
keep pace with the development of urbanization, nor can
it meet the needs of the residents, nor can it enrich and
improve the level of services based on the changes of the
residents’ facilities and life. )e optimal configuration of
public service facilities should be based on social reality
and human-oriented thinking, and the social attributes of
service settings should be incorporated into the spatial
layout to make it more humane in the process of use.

Cij � Wlog 20 + κi
j t|t0( 􏼁􏼐 􏼑,

P
ON1
ij � 1 − e

− 5rij − 1/si( )( ).
(3)

)e size of each packet is assumed to obey an exponential
distribution with a mean value of K bits. Each node
maintains a single queue and delivers the packets to the relay
nodes according to the first-come-first-served principle.
According to the conclusions obtained in [19, 20], when the
arrival process obeys a Poisson distribution and the service
process obeys an independent exponential distribution, the
average delay of links i, j at time t can be approximated as

Mij �
24κ

Cij − rij

. (4)

)e elderly service function is the characteristic attribute
of the elderly facilities, and different service contents and

forms of action are generated by different service functions
of various facilities, which in turn clarify the service targets,
service scope, and spatial level. )e senior care service
system under the concept of mutual aid senior care should
be based on the principles of “continuous care” and
“precise configuration” to provide precise and applicable
senior care services for the elderly with different physical
conditions and different senior care needs. As a spatial
entity, senior care facilities need to be built and landed, so
the support of space and environment is indispensable. )e
site selection and spatial layout of various facilities should
take full consideration of the building environment and its
surrounding influencing elements, and the physical con-
struction should be carried out in an orderly manner under
the condition that the environment meets the construction
conditions. )e construction of senior care facilities under
the concept of mutual aid senior care should consider the
undertaking with the mutual aid senior care mode and
meet the requirements of use. )e input supply of the
facility determines the starting point and height of the
facility construction, and the implementation of the con-
struction determines the input-output efficiency and the
actual supply efficiency of the facility. In the past, the
supply of rural public products depended on the govern-
ment’s financial allocation and villagers’ self-financing, and
the pressure of local finance and limited rural economy led
to the limited capital investment in rural senior care fa-
cilities. )erefore, under the concept of mutual aid elderly
care, the main body of input supply should be innovated to
improve the input-output efficiency and guarantee the level
and quality of facility construction on the ground, as shown
in Figure 2.

)e planning, construction, and management of senior
care facilities belong to the category of public facilities,
which are subject to the supervision and control of several
government departments. )e management and operation
of the facilities after the completion of construction is related
to whether the facilities can be used normally and whether
the senior care services can be provided. According to the
public facility operating body, senior care facilities can be
divided into public-run, privately run, public-private, and
privately run public facilities, etc. )e mutual aid senior care
facilities studied in this paper have public welfare attributes,
and their management and operation methods need to be
innovated to maintain the normal use and operation of the
facilities. )e elderly care facilities under the concept of
mutual aid are different from the traditional elderly care
facilities in that the elderly care service mainly relies on the
mutual care and companionship among the elderly and the
voluntary service of social forces, and the service quality is
more subject to the maintenance of emotion, responsibility,
and morality, which is unstable. )e first benefit is that
decentralized uniformity can reasonably save resources, the
second benefit is that all can get the service they deserve, and
the third benefit is that the quality of the service can be
maximized. )erefore, it is necessary to establish institu-
tional guarantee in the actual operation process and properly
handle the relationship between emotion and system to
ensure the quality of mutual-aid elderly care service level.
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From the previous review of the planning research on
neighbourhood centres and living circles, it can be seen that
the research results of the two studies show different ori-
entations: the research on neighbourhood centres mainly
explores several aspects of the neighbourhood centre model,
public service facility configuration and community business
model, pointing to the supply side of public or commercial
services such as government, public sector, and market,
while the research on living circles mainly explores several
aspects of territorial spatial structure. Although it also points
to the supply side, using the circle of life as the theoretical
basis means that the research is conducted from the demand
side, representing the interests of residents. )is orientation
also echoes the transformation direction of residential
planning-“people-oriented” as the core, community life
circle planning oriented to life services.)erefore, the author
believes that the neighbourhood centre model can corre-
spond to the supply side and the living circle model to the
demand side.

If equations (5) and (6) are established, the receive
operation starts to receive partition information from the
main process and initializes the subregion flow field.

D1 � w11x1 + 2w12x2 + 4w13x3, (5)

D2 � w21x1 + 2w22x2 + 4w23x3. (6)

Continuing with the unfinished calculations, the re-
ceived operational flow field is counted to obtain

V(i, j) � 􏽘
m,n

I(i + m − 2, j + n + 1) · K(m − 1, n + 1). (7)

It was found that the activity preferences of different
older people in rural areas in southern Jiangsu showed
common characteristics and individual differences. In terms
of common characteristics, we found that most of the elderly
in rural areas prefer to gather and communicate in crowded
places, tend to do activities according to their interests and
preferences, and show a higher enthusiasm for interaction
than middle-aged people, and show a preference for solitude
in semi-public spaces due to their questioning and resistance
to external things. In terms of individual differences, it was
learned during the visit that the elderly in rural areas of
southern Sudan would keep working and insist on self-
support as long as they were healthy, and their conditions
permitted. )e purpose of the study is to maximize the
homogeneity of public service areas and populations, and to
provide people with the most equal access to services. In the
survey on daily activities, most of the elderly still need to do
housework, farming, and other physical labour; daily leisure
activities are mainly focused on watching TV, planting
flowers, board games, and chatting, and cultural and rec-
reational activities are relatively monotonous. Many villages
have organized relatively good cultural and recreational
activities, but the elderly also expressed little interest.

3.2. Geriatric Care Design. )e family model of elderly care
based on blood ethics has a long history, where children are

the main providers of resource support for elderly care,
responsible for the elderly’s food, living, and spiritual care.
)e economic and social characteristics of the countryside
dictate that elderly people rely mainly on their children to
solve their senior care needs, which is one of the factors that
most elderly people choose to age in the family. During the
research, it was found that the elderly interviewed were most
concerned about two major issues: the first was the difficulty
in taking care of themselves due to old age and declining
physical functions; the second was that the elderly were
mostly worried about the difficulty in getting timely medical
treatment when no one was around in case of physical
emergencies or emergencies. Some elderly people say that
they have limited daily communication partners and mo-
notonous leisure activities, and they are often lonely and
despondent. All in all, the needs of senior care, health
protection, and spirituality in the family aging method are
highlighted. )e reason for this is that the population in
rural areas of southern Jiangsu is very mobile, and the
number of empty nesters is gradually increasing as the family
structure becomes smaller and more “nucleated,” and the
spatial distance makes it more difficult for children to take
care of the elderly, and the traditional intergenerational
support model is changing.)e traditional intergenerational
support model has changed and the support from children
has weakened, making it difficult to guarantee the quality of
elderly care in rural families. Empty nest families and elderly
people living alone are more likely to have a lonely mentality,
and elderly people who cannot take care of themselves
without the company of their children are at risk for their
health and safety.

According to the unified deployment of the district
committee and the district government, the district major
project office shall integrate all forces, rationally arrange
functions, and coordinate the coordination, scheduling,
promotion, supervision, and management of project con-
struction services. It is necessary to adopt an effective project
classification and packaging method, division of labor and
responsibility, and step-by-step implementation. Social in-
vestment, government investment, and competition for
funds are three types of packaging methods for large
projects. At the same time, it is necessary to coordinate the
project management with the District Transportation and
Urban Development Bureau, the District Water Conser-
vancy Bureau, the District Education Bureau, and the
District Commerce and Food Bureau.

)e community-based elderly care model, also known as
home care, where the main supply of elderly care resources
in the community and the elderly live at home and receive
relatively professional home care services or choose com-
munity care services, has played a good role in urban areas.
However, even in the economically developed rural areas of
southern Jiangsu, only 11% of the elderly people chose
community aging, mainly because they could receive care
without leaving their familiar living environment. )e main
reasons why the elderly do not prefer community-based
senior care are that they can take care of themselves, they do
not have time for farming, the cost, they must take care of
their grandchildren, and they do not know about it because it
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is not very popular. In rural areas, the concept of community
is different from that of modern urban communities, and the
organization and construction of a community-based senior
care model are still in their infancy in rural areas. Factors
such as limited resource conditions, lack of professional
caregivers, capital and facilities, and the fact that an efficient
management system has not yet been established all make
the community-based elderly care model currently un-
available in rural areas of Southern Sudan, as shown in
Figure 3.

All-age livable communities are urban communities for
all people of all ages to live in and live in for life. It is different
from traditional urban retirement communities that isolate
the elderly as a special group, but treats them equally as
people of other ages, thus achieving the development of
integrated social intergenerational relationships. )e inter-
generational relationship usually refers to the interpersonal
relationship between the elderly and young people, which
can occur both in the family and within the society. )e
development of intergenerational groups, such as the elderly
and young people, is often fragmented, and the increasing
miniaturization of family size makes it difficult to meet the
needs of intergenerational emotional exchange, knowledge
exchange, and life assistance. Localized senior care facilities
should take up the social responsibility of building an all-age
living environment in the community while focusing on the
care of the elderly.

In line with the construction concept of integration
with urban communities, setting up a regional exchange
space within a regionalized senior living facility creates
opportunities for people from different generations to
meet and communicate. )e elderly in the community not
only act as a one-way care recipient but also share their life
experience and skills with other groups such as young
people and children. As with the German “multigenera-
tional house” concept, many retired seniors in the com-
munity have expressed their willingness to serve other
intergenerational groups who join the facility on a vol-
untary and pro bono basis, and youth groups in the
community are willing to participate in the “multigen-
erational house” program. First, it is close to public spaces
and soft partitioning. )is allows for a large open space
that can accommodate all the elderly in the facility to
organize large events. Secondly, it is combined with the
public space. In the case of limited public space, it can be
combined with the dining room, rehabilitation training
area, or unit living room to achieve multi-functional use
of space and more efficient facility management. Separate
from other public spaces of the facility, it has the least
impact on the normal operation of other functions, as
shown in Figure 4.

)e elderly in the community can enjoy health man-
agement services at the community health service centre
where they live, specifically involving free health check-ups
(including general physical and auxiliary examinations),
lifestyle and health status assessments, and the resulting
establishment of a network health file [21]. At the same time,
the territorialized elderly facilities implanted in the com-
munity can also collect various types of information on the

elderly in the community containing their health status,
economic status, living condition, and willingness to provide
elderly services while providing services. On this basis, both
parties can further improve the information within the
community health management platform for the elderly.
Based on the real-time access to the health status of the
elderly in the management platform, the community pri-
mary medical institutions can make reasonable and effective
treatment plans for them, and enable the elderly to detect
diseases early and carry out treatment early, to prevent the
development of diseases and reduce the disability and death
rates; after obtaining the health records of the elderly
provided by the community health service centre, the elderly
facilities can also use them to guide and optimize the fa-
cilities’ care services for the elderly. )e health records
provided by community health service centres can also be
used to guide and optimize the content of care services
tailored to individual elderly people, thus improving the
accuracy of service positioning and the economy of oper-
ating costs.

Most of the existing buildings have a series of problems
such as poor structural stability, the mismatch between the
existing structure and new functional use, and limitation of
transformation diversity due to age and disrepair, failure to
consider future transformation flexibility at the beginning of
construction, and other factors. )erefore, the main struc-
ture optimization should be implemented based on the
overall composite seismic performance of the reinforcement
treatment, mainly using the paste steel plate (steel com-
ponents) and other dry construction methods for seismic
reinforcement. )e principle of paste steel plate reinforce-
ment method is to use adhesive to paste the steel plate on the
surface of the original member so that the steel plate and the
original structure form a new bearing system, and the steel
plate is involved in the force, to achieve the purpose of
reinforcing the concrete structure. Due to the development
level of rural areas in southern Jiangsu and the traditional
concept of rural elderly people, community and institutional
retirement are usually not widely recognized and accepted
by rural elderly people and are usually not the ideal choice.
With the continuous population migration, the population
structure will gradually evolve towards advanced aging, and
the situation will be more severe. )e economic and social
conditions and the construction level of rural areas in
southern Jiangsu are limited, and their elderly care foun-
dation is relatively weak. It is imperative to innovate the
elderly care model and explore new paths for elderly care in
the current context. )e mutual help elderly care model has
been explored in different forms in different parts, and the
current development is widely accepted by the elderly and
their families, and the development trend is good, which is
an effective elderly care model.

4. Analysis of Results

)e level of construction of community service support is
significantly related to the region. Old urban areas have been
built for a long time, and the development of various service
facilities is relatively complete, while new urban areas and
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Figure 3: Distribution of reasons for old-age maintenance.
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urban fringe areas are lagging in the construction of service
support due to factors such as short construction time and
distance from the city centre. )erefore, no matter from the
total score of community services in each region or the score
of public and commercial services in each region, the old city
communities are far more than the communities in the other
two types of regions in terms of score. However, through
field research and visits, it is found that the old city also has
problems such as overpopulation, shortage of land, the aging
physical environment of service facilities, and limited space
for landing and expansion of new service facilities, as shown
in Figure 5.

However, at the same time, the living space differenti-
ation makes the shared use of service facilities a major
difficulty. For example, commercial houses are located close
to urban villages, and commercial houses adopt fully closed
management, so the service facilities located inside the
community are only open for use by the residents of the
community, which is not conducive to improving the effi-
ciency of the facility utilization, increasing the difficulty and
pressure of facility supply, and even easily sowing the hidden
danger of social differentiation. Moreover, the large scale of
the neighbourhood is also the reason for the lack of sharing
of community service facilities, such as the closed neigh-
bourhoods in the form of commercial houses.)e large scale
of the neighbourhood means that there is not enough space
for roads and alleys, and there is a lack of space for service
facilities, especially commercial service facilities, and the
service facilities are clustered in blocks to form small-scale
service circles, and the service scope only involves the
surrounding small-scale residential areas. However,
according to the research and interviews, it has the problem
of attaching importance to the construction of street-level
facilities but not enough community-level facilities. )e
number of facilities within the boundary is much higher than
the number of facilities within the community. )e com-
munity-level facilities can better take care of the needs of the
elderly, children, the disabled, and other disadvantaged
groups for short-time travel and convenient use, better meet
the sense of service access and experience of community
residents, and are more conducive to service sharing and
neighbourhood construction within the community.
)erefore, it is necessary to focus on the construction of
community-level service facilities in the hierarchical setting
of service facilities.

As Figure 6 shows the evaluation chart, unlike other
public service facilities, in the East Lake Scenic Area, the
community coverage rate of parks and green squares and the
coverage rate of the elderly population both reach 100%, and
the elderly population has sufficient space for activities. Also,
the highest area only reached 73.80% and 75.70%, while the
lowest area, Jingkai, only reached 38.46% and 59.68%,
leaving much room for improvement. Development coor-
dination index: there are five zones higher than 1, including
1.36 points in the East Lake Scenic Area zone, and the lowest
0.36 in the Jingkai zone. )e overall imbalance index is 3.95,
which is the lowest among all facilities because each park
green space in the East Lake Scenic Area covers a larger area,
but there are not many of them, so the gap is not widened.

From a horizontal perspective, summarizing the basic
data of each street, extra-large senior care facilities can serve
only 4 settlements, and small and medium-sized senior care
facilities can serve 19 and 18 settlements, respectively, which
shows that the distribution equity of extra-large senior care
facilities is the worst; through the visualization results, we
can find that extra-large senior care facilities provide a large
amount of effective service area of senior care facilities for
the settlements they serve, thus with the settlements that
cannot be served. )ere is a huge quantitative difference;
medium-sized senior care facilities provide the widest ser-
vice coverage for the region, with 50% of the residences
being served by more than half of the effective service area of
medium-sized senior care facilities; small senior care service
facilities provide relatively fewer services overall, but in some
residences, they perform better in terms of the effective
service area provided compared tomedium-sized senior care
facilities.)e remaining settlements have one or two types of
facilities to choose from, as shown in Figure 7. Among them,
the residents of Hexing Road Street have the highest service
area per capita of 19.22m2/person, while the residents in
Lujia Street have the lowest, with only 1.06m2/person.

At the same time, it is suggested that the centrally located
facilities can improve the accessibility of senior care services
through door-to-door mutual aid services, improved
transportation conditions, and shuttle bus transportation
services so that the senior care services in administrative
villages can radiate to natural villages and natural village
senior care services can radiate to residential groups,
forming a full-coverage network system of rural senior care
facilities, especially for the aging villages where the land is
sparse; this way can effectively expand the coverage of senior
care facilities. Establishing a comprehensive mechanism for
expressing social interests and guiding the masses to express
their interest demands in a rational and legal form is the
primary link to improve the coordination mechanism for
social interests. To establish a perfect mechanism for
expressing interests, it is necessary to give full play to the
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functions of existing channels for expressing interests and to
open new channels for expressing interests according to the
development and changes of interest groups. )e coverage
area of senior care facilities can be effectively expanded,
especially for the aging villages with sparse land. )e spatial
layout of senior care facilities under the concept of mutual
aid senior care should be flexible and precise and should not
be limited to the establishment of a standard system but
should take the integration with actual needs as the first
factor. Rural areas can be flexibly laid out and set up under
the premise of satisfying the site selection requirements and
the needs of the elderly and the reasonable use of resources.
)e following are some suggestions for the layout of ad-
ministrative villages, natural villages, and residential groups
for elderly facilities, as shown in Figure 8.

Also, cultivating a free and democratic social atmosphere
and constructing a perfect interest expression and feedback
mechanism in the current urban-rural context can help
strengthen the basic right to survival and development of
rural residents, as well as improve the human living envi-
ronment, maintain social stability, and guarantee the ra-
tional political participation of villagers. )e available rural
locations have many options and are also less expensive
compared to urban areas, so they are easier to layout.
Guiding rural residents to rationally and accurately express
their actual needs, give feedback on the effectiveness of
construction, and expand the depth and breadth of public
participation can not only assist the government in
strengthening the accuracy of decision-making, but also help
alleviate social conflicts, coordinate the balance of interests,
and stimulate rural residents’ enthusiasm to participate in
the construction and enhancement of public utilities, as well
as promote the development of rural planning and con-
struction in a scientific and rational direction. In terms of
configuration standards, a flexible and adaptable allocation
standard system is proposed for the use characteristics of
various types of elderly facilities, optimizing the “one-size-
fits-all” mechanical allocation means and making up for the
gaps in the basis for the allocation of elderly facilities. In

terms of spatial layout, it breaks the solidified idea of cen-
tralized layout mode and adopts the embedded layout mode
of “large centralized and small scattered,” which improves
the effective coverage and service accessibility of the facilities
and creates convenient conditions for the elderly to use. In
terms of mechanism guarantee, the innovative organization
and operation mechanism expands the sources of support
for the elderly, relieving the pressure of the government’s
one-dollar supply and the dilemma of the weak rural elderly
foundation; by improving the interest expression and
feedback mechanism, the interaction between the villagers
and the government and the planners and builders is pro-
moted, and the accuracy of the facility supply and the
timeliness of the feedback of the construction effectiveness is
enhanced; by establishing the information management
service platform, the comprehensive elderly care cost is
reduced and the level of the facility service and management
is improved. At the same time, it improves the service level,
management efficiency, and supervision of the facilities.

5. Conclusion

)ere are certain correlations and differences in planning
research and planning practice, and both are important as
models of community service support in terms of their
supply and demand. Neighbourhood centres and living
circles hold different positions. Neighbourhood centres are a
coordinated means for planning elites, city managers, and
service providers to provide quality public and commercial
services to urban communities, and their paths are top-down
planning conduction, focusing more on the supply side;
living circles, on the other hand, are concepts introduced
into the planning community from geography, which are
essentially behavioural space planning, and the subject of
behavioural activities is people. )e core of the living circle
model is people-oriented, starting from the daily activities
and living needs of urban residents, and its path is a bottom-
up expression of demands, with more emphasis on the
demand side. )e construction mode of the “new

Pre-layout A�er layout

Residence location
Medical facilities

Figure 8: Changes in spatial layout distribution.
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neighbourhood centre” needs to clarify the new character-
istics of the neighbourhood centre in the context of the living
circle, and there is an interactive relationship between the
neighbourhood centre and the living circle. )e connotation
and scope of application of the new neighbourhood centre
have been expanded. Neighbourhood centres can organize
spatial elements in an integrated manner and become a
platform or carrier for the coordination and co-construction
of multiple parties; adopting a differentiated spatial orga-
nization and construction mode, neighbourhood centres
adopt a mixed, composite, and shared spatial organization,
corresponding to “functional building clusters,” “one-stop
complexes,” “one-stop complexes,” “one-stop complexes,”
and “one-stop complexes.” )e construction modes of “one-
stop complex” and “embedded service space” are adopted;
diverse types of functional combinations are adopted, such
as medical and health care, cultural and sports, commercial,
comprehensive, and innovative neighbourhood centres.
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