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Mathematical control of complex systems have already
become an ideal research area for control engineers, mathe-
maticians, computer scientists, and biologists to understand,
manage, analyze, and interpret functional information/
dynamical behaviours from real-world complex dynamical
systems, such as communication systems, process control,
environmental systems, intelligent manufacturing systems,
transportation systems, and structural systems. This special
issue aims to bring together the latest/innovative knowledge
and advances in mathematics for handling complex systems.
Topics include, but are not limited to the following: control
systems theory (behavioural systems, networked control
systems, delay systems, distributed systems, infinite-dimen-
sional systems, and positive systems); networked control
(channel capacity constraints, control over communication
networks, distributed filtering and control, information the-
ory and control, and sensor networks); and stochastic sys-
tems (nonlinear filtering, nonparametric methods, particle
filtering, partial identification, stochastic control, stochastic
realization, system identification).

We have solicited submissions to this special issue from
control engineers, electrical engineers, computer scientists,
and mathematicians. After a rigorous peer review process, 31
papers have been selected that provide overviews, solutions,
or early promises, to manage, analyze, and interpret dynami-
cal behaviours of complex systems. These papers have covered
both the theoretical and practical aspects of complex systems

in the broad areas of dynamical systems, mathematics, statis-
tics, operational research, and practical engineering.

This special issue starts with two survey papers on the
recent advances of recursive filtering (sliding mode design)
for networked nonlinear stochastic systems and distributed
filtering (fault detection) for sensor networks. Specifically,
in the paper entitled “Recent advances on recursive filtering
and sliding mode design for networked nonlinear stochastic
systems: a survey” by J. Hu et al,, the focus is to provide a
timely review on the recent advances of the recursive filtering
and sliding mode design for nonlinear stochastic systems
with network-induced phenomena. The network-induced
phenomena under consideration include missing measure-
ments, fading measurements, signal quantization, probabilis-
tic sensor delays, sensor saturations, and randomly occurring
nonlinearities. The recent developments of the network-
induced phenomena are first summarized. Various filtering
and sliding mode design for nonlinear stochastic systems are
reviewed in great detail and some interesting yet challenging
issues are raised. Latest results on recursive filtering and slid-
ing mode designs for discrete-time nonlinear stochastic
systems with network-induced phenomena are reviewed.
Subsequently, a bibliographical review is provided in “A
survey on distributed filtering and fault detection for sensor
networks” by H. Dong et al. on distributed filtering and fault
detection problems over sensor networks. The algorithms
employed to study the distributed filtering and detection
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problems are categorized and then discussed. In addition,
some recent advances in distributed detection problems for
faulty sensors and fault-events are also summarized in great
detail. Finally, some concluding remarks are drawn and the
future research challenges for distributed filtering and fault
detection for sensor networks are pointed out.

During the past decades, the problems of performance
analysis of complex systems have received significant research
attention. In the paper entitled “Numerical optimization
design of dynamic quantizer via matrix uncertainty approach”
by K. Sawada and S. Shin, a numerical optimization method
is proposed for the continuous-time dynamic quantizer
under switching speed and quantized accuracy constraints.
The design problem is discussed via sampled-data control
framework and the case of temporal and spatial resolution
constraints can be addressed in analysis and synthesis, simul-
taneously. Also, a new insight is presented for the two-step
design of the existing continuous-time optimal quantizer. The
performance monitoring and reliability analysis is discussed
in “Performance reliability prediction of complex system based
on the condition monitoring information” by H. Wang and
Y. Jiang. Aircraft engine performance degradation process is
described by using the Wiener process to forecast aeroengine
performance reliability taking the condition monitoring
information into account. The proposed method integrates
the performance monitoring and reliability analysis into one
framework by making full use of a variety of condition
monitoring information. In the work entitled “The method
of Lyapunov function and exponential stability of impulsive
delay systems with delayed impulses” by P. Cheng et al., the
problem of exponential stability is studied for a class of
general impulsive delay systems with delayed impulses. By
using the Lyapunov function method, some Lyapunov-based
sufficient conditions are derived to ensure the exponential
stability. Their applications to linear impulsive systems with
time-varying delays are also proposed, and a set of sufficient
conditions for exponential stability is provided in terms
of matrix inequalities. The problem of global asymptotic
stability is investigated for 2D discrete F-M systems with state
saturation and time-varying delays in “Stability analysis of
state saturation 2D discrete time-delay systems based on F-
M model” by D. Chen and H. Yu. By constructing a delay-
dependent 2D discrete Lyapunov functional and introducing
a nonnegative scalar based on a row diagonally dominant
matrix, a sufficient condition is proposed to guarantee the
global asymptotic stability of the addressed systems by solv-
ing the linear matrix inequalities (LMIs). In the work entitled
“Impulsive vaccination SEIR model with nonlinear incidence
rate and time delay” by D. Li et al., a new impulsive vacci-
nation SEIR epidemic model with time delay and nonlinear
incidence rate is established. A sufficient condition is given
to guarantee the stability of the disease-free periodic solution
and the persistence of the model. Subsequently, in the paper
entitled “Synchronization of complex dynamical networks with
nonidentical nodes and derivative coupling via distributed
adaptive control” by M. Shi et al,, the distributed adaptive
learning laws of periodically time-varying and constant
parameters are designed and the distributed adaptive control
is constructed.
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The design of various controllers has long been the main
stream of research topics and much effort has been made
for complex systems. In the paper entitled “H, control of
pairwise distributable large-scale TS fuzzy systems” by A.
Filasova and D. Krokavec, the partially decentralized control
problems are studied for pairwise distributable large-scale TS
fuzzy systems. Sufficient conditions are presented to ensure
the stability and H_, performance. Subsequently, in the
work entitled “Stabilization of a class of stochastic nonlinear
systems” by N. Noroozi et al., two nonlinear controllers are
given and applied to a guidance system in stochastic setting.
Firstly, an adaptive control law for the guidance system is
presented. Secondly, a robust finite-time control scheme is
proposed to stabilize a class of nonlinear stochastic sys-
tems such that the closed loop system is stable. A new
approach for self-triggered control is proposed in “Self-
triggered model predictive control using optimization with
prediction horizon one” by K. Kobayashi and K. Hiraishi
from the viewpoint of model predictive control (MPC). The
difficulty of self-triggered MPC is explained. Accordingly,
the one-step input-constrained problem and the N-step
input-constrained problem are formulated and solved. In the
paper entitled “Robust H, control for discrete-time stochastic
interval system with time delay” by S. Yu et al., the robust H,
control problem is investigated for discrete-time stochastic
interval system with time delay. By constructing appropriate
Lyapunov-Krasovskii functional, sufficient conditions are
given to ensure the existence of the robust H,, controller
for addressed systems. By employing the Takagi-Sugeno (T-
S) fuzzy linearization approach, the linear parameter varying
(LPV) gain scheduling control problem is studied in “State-
feedback H control for LPV system using T-S fuzzy lineariza-
tion approach” by Y. Hu et al. By constructing the piecewise
parameter-dependent Lyapunov function, the LPV T-S fuzzy
gain scheduling control law is designed. In the paper entitled
“H,, control for two-dimensional Markovian jump systems
with state-delays and defective mode information” by Y. Wei
et al.,, the problem of H_, control is discussed for a class
of two-dimensional (2-D) Markovian jump linear systems
(MJLSs) with state-delays and defective mode information.
An extended model predictive control algorithm is given in
“LMI-based model predictive control for a class of constrained
uncertain fuzzy Markov jump system” by T. Yang and H. R.
Karimi to address the problem of constrained robust model
predictive control. By introducing two external parameters,
new upper bounds on arbitrarily long time intervals are
derived and less conservative results are given. In the work
entitled “Active control of oscillation patterns in the presence
of multiarmed pitchfork structure of the critical manifold of
singularly perturbed system” by R. Vrabel et al., the possibility
of control of oscillation patterns is analyzed for nonlin-
ear dynamical systems without the excitation of oscillatory
inputs. A general method is developed for the partition of
the space of initial states to the areas allowing active control
of the stable steady-state oscillations. The implementation of
pair-wise decomposition is discussed in “Coordinated control
for a group of interconnected pairwise subsystems” by C.
Ma and X.-B. Chen for an interconnected system with
uncertainties. The proposed controller scheme is applied on
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a four-area power system to illustrate the effectiveness of the
main results.

In the past decades, the issues of filter design and fault
detection have received considerable research interests and
have found successful applications in a wide range of practical
engineering domains. In the paper entitled “Robust H,
filtering for a class of uncertain Markovian jump systems
with time delays” by Y. Yang and J. Lu, the problem of
robust H filtering is studied for a class of uncertain time-
delay systems with Markovian jumping parameters and
norm-bounded time-varying parameter uncertainties. The
robust filter is designed in “Finite-frequency filter design
for networked control systems with missing measurement”
by D. Ye et al. for networked control systems (NCSs) with
random missing measurements. A finite-frequency stochas-
tic H,, performance is given and a sufficient condition
is derived to guarantee desired performance. In the work
entitled “Intermittent fault detection for uncertain networked
systems” by X. He et al., the robust fault detection prob-
lem is studied for a class of discrete-time networked systems
with multiple state delays and unknown input. Polytopic-
type parameter uncertainty in the state-space model matrices
is considered. A novel measurement model is employed
to account for both the random measurement delays and
the stochastic data missing (package dropout) phenomenon.
By converting the addressed robust fault detection problem
into an alternative robust H_, filtering problem of a cer-
tain Markovian jumping system, a sufficient condition for
the existence of the desired robust fault detection filter is
presented. The work entitled “Adaptive fault detection with
two time-varying control limits for nonlinear and multimodal
processes” by . Li et al. is concerned with the two time-varying
control limits design used for on-line fault detection for the
multimode and nonlinear process. Mahalanobis distances
among samples and super ball domains of mean and variance
of samples are computed by a just-in-time (JIT) approach
to reduce and update the training data set as queries being
detected. In the paper entitled “Fault diagnosis for linear
discrete systems based on an adaptive observer” by ]. Liu
et al., a fault diagnosis algorithm is developed to estimate
the fault for a class of linear discrete systems based on
an adaptive fault estimation observer. An observer gain
matrix and adaptive adjusting rule of the fault estimator are
designed. The proposed adaptive regulating algorithm can
guarantee the negativity of the first order difference of a
Lyapunov discrete function so that the observer is ensured
to be stable and fault estimation errors are convergent. The
problem of robust fault-tolerant tracking control is studied in
“Adaptive finite-time control for a flexible hypersonic vehicle
with actuator fault” by J. Wang et al. Simulation on the lon-
gitudinal model of a flexible air-breathing hypersonic vehicle
(FAHV) with actuator faults and uncertainties is conducted.
An adaptive fault-tolerant control strategy is presented based
on practical finite-time sliding mode method such that the
velocity and altitude track their desired commands in finite
time with the partial loss of actuator effectiveness. The
adaptive update laws are used to estimate the upper bound of
uncertainties and the minimum value of actuator efficiency
factor.

Over the past decades, the applications of various control
schemes have received considerable research interests. In
the work entitled “An overview of distributed energy-efficient
topology control for wireless adhoc networks” by M. J. Abbasi
et al., most recent energy efficient topology control algo-
rithms in WSNs and adhoc network are classified and studied.
The topology control aims of the existing algorithms are
characterized into three main types: energy efficiency, net-
work capacity, and energy balancing. The most famous and
recent topology control algorithms based on their features are
reviewed and compared in each goals category. In the paper
entitled “Proportional derivative control with inverse dead-
zone for pendulum systems” by J. Rubio et al., a proportional
derivative controller with inverse dead-zone is proposed for
the control of pendulum systems with dead-zone inputs. By
using the Lyapunov analysis, the asymptotic stability of the
proposed technique is guaranteed. Based on the hot rolling
process, a load distribution optimization model is established
in “Load distribution of evolutionary algorithm for complex-
process optimization based on differential evolutionary strategy
in Hot Rolling Process” by X. Yang et al. The rolling force ratio
distribution and good strip shape are integrated as two indi-
cators of objective function in the optimization model. The
evolutionary algorithm for complex-process optimization
(EACOP) is introduced. The paper entitled “Nonlinear robust
control of a hypersonic flight vehicle using fuzzy disturbance
observer” by L. Zehngdong et al. is concerned with a novel
tracking controller design for a hypersonic flight vehicle
in complex and volatile environment. The attitude control
model is constructed with multivariate uncertainties and
external disturbances. The nonlinear disturbance observer
is introduced to estimate the influence of uncertainties and
disturbances on the flight control system. Also, fuzzy theory
is adopted to improve the performance of the nonlinear
disturbance observer. By analyzing the topology of China
Education and Research Network, it can be concluded that
it is different from the common Internet in several aspects as
in “Study of evolution model of China education and research
network” by G. Mao and N. Zhang. The evolution model of
the complex directed network is established which reflects
some main characteristics of China Education and Research
Network. In the work entitled “On the multipeakon dissipative
behavior of the modified coupled Camassa-Holm model for
shallow water system” by Z. Shen et al., the dissipative
property is taken into account for the modified coupled
two-component Camassa-Holm system after wave breaking.
Based on the obtained global dissipative solutions to the
modified coupled two-component Camassa-Holm system,
the dissipative multipeakon solutions are constructed. In the
paper entitled “Analysis of the degradation of MOSFETS in
switching mode power supply by characterizing source oscilla-
tor signals” by X. Zheng et al., the focus is on the detection of
incipient faults and on analyzing aging. The wiretap channel
with action-dependent states and rate-limited feedback is
established in “Wiretap channel with action-dependent states
and rate-limited feedback” by X. Yin et al. The capacity-
equivocation region and secrecy capacity of such a channel
are obtained.
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A novel fault detection method is proposed for detection process with nonlinearity and multimodal batches. Calculating the
Mahalanobis distance of samples, the data with the similar characteristics are replaced by the mean of them; thus, the number
of training data is reduced easily. Moreover, the super ball regions of mean and variance of training data are presented, which not
only retains the statistical properties of original training data but also avoids the reduction of data unlimitedly. To accurately identify
faults, two control limits are determined during investigating the distributions of distances and angles between training samples to
their nearest neighboring samples in the reduced database; thus, the traditional k-nearest neighbors (only considering distances)
fault detection (FD-kNN) method is developed. Another feature of the proposed detection method is that the control limits vary
with updating database such that an adaptive fault detection technique is obtained. Finally, numerical examples and case study are

given to illustrate the effectiveness and advantages of the proposed method.

1. Introduction

Fault detection has been one focus of recent efforts since
there existed a growing need for the quality monitoring
and safe operation in the practical process engineering [1-
4]. The objective existences of dynamic change, multiple
modes, and nonlinearity pose serious challenges for fault
detection proceeding in most of the process engineering,
such as semiconduction process [5-8]. Hence, an effective
and adaptive fault detection technology is worth investigating
in order to deal with these obstacles.

Note that nonlinear PCA method [9] dynamic PCA [10]
have been reported to be used for tackling dynamic and
nonlinear process. Following them, [11] investigated the fault
detection for nonlinear systems based on T-S fuzzy-modeling
theory. Reference [12] investigated the nonlinear systems
modeling and fault detection for electric power systems.
However, the aforementioned methods fail to work well for
the dynamic systems with nonlinearity together with multiple
modes. Recently, [5, 6, 13-15] proposed some detection

techniques to jointly address the nonlinear, multimodal, and
dynamic behaviors of systems. References [5, 6] applied KNN
rule and improved PCA-kNN to fault detection for semicon-
ductor manufactory process with nonlinear and multimode
behaviors. Reference [14] proposed an adaptive local model
based on the monitoring approach for online monitoring of
nonlinear and multiple mode processes with non-Gaussian
information. Reference [15] proposed a data-based just-in-
time (JIT) SPC detection and identification technique, where
the distance was calculated and checked every time when
fault detection was conducted. Reference [13] reduced and
updated training database, and it presented JIT fault detection
method.

Note that it is the key how to determine the scale of
reduced database for precise fault detection. However, to the
best of the authors’ knowledge, how to reduce and update
the training samples set to lighten the computation load and
realize high detection performance has not been investigated
fully to date. Moreover, there are data drift and shift as
well as circumstance disturbance involved in the practical
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engineering application such that originally normal data may
be mistaken for fault, or vice versa. Time-varying control
limits design is a potential approach used to overcome the
above-mentioned negative factors, while few results have
been available in the literature so far, which motivates the
present study.

This paper is concerned with the two time-varying
control limits design used for online fault detection for
the multi-mode and nonlinear processes. The key idea is
that Mahalanobis distances among samples and super ball
domains of mean and variance of samples are first computed
by a JIT approach to reduce and update the training data
set as queries being detected. Then, two control limits are
computed in terms of both kNN distance and kNN angle
rules such that we can accurately identify whether the current
data is normal or not by on-line approach. It is worth pointing
out that two control limits vary according to the updating
database such that an adaptive fault detection technique that
can effectively eliminate the impact of data drift and shift
on the performance of detection process is obtained. Several
distinguished differences from the existing solutions to deal
with fault detection for industrial processes with nonlinear
and multi-mode behaviors are given below.

(1) Compared with [5, 6], FD-KNN method is improved
in the sense of the stochastic characteristic (mean) of
training samples’ angles to their k-nearest neighbor-
ing training samples being investigated to calculate
control limit. Thus, two control limits are derived,
which is the significant contribution in this paper.

(2) Different from [15], we propose a new fault detection
framework used to reduce and update database, as
well as vary control limits. Note that [5, 6] are not also
focused on this framework.

(3) There exist two significant differences from [13]. The
first one is that the method of reducing training
database. Here, two thresholds are proposed to con-
trol the reduction of data. The second one is that two
time-varying control limits used for detecting fault
are presented, while only one time-varying control
limit is derived in [13].

This paper is organized as follows. An algorithm of reduc-
ing training database is presented in Section 2. Section 3 is
dedicated to describe the on-line fault detection method.
Section 4 presents the results of experimental simulation.
Conclusions are stated in Section 5.

2. Reducing the Training Data Set

In this section, we will describe a technique of reducing the
training data set.

The need for reducing training samples in database
originates from the need to reduce calculation load and cost
expenditure for fault detection. However, the key is how
to control the reduction degree, while guaranteeing high
detection quality. Here, we try to utilize the property that the
closer the Mahalanobis distance between two samples is, the
more similar their basic features are. The basic idea is that
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the two data with the closest Mahalanobis in database are
searched and substituted for the mean of them [16], and this
process is repeated until both mean of samples and variance
of samples exceed a specific threshold. Let X denote the
training data matrix with n samples (rows) and m variables
(columns), meanwhile, X also represents the raw data set
that consists of n samples. The detailed algorithm is given as
follows.

Algorithm 1. One has the following.

Step 1. Let Z(nxm) = X(nxm)and V = (v,-j) = ((x; - Ei)'(xj—
Ej) /(n — 1)) denote the covariance matrix of X, where x; and
xj (i,j = 1,2,...,m) are the stochastic variables, and those
means are denoted by X; and X ;, respectively.

Step 2. Calculate the variance and mean of samples as Vy =
Vii Vo V) and My = [X, X,---X,,]", where
v;; denotes the sample variance corresponded to stochastic
variable x; (i = 1,2,...,m).

Step 3. For each sample, we calculate the Mahalanobis dis-
tances between it and all of the other samples stored in data
set Z, and we define a Mahalanobis distance matrix MD(n x
n) = (mdl-j), where md,»j (i,j = 1,2,...,n) represents the
Mahalanobis distance between sample i and sample j.

Step 4. The minimum and nonzero element in each raw in the
matrix MD is searched and all of them construct a row vector
v (1 x n). Moreover, we record the place (column number) of
each minimum element in each row, and they are placed in
a row vector p(1 x n). Based on it, finding out the minimum
value in v(1 x n), and if its place in v(1 x n) is i and No. i
element is j in vector p(1 X n), then md;; is the minimum
value in the matrix MD(nx ), which means the Mahalanobis
distance between the sample i and the sample j is the closest
in training data set.

Step 5. Leting M = Z, the sample i is replaced by the mean of
the sample i and the sample j, and the sample j is deleted;
thus, the matrix Z is reduced a row. Similar to Step 2, the
variance V, and mean M, of samples Z are calculated,
respectively. Set a threshold ¢, if the variance and mean of
samples Z belong to the € super ball domain of the variance
and mean of samples X; that is, [M, - Mx| < eand |V, -
Vil < & return to Step 3, where 0 < € < 1; otherwise, M is
the simplified data SET. Exit.

Remark 2. Note that the two similar samples are replaced by
the mean of them based on Mahalanobis distance; however,
the statistical characteristics of samples will remain essen-
tially unchanged since the threshold ¢ that bounds the ranges
of mean and variance-centered super ball domains limits the
reduction degree of training data. Obviously, the smaller the
threshold ¢, the fewer the samples deleted, and then good
detection results may be obtained since mean and variance
of raw data change less. However, too much data will have
heavy load on both storage cost and computation. Therefore,
we advise that a proper small threshold should be determined
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based on the compromise of lower cost and higher detection
performance. Obviously, Algorithm 1 is a kind of logical and
promising way of reducing training data.

Remark 3. As a matter of fact, our approach has obviously
extended the methods used to reduce database in [13, 16] in
the sense that the changes of mean and variance of raw data
set are limited inside two specific super ball domains. Few
changes in mean and variance of raw data set guarantee that
the statistical characteristics of raw data are unchanged to
some level.

3. Detection Method

The basic principle of the proposed fault detection method
in this paper is that the trajectory of an incoming normal
sample is similar to the trajectories of training samples that
consist of normal data, which means that the trajectory
of an incoming fault sample must exhibit some deviations
from the trajectories of normal training samples [5, 6].
In other words, the distance between a fault sample and
the nearest neighboring training samples must be greater
than a normal sample’s distance to the nearest neighboring
training samples, and a fault sample’s angle with the nearest
neighboring training samples must also be greater than a
normal sample’s angle with the nearest neighboring training
samples. Therefore, if we can determine the distribution
of training samples’ distances to their nearest neighboring
training samples and the distribution of training samples’
angles with their nearest neighboring training samples, we
can define two control limits for given confidence levels. A
query is considered abnormal if its distance to its nearest
neighboring training samples is beyond the control limit CL,
or the control limit CLy. Otherwise, the query is normal.

In this section, we will give two fault detection methods.
One is that queries are identified with fixed control limits as
shown in Figure 1. In Figure 2, the other scheme in which
control limits are updated along with normal query updating
database also can be seen.

3.1. Fault Detection with Fixed Control Limits
(A) Offline Model Building
Algorithm 4. One has the following.

Step 1. Seti = 1 choose positive integers k,, k,, and s denotes
the number of data in the reduced database Q.

Step 2. Find k, neighbors with the nearest distance and k,
neighbors with minimum angle for sample i in the database
Q, respectively.

Step 3. Calculate the squared distances between sample i and
its k; nearest neighbors and the angles between sample i and
its k, neighbors.

Step 4. Calculate the mean X; of these squared distances and
the mean 0; of these angles.

Query Detection ———>

—>| Process

Reduced
database

Database

FIGURE 1: Fault detection with fixed control limits.

Query
J, Fault
>
Detection

Normal
update

—>{ Process

Reduced
database

Database

FIGURE 2: Fault detection with varying control limits.

Step 5. Seti =i+ 1.1fi < s, go to Step 2; otherwise, go to Step
6.

Step 6. Estimate the cumulative distribution functions of X;
and 6; to obtain CL; and CL,,.

Remark 5. At Step 2, Euclidean distance is used since it is
simple and easy, but any other distance is also suitable for the
method proposed. For the choice of k; and k,, an alternative
approach is to try several different values of k; and k, on
historical data and choose the values that give the best cross-
validation [5, 6].

Remark 6. Two control limits CL; and CL, proposed in this
paper are determined in terms of cumulative distribution
functions for given confidence levels, which means that the
mean values of vast majority squared distance and angles
based on kNN rule for the normal samples do not exceed it.
For example, 95% control limit means a value within which
95% of population of normal operation data (calculated mean
values) are included. Here, 95% is called confidence level
based on probability and statistical theory.
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Calculate the distances between the
query and its k; -nearest neighbors

in the reduced data set

Calculate the angles between the
query and its k, -nearest neighbors

in the reduced data set

Calculate the mean
M, of the above

Calculate the mean
M, of the above

squared distances angles
—
No
Update
Yes
Fault
Normal
Update
Reduced data
set )

Calculate the distances between each
sample and its k;-nearest neighbors
and angles between each sample and
its k,-nearest neighbors
in the reduced data set

Calculate the mean
X; of these squared
distances and the
mean 0; of these
angles

Estimate the cumulative
distribution functions of

X; and 6; to obtain the new
CL; and CL,

FIGURE 3: Flow chart of proposed method with varying.

(B) Online Detection
Algorithm 7. One has the following.

Step 1. Calculate the squared distances between the query
i (i = 1,2,...) and its k;-nearest neighbors and the angles
between it and its k, neighbors in the reduced data set Q.

Step 2. Calculate the means of the above squared distances
and angles.

Step 3. The query is abnormal if the means are beyond either
CL, or CL; otherwise, this query is normal. i = i + 1, return
to Step 1.

3.2. Fault Detection with Varying Control Limits. Firstly, we
perform Algorithm 4 to obtain two control limits CL; or CL,
based on the reduced training data. Next, we continue to
carry out Algorithm 8 that is obtained by rewriting Algorithm
7.
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FIGURE 4: Training dataset (a) and left data under thresholds € = 0.01 (b), € = 0.015 (c), and € = 0.02 (d).

Algorithm 8. One has the following.

Step 1. Calculate the distances between the query i (i =
1,2,...) and its k,-nearest neighbors and the angles between
it and its k, neighbors in the reduced data set Q.

Step 2. Calculate the means of the above squared distances
and angles.

Step 3. The query is abnormal if the means are beyond either
CL, or CL,; then, i = i + 1, return to Step 1. Otherwise, this
query is normal and it can be put into the reduced database
to updated database Q.

Step 4. Continuing to perform Algorithm 1and Algorithm 4,
the new CL,; or CL, are calculated. i =i + 1, return to Step 1.

More detailed implementation of Algorithm 8 is shown
in Figure 3.

Remark 9. Obviously, time-varying control limits obtained
by recalculating control limits when the new detected normal
data are added into database can reduce the effect of drift
and shift or circumstance disturbance on fault detection,
compared with the fix control limit [5, 6, 15]. However, it may
also increase computation complexity and cost expenditure.
It should be pointed out that Algorithm1 is implemented
once the on-line detection process is completed as shown in
Algorithm 8. Thus the updated database can be reduced, such
that the low cost of storage and high fault detection quality
can be guaranteed simultaneously.

Remark 10. Compared with [5, 6,9-13,15], the technique that
reduces and updates training data set is a main contribution
in this paper. More importantly, as shown in Figure 3, the
varying control limits can be derived such that the adaptive
fault detection can eliminate the impact of data drift and shift
on the quality of fault detection to some extent. Moreover, we
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make use of two control limits to identify faults; it is natural
that detection performance is better by the method proposed
in this paper than that obtained in [5, 6].

Remark 11. Note that the database is updated by on-line
approach and confidence limits of statistics used for detecting
faults are also time-varying in [14]. For the sake of compari-
son, we give two differences. One is that the database is not
only updated but also reduced during detection process. The
other is that models of systems are not constructed, and two
controls limits are presented by investigating the statistical
characteristics.

Remark 12. In fact, the difficulties posed by nonlinearity,
dynamic changes, and multiple modes of control process on
fault detection have been addressed explicitly by the detection
method proposed, which comes as no great surprise, since
the kNN technique (handling nonlinearity and multiple
modes), the on-line detection, and update scheme (adapting
to dynamic changes) are integrated.

4. Numerical Examples

In this section, two examples are given to show the effective-
ness of the proposed fault detection technique. In Example 1,
firstly, we give the results of reducing training data set under
different thresholds and the main aim is to show the effect of
thresholds on the number of reducing training data; secondly,
we not only verify the effectiveness of the detection method
proposed in this paper for nonlinear process but also illustrate
that faults can be identified better under two control limits
than one control limit; in addition, comparative results are
given to show the advantages of this paper. In Example 2, we
verify the effectiveness of proposed detective technique under
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multiple modes. More importantly, the advantage of dynamic
and varying control limit can be shown.

Example 1. Consider the following dominant nonlinear and
single process mode:

X = x; + noise. 1

(A) Reduction of Training Data under Different Thresholds.
60 normal runs are operated for verifying the method of
reducing training data set. Here, three thresholds € = 0.01,
€ = 0.015, and € = 0.02 are set, corresponding to which
Table 1 gives the number of left samples in the reduced data
set, and the upper bounds of distance deviations between
mean and variance of left data and those of the training data
can also be seen in Table 1. Figure 4 shows the training data
set and the reduced data set under different thresholds.

As shown in Table 1 and Figure 4, the left data become
less and less and distance deviations of mean and variance
increase with the threshold increasing. Then, a small thresh-
old is favorable in order that the characteristics of training
data is retained leading to better detection results. To clearly
describe the reducing data process, we give Figures 5-7. In
Figure 5, the red star denotes the mean of training data, and
blue stars with dashed line describe the changes of means of
training sample during reducing process under threshold € =
0.02. Similarly, Figures 6 and 7 show the changes of variance
of sample under the aforementioned threshold. Moreover, the
circular regions (when the dimension of sample exceeds 3, we
use the supper ball regions) with radius of 0.02 are shown in
Figures 5 and 7, respectively.

(B) Verification of the Detection Method Proposed and
Comparison with Relevant Results. Continuing to operate
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TaBLE 1: Reduction of Database.

Thresholds Left data M, — M| [V, =Vl
0.01 57 0.0103 0.0015
0.015 48 0.0173 0.0036
0.02 34 0.0261 0.0092

the system (1), we obtain 300 normal data used for train-
ing data, 5 normal runs used for validation, and 10 faults
introduced and all of these data are shown in Figure 8.
Some necessary parameters used in Algorithms 1 and 4 and
obtained results are given in Table 2. Here, two confidence

270
--- Circle + Left training
—— Control limit of angles * Validation
—— Control limit of A Fault

squared distances

FIGURE 9: Fault detection by the method in this paper.
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FIGURE 10: Fault detection by kNN method [5].

TABLE 2: Summary of parameters in Example 1.

€ k, k, CL, CLy Left data
0.01 5 5 4.8628e — 004 0.5510 268

levels 99% and 85% are chosen to obtain the CL; and CL,.
The detection result by the method in this paper is presented
in polar coordinates shown in Figure 9. Clearly, the normal
data should belong to the area enclosed by the polar axis,
a ray with polar angle CLg and polar radius CL; based on
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Algorithm 7, and the data outside the area are faults. It should
be pointed out that faults that do not appear in Figure 9 have
exceeded the display extent. From Figure 9, all of faults are
accurately identified. Simulation results presented illustrate
that defection performance does not suffer degradation by
virtue of the reduced data set, which will contribute to saving
storage space and reducing the computational complexity.
Figures 10 and 11 show the detection results by the method
proposed in [5, 13], respectively. In Figure 10, fault 3 is
identified as normal and faults 1, 3, and 4 are mistaken
for normal data in Figure 11. The single control limit based
on the nearest distances is used in [5, 13] to detect data,
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while two control limits obtained by utilizing the distribu-
tions of k-nearest distances and smallest angles are used
in detective process in this paper. By comparison with the
methods in [5, 13], the advantage of the detective technique
with two control limits over one control limit is obvious.

Example 2. Considers the following bimodal cases [5, 6]:

(A) x; = 2x, + noise,
2)

(B) x; = 1.5x, + 6 + noise.
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FIGURE 15: Fault detection by the proposed method.

The above two cases are operated to produce 200 normal
data, respectively, and continue to be operated to produce 10
faults that are used for the defection, respectively. Moreover,
the first case is operated to produce 10 normal data and 50
normal data are produced in operating the second case, then
the total 60 normal data are used for validation. All data are
given in Figure 12. Similar to Example 1, both k; and k, are
set to be 10, and the confidence level is chosen as 99% and
90% to calculate the CL; and CLy, respectively. Threshold
€ 0.03 is set. When validations are detected, data set is
updated and reduced, and control limits are also updated.
At last, 299 normal samples are left to use for fault detection.
The detection results by the proposed method in this paper
is presented in Figures 13 and 14. As shown in Figures 13 and
14, control limits CL; and CLg are updated as the validations
are identified and all of faults are identified correctly. Note
that the normal sample 13 used for validation is correctly
identified, while it is mistaken for fault under the fix control
limit (similar to [15]), which illustrates the advantage of the
varying control limits.

5. Case Study

In this section, all of data used for training and validation are
produced from an AL stack etch process that was performed

on a commercial scale Lam 9600 plasma etch tool at Texas
Instrument, Inc. [17]. It is well known that AL stack etch
process is characterized by the multiple modes and nonlin-
earity, and it is usually accompanied by data drift and shift. By
Algorithm 8, the control limits CL; = 7.8537e+09 and CLg =
1.5165 are calculated, respectively. Changing training data, 5
faults are obtained. Figure 15 shows the detection results by
the proposed method in this paper. One can clearly see that
almost all of validations are identified as normal data and all
of faults exceed the control limit CL,. This case illustrates the
effectiveness of the proposed method.

6. Conclusions

This paper studies an adaptive fault detection method faced to
process engineering with nonlinear and multimodal behav-
iors. The main idea is as follows: firstly, the training database
is reduced and updated by on-line approach to lighten storage
load and obtain varying control limits; next, two control
limits are determined by investigating the distributions of
the kNN squared distances and kNN angles of normal
samples to guarantee high quality of detection. The developed
FD-KNN method based on local neighborhoods naturally
handles process nonlinearity and multimodal environment.
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We highlight that two control limits are actively adjusted by
on-line approach to overcome effect of drift and shift on the
quality of detection. Thus, queries can be identify as correctly
as possible. Finally, numerical examples and case study are
given to illustrate the effectiveness and advantages of the
proposed method. With the development of signal estimation
technology of networked nonlinear stochastic systems [18-
20], on-line and adaptive fault detection methods for these
systems based on updated database will be discussed in the
future.
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In recent years, theoretical and practical research on large-scale networked systems has gained an increasing attention from multiple
disciplines including engineering, computer science, and mathematics. Lying in the core part of the area are the distributed
estimation and fault detection problems that have recently been attracting growing research interests. In particular, an urgent
need has arisen to understand the effects of distributed information structures on filtering and fault detection in sensor networks.
In this paper, a bibliographical review is provided on distributed filtering and fault detection problems over sensor networks. The
algorithms employed to study the distributed filtering and detection problems are categorised and then discussed. In addition, some
recent advances on distributed detection problems for faulty sensors and fault events are also summarized in great detail. Finally,
we conclude the paper by outlining future research challenges for distributed filtering and fault detection for sensor networks.

1. Introduction

11. Sensor Networks. Sensor networks have recently been
undergoing a quiet revolution in all aspects of the hard-
ware implementation, software development, and theoretical
research. In addition to the universal attributes of complex
networks, sensor networks do possess their own characteris-
tics due mainly to the large number of inexpensive wireless
devices (nodes) densely distributed and loosely coupled over
the region of interest. The past decade has seen successful
applications of sensor networks in many practical areas
ranging from military sensing, physical security, and air
traffic control to distributed robotics and industrial and
manufacturing automation. Accordingly, theoretical research
on sensor networks has gained an increasing attention from
multiple disciplines including engineering, computer science,
and mathematics. Lying in the core part of the area are
the distributed estimation and filtering problems that have
recently been attracting growing research interests.

For distributed estimation/filtering problems, the inher-
ently asynchronous sensor network is comprised of a large

number of sensor nodes with computing and wireless com-
munication capabilities, where the nodes are spatially dis-
tributed to form a wireless ad hoc network and every node
has its own notion of time. Each individual sensor in a
sensor network locally estimates/filters the system state from
not only its own measurement but also its neighbouring
sensors’ measurements according to the given topology. The
possible complexity of such a topology poses many challenges
for scientists and engineers, and it is difficult to analyse
these networks thoroughly with currently available estima-
tion/filtering algorithms. Therefore, there is an urgent need
to research on modelling, analysis of behaviours, systems
theory, estimation, and filtering in sensor networks. Numer-
ous fundamental questions have been addressed about the
connections between sensor network topology and dynamic
properties including stability, controllability, robustness, and
other observable aspects. However, some major problems
have not been fully investigated, such as the behaviour of
stability, estimation, and filtering for sensor networks with
incomplete/imperfect/stochastic topology, as well as their
applications in, for example, distributed signal processing.
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Sensor networks have already become an ideal research
area for control engineers, mathematicians, and computer
scientists to manage, analyze, interpret, and synthesize func-
tional information from real-world sensor networks. Sophis-
ticated system theories and computing algorithms have been
exploited or emerged in the general area of distributed sensor
networks, such as analysis of algorithms, artificial intelli-
gence, automata, computational complexity, computer secu-
rity, concurrency and parallelism, data structures, knowledge
discovery, DNA and quantum computing, randomisation,
semantics, symbol manipulation, numerical analysis, and
mathematical software. This survey aims to bring together the
latest approaches to understanding, estimating, and filtering
complex sensor networks in a distributed way. The references
discussed in this paper include, but are not limited to the
following aspects of sensor networks: (1) systems analysis of
distributed sensor networks; (2) distributed parameter identi-
fication of sensor networks; (3) robustness and fragility anal-
ysis of distributed sensor networks; (4) methods and algo-
rithms for sensor network dynamics; and (5) distributed esti-
mation and filtering with limited communication constraints.

1.2. Distributed Filtering. Over the past ten years or so, the
sensor networks (SNs) have proven to be a persistent focus of
research attracting an ever-increasing attention in the areas
of systems and communication. A typical sensor network
is composed of a large number of spatially distributed
autonomous sensor nodes and also a few control nodes,
where each sensor has wireless communication capability as
well as some level of intelligence for signal processing and
for disseminating data [1-7]. The development of sensor net-
works was originally motivated by military applications such
as distributed localization, power spectrum estimation, and
target tracking problems. With recent intensive research in
this area, sensor networks have a wide-scope domain of appli-
cations in areas such as environment and habitat monitoring,
health care applications, traffic control, distributed robotics,
and industrial and manufacturing automation [1-3, 8, 9].

As one of the most fundamental collaborative infor-
mation processing problems, the distributed filtering or
estimation problem for sensor networks has gained particular
concerns from many researchers and a wealth of the literature
has appeared on this topic; see, for example, [10-19] and
the references therein. For distributed filtering problems, the
information available on an individual node of the sensor
network is not only from its own measurement but also from
its neighboring sensors’ measurements according to the given
topology. As such, the main difficulty in designing distributed
filterslies in how to cope with the complicated coupling issues
between one sensor and its neighboring sensors and how to
reflect such couplings in the filter structure specification.

1.3. Distributed Fault Detection. On another research front,
the fault detection problem has been an active field of
research for the past decades because of the ever increasing
demand for higher performance, higher safety, and reliability
standards [20-33]. In sensor networks, sensor nodes have
strong hardware and software restrictions in the light of
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processing power, memory capability, battery supply, and
communication throughput, and faults are likely to occur
frequently due to the low cost and the uncontrolled or even
harsh environment where the sensor nodes are deployed. It
is thus indispensable for the sensor networks to be able to
detect, locate the faulty sensor nodes, and take actions to
exclude them from the network during normal operation
in order to ensure the network quality of service. Recently,
some localized and distributed generic algorithms have been
addressed in wireless sensor networks and a number of results
about the distributed fault detection and fault tolerance have
been published in the literature.

1.4. Structure of the Survey. The focus of this paper is to
provide a timely review on the recent advances of the
distributed filtering and fault detection issues for sensor
networks. The rest of this paper is outlined as follows.
In Section 2, the related results in the area of distributed
filtering for wireless sensor networks are reviewed. The study
contains a classification of different methods concerning
distributed filtering. A comparison of different approaches
is briefly summarized. Section 3 discusses the distributed
fault detection problems over sensor networks. Both the
distributed faulty sensors detection and distributed fault-
event detection are carried out and explained separately. In
Section 4, we give some concluding remarks and also point
out some future directions.

2. Distributed Filtering for Sensor Networks

2.1. Traditional Kalman Filtering Approach. In recent years,
the distributed filtering problem for sensor networks has
received a fast growing research interest and some efficient
distributed filtering/state estimation algorithms have been
available in the literature; see, for example, [10, 11, 34-39] and
the references therein.

The available algorithms, which can estimate stationary
signals with low-cost and track nonstationary processes with
reduced complexity, have a variety of engineering applica-
tions such as battlefield surveillance and target tracking. For
example, a distributed Kalman filtering (DKF) algorithm has
been introduced in [38] through which a crucial part of the
solution is utilized to estimate the average of n signals in
a distributed way. Accordingly, this elegant algorithm has
been developed in [34-36, 40, 41] with different sensing
models and dynamic consensus protocols. The notion of
distributed bounded consensus filters has been introduced
in [19] and the convergence analysis has been conducted
for the corresponding distributed filters. In [14, 17, 42], the
optimal distributed estimation algorithm has been proposed
to adaptively update the weights for minimizing the estimated
mean-square error. The diffusion-based Kalman filtering and
smoothing algorithm has been established in [10, 11], where
the information is diffused across the network through a
sequence of Kalman iterations and data aggregation. In mul-
tisensor linear systems, several efficient algorithms including
the centralised sensor fusion, distributed sensor fusion, and
multialgorithm fusion to minimize the Euclidean estimation
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error of the state vector have been presented in [43, 44].
In [45-47], the distributed particle filtering algorithm has
been investigated as a response to offload the computation
from the central unit as well as to reduce converge cast
communication. References [48, 49] have introduced the
maximum-likelihood approach in order to achieve the best
possible variance for a given bandwidth constraint.

Looking into the issues discussed above, it can be
observed that most available literature concerning the dis-
tributed filtering problems have been mainly limited to
the traditional Kalman filtering theory that requires exact
information about the plant model.

2.2. Robust and/or H,, Filtering Approach. In the presence
of modeling errors, parameter uncertainties, and external
disturbance, it is difficult to ensure the robustness of the
traditional Kalman filters especially when the unavoidable
parameter drifts or external disturbances occur. Note that
the robust performance of the available distributed filters
has not been paid adequate research attention despite its
clear engineering significance. In this sense, it is of great
significance to include the robust and/or H_, performance
requirements for the distributed filtering problems.

Very recently, a new distributed H -consensus perfor-
mance has been defined in [50] to quantify bounded con-
sensus regarding the filtering errors over a finite horizon, the
distributed filtering problem has been addressed for a class
of linear time-varying systems in the sensor network, and the
filter parameters have been designed recursively by resorting
to the different linear matrix inequalities. The H-consensus
performance presented in [50] has been utilized in [39] to
deal with the distributed H_, filtering problem for a class of
polynomial nonlinear stochastic systems in sensor networks.
Subsequently, the desired distributed H_, filters have been
designed in terms of the solution to certain parameter-
dependent linear matrix inequalities. A stochastic sampled-
data approach has been addressed in [16] to investigate the
distributed H, filtering in sensor networks. In [51], an H,-
type performance measure of disagreement between adjacent
nodes of the network has been included and a robust filtering
approach has been proposed to design the distributed filters
for uncertain plants.

2.3. Filtering with Incomplete Information. It is worth noting
that most reported results concerning the distributed filter-
ing/estimation algorithms are for linear and/or deterministic
systems. Since nonlinearities are ubiquitous in practice, it is
necessary to consider the distributed filtering problem for
target plants described by nonlinear systems. On the other
hand, distributed filtering in a sensor network inevitably suf-
fers from the constrained communication and computation
capabilities that would degrade the network performances.
It is well known that, accompanied by the rapid devel-
opment of network technologies, the network-induced phe-
nomena have been thoroughly investigated for filtering
and control problems of networked systems [13, 21, 52-
73]. Considering the case that the occurrence of incom-
plete information in sensor networks is more complex and

severer due primarily to the network size, communication
constraints, limited battery storage, strong coupling, and
spatial deployment, the distributed filtering problem has
been investigated in [74-76] for several classes of nonlinear
stochastic systems over lossy sensor networks. The issue of
average H_ performance constraints has been brought up in
[74], and then the distributed H filtering problem has been
investigated for system with repeated scalar nonlinearities
and multiple probabilistic packet losses. Moreover, in [75],
the distributed filtering problem has been further extended
to the nonlinear time-varying systems with limited commu-
nication. The lossy sensor network suffers from quantization
errors and successive packet dropouts that are described
in a unified framework. A new distributed finite-horizon
filtering technique by means of a set of recursive linear matrix
inequalities has been proposed to satisty the prescribed
average filtering performance constraint.

In addition, the distributed H, filtering problem has
been investigated in [76] for a class of discrete-time Marko-
vian jump nonlinear time-delay systems with deficient statis-
tics of modes transitions. In [77], a new approach has been
proposed in virtue of the solvability of certain coupled
recursive Riccati difference equations (RDEs) to deal with
the distributed H,, state estimation problem for a class of
discrete time varying nonlinear systems with both stochastic
parameters and stochastic nonlinearities.

3. Distributed Fault Detection for
Sensor Networks

Wireless sensor networks (WSNs) are a multihop self-
organized network system through wireless communication
in which the failed nodes may decrease the service quality
of the entire WSNs and create huge burden to the limited
energy. In recent years, a growing number of efforts have been
focused on the development of the fault detection methods
for sensor nodes.

In [78], the online model-based detection of sensor
faults has been first investigated by the cross-validation-based
technique in which statistical methods are utilized to identify
the sensors that are most likely to be faulty. This technique is
centralized and can be applied to a broad set of fault models.
A distributed fault detection scheme for sensor networks has
been proposed in [79] to identify the faulty sensors, where
each sensor node makes a decision based on the comparisons
between its own sensing data and neighbors’ data. The
scheme, however, has the shortcoming of reducing the fault
detection accuracy in the case that the number of neighbor’s
nodes to be diagnosed is small. In [80], an improved dis-
tributed fault detection algorithm based on weighted average
value has been addressed by defining a new detection crite-
rion to remedy the shortcoming that mentioned above. The
scheme detects the sensor fault using spatial and time infor-
mation simultaneously, where each sensor node identifies its
own status based on local neighbor’s average sensed data with
some thresholds, hence maintaining low false alarm rate.

By using the spatial correlation of sensor measurements,
a weighted median fault detection scheme has been intro-
duced in [81] to detect the faults in WSNs. Reference [82]



has studied the problem of designing a distributed fault-
tolerant decision fusion in the presence of sensor faults,
where sensor fault detection scheme has been put forward
to eliminate unreliable local decisions when performing
distributed decision fusion. In [83], an agreement-based fault
detection mechanism has been presented to detect cluster-
head failures in clustered underwater sensor networks. Fur-
thermore, a schedule generation scheme for a cluster head
has been introduced to generate the transmission schedule
of the forward and backward frames. The distributed fault
detection problem has been investigated in [84] for WSNs,
where each sensor node discerns its own status in view of
local comparisons of sensed data with some thresholds and
transfers the test results. It is well known that the basic idea
of the distributed fault detection methods for sensor nodes is
to check out the failed nodes by exchanging data and mutually
testing among neighbor’s nodes in this sensor networks.

It is worth pointing out that, apart from the development
of distributed fault detection methods for sensor nodes, the
distributed fault-event detection, which serves as a much
more useful application in a sensor network, has also received
much research attention. In [85], a distributed Bayesian
fault recognition algorithm has been presented to solve the
fault-event detection problem in sensor networks, where
the randomized decision scheme and the threshold decision
scheme have been used to derive analytical expressions for
their detected performance. The proposed algorithm has the
superiority of being completely distributed and localized
each node by obtaining the information from neighboring
sensors in order to make its decisions. A localized fault
identification algorithm has been proposed in [86] to identify
the faulty sensors and detect the reach of events in sensor
networks, where each sensor node compares its own sensed
data with the median of neighbors’ data in order to determine
its own status. In [87], a fault detection scheme for an
event-driven wireless sensor network has been addressed
by using an external manager, which can perform more
complex functions compared to the sensor nodes. In [88],
a fault-tolerant energy-efficient detection scheme has been
presented to introduce the sensor fault probability into the
optimal event detection process. For a given detection error
bound, the minimum neighbors are selected to minimize the
communication volume during the fault correction. It is also
noted that the proposed distributed fault detection methods
for sensor networks have a widely application fields such as
the management of a reservoir [89] and integration of supply
networks [90].

4. Conclusions and Future Work

In this paper, we have discussed and reviewed results, mostly
from relatively recent work, on the problems of distributed
filtering and fault detection for sensor networks. The various
distributed filtering and fault detection technologies over
sensor networks have been surveyed in great detail. Based
on the literature review, some related topics for the future
research work are listed as follows.

(i) A trend for future research is to generalize the meth-
ods obtained in the existing results to the distributed
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filtering and fault detection problems for nonlinear
stochastic complex networks systems with randomly
occurring incomplete information.

(ii) The nonlinearities considered in the existing results
have some constraints that may bring somewhat
conservative results. An additional trend for future
research is to investigate the distributed filtering and
fault detection problems for the general nonlinear
systems for sensor networks.

(iii) Another future research direction is to further inves-
tigate the problems of nonparametric and robust
sequential distributed detection for sensor networks.

(iv) The techniques such as conditional statistical tests
and multivariate procedures in the presence of non-
parametric hypotheses can be applied fruitfully in
distributed fault detection applications.
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A wireless ad hoc network is composed of several tiny and inexpensive device such as wireless sensor networks (WSNs) which have
limited energy. In this network energy, efficiency is one of the most crucial requirements. Data transmitting in minimum power
level is one way of maximizing energy efficiency. Thus, transmission power level of nodes should be managed in a smart way to
improve energy efficiency. Topology control is one of the main algorithms used in a wireless network to decrease transmission
power level while preserving network connectivity. Topology control could improve energy efficiency by reasonably tuning the
transmission power level while preserving network connectivity in order to increase network capacity and lifetime. In pursuit of
energy efficiency and connectivity, nodes can be selfish and are conflicting with each other. Therefore to overcome the conflict,
game theory is used to construct energy efficient topology, as well as minimizing energy consumption. In this paper, the main goal
and most recent energy efficient topology control algorithms in WSNs and ad hoc network are classified and studied according to

their specific goals.

1. Introduction

Wireless sensor networks (WSNs) are a particular type
of ad hoc network, in which the nodes are autonomous.
These nodes are tiny devices equipped with communication
component, data computation, and sensing capability [1-3].
In this type of network, each node collects information from
the target area and sends this information to a sink, through
a multihop communication network. A wireless network
consists of hundreds to thousands nodes, which are deployed
either inside the target area or very close to the target area.
Upon an event happening or during monitoring sessions, the
wireless nodes will collect and report this information to the
sink node for further analysis.

These wireless networks can be used for many important
applications such as health care, intrusion detection and
plants control, weather monitoring, security and tactical
surveillance, disaster monitoring, and ambient conditions
detection [1, 4]. As an example, in forest fire early detection
system [5], wireless temperature and smoke wireless nodes
are installed in the forest to detect fire or smoke in its

early stage, without deploying complicated wired structures.
Another application is in a battlefield, a soldier can be aware
of the status of friendly troops or the availability of equipment
by their information collected from wireless networks [6].

Energy efliciency is one of the main requirements in
sensor networks [7]. Nodes in wireless sensor network are
powered with limited energy resource for variety of applica-
tions and thus have limited lifetime. Therefore, the energy
resource of sensor nodes must be managed efficiently to
improve the network lifetime. Moreover, sensor nodes are
equipped with storage device, communication radio, and
computation device, all of which are powered with limited
battery provision. Thus, it is mandatory that every node be
energy efficient; this not only maximizes the node’s lifetime
but also maximizes the network performance. Designing
an energy efficient algorithm for the desirable network
performance is necessary.

Wireless networks performance can be enhanced by
designing energy efficient algorithm. One way for maximiz-
ing energy efficiency is transmitting data with minimum
power level. Topology control (TC), that is, the study of how



to adjust each node power level so as to increase network
goals, is an algorithm used to improve network performance.
In topology control, sensor network is abstracted as graph
consisting of sets of wireless nodes and communication
links between these nodes. The role of a topology control
algorithm is to dynamically adjust transmission power level
of defined set of neighbor nodes for each node. The aim is
to construct eflicient networks and satisfy energy efficiency,
energy balancing, and network connectivity. By minimizing
transmission power level, nodes collaboratively set their opti-
mal transmission range instead of maximum transmission
level and TC helps constructing energy efficient topology,
thereby improving network lifetime. The most important
challenges in topology control are briefly summarized below.

(1) Fully Distributed Control. In many scenarios, nodes, which
execute a task selfishly to save energy, are expected to work
unattended in remote geographic areas under critical envi-
ronmental conditions. Therefore, topology control method
should adopt a fully distributed control structure [8, 9].

(2) Transmission Power Selection. Deploying several hundreds
to thousands of inaccessible and unattended wireless nodes,
which are prone to failures, makes topology control as an
ambitious task. Each node selects its own power range while
preserving network connectivity by topology control [10-12].
This act must not intervene the formal service in the wireless
networks and the system must be enough node degree to
increase the network real-time packet delivery and adaptive
to select transmission power range.

(3) Energy Balance Topology Control. In wireless network,
each node chooses nodes with higher residual energy to
minimize the energy consumption of nodes with low residual
energy, even though more power is needed [13-15]. Hence,
the constructed topology must have the properties such as
balanced energy consumption.

(4) Energy Efficient Topology Control. Despite the capacity
of battery, wireless networks should operate for a relatively
long period of time, since it might be impossible to recharge
or replace node batteries. The lifetime can be improved
by utilizing the energy-efficient topology control algorithms
[16-18].

From the above discussion, clearly good research is
necessary to address topology control problem. Hence, dur-
ing topology control, it is desired to obtain the minimum
transmission power levels of the nodes while preserving
the network connectivity capability. Although, the minimum
transmission power levels of network is important during
topology process, the energy efficiency and energy balance
across the topology control should be maintained during the
operation.

In wireless network, nodes act selfishly and conflict
with each other in pursuit for energy efficiency and con-
nectivity [19-21]. If the nodes select lower transmission
range, the constructed topology will be disconnected. In
reverse, if nodes select high transmission power level, the
interference among nodes will raise, leading to high energy
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consumption. The main problem is how to establish a trade-
off between connectivity and energy efficiency for each
node. Game theory is used to solve the conflicting objec-
tives of nodes seeking to achieve connectivity and energy
efficiency.

The rest of this paper discusses energy efficiency topol-
ogy control issues in WSN and highlights the limitations
of existing topology control algorithms. After describing
the basics of ad hoc and wireless sensor networks in the
following section with some examples for each category of
the detailed topology control taxonomy presented in Figure 1,
game theory is briefly elaborated in Section 2. Section 3
discusses heterogeneous transmission power. The homoge-
neous transmission power control is discussed in Section 4,
which consists of centralized and distributed energy efficient
topology control algorithms. Topology control algorithms are
discussed in Section 5. Finally, Section 6 discussed conclu-
sions.

2. Game Theoretic Definition
and Preliminaries

Game theory is one of the fundamental mathematical tools
that has been used for analyzing between rational and intel-
ligent players. Game theory has been used in a system, with
regard to action and pay-off. A review of some fundamental
definitions and concepts in game theory that will be used and
applied throughout this research are stated in the literature
(22, 23].

2.1. Game, Strategy, and Equilibrium. A game consisted of
players, the possible strategy of the players, and consequences
of the strategy. The definition of the game is given in
Definition 1.

Definition 1. A game I has three elements (I, A, u), where

(i) player set I = 1,...,n, where nis number of players in
game,

(ii) action set A = ;. A; is the space of all action vector,
in which each g; of the vector a € A belongs to the
set A;, the set of actions of player. It is the Cartesian
product of an action for each player i,

(iii) u is a utility of player i over outcomes defined by
strategy profile. For a particular action a, u(a) =
(u;(a),uy(a), . ..,u;(a)) is called a individual utility
tunction u;(a).

In wireless network infrastructure, the nodes are often the
players during a game, in which the nodes are constructing a
connected topology. Recall that some of the features under
its control are classified by transmission power (action list) p.
Thus, the best action might be chosen from the transmission
power list p. In essence, the collection of the best actions
determines the outcome of the game. Transmission power
level considers the outcome with network connectivity by
minimum energy consumption. However, some players are
conflicting with each other by this outcome. Game theory
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FIGURE 1: Taxonomy of energy-eflicient topology construction protocols.

can predict this outcome among the game. Nash equilibrium
(NE) is one of the best solutions for outcome problem in
game theory [24, 25]. An NE has mean features and is a fixed
point. From this fixed point, no player has any incentive to
deviate from its action. Therefore, an NE can predict the
outcome of a game.

Definition 2. The action profile a* is an NE, if u;(a”) >
u;(a;,a”,;) for every action g; of a player i.

Based on Definition 2, the most action of a player is to
avoid unstable strategy and play in the best strategy. When
many strategies exist, it denotes a best response for each
player, given the strategies of the other players. So that player
can pick its best response accordingly.

Definition 3. Anactiona’ € A, is the best response of strategy
for a player i if and only if u;(a;, a_;) > u;(a;,a_;), for all a; €
A\a.



Definition 3 elaborates why NE is the stable point of the
best response. Based on existence of pure strategy of NE, sta-
ble point of NE can be found. Sometimes game has multiple
equilibria. The task of getting rid of the undesirable ones is
another issue which needs more attention. Furthermore, one
player wants the convergence of the game properties and the
problem is further compounded when some NE exists.

There is a special class of game theory for existence of
the best strategy and convergence to the properties. Denote
how Definition 3 can help for best strategy-based algorithm
to come up with some NE of the game.

2.2. Potential Games. In a potential game, the consequences
of any individual player’s change in strategy are implied
by the potential function. General games do not need to
possess pure Nash equilibrium, while this is not the case for
potential games [26]. Beyond merely possessing pure Nash
equilibrium, potential games also provide a straightforward
algorithm for agents to learn to play a pure Nash equilibrium
and the best response dynamics. Moreover, the best response
dynamic is the simplest of the learning dynamics.

Definition 4. Ordinal potential function (OPF): a game is an
ordinal potential function ® : A — R such that for any
player i, any joint action a € A and any actiona € A :
u; (a) —u; (a;a_;
= ¢ (@) - ¢;(ana).

¢ is Exact Potential Function (EPF).

@

Definition 5. A game T’ is an ordinal potential game (OPG)
a € Aand any actiona € A;:

u; (a) —u; (a,a_;) >0
()
— ¢i (a) - (/51' (a,'; a—i) > 0.

According to Definitions 4 and 5, an EPG is an OPG with
the similar potential function. Potential games with action
vector are known to be fixed at least on one NE as the best
strategies [26]. The following lemma shows how NE of the
game can be classified.

Lemma 6. LetI bean OPG and let ¢ be its corresponding OPF.
Ifa € A maximizes ¢, then it is a Nash equilibrium.

Proof. From Definition 5 we have that I' is an OPG. T is
better response dynamic and has defined an improvement
path, a sequential of improving action, which is finite. The
equilibrium set of I'(u1) coincides with equilibrium set of I'(¢).
Then, a € A is an equilibrium for T if and only if for every
i€l ¢la) > ¢a;,a_;) foralla_; € A,. Consequently, if ¢
used a maximal point in A, based on the finite improvement
path (FIP) property of potential game [26], I' can be converge
to equilibrium. And each player can maximize its utility, as
far as possible to maximize potential function. Based on Nash
equilibrium, no node can maximize its utility by changing its
action. I' can converge to the Nash equilibrium.
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Based on Lemma 6, potential function is a subset of the
NE of a potential game. For identification of NE in game, it is
required to identify the potential functions. In addition to its
NE, potential games have convergence properties, yet, selfish
adaptations. The balance between efficiency and stability is
fundamental for any dynamic system, specifically in a mutual
system of independent selfish players. Moreover, in NE, sense
stability is based on self-interest whereas system efficiency
is based on general interest. Prisoners Dilemma in [27]
is a classical sample that demonstrates the inefficiency of
the stable outcomes. The efficiency concept is called Pareto
optimality in game theory.

Definition 7. An action set a’ is Pareto optimality (OP) a ¢ A
such that y;(a) > ui(a') and uj(a) < uj(a') for j € A.

Definition 7 elaborates how, from a Pareto Optimal (PO)
state, it is inconceivable to change into another state and
increase the pay-off of agents without minimizing the pay-
off of some other agents. The terminologies and definitions
illustrated in this subsection are used as the preliminaries of
review algorithms art of the misbehavior mitigation system.
In the rest of the paper, the above terminologies and defini-
tions will be used frequently.

3. Heterogeneous Transmission Power Control

In heterogeneous networks, nodes have different transmis-
sion power levels. The assumption of heterogeneous nodes
does not hold the same type; therefore, they may have
slightly different maximal transmission power. There also
exist heterogeneous wireless networks in which devices have
dramatically same capabilities. TC using per node transmis-
sion power method has been proven to be more efficient in
improving the network lifetime. Asymmetric link algorithm
which is used in heterogeneous nodes to efficiently adjust
a power level had been proposed in [28]. Moreover, each
node has different maximum transmission levels since they
are heterogeneous. Furthermore, for node i, the current trans-
mission power is p;, P; as the transmission power required
for node i to connect a node j, and P;(max) as its maximum
transmission power level. Since P,-(max)—'Pj(max) for i-j. In
such a situation where P,(max) > P,; > Pj(max), there exists
areverse link in the connected topofogy since Pj; > P;(max).
Consequently, the introduced algorithm seems to be stable.
Each node based on its information adjusts the transmission
powers. Thus, the topology converges to the final topology
with minimum transmission power. However, the notion
of the most existing topology control algorithms cannot be
directly extended to heterogeneous networks where different
nodes may have various transmission power level.

4. Homogeneous Transmission Power Control

In homogeneous topology control algorithms, the connected
topology is constructed by adjusting the transmission power
level of the nodes. In the first case considered in this section,
all the nodes are homogeneous infrastructure in a network.
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For this case, coverage, connectivity, and energy efficiency
algorithms are presented.

The algorithm in the branch of transmission power
control are more coverage oriented [29, 30]. However, in
such cases, connectivity is not preserved. Moreover, the
coverage oriented protocols used the different techniques
for construction of topology control. Some algorithms are
introduced to provide coverage of a set of predefined target
areas. Furthermore, the algorithms in the branch transmis-
sion power control are focused only on construction of
a connected network. The main aim of these algorithms
is to decrease transmission power of the topology, while
preserving connectivity.

The proposed algorithm in [31] used disk model algo-
rithm and studied link connectivity. In summary, the disk
model is Boolean: an edge (7, j) 3 for all i & j only if power
level p; > w(i, j), otherwise not. Energy efficiency is a key
requirement in the design of wireless networks, since nodes
have limited operational life. Hence, energy-efficient algo-
rithms are required to adjust communication links between
nodes. On the other hand, it has been shown that the topology
of a sensor network greatly affects the nodes operational life
(32].

Topology of each network depends on controlled and
uncontrolled factors. Controlled factors are transmission
power level and use of directional antennas. Uncontrolled
factors are classified as node failure, node mobility, noise, and
interference [46]. This section discusses controlled factors in
wireless networks with focus on transmission power selection
algorithms. The efficient topology control has significant
effect on network capacity and network operation lifetime.
Many TC algorithms have been introduced for homogeneous
networks. Such algorithms deal with limitations of wireless
networks, such as energy consumption and network capacity.
Such proposed algorithms are analyzed critically. Compar-
isons of the energy eflicient topology control algorithms are
also given in Table 1. In the following subsection, centralized
and distributed topology control algorithms are discussed.

4.1. Centralized Topology Control Algorithms. Centralized
transmission power control method is stable topology con-
struction algorithm. There are many algorithms from the
topology control that can be applied as centralized transmis-
sion power control method. However, in centralize topology
control, node needs the authority to control its power levels.

Authors in [47] applied minimum spanning tree (MST)
on a graph that preserves connectivity. Furthermore, the
transmission power level of each node is guaranteed as long as
the greatest link of the MST is established and this is referred
to as connected topology. In [47], authors investigated that
for connected networks, the weight of the greatest link, from
which the level of the critical transmission range (CTR) can
be computed, is represented as being with high probability
(w:h:p)by

CIR,. - J logn + f () )
nri

where f(n) is a nondecreasing function of n, such that
lim, ,  f(n) = +00, and logn is the logarithm of n(log n).

However, (w : h : p) of (3) works only for 2-D deploy-
ments. Authors in [3], used similar equation which works for
1-D and 3-D deployments. Moreover, (w : h : p) has several
limitations. It just can be used for connected networks and it
is not precise.

Authors in [38] reformulated the CTR methods, which
can preserve network connectivity in both sparse and dense
graph. Moreover, it uses the size of the deployment area and
computes the optimum radio range and number of nodes to
establish a connectivity. For the one-dimensional case, the
CTR is given by

CTR = kM, (4)
n
where the value of k is a constant with 1 > k > 2, and [ is
the size of the area. Moreover, the researchers also provided a
partially proven objective for d-dimensional deployments.

For d-dimensional deployments, with d = 2;3;..., the
authors in [3] introduced a partially demonstrated result to
find the CTR for preserve connectivity as

d
CTR = k. l;’gl , 5)

where k is a constant with 0 < k < 2444/,

The CTR is generally a hard and costly operation, partic-
ularly when a full connection is required. Moreover, the CTR
may be near to the maximum transmission power level and
therefore there will be neither differences in the topology nor
energy efficiency.

Authors in [48] proposed algorithms to find a solution
for range assignment (RA) problem. The algorithms find
a strongly connected graph and minimize the total energy
usage of the network. An approach is proposed in [48, 49]
for solving the RA problem in 2-D and 3-D. Furthermore,
symmetry constraints have been added to the RA problem.
Moreover, adding symmetry constraints has resulted in
two new issues: first, weakly symmetric range assignment
(WSRA) and second the symmetric range assignment (SRA).
The solution to the SRA problem is required as all edges in the
construction topology should be a reverse link. It has been
assumed that some nodes have to maximize their power level
to build the symmetric tree. On the other hand, the WSRA
removes directed links and adjusts the RA for each node such
that the comprised topology is connected and symmetric. The
total energy usage of all the assignments is minimized. The
WSRA method is more flexible to solve transmission range
assignment because it constructs a connected backbone of
reverse links. Furthermore, WSRA had been proposed in [3]
which has a great gain compared to the SRA in terms of
energy consumption.

The aim of TC algorithm is to specify the level of trans-
mission power in order to ensure connectivity and minimize
energy usage for each node. The researchers [32, 36, 41] pro-
posed some TC algorithms to reduce power level and ensure
network connectivity. In [39], authors studied cooperative
communication (CC) algorithm which allow multiple nodes
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to simultaneously forward the same packet. CC algorithm
considers disconnected topology and the improvement of
a centralized TC scheme, named Cooperative Bridges. CC
minimizes the power levels as well as preserve network
connectivity. The CC algorithm defines such a problem as
follows. First, TC is considered as extended links caused by
cooperative communication. Second, the energy efficiency
link is extended with cooperative communication. The main
aims of proposed centralized topology control technique in
[39] are reducing the transmission power level of nodes and
increasing connectivity for bipartite networks. Accordingly,
simulation results show that CC technique has better per-
formance than other techniques in terms of the connectivity
to the energy consumption ratio. However, in CC algorithm,
each node is responsible for constructing efficient topology
based on global information.

4.2. Distributed Topology Control Algorithms. The main con-
cern of the distributed topology construction algorithm is
building a “quality” and efficient topology. In such topol-
ogy, efficiency refers to minimal energy usage, minimum
computational and information exchange complexity, and
so on. The rest of this section discusses the energy-efficient
topology control in wireless networks and highlights the
limitations of existing topology control designed to handle
energy efficiency in homogeneous networks.

4.2.1. Energy Efficient Topology Control Algorithms. In [50],
the authors argue that, for large size of network, there is still
amount of battery left unused after the operational life of
the sensor network is over. This unused battery can be up
to 90% of total initial energy. To balance the uneven energy
consumption among the nodes in wireless networks, mixed
routing algorithm (MRA) is proposed by authors in [51]. In
MRA algorithm, each node is allowed to either forward a
packet to one of its neighbors or to forward it directly to
the destination. Furthermore, the decision is depending on
its residual energy. The drawback of this algorithm is that
it cannot be applied in networks when the node’s maximal
transmission level is smaller than the network area radius.
Authors in [43] discussed the relationship between the
network operational life and the width of each corona
C in concentric corona model. The researchers proposed
algorithm that minimized the amount of energy usage on
forwarding along some intermediate nodes, from a node in a
corona and ending at the destination. Moreover, all the Cs in
such algorithms must have the same width. However, authors
in [43] assumed that all nodes in corona C; should route
along a path in C;_;, and the power level in C; is (r; — r;_;)
and r,_;. Furthermore, if each corona has similar width and
similar power level, this assumption may result into the use
of less energy for routing. Additionally, divide the corona C;
into two subcoronas; namely, s; and s, may lead to consume
more energy for packet forwarding. The width of subcorona
s, is equivalent to that of corona C;_;, so nodes in s; will
forward packets to C;_,. Furthermore, the nodes in subcorona
s, which are near to corona C;_; with power level greater
than the width of corona may result in routing across corona

C;_, to corona C,_,, that is, more near to the destination.
Moreover, as illustrated in [43], the packet forwarded from all
nodes in corona C; should be routed for the next intermediate
in corona C;_, rather than corona C,_,. However, these nodes
in s, with power level (r; —;_;), which can forward packets to
C;_, but should send to C;_;, will consume more energy for
routing.

In [40], authors studied the problem of unbalance energy
consumption in large-scale wireless networks. In such inves-
tigation the authors described the energy hole in a ring
model. Ring model considers the per node energy consuming
rate (ECR) and the per node traffic load. Based on ECR
algorithm each node around destination needs to forward
more packet as compared to the other nodes which are far
away from destination. However, in such algorithm, energy
consumption rate is higher in inner rings than outer rings and
thus has much shorter operation life.

Authors in [14] proposed a nonuniform node distribution
strategy to achieve subbalanced energy consumption based
on Corona C models. The research studies show that if the
total numbers of nodes in corona grow from Cg_; to C,
with a common ratio ¢ > 1 and there are Np_,/(q — 1)
nodes in Cy, then the network can improve sub-balanced
uneven energy usage. Here, N; represents the entire number
of nodes in corona C;. However, distribution strategy of nodes
cannot work easily, because in most situations, the nodes are
distributed randomly.

Corona (C) model with adjustable transmission power
with circular multihop deployment is proposed by authors in
[13]. The proposed model assumed that the decision factor
for optimizing the network operational life minimizes the
transmission power of nodes in each C. Based on this factor, it
divides the maximal transmission level of nodes into several
levels. Nodes in the similar Cs have the related transmission
level, and different C has various transmission levels, which
construct an order list in term of the transmission level order.
They used multiobjective optimization problem (MOP) for
searching of transmission power level between all Cs. Each
node can adjust its transmission power for saving energy.
The model divided ¢, into k spaces, and sensors have k
space transmission power level to choose. The unit length of
transmission power range is represented by d. Furthermore,
the model divides the whole network area with radius range
R into m adjacent concentric parts termed C as shown in
Figure 2. Authors in [13] also proposed distributed and cen-
tralized algorithm for adjusting transmission power of each
node in each corona to extend the network lifetime as shown
in Figure 3. However, searching the optimal transmission
levels of nodes between all the coronas is an NP-complete
problem.

The approach in [37] proposed eXtreme topology control
(XTC) algorithm for topology control which operates with
the neighbors’ link qualities. The main features of XTC
algorithms are relevant properties (symmetry, connectivity,
sparseness, and planarity) of TC while being faster than any
previous algorithms. The XTC algorithm does not require the
node coordinate information.

The following explanation shows how nodes order list
can be established in XTC algorithm. Based on maximum
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FIGURE 2: Two branches of transmission powers between all coronas: (a) k = 1. (b) k > 1.
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FIGURE 3: Adjacent coronas k > 4.

transmission power, information of each node can be realized
by the weight of the links. With additional assumption,
link between nodes is bidirectional. Moreover, the signal
threshold can be calculated based on the Euclidean distance
to the senders. If all nodes send a message with same
transmission power range, the neighbor list of node u is also
equivalent to the order list. The link qualities w,,,, w,,,, and
w,,, reflect that the signal threshold between node 1 and node
w is spoiled by a obstacle, where w,,, < w,,, and w,,, < w,,,.
In contrast, XTC algorithm does not include the link (u, w)
in its result topology but applies connection that establishes
order list via node v. However, the XTC algorithm does not
consider the “power stretch mean” and “stretch factors”

One-hop two-hop topology control (OTTC) [33] is an
improved algorithm of XTC which operates with weight of
the links. Each node collects its one-hop neighborhoods in
a neighbor list and exchanges the list between its neighbors.
OTTC algorithm supplies connected subgraph with all prop-
erties of topology control (i.e., “connectivity; “symmetry,’
“spanner;” and “low degree”). The OTTC works in fully
distributed and low quality information. The main issue
considered by OTTC algorithm is the “node degree,” “stretch
factor;” and “power stretch mean” factors.

The following description shows how a node’s neighbor
list can be obtained in the OTTC as shown in Figure 4. Link
quality of the node can be realized by having each initial
transmission power of each node via hello message. With the
additional assumptions, node u can establish its order list by
calculating Euclidean distance and signal thresholds. After

receiving the order list by each node, nodes 1 and v exchange
their order list. Therefore, after exchanging the neighbor list,
node u finds its two-hop neighbor nodes. Node u and node v
are connected in the graph, so there exists a path P : u = 1, —
uy—u, —uy = vongraph G. Edge u;, u;,; € Pwith minimum
weight IIuj, Ujn || between connected link in G which are not
connected in the graph Gorrc. Since u; and u,, are not in
topology (uj,u;,; ¢ Gorrc)s there are two case: First, there

exists node w € (N(1;)) U (N(up) N (N(uj,,)) U (N(15,,))

such thatw<, u;and WS, Uy SINCe Ul i lower weight,

it includes w € (N(uj)) u (N(uj+1)). Moreover, path uj, w,

uj,y is connected to u; and u;,,. Second, there exists w €

(N(uj))U(N_(u\j:l)) such as Ui, > max{ujw, Uj1 2, wz} for
some z in second hop (v, 1;,,) N (u;,,). Furthermore, nodes
ujand u;,, are connected with path u, w, z, u;,;.

The proposed OTTC algorithm is fully distributed and
work based on low quality information. The main feature
of OTTC compared to other algorithms is the use of two-
hop information exchange between neighbors, which helps to
minimize the power level and degree of the nodes. However,
OTTC algorithm considers the low degree which reduces the
robustness of topology in real-time application. Moreover,
OTTC algorithm does not consider the remaining energy and
it may result in consuming more energy.

The paper in [44] presents WDTC algorithm which
considers residual energy information to the construction
of connected topology. WDTC works based on link weight
function. Then each node induces minimum spanning tree
(MST) in the new weighted graph. At each iteration of T, the
link weight is different, so that the induced MST is different
as well as initial topology. WDTC algorithm can effectively
improve the network operational lifetime and balance the
nodes’ energy usage.

Distributed and reliable energy-efficient topology con-
trol (RETC) algorithm is proposed by authors in [45].
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FIGURE 4: (a) The original graph (k;; k;). (b) OTTC topology control.

The RETC algorithm assumed that nodes are connected
to their neighbors with a certain packet loss probability.
However, many intermediate nodes and congestion may
result in packet loss. Thus, reliability must be achieved while
designing topology control. Reliable topology can achieve
energy balancing and connectivity. The authors argued that
considering only topology control is not sufficient to improve
an energy-eflicient topology construction algorithm. They
used maintenance phase that can balance the energy con-
sumption in order to improve network lifetime. In mainte-
nance phase, topology status and trigger topology construc-
tion are monitored by nodes when necessary to maximize
network lifetime. Additionally, in RETC algorithm, nodes
enable us to autonomously select reliable link which has
high probability of packet forwarding. Therefore, in the new
proposed topology control, a reliable topology is generated
to maximize network reachable probability. However, RETC
algorithm only considers the nodes residual energy and does
not consider average energy of nodes, which may result in
consuming more energy.

4.2.2. Game Theory Based Topology Control Algorithms. In
[19], authors were the foremost to propose the equilibrium
in topology control Game (ETCG) and studied strong con-
nectivity properties. However, in the proposed algorithm,
the stable point of NE is not guaranteed and also does
not consider the energy efficiency. However, the work was
assigned to the analysis of complexity in finding an NE.

The approach in [52, 53] used the game-theoretic con-
cepts which is “mechanism design” to solve TC problem.
Those algorithms are considered to develop globally energy
efficient algorithms. Moreover, proposed algorithms are used
for designing incentive compatible objective. The aims of
those algorithms are global energy efficiency by cooperat-
ing the selfish user with the social outputs. “Mechanism
design” is applied to provide the appropriate incentives
to the individual player. “Mechanism design” can increase
their objective function when the topology uses minimum
energy consuming, subject to preserving network connectiv-
ity. Both authors adopted “mechanism design” algorithm by

engineering a payment that leads selfish nodes to forward
packets to other nodes. The utility function proposed by
author in [53] eliminates that each player realized the per link
price that it proposed to pay for forwarding packet. However,
the algorithm of assigning price on per edge does not account
for the wireless advantage. In addition, the communication
costis increased by a node when transmitting data via an edge
as a function of transmission power that is required to obtain
the edge. Furthermore, nodes increase uniform energy usage
in constructing the edge to each of its accessible neighbor at
the same transmission level.

The authors in [9] reformulated the ETCG algorithm as
exact potential games (EPG). EPG responded to the existence
of at least one NE. EPG responds to the existence of at
least one NE. Authors in [7] investigated TC to adjust the
per node power level such that the resulting topology was
energy efficient and satisfies current global properties such
as strong connectivity. The algorithm assumes that nodes are
responsible to construct topology. The authors studied Nash
equilibrium for constructing efficient topology, when nodes
employ the greedy best response algorithm. Based on NE
in such methods, a modified algorithm based on a better
response dynamic is introduced.

The max-improvement algorithm (MIA) and §-improve-
ment algorithm (DIA) are proposed by authors in [7].
Both algorithms consist of three main phases: “initialization
phase”, “adaptation phase,” and “update phase” However,
such algorithms differ in adaptation phase. In MIA, nodes
adjust their transmission power level abased on a “greedy”
better response process. On the other hand, in the DIA
algorithm, nodes adapt their transmission power range based
on “restrained” best response process.

The three phases are discussed as follows.

(i) Initial Phase. Each node i adapts its transmission power to
™ and discovers its neighbor by sending “hello messages”
and then receives the ACKs from each node in the p;™*
neighbor. Furthermore, when a node i receives a response
ACKs from each transmission power of neighborhood nodes

j» node i adapts its edge state quality between node i and
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node j, (m;;) to 1. Intuitively, for each node i, determine a link
quality e;; as

1, if p; > w(i,j)
0 otherwise.

Here, w(i, j) is the power level required to reach an edge ij =
(i, j) € E. For each node i € N, defines action set as
0 1 k

A= {Pmax = P’ 0> P = Pruin} )

where A is an ordered set (finite number of power levels); that

is, p* < p*~!. One way to construct A is to let the transmission

power level of all nodes be initialized maximum power level

and minimize the power level in a step of predefined step size

0.

(ii) Adaption Phase. In adaption phase, each node is selected
from permutation round robin to assign its transmit level. All
those nodes produce either MIA or DIA during the game and
only one node sets its transmission range. Node i, selected
via some sequential orders, improves its pay-off as shown in
(8), by adapting its transmission power from p;"* based on

pi < pmax:

u; (p) =9 (9(P) - x: (1) (8)

where ¢; : G — IR represents the pay-oft node i proceed
from graph g, and y; is the cost increased. Both algorithms
determine the adaption phase in two categories. In the MIA
adaptation phases, the game can be played as a normal

(c)
FIGURE 5: (a) The MST algorithm. (b) The PMST. (c) The G, constructed by DIA.

game, where every node is chosen to increase its individually
utility in that iteration. In the best response based algorithm,
whenever a node has a chance to change its action, it chooses
an action that increases its individual utility shown in (8),
given the transmission power range as shown in Figure 5 of
all other nodes based on the following

pi = arg Max ”i (qi’ p_i) >
q;€A
min  u;(a@;,¢ (a’;))
&(a)eRr(r?) ®)
> min (a5 (a’})).
Ei(ﬂ—i)em(ricz)

On the other hand, in the DIA adaptation phases, power
is in the discrete action list. More precisely, it is sufficient
to search for the best transmission power over that action
list which corresponds to the signal’s threshold entries of
Q. In DIA algorithm, each node i selects a power level one
less than its current power level if the selected transmission
power results in a higher utility than its current power level.
Otherwise, the node changes transmission power to the
power level, that is, currently transmit at. Additionally, given
the action of all other nodes, each node chooses to forward a
packet to the next node, at power level given

pi= Max u; (g;, p_;) -

arg

gl i) (10)

(iii) Update Phase. As illustrated from the MIA and DIA
algorithms, nodes selected their power range in each iteration
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and determined their neighborhoods. Based on the detection
of its neighbors, the node updates the overall topology. Each
node changes its transmission range to a certain connected
topology state. Additionally, other nodes are informed of this
change by some optimized broadcast algorithm.

In DIA algorithm, each node minimizes its transmission
power level since this change results in maximizing its
utility; otherwise, the player changes transmission power to
its previous power level. Additionally, the researcher used
potential game in TC game for globally energy efficient. The
MIA converges to topologies that ensure the connectivity
establishment. However, the MIA is not energy efficient. On
the other hand, the DIA algorithm guarantees convergence
to min-max energy efficiency and preserves the network
connectivity. Additionally, to guarantee the convergence to
NE, the nodes employ the best response algorithm to choose
an adequate transmission power level. However, in DIA and
MIA, nodes do not consider the residual energy and it may
result in draining more energy.

Authors in [36] introduced a local minimum spanning
tree (LMST) based algorithm for topology control. LMST
is a localized algorithm to build minimum spanning tree
based connected topology. Moreover, the LMST uses one-
hop neighbor’s information of nodes. Each node has an
identification ID. In the LMST algorithm, each node from
the information of one-hop calculates MST individually. The
researcher constructed LMST with the following two phases.

(i) Initially, each node sends a “hello message” using the
maximal power level d,,, as the undirected graph G = (V, E),
where V is set of nodes and E is set of link, E = {(u, v),d,,,) <
e, v € V3. Hello message as visible neighborhood
contains its ID that helps node to construct its local graph.

(ii) In second phases, after obtaining visible neighbor-
hood, each node u builds its local MST T, = (V(T,,), E(T,))
of G, from its local graph. Each node uses “Bellman-Ford
shortest” algorithm individually to obtain its local MST. Each
link has a different weight; for example, edges (u;,v,) and
(u,, v,) are different. The locally computed MST can preserve
the network connectivity. To simply connectivity, authors in
[36] defined neighborhood relation and neighborhood set.
Node v is a neighborhood of node u’s, denoted by u — v,
if and only if (u,v) € E(T,). Moreover, u < v, if and only
ifu — vandv — wu In addition, that is, node v is a
neighborhood of node «’s if and only if the node v is on the
node uw’s LMST, T(u) and is one-hop away from node u as
shown in Figure 6.

In addition, the proposed algorithm in [36] considered
the pay-oft of a node for adding a tree as a function of
its transmission power. More accurately, every node is only
concerned in minimizing its transmission level while being
connected to the network. The one-hop neighborhood of
each node is determined trivially based on its transmission
power level. However, it is not an energy efficient solution
for the large-scale network. Moreover, the node energy usage
distribution in LMST is unbalance. Consequently, those
nodes with high consumption rates may leading to the

1

FIGURE 6: The LMST.

network operational lifetime fault prematurely. Therefore, the
battery usage of each node should be balanced.

In [41], authors introduced an algorithm to optimize
the traditional TC scheme. In such algorithm, each node
repetitively maximizes its power level. This algorithm starts
from a symmetric, connected network, assumed to be the
output of conventional of TC algorithms. Accordingly, more
reliable TC algorithms were investigated in [54], such as
fault-tolerant local and local tree based reliable topology
(LTRT). Such algorithms can preserve k-link connectivity;
that is, topology cannot be disconnected if the numbers of
disconnected edges are less than k and are referred to as k-
link connected algorithm.

4.2.3. Game Theory Based Network Capacity Topology Control
Algorithms. In [35], authors proposed multi-power topology
control (MTC) game, where each node is capable to employ
multichannel communications to minimize their energy
consumption. Indeed, nodes do not adjust their transmission
range for themselves, since it is assumed to have the capability
of sending data at multiple power ranges simultaneously.
However, the MTC algorithms are equipped with multiradio.

Authors in [21] proposed neighbor selection game (NS)
with complete information of network. In NS algorithm, each
node is interested to selfishly choose its neighbors such that
their energy usage is reduced and the network capacity is
improved. The NS algorithm considers the benefit of connec-
tivity and energy cost of a node for connecting to a network.
Each node is only trying to minimize its transmission range
while being joined to other nodes as shown in Figure 7.
The authors believed that the rate of energy consumed in a
wireless network depends not only on transmission power
but also on the amount of packets it forwards. Finally, in [21],
authors introduced two distributed algorithms (global versus
local) for obtaining a TC in a network in the presence of
selfish nodes. In the global algorithm, each player knows the
complete information about the network connectivity. While
in the local model, each node gathers neighbor information
within a limited hop. Then generalize the problem to the case
where the transmission powers are the unknown variables
and should be determined jointly with the neighbor sets.
In addition, the authors consider the topology control and
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FIGURE 7: A sample NE topology in which no node benefits from
removing any of the links.

neighbor selection as a joint process of joint neighbor
Selection (JNS) algorithm in which both the transmission
power and the neighbor set of nodes are unknown. The
power list is not given as input to the problem; instead, nodes
work on an initial topology to determine their transmission
power and neighbor list together. In the JNS algorithms,
players start with the max graph and in each repetition, one
node takes turn and plays its best response and assumes
that nodes have global knowledge about the connectivity
of the whole network. Furthermore, the joint best response
algorithm works similarly to the local method except that
each node chooses the lightest link between itself and every
k-hop strong component. The results of their simulations
show that the global method yields about 20% higher total
energy consumption than the approximated (stable) solution.
However, refer to simulation results and the JNS algorithm
needs fully global information to work properly. Based on the
result, the local method can reduce this problem by more than
10%.

4.2.4. Game Theory Based Energy Balance Topology Control
Algorithms. Authors in [15] introduced virtual game-based
energy balanced topology control algorithm (VGEB) with
incomplete information. VGEB algorithm considers balanc-
ing energy consumption which can drain nodes energy. In
the virtual game (VG), each node exchanges its complete
information only once within neighbor nodes. Furthermore,
in VGEB algorithm, first, each node will select some neighbor
nodes with more remaining energy as their other neighbors to
mitigate the energy usage of nodes with less remaining energy
as shown in Figure 8. Additionally, in VGEB algorithm, each
node i constructs the VGEB I' = (N@ P 1,y in which
each node only makes a decision based on its power level.
Following three phases describe the VGEB algorithm.

(i) Information Collection Phases. Each node i sets its trans-
mission power p™* and propagates request message for
its neighborhood in p™*. Since the node i receives ACK
from each responding neighborhood j, node i contains
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neighborhood j’s ID, transmission power level to node js, p;;,
and residual energy into the order list. Based on the collected
neighbor lists, each node i has each node k’s (k € N(i)) power
action set PIEI) = { p,i’l) , p,((’z), cees p,fr)nk}, where k is a symbol in

N(@).

(ii) Virtual Game Phases. In this phase, each node has
discretized the action vector. The action set of node k € N(7)
is defined as

O _ [pmax _ () ()
R =

P = pih o bl = PE} D)

where k selects transmission level, one power levels less than
the current level if the selected level gives higher utility than
its certain power level. Otherwise, the node revers to the
power range it is currently used. Given the transmission
power level of all other nodes in N' i
i i i
b =arg max . i (‘Lk’%)’ (12)
9k € Pi>Pim
where (g ,,q.) is utility function which is outcome of
each transmission power level. Additionally, a utility function
obtains the trade-off and sets the power level action to a
benefit for each node, based on the following equation (13):

(4 10 4k)
max i (13)
i i i\[oP = (i ap
=fk(Q—k’qk)< Ek +:BEk(pk)>_(E_k)’
rk rk
where a and B are nondecreasing value. f{(q',,q.) = 1

if sensor node k is able to connect to its neighbors, else
fild -q,) = 0. Additionally, E(p}) is the average residual
energy of a node js, j is the node in which node k is able
to be connected by one-hop distance with pi, Eo(j) and
E,(j) are the initial energy allocated and the residual energy,
respectively.

(iii) Maintenance Phase. As the operational time of the net-
work goes by, energy usage of the nodes becomes unbalanced.
It is possible for each node i to figure out its own residual
energy. Furthermore, if its residual energy is less than a
specified level (e.g., a level is 1/5 of its allocated battery),
then node i executes the VG algorithm T (p™>* — p®) to
readjust its transmission power level.

VGEB greatly minimizes the energy exhausting in the
information exchange and considers the energy balance.
However, if a topology only considers energy balancing with-
out considering pursuing energy efficiency, node’s lifetime
may fail prematurely.

Traditional TC algorithms such as DRNG, DLSS [55],
and STC [34] start the TC execution with each node’s
maximal transmission level to detect all of its neighbors.
Local neighbor and transmission power range information
is exchanged between nodes and their neighbors. Without
further communication between nodes, the minimum power
level of each node is calculated at each node. However, based
on DRNG, DLSS and STC algorithms nodes do not have
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FIGURE 8: (a) The topology without considering remain energy (b) and the topology considering remaining energy.

(d)

FIGURE 9: Transmission power selection in the CTCA algorithm. (a) Case 1: Node N,’s, where node N is not able of minimizing its power
level without being unconnected. (b) Case 2: Node N, minimizes its power level to its optimal power, but N’s lifetime cannot be increased.
(c) Case 3: Node N, maximizes its power level to p(N;; N,). Now, node N is capable to minimize its power without being unconnected. (d)
Case 4: Node N, modifies its certain power level to its potential power and improves lifetime of the network.

permission to cooperate with neighbor nodes to improve the
network functional lifetime.

The approach in [42] proposed cooperative topology con-
trol with Adaptation (CTCA) algorithm. CTCA algorithm is
adaptive and allows cooperation among nodes to increase the
network operational lifetime. The CTCA consists of two main
phases.

(i) Neighbor List Phases. Each node sets its power at the
maximum transmission level p, .. and makes neighbor list
of a node N;, that is, equal to R;(0) = {N;p(N;, N; < pra)}-

Determine the action set for node N; as A; = {p}, p7, ..., p'},

where, for node N; € R;(0), there exists a power range

Pl € A;. Moreover, py is the lower power level required for
N; to connect N;. The proposed CTCA algorithm assumed

that p < p? < p!' < Prmax- The CTCA algorithm uses DLSS
algorithm [55] for determining p; for transmission power
level adjustment. Moreover, each node propagates message to
its neighbor for current residual energy by mark “energy info
shared” W;(t) and modifies W, for N; € I.

(ii) Neighbor Assisted Power Adjusts Phases (NAPA). Each
node tries to improve its neighbor’s operational life, refereed
by Nm(,-) (t) the node in O;(t) = IL(t) U N; with the lower
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functional life as shown in Figure 9. Moreover, its optimal
transmission level at interval ¢ is set as Ym(,-) (P,(t)), and
its functional life at ¢ is set as Zm(,.) (P,(t)). In addition,
assumption g; € A; refers to the current transmission power
for node N; in time ¢t. CTCA algorithm determines the utility
u; for node N; with power level g; as

u; (a,t) = ¢ (a,t) V; (a5 t) 1 (a5 t)

+ ¢ (a;,t) min (Nrjrel}rgt)\/, (a,t),Z; (Pj (t), t)) ,
(14)

where ¢;(a;, t) denotes 0,1. If ¢;(a;, t) = 1 node, N; can connect
to a node N; with power range g;; otherwise, ¢;(a;,t) = 0.
¢;(a;, t) is used to show the node N; operational lifetime by
transmission power a;. If N,,, - s current power level can be
minimized by N; transmitting at power range a; and N,, (i)
functional life in this case is greater than the neighbor’s
lifetime. Additionally, N,,(i)’s operational life is not consid-
ered, and therefore [;(a;,t) = 0. However, if transmitting
at the transmission level a; may not help increasing N,,, - s
operational life, its operational life results in lower than the
neighbor’s operational lifetime in the connected network. In
addition, node N; should increase its operational life; that is,
li(a,t) = 1.

If the CTCA algorithm meets all of the conditions
illustrated above, then node N; will be selected to maximize
its transmission level in order to help increasing its neighbor’s
functional life. Furthermore, the author had proven the exis-
tence of a NE for the game theory and provided a algorithm
which gains a NE. The simulation results of the CTCA
algorithm show that the algorithm is able to increase the
functional life and balance energy consumption. However,
the proposed algorithm is not an energy efficient solution,
which consume more energy with using high power level.
Consequently, those nodes with high consumption rates are
leading to the network operational lifetime over prematurely.
Therefore, topology control should consider energy efficiency
and energy balancing together.

5. Discussion

Topology control of wireless networks is unstructured to
fluctuations. To tackle such unstable characteristics, a TC
mechanism must overcome the variability in typologies. The
fundamental aim of TC is that, instead of using the maxi-
mum transmission level, each node collaboratively adjusted
its power level and constructed efficient topology, with
the objective of improving the network functional lifetime.
Table 1 shows the main characteristics of the existing TC
algorithms. It identifies the algorithm of each algorithm and
clarifies the class of these algorithms. The objectives of each
algorithm are also included. Most current TC algorithms for
energy conservation have inconsecutive assumptions.
Obviously, it is the connectivity at the edge that qualifies
end-to-end connectivity. The well-known link connectivity
is the protocol model or disk model. Connectivity problem
is considered to minimize one of the power adjustments.
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The comprehensive feature of deterministic TC algorithms
can be stated as an optimization problem. Additionally,
the objective, mainly, is to specify a power adjustment,
such that p™* to p(i) is decreased, while preserving
connectivity. Moreover, the objective could be desirable
with following properties: k-connectivity, node degree, and
spanner.

There are numerous topology control designed for WSNs
and ad hoc networks such as homogeneous transmission
power control and heterogeneous transmission power con-
trol. The homogeneous transmission power control can be
characterized in two schemes, centralized and distributed
topology control scheme. In centralized topology control,
nodes need authority to control. In distributed topology
control, each node act selfishly to save its limited energy
in critical environment by using its neighbor information.
Such information can be achieved by exchanging information
between the nodes. On the other hand, there are several
challenges for topology control in wireless networks such as
node deployment, network capacity, and energy consump-
tion. However, energy consumption can be considered as
the main important technical challenge for topology control
in wireless networks. Obviously, energy efficiency topology
control can be improved in two ways: minimizing the energy
consumption by selecting optimum transmission power level
or balancing energy consumption among the nodes. In
all TC algorithm as mentioned in the literature, the only
consideration for each node is to reduce its power level
while preserving network connectivity. However, existing
algorithms do not consider the fact that various nodes are
in various positions in the topology, and some may end up
with a high transmission power level. Therefore, this high
power level will consume more energy and disrupt network.
Also, many algorithms have been investigated to construct an
efficient topology such that balanced energy consumption,
for example, by considering residual energy of the node
during transmission power selection.

Most algorithms assumed that nodes are cooperative to
each other, since, in wireless networks, there is no method
to qualify nodes. However, this assumption may not always
hold. Each node may compete with its neighbor to conserve
its own limited energy and consequently degrade the whole
network efficiency. If the nodes select too low transmission
power level, the constructed topology will be disconnected.
It is more reasonable to assume that nodes act selfishly
and this selfish behavior can be modeled as noncooperative
games. Game theory is a fundamental tool to achieve an
energy balance and energy efficient while preserving network
connectivity in the present of selfish nodes. Moreover, in such
models, nodes interact with other nodes to maximize their
individual utility. Currently, the fundamental algorithm for
noncooperative TC is based on adapting the power level of
nodes, while the topology remains connected. However, some
algorithms consider only energy balance and do not consider
energy efficiency and reliable neighbor selection.

Though, there is a significant improvement in the theo-
retical study of energy efficiency topology control in wireless
networks. There is some evidence to confirm benefits of
TC on improving network lifetime. In fact, distinguishing
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optimal power selection and reliable neighbor selection that
can forward packets through the network at rates close to
capacity with minimum energy consumption is still an open
issue.

6. Conclusions

In this paper, topology control aims of the existing algorithms
are characterized into three main types: energy efliciency,
network capacity, and energy balancing. The most famous
and recent topology control algorithms based on their fea-
tures are reviewed and compared in each goals category.
According to this overview, most of the proposed algorithms
consider minimizing the transmission power levels while
preserving network connectivity in wireless network (DIA,
MIA, and OTTC). Furthermore, some of them consider
balanced energy consumption of nodes (VGEB, CTCA, and
ECR) and a number of them aim to improve network
capacity (NS, RETC). However, by increasing the application
of wireless networks, the functions of wireless nodes will be
so highlighted and they always seek to achieve conflicting
objectives such as in the pursuit of energy efficiency and
network connectivity. Therefore, scalable solutions which can
perform topology control by considering multiobjective QoS
requirements and high spatial reuse are greatly required for
wireless networks.
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Some recent advances on the recursive filtering and sliding mode design problems for nonlinear stochastic systems with network-
induced phenomena are surveyed. The network-induced phenomena under consideration mainly include missing measurements,
fading measurements, signal quantization, probabilistic sensor delays, sensor saturations, randomly occurring nonlinearities, and
randomly occurring uncertainties. With respect to these network-induced phenomena, the developments on filtering and sliding
mode design problems are systematically reviewed. In particular, concerning the network-induced phenomena, some recent results
on the recursive filtering for time-varying nonlinear stochastic systems and sliding mode design for time-invariant nonlinear
stochastic systems are given, respectively. Finally, conclusions are proposed and some potential future research works are pointed

out.

1. Introduction

In recent years, the networked control systems (NCSs) have
become very prevalent owing to the advantage of decreasing
the hard-wiring, the installation cost, and the implementa-
tion difficulties. Their applications could cover a wide range of
industries such as space and terrestrial exploration, access in
hazardous environments, factory automation, remote diag-
nostics and troubleshooting, experimental facilities, domes-
tic robots, aircraft, automobiles and manufacturing plant
monitoring [1, 2]. In the networked world nowadays, signals
are typically transmitted through networks (e.g., Internet)
which may undergo unavoidable communication delays,
packet dropouts and disorder, quantization, saturations, and
so on. These network-induced phenomena include, but are
not limited to, missing measurements, fading measurements,
signal quantization, time-delays, randomly occurring nonlin-
earities, probabilistic sensor delays, and sensor saturations. It
is well known that these network-induced phenomena would

lead to abrupt structural and parametric changes in practical
engineering applications. Consequently, it is of important sig-
nificance to tackle the filtering and sliding mode design pro-
blems for systems with network-induced phenomena.

The nonlinearity and stochasticity are ubiquitous features
existing in almost all practical systems that contribute sig-
nificantly to the complexity of system modeling. Since the
occurrence of the nonlinearities and stochasticity which inev-
itably degrades the system performance and even leads to
instability, the analysis and synthesis problems for nonlinear
stochastic systems have long been the main stream of research
topics and much efforts have been made to deal with the non-
linear stochastic systems. Accordingly, many control and fil-
tering approaches have been successfully applied in many
branches of practical domains such as computer vision, com-
munications, navigation and tracking systems, and econo-
metrics and finance. Over the past decade, with the rapid
developments of the NCSs, the design of controller and
filter for nonlinear stochastic systems with network-induced



phenomena has recently become a hot research focus that has
attracted an increasing interest.

In this paper, we aim to provide a timely review on the
recent advances of the recursive filtering and sliding mode
design for nonlinear stochastic systems with network-in-
duced phenomena. The network-induced phenomena under
consideration include missing measurements, fading mea-
surements, signal quantization, probabilistic sensor delays,
sensor saturations, randomly occurring nonlinearities, and
randomly occurring uncertainties. The recent developments
of the network-induced phenomena are first summarized.
Secondly, various filtering and sliding mode designs for non-
linear stochastic systems are reviewed in great detail and
some interesting yet challenging issues are raised. Subsequ-
ently, latest results on recursive filtering and sliding mode
design for discrete-time nonlinear stochastic systems with
network-induced phenomena are reviewed. Finally, conclu-
sions are drawn and some possible related research directions
are pointed out.

The remainder of this paper is arranged as follows. In
Section 2, the network-induced phenomena are discussed. In
Section 3, the developments of filtering and sliding mode
design problems for nonlinear stochastic systems are summa-
rized. Some latest results on the recursive filtering and sliding
mode design problems for nonlinear stochastic systems with
network-induced phenomena are reviewed in Section 4. In
Section 5, both the conclusions and some future research
works are given.

2. Network-Induced Phenomena

Recently, much work has been done on the network-induced
problems focusing on the missing measurements, fading
measurements, signal quantization, sensor saturations, prob-
abilistic sensor delays, randomly occurring nonlinearities,
time delays, and so forth.

2.1. Missing Measurements. Most traditional controller/filter
design approaches rely on the assumption that the measure-
ment signals are perfectly transmitted. Such an assumption,
however, is conservative in many engineering practices pre-
sented with unreliable communication channels. For exam-
ple, due to temporal sensor failures or network congestions,
the system measurements may contain noise only at certain
time points and the true signals are simply missing. As such,
the control and filtering problems with missing measure-
ments have received considerable research attention and
many important results have been reported in recent years;
see, for example, [3-13]. To be more specific, the optimal
estimation problems have been investigated in [5, 8] for linear
systems with multiple packet dropouts. In [12], the stochastic
stability has been analyzed for extended Kalman filtering
(EKF) with intermittent observations. A common way for
modeling the data missing is to introduce a random variable
satisfying the Bernoulli binary distribution taking values on
either 1 or 0, where 1 is for the perfect signal delivery and
0 represents the measurement missing. Most of the afore-
mentioned results have been based on the hypothesis that all
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sensors have identical failure characteristics [5]. However, in
practical applications, owing to the sensors aging, sensor tem-
poral failure, or some of the data coming from a highly noisy
environment, the measurement missing might be partial and
individual sensor could have different missing probability in
the data transmission process [11].

2.2. Fading Measurements. Fading measurements are now
well known to be one of the most frequently occurring phe-
nomena in networked systems [14, 15]. They refer to the cases
when the perfect communication is not always available and
the system measurement fades/degrades in a probabilistic
way. To be specific, the linear state estimation problem has
been investigated in [14], where single or multiple sensors
amplify and forward their measurements of a common linear
dynamical system to a remote fusion center via noisy fading
wireless channels. It has been shown that the expected estima-
tion error covariance (with respect to the fading process) at
the fusion center remains bounded and converges to a steady
state value. The estimation outage minimization problem has
been studied in [15] for state estimation of linear systems over
wireless fading channels. Obviously, the missing measure-
ments mentioned above are extreme cases of the fading ones.
Accordingly, the filtering problems with missing measure-
ments have drawn considerable research interest [5, 12, 16—
18]. Very recently, a more general description of the multiple
missing measurements has been put forward in [11] and has
already stirred some research interests where each sensor is
allowed to have individual missing probability in data trans-
mission. As mentioned above, a usual way for handling the
missing measurements is to introduce the Bernoulli dis-
tributed white sequence specified by a conditional probability
distribution, where the measurement signal is assumed to be
either completely missing or completely available. However,
such an assumption is quite restrictive in practice in case of
fading measurements for an array of sensors.

2.3. Signal Quantization. At the forefront of networked sys-
tem, the quantization issue has recently become a research
focus that has attracted an increasing interest because, in a
networked environment, signals are often quantized before
being transmitted to other nodes due to the finite word length
of the packets. Up to now, a series of results have been
available in the literature on the quantization effects; see, for
example, [19-25] and the references therein. In [21], the pro-
blem of quadratic stabilization has been studied for single-
input-single-output linear time-invariant systems with loga-
rithmic quantizers. Subsequently, by using the sector-bound
approach, the quantized feedback control problems have
been tackled in [23, 26] for linear discrete-time systems. Par-
allel to the quantized feedback control issue, the quantized
estimation problem also has a wide range of applications, see
for example, [27, 28] for more detailed discussions. Specifi-
cally, in the case when the measured signals are transmitted
over a digital communication channel, the state estimator has
been designed in [28] for linear system with quantized mea-
surements. It is worth noticing that most published results
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on the quantization effects have been dealt with for time-
invariant systems over an infinite horizon. However, in real-
ity, the majority of practical systems exhibiting the time-vary-
ing nature and the system dynamics are better quantified over
a finite horizon, and this is particularly true for systems un-
dergoing digital discretization. So far, the finite-horizon
recursive filtering problem has not been properly investigated
for nonlinear time-varying systems subject to quantization
effects.

2.4. Randomly Occurring Nonlinearities and Randomly Occur-
ring Uncertainties. Nonlinearities and uncertainties serve as
two important kinds of complexities for system modeling. As
is well known, many engineering systems in practice are
influenced by additive nonlinear disturbances and/or uncer-
tainties that are caused by environmental circumstances.
Such unpredictable disturbances may be subject to random
abrupt variations, for instance, random failures and repairs of
components, changing subsystem interconnections, sudden
environmental disturbances, and modification of the operat-
ing point of a linearized model of a nonlinear system. In other
words, the nonlinear disturbances and the parameter uncer-
tainties may occur in a probabilistic way with certain types
and intensity. A typical example is the networked control sys-
tems where signals are transmitted through networks and the
nonlinear disturbances and the uncertainties may occur ac-
cording to the network conditions that are randomly change-
able. In this case, both the randomly occurring nonlinearities
(RONs) and the randomly occurring uncertainties (ROUs)
should be taken into account when designing the practical
control systems. Recently, in [29, 30], the concept of RONs
has been introduced to model the randomly occurring non-
linear functions for complex networks, but ROUs has not yet
received adequate research attention.

2.5. Probabilistic Sensor Delays. Most traditional filtering
algorithms have been based on the measurement outputs that
are supposed to contain information about the current state of
the system. However, in engineering practice, the system
measurements may be subject to unavoidable sensor delays,
which is particularly true in a networked environment. In the
past decade, a great number of results have been reported for
filtering problems with deterministic/fixed sensor delays; see
for example, [31-33]. On the other hand, because of limited
bandwidth of the communication channel, it is often the case
that the sensor delay occurs in a random way when, for exam-
ple, the information is transmitted through networks in real-
time distributed decision-making and multiplexed data com-
munication environment [34]. Accordingly, the filtering pro-
blems with random sensor delays have recently received much
research attention (see, e.g., [35-39]), where all sensors share
the same type of delay characteristics [40, 41]. Nevertheless,
in reality, the system measurements are usually collected
through multiple sensors with different physical constraints.
In this case, it is fairly conservative to assume that all sensors
undergo random delays of the same probability distribution
law. Rather, it would make more practical sense to consider
individual features for randomly occurring sensor delays.

2.6. Sensor Saturations. It is well known that sensors may not
always produce signals of unlimited amplitude mainly due to
the physical constraints or technological restrictions. The
sensor saturation, if not properly handled, will inevitably
affect the implementation precision of the designed filtering/
control algorithms and may even cause undesirable degrada-
tion of the filter/controller performance. Consequently, the
actuator/sensor saturation problem has been gaining an
increasing research interest that has led to many important
results reported in the recent literature; see, for example, [42-
48]. To be more specific, the output feedback H_, controllers
have been synthesized in [43, 47, 48] and the robust H_ filters
have been designed in [44, 45] for systems with sensor satur-
ations. It is worth mentioning that most existing results con-
cerning the sensor saturations have been concerned with
time-invariant systems over the infinite-horizon. Unfortu-
nately, in reality, almost all real-time systems should be time-
varying especially those after digital discretization. Recently,
motivated by the practical importance of the sensor satura-
tion issues, the H_, control problem has been addressed in
[48] and the set-membership filtering problem has been
investigated in [46] for a class of time-varying systems with
saturated sensors.

2.7. Random Parameter Matrices. Discrete-time systems with
random parameter matrices arise in many application do-
mains such as digital control of chemical processes, mobile
robot localization, radar control, missile track estimation,
navigation systems, and economic systems [49-51]. For this
case, some system parameters might be randomly perturbed
within certain intervals probably due to the abrupt phenom-
ena such as random failures and repairs of the components,
changes in the interconnections of subsystems, sudden envi-
ronment changes, and modification of the operating point of
a linearized model of nonlinear systems. Accordingly, some
research efforts have been made on the filter design with ran-
dom parameter matrices. For example, the recursive optimal
estimation problem has been dealt with in [49] for linear dis-
crete-time systems with random parameter matrices in the
minimum variance sense. The distributed Kalman filtering
fusion problem has been tackled in [50] for systems with
random parameter matrices and the potential application has
also been discussed. Nevertheless, probably due to its math-
ematical complexity, the recursive filtering problem for dis-
crete time-varying nonlinear stochastic systems with random
parameter matrices has not received adequate research atten-
tion yet.

2.8. Time Delays. It is well known that time-delays are fre-
quently encountered in many industrial and engineering sys-
tems (e.g., chemical process, long transmission lines in pneu-
matic, and communication networks) due to the finite switch-
ing speed of amplifiers or finite speed of information process-
ing [52, 53]. The existence of time delays may cause undesir-
able dynamic behaviors such as oscillation and instability
[54, 55]. Over the past decades, much effort has been made to
address the time-delay systems; see, for example, [56-64] and
references cited therein. To mention a few, a sliding surface



has been constructed in [57] for the uncertain system with
single/multiple state-delays and additive perturbations. In
[58], by means of linear matrix inequality (LMI) technique,
an integral sliding mode surface has been designed to address
the sliding mode control (SMC) problem for the uncertain
stochastic system with time-varying delays. In the case when
the system states are not easily measured, the SMC problem
has been investigated in [59] for systems with mismatched
uncertainties via the output feedback approach. In [65], the
SMC problem has been investigated for a class of nonlinear
singular stochastic systems with Markovian switching. Actu-
ally, according to the occurrence way of time-delays, the time-
delays can be generally classified into two types: discrete de-
lays and distributed delays. Most of results mentioned above
are applicable to continuous-time systems only, and the rel-
evant results for discrete-time systems with mixed (i.e., both
discrete and distributed) delays have been very few. The dis-
tributed time-delay in the discrete-time setting is an emerg-
ing concept that has been proposed in [30, 66] for complex
networks.

3. Recursive Filtering and Sliding Mode
Design for Nonlinear Stochastic Systems

In this section, we are in a position to review the approaches
for handling the recursive filtering and sliding mode design
problems for nonlinear stochastic systems.

3.1 Recursive Filter Design. The analysis and synthesis prob-
lems for nonlinear systems have been the mainstream of re-
search topics and much effort has been made to deal with the
nonlinear stochastic systems; see, for example, [11, 67-81].
It is worth pointing out that, in most literature, the nonlinear-
ities are assumed to occur in a deterministic way. While this
assumption is generally true especially for systems modeled
according to physical laws, other kinds of nonlinearities,
namely, stochastic nonlinearities, deserve particular research
attention since they occur randomly probably due to inter-
mittent network congestion, random failures and repairs of
the components, changes in the interconnections of subsys-
tems, sudden environment changes, and modification of the
operating point of a linearized model of nonlinear systems.
In fact, such stochastic nonlinearities include the state-multi-
plicative noises and random sequences as special cases.
Recently, the filtering problem with stochastic nonlinearities
described by statistical means has already stirred some re-
search interests, and some latest results can be found in
[11, 73, 82] and the references therein.

In the past few decades, the filtering or state estimation
problems for stochastic systems have been extensively inves-
tigated and successfully applied in many branches of practical
domains [83-86]. It is well known that the traditional Kalman
filter (KF) serves as an optimal filter in the least mean square
sense for linear systems with the assumption that the system
model is exactly known. In the case when the system model is
nonlinear and/or uncertain, there has been an increasing re-
search effort to improve Kalman filters with hope to enhance
their capabilities of handling nonlinearities and uncertainties.
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Along this direction, many alternative filtering schemes have
been reported in the literature including the H filtering [87-
89], mixed H,/H_, filtering [90-92], and robust EKF design
[93-97]. To mention a few, the optimal linear estimation pro-
blems have been intensively studied in [9] with multiple
packet dropouts and in [40] for multiple sensors with differ-
ent delay rates, the robust recursive KF algorithm has been
developed in [98] for linear time-varying systems with sto-
chastic parametric uncertainties, and the EKF problem has
been dealt with in [94] for a class of uncertain systems with
sum quadratic constraints. Note that almost all real-time sys-
tems are time-varying and therefore finite-horizon filtering
problem is of practical significance [99]. However, there have
been very few results in the literature regarding filtering pro-
blems over a finite horizon for time-varying nonlinear sto-
chastic systems with network-induced phenomena.

In most of the available filtering algorithms, a conserva-
tive assumption is that the process and measurement noises
are uncorrelated. In practical engineering, these two kinds of
noises are often correlated. For example, for the target track-
ing problem, there may exists the cross correlation between
the process noise and the measurement noise if both of them
are dependent on the system state. Also, the process noise
sequences of a discrete-time system sampled from a con-
tinuous-time system are inherently correlated across time,
and there may be cross correlation between different sensor
noises if the various sensors work in a common noisy enviro-
nment. A typical example is the radar systems whose sam-
pling frequency is high enough compared with the error
bandwidth [100]. Recently, the filter design problems have
been widely studied in [101-106] with autocorrelated noises
and/or cross correlated noises. It should be mentioned that
very little research effort has been made on the recursive fil-
tering problem for time-varying nonlinear stochastic systems
with correlated noises and network-induced phenomena.

For practical purposes, the filter design is inevitably sub-
ject to certain physical constraints. For example, in many
applications, the system states should preserve the positivity,
the system outputs experience saturations, and the filter gains
may need to be of a specific structure for easy implementa-
tion. It should be pointed out that the filtering problems with
constraints have been gaining a recurring research interest in
the past decade; see, for example, [103, 107-111]. Very recently,
in [110], a KF algorithm has been developed to cope with the
constraints on the data injection gain. The gain-constrained
filtering problem has been investigated for a broad class of
real-time dynamical systems; see, for example, the tracking
problem of a land based vehicle [103], the estimation problem
of two state continuous stirred tank reactor [112], and the
tracking problem of a vehicle along circular roads [113].

3.2. Probability Guaranteed H Filter Design. In traditional
control theory, the performance objectives of a controlled sys-
tem are usually required to be met accurately [114]. However,
for many stochastic control problems, due to a variety of un-
predictable disturbances, it is neither possible nor neces-
sary to enforce the system performance with probability 1.
Instead, it is quite common for practical control systems to
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attain their individual performance objective with certain sat-
isfactory probability. These kinds of engineering problems
have given rise to great challenges for the realization of mul-
tiple control objectives with respect to individual probability
constraints. In particular, as a newly emerged research topic,
the probability-guaranteed H_, controller design problem
has been raised in [115] and then thoroughly investigated in
[116-119] in an elegant way. Specifically, the probability-guar-
anteed H, analysis problem has been studied in [115, 119]
for a class of linear continuous-time systems and in [116] for
a class of linear discrete-time systems with structured distur-
bances. Recently, a new probability-guaranteed robust H,
filtering problem has been put forward in [118] for a class
of linear continuous time-invariant systems. Despite the
advances made on the research topic of probability-guar-
anteed design, there is still much room for further investiga-
tion on more comprehensive systems in order to cover more
engineering practice. For example, in reality, most engineer-
ing systems are nonlinear and time-varying with saturated
sensors, where the performances are usually evaluated over a
finite-horizon for time-varying systems.

3.3. Sliding Mode Controller/Observer Design. Among vari-
ous design methods for robust control, the sliding mode con-
trol (SMC) scheme appears to be a rather popular one that has
been extensively studied and widely applied. This is because
SMC possesses remarkable strong robustness against model
uncertainties, parameter variations, and external distur-
bances [65, 120-122]. In the past two decades, SMC has be-
come one of the most active branches of control theory that
has found successful applications in a variety of practical
engineering systems such as robot manipulators, aircrafts,
underwater vehicles, spacecrafts, electrical motors, position-
ing systems, and automotive engines. For example, the adap-
tive sliding mode has been studied in [123, 124] for sensor-
less motor drives. The effective SMC schemes have been
designed in [125] for high-speed positioning systems and in
[126] for spacecraft-attitude-tracking maneuvers. Also, con-
siderable research attention has been devoted to the theo-
retical research on SMC problems for different systems. For
example, the concept of SMC has been widely employed in
controller design problems for uncertain systems [61, 127,
128], stochastic systems [58, 59, 65, 129], and Markovian jump
systems [65, 130].

Recently, many important results have been reported on
the SMC problem for discrete-time systems; see [60, 61, 131-
135]. In [136, 137], the SMC problems for a class of uncer-
tain systems with mismatched uncertainty have been inves-
tigated. In the context of SMC for discrete-time systems, the
quasisliding mode concept has been proposed in [133] and
the discrete-time sliding mode reaching condition has been
thoroughly studied based on a reaching law approach. Such a
reaching condition has recently been shown in [60, 61, 138-
140] to be a popular and convenient way of addressing the
SMC problems for a class of discrete-time systems. Noting
the advantages of the NCSs, it seems significantly important
to investigate the SMC problem for discrete-time system with
various network-induced phenomena.

On the other hand, it is well known that system states are
not always available mainly due to the limit of physical con-
ditions or expense for measuring in reality. Therefore, the
state estimation problem has received a great deal of research
attention. In recent years, the sliding mode observer (SMO)
theory has been successfully applied to a wide range of areas
such as induction motor drives, n-degree-of-freedom mech-
anical systems, and single-link flexible joint robot systems
[141-143]. When designing the sliding mode observers
(SMOs), a suitable nonlinear output injection is usually intro-
duced to guarantee finite time convergence and induce a slid-
ing motion. Most research on SMO design has been carried
out along this line; see, for example, [141, 142, 144-149]. To be
specific, by constructing an appropriate SMO, the fault recon-
struction and estimation problems have been extensively
studied in [143, 146-148, 150] for uncertain systems. It should
be pointed out that almost all results mentioned above have
been concerned with continuous-time systems, and the relev-
ant results for discrete-time systems have been very few de-
spite the fact that nowadays digitalized control systems are
inherently discrete-time ones.

As mentioned above, the time-delays and nonlinearities
are inevitably encountered in various industrial systems. The
occurrence of time-delays and nonlinearities would cause
great degradation of the system performance. Accordingly,
the SMO problem for nonlinear and/or time-delay systems
has gained considerable research interest and a variety of
important results have been published in the literature; see
[143, 148, 150-152]. To mention a few, in [151], an H,, SMO
problem has been investigated for uncertain nonlinear Lip-
schitz-type systems with fault and disturbances and a suffi-
cient condition has been given such that the H_, performance
requirement is satisfied. By using Taylor series expansion
and employing a nonlinear transformation, the discrete-time
model has been derived in [150, 152] from its continuous-time
counterpart and then the discrete-time sliding mode state
estimation problems have been addressed for uncertain non-
linear systems. So far, very few results have been available for
the SMO problem of discrete-time systems with time-delays.

4. Latest Progress

Very recently, the recursive filtering and sliding mode design
problems have been widely investigated for nonlinear sto-
chastic systems with network-induced phenomena and some
interesting results have been reported. In this section, some of
the newest works with respect to this topic are summarized.
(i) In [153, 154], the recursive filtering problems have been
investigated for two classes of time-varying nonlinear sto-
chastic systems. Firstly, the phenomenon of measurement
missing occurs in a random way and the missing probability
for each sensor is governed by an individual random variable
satisfying a certain probability distribution over the interval
[0,1]. Such a probability distribution is allowed to be any
commonly used distribution over the interval [0, 1] with
known conditional probability. Both deterministic and sto-
chastic nonlinearities have been included in the system
model, where the stochastic nonlinearities have been



described by statistical means that could reflect the multi-
plicative stochastic disturbances. A new filter has been first
designed in [153] such that, in the presence of both the sto-
chastic nonlinearities and multiple missing measurements,
there exists an upper bound for the filtering error covariance
which is minimized by properly designing the filter gain.
Secondly, the recursive finite-horizon filtering problem has
been investigated in [154] for a class of time-varying nonlin-
ear systems subject to multiplicative noises, missing measure-
ments, and quantization effects. The missing measurements
have been modeled by a series of mutually independent
random variables obeying Bernoulli distributions with pos-
sibly different occurrence probabilities. The quantization
phenomenon has been described by using the logarithmic
function and the multiplicative noises have been considered
to account for the stochastic disturbances on the system
states. By using similar techniques, the desired filter param-
eters have been obtained by solving two Riccati-like differ-
ence equations that are of a recursive form suitable for online
applications.

(ii) In [155, 156], the recursive filtering problems have
been studied for two classes of time-varying stochastic sys-
tems with stochastic nonlinearities. Firstly, the phenomenon
of measurement fading occurs in a random way and the fad-
ing probability for each sensor is governed by an individual
random variable obeying a certain probability distribution
over the known interval [f, y,]. Such a probability distribu-
tion could be any commonly used discrete distribution over
the interval [, y,] that covers the Bernoulli distribution as a
special case. The process noise and the measurement noise are
one-step autocorrelated, respectively. The process noise and
the measurement noise are two-step cross correlated. An
unbiased, recursive and locally optimal filter has been de-
signed in [155] for a class of time-varying nonlinear stochastic
systems with random parameter matrices, stochastic nonlin-
earity, and multiple fading measurements as well as correlated
noises. Secondly, the proposed filtering method has been
extended to deal with the gain-constrained recursive filter
design problem in [156] for the systems subject to proba-
bilistic sensor delays, stochastic nonlinearities, and finite-step
correlated noises. Intensive stochastic analysis has been
carried out to obtain the filter gain characterized by the solu-
tion to recursive matrix equations. It has been shown that the
proposed scheme is of a form suitable for recursive computa-
tion in online applications.

(iii) The probability-guaranteed H finite-horizon filter-
ing problem has been discussed in [157] for a class of time-
varying nonlinear systems with uncertain parameters and
sensor saturations. The system matrices are functions of mut-
ually independent stochastic variables that obey uniform
distributions over known finite ranges. By using the sector-
bounded approach, a decomposition technique has been em-
ployed to facilitate the filter design in terms of difference lin-
ear matrix inequalities (DLMIs). Attention has been focused
on the construction of a time-varying filter such that the
prescribed H, performance requirement can be guaranteed
with prespecified probability constraint. By employing the
DLMIs approach, sufficient conditions have been estab-
lished to guarantee the desired performance of the designed
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finite-horizon filter. The time-varying filter gains have been
obtained in terms of the feasible solutions to a set of DLMIs
that can be recursively solved by using the semidefinite pro-
gramming method. A computational algorithm has been spe-
cifically developed for the addressed probability-guaranteed
H_, finite-horizon filtering problem.

(iv) The H,, SMO design problem has been studied in
[158] for a class of nonlinear discrete time-delay systems. The
nonlinear descriptions quantify the maximum possible deri-
vations from a linear model and the system states are allowed
to beimmeasurable. Attention has been focused on the design
of a discrete-time SMO such that the asymptotic stability as
well as the H,, performance requirement of the error dyna-
mics can be guaranteed in the presence of nonlinearities,
time-delay, and external disturbances. Firstly, a discrete-time
discontinuous switched term has been constructed to make
sure that the reaching condition holds. Then, by constructing
a new Lyapunov-Krasovskii functional based on the idea of
“delay-fractioning” and introducing some appropriate free-
weighting matrices, a sufficient condition has been estab-
lished to guarantee the desired performance of the error
dynamics in the specified sliding surface by solving a min-
imization problem. In particular, the so-called “weighting”
scalar parameters have been constructively introduced to fit
both the delay-fractioning idea and the sliding mode
approach. It has been shown that the desired observer gains
can be obtained in terms of the feasible solutions to a set of
matrix inequalities that can be solved easily by using the semi-
definite programming method.

(v) In [159, 160], the robust SMC problems have been
investigated for discrete-time uncertain nonlinear stochastic
systems with time-varying delays. Firstly, the randomly oc-
curring nonlinearity (RON), which describes the phenom-
enon of a class of nonlinear disturbances occurring in a ran-
dom way, has been modeled according to a Bernoulli distrib-
uted white sequence with a known conditional probability. By
constructing a novel Lyapunov-Krasovskii functional, the
idea of delay-fractioning has been applied to cope with the
robust SMC problem with time-delays. Sufficient conditions
have been derived in [159] to ensure the stability of the sys-
tems dynamics in the specified sliding surface. Such condi-
tions have been characterized in terms of a set of LMIs with
an equality constraint. A new discrete-time SMC law has been
synthesized to guarantee the reaching condition of the
discrete-time sliding surface. Moreover, the robust H,, SMC
problem has been investigated in [160] for a general class of
discrete-time uncertain systems with stochastic nonlineari-
ties and time-varying delays. By constructing a similar sliding
surface and designing the SMC law, sufficient conditions have
been given to ensure that, for all parameter uncertainties,
unmatched stochastic nonlinearities, time-varying delays,
and unmatched external disturbance, the sliding mode dyna
mics is asymptotically mean-square stable while achieving a
prescribed disturbance attenuation level.

(vi) In [161, 162], the robust SMC problems have been
studied for discrete-time uncertain nonlinear stochastic sys-
tems with mixed time-delays. Firstly, both the sector-like
nonlinearities and the norm-bounded uncertainties enter
into the system in random ways, and such ROUs and RONs
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obey certain mutually uncorrelated Bernoulli distributed
white noise sequences with known conditional probabilities.
This description can reflect the fact that the ROUs and RONs
can appear or disappear in a probabilistic way due to unpre-
dictable changes of the environmental circumstances. The
mixed time-delays consist of both the discrete and the dis-
tributed delays, and the stochastic disturbance is of the gen-
eral Ito-type. An SMClaw has been designed in [161] such that
the mean-square asymptotic stability of the sliding mode
dynamics can be guaranteed in the presence of ROUs and
RONS s as well as mixed time-delays. By employing the idea
of delay-fractioning and constructing a new Lyapunov-Kra-
sovskii functional, sufficient conditions have been established
to achieve the desired performance in the specified sliding
surface by solving certain semidefinite programming prob-
lem. Secondly, the robust SMC design problem has been in-
vestigated in [162] for a class of uncertain nonlinear systems
with Markovian jumping parameters and mixed time-delays,
and a set of parallel results has been derived.

5. Conclusions and Future Works

In this paper, we have summarized some recent advances on
the recursive filtering and sliding mode design for nonlinear
stochastic systems with network-induced phenomena. The
developments of the network-induced phenomena have been
surveyed. Subsequently, various recursive filtering and sliding
mode design problems have been discussed for nonlinear sto-
chastic systems. Furthermore, the recursive filtering and slid-
ing mode design approaches of the nonlinear stochastic sys-
tems with network-induced phenomena have been given and
the latest results have been reviewed. To conclude this survey
paper, we highlight some related topics for the further re-
search works as follows.

(i) The nonlinearities addressed have some constraints
that may bring somewhat conservative results. The
analysis and synthesis of more general nonlinear sys-
tems with network-induced phenomena would be
one of the future research topics.

(ii) Another future research direction is to investigate the
guaranteed-cost control problem for nonlinear time-
varying systems with randomly occurring actuator
failures over a finite time-horizon.

(iii) In case that the convergence analysis of the recursive
filter approach becomes a concern, some additional
assumptions can be made on the system parameters in
order to ensure the global boundedness of the estim-
ation errors, which constitutes one of the future re-
search topics.

(iv) When the system states are immeasurable, the dyna-
mic output feedback sliding mode design is desired
for time-delay nonlinear stochastic systems with net-
work-induced phenomena.

(v) Anadditional trend for future research is to generalize
the current methods to the synchronization, control,
and filtering problems for nonlinear stochastic com-
plex networks with network-induced phenomena.
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This paper addresses two control schemes for stochastic nonlinear systems. Firstly, an adaptive controller is designed for a class
of motion equations. Then, a robust finite-time control scheme is proposed to stabilize a class of nonlinear stochastic systems.
The stability of the closed-loop systems is established based on stochastic Lyapunov stability theorems. Links between these two
methods are given. The efficiency of the control schemes is evaluated using numerical simulations.

1. Introduction

There has been conspicuous attention toward extending
popular nonlinear control design in deterministic setting
to stochastic framework. In particular, the integrator back-
stepping was generalized for stochastic nonlinear system in
[1]. The author in [2] gave an extension of output feedback
backstepping design for stochastic systems. Battiloti [3] inves-
tigated stabilization for a class of stochastic nonlinear systems
in upper triangular. A stochastic version of nonlinear small
gain was given in [4]. Using the small gain condition, the
authors provided an adaptive backstepping controller. Other
attempts toward this end have been reported in [5-10] and
references therein.

Asymptotic stabilization is an important issue in many
engineering applications. But for very demanding applica-
tions, finite-time stabilization offers an effective alternative,
which yields, in some sense, fast response, high tracking
precision, and disturbance-rejection properties [11]. Finite-
time stability [12, 13] allows solving the finite-time sta-
bilization problem. Finite-time stabilization method was
introduced by Bhat and Bernstein [12] and then it has been
developed by many other researchers (see, e.g., [13, 14]). As
mentioned above, over the last few decades, considerable
research works have been devoted to analysis and design of
nonlinear stochastic systems. Recently, Chen and Jiao [15]

have extended finite-time stability of deterministic systems
to stochastic framework using the Ité differential equation.

In this paper, we provide two nonlinear control designs
with applications to a guidance system in stochastic setting.
The former gives an adaptive control law for the guidance
system. The latter stabilizes a class of stochastic system in
finite-time; as a special case, it is applied to the guidance
system. Two numerical simulations illustrate the effectiveness
of the proposed control schemes. Moreover, links between
these two methods are given in Section 4.

The rest of this paper is organized as follows. In Section 2,
notions for stochastic nonlinear systems are reviewed. In
Section 3, a Lyapunov-based adaptive stochastic control is
presented for the guidance system; then the result is veri-
fied with numerical simulations. In Section 4, a finite-time
stochastic control is investigated. Using this control method,
a robust finite-time guidance law is derived. In Section 5,
concluding remarks are placed.

2. Preliminaries

List of Properties

(i) R, is the nonnegative real numbers.

(ii) C" denotes the set of n-times differentiable functions
R"toR,.



(iii) |x| stands for Euclidean norm.

(iv) A function o : R, — R, is of class-# («a € K) if
it is continuous, zero at zero and strictly increasing.
Furthermore, it is of class-# o (« € F ) if |s] — oo
ass — oo.

(v) A function 8 : R, x R, — R, is of class-H &L if
for each fixed t > 0, B(-,t) € H and for each fixed
s >0, (s, ) is strictly decreasing and f(s,t) — 0as
t — oo.

(vi) E[-] denotes the expectation of stochastic variable x.
Consider the following stochastic nonlinear system:

dx = (f (x) + g (x) u) dt + h(x) dw, 1)

where x = [x,...,x,]" € R"is the state of the system
which is assumed to be available for measurement, u € R
is the control input, t € R, is time, f € R",g € R”, and
h € R™" are continuous functions, and w is an -dimensional
standard Brownian motion. Let x(t, x,) denote the solution
to the system (1) starting from the initial value x,. The system
(1) can be thought of as a perturbation from the deterministic
system X = f(x) + g(x)u by an additive white noise.

Let V: R" — R" with the property that V € C?. The
differential operator L is defined by

1 2
LV:= g—‘; (f(x) +g(x)u) + ETr{hTZT‘; } )

where Tr{-} denotes the matrix trace. We borrow some

notions on stability of stochastic system from [4, 15].

Definition 1 (see [4]). The system (1) is said to be input-to-
state practically stable (ISpS) in probability if for any € > 0,
there exist some f € XL,y € H, and § > 0 such that the
following hold:

P{lx| < B(|xo|,t) +y(Jul) + 6} > 1 —¢,

(3)

Vt>0, x,€R"\{0}.

Definition 2 (see [15]). For system (1), define T (x,, w) = {T >
0: x(t,x,) = 0Vt > T}, which is called the stochastic settling
time function.

Definition 3 (see [15]). For stochastic system (1), the origin
x = 0 is said to be globally stochastically finite-time stable, if
for each x,, € R", the following conditions hold:

(i) stochastic settling time function T'(x,, w) exists with
probability one;
(if) if T'(x,, w) exists, then E[T'(x,, w)] < +00;
(iii) the origin is stable.

Theorem 4 (see [4]). For system (1), there exist V: R" — R,

function with the property that V € C?, functions a, o, & €
Koo andy € K, and 6 > 0 such that the following hold:

a(x) <V(x)<a(x),

(4)
LV < —a(|x]) +y (Ix]) + 5
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then system (1) is ISpS in probability sense. Such a function V
is called an ISpS Lyapunov function for (1).

Theorem 5 (see [15]). Consider system (1) with u = 0. If there
exist a positive definite, twice continuously differentiable, and
radially unbounded Lyapunov function V: R" — R, and real
numbers 3> 0 and 0 < « < 1, such that

LV (x) < =BV ®)]%, (5)

then the origin of system (1) is globally stochastically finite-time
stable.

Lemma 6 (Young’s inequality). For any (a,b) € R x R, for all
(p,q) € R, x R, with (1/p) + (1/q) = 1, and for each & > 0,
the following holds:

p
ab < S jal? + e, ©6)
p e

3. Adaptive Control Design for
a Guidance System

In this section, we design an adaptive control law for the
guidance system below under the presence of noise. The
geometry of planar interception is shown in Figure 1. The
two-dimensional motion equation of the planar interception
is [16]

# = Vreos(q-¢r) = Varcos (9 - ou), -
rq = =Vrsin(q - ¢r) + Vyrsin(q - ou)
where r is the relative range, g is LOS angle, ¢;; and
@p are flight-path angle for missile and target, and V,,
and V- are missile velocity and target velocity, respectively.
Differentiating (7) with respect to time yields [16]:

i‘=rq2+w—u,
2% 11 (8)

where 1 and w are missile acceleration normal to line of sight
and target acceleration normal to line of sight, respectively.
Let u be the control input. Also, define x(¢) := 4(¢) for all
t > 0. So we get

+-w- —u. 9)

Assumption 7. Suppose that 7(t) and w(t) are stochastic
processes defined by

() =T () + (1),
wt)y=wt)+{(1),

where 7(t) and w(t) are deterministic and {(¢) is white noise
degrading measurements. Using Assumption 7, the system
(9) can be represented as

(10)

dx = (—zx + lw— lu) dt — 1 2x -1)dw. (1)
r r r r
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Vr

FIGURE 1: Planar interception geometry. M and T denote the missile
and the target, respectively.

Theorem 8. Consider the stochastic system (11). The following
guidance law

. 6
u=cx+E—N7x+9£+6f——, N>2 (12)

roor o r
with the update law

. 4
é:k[o(e°—9)+x—2] cok>0, 8 cR (13)
r

guarantees the boundedness of x(t) and é(t) and the conver-
gence of x(t) to an arbitrary small neighborhood of the origin.

Proof. Define the following Lyapunov function:
0)=- —0 14
(x ) 4x + o (14)
where 8 = 6 -6. According to the Ito differential rule [17], we
have
ov ( 2r 1 1 )
— | -——x+-w--u
ox r r r
R 162_V( 2Ly
2 0x? r

Adding and subtracting 66(8° — 8) to the right-hand sight

LV =
(15)

of (15) give
LV =x’ (——x + lE— lu)
r r
2
+§<f> (4x* —dx +1) (16)
r
1~~~ ~ o A
- 700+00(0"-0).
This can be simplified as
3
LV = — <2rx+w u+6—x—§)
r roor
17)
3 x?
o5 -99 +06(60"-0).

3
Rewrite (17) as
LV:x—3(—2?x+w—u+6—x—§>
r r r
- (18)
3 _
+E’:—2—%(e ok (6"~ 0))-08(6"-9),
SO we get
LV:x—3<—2?x+E—u+6—x—§+§f>
r r r r
~xt 3x% 0 /5 N o
- r—2+zr—2—z<6—ak(0 -9)) -0 (6"-0).
(19)

Recalling the fact that 6=60-0, (19) can be written as

3

w==%
.

ol 0).
Therefore, we have

3
. 6x 6 ~
LV = x—<—27x+w—u+—x——+ef
r r r r

4 3 2 'é " i .
- ’r‘—z E’:Z—E<9—ak(e -6) -k
—oB (6" - 8).

It follows with the following update law

§:k[ (7-0)+ xj]

r

that
3
LV = x—(—z?x+m—u+6—x—§
r r r
4 2

3
~0%5 + 375 —0b(6"-0).

27

The last term in (23) can be written as
20(6°-0) =6
Substituting (24) into (21) gives

3
LV = x—<—2?x+m—u+6—x—§+05>
r r r r

(@ (6 -0) - (6 -0)) -

)

~X

+0-—

r

r

4
X

4
X
r2

)

+(07-8)" - (0" -0)".

3x2

272"

(1)

(22)

(23)

(24)

(25)



Pick the following control law:

. 6
u=cx+E—NFx+Gf+65—— N > 2. (26)
r r

r

So we obtain
4 4 2
3
Lv:—cx—+ﬁ(N 2)-65 + Zx—z
r2 r 27)

-2+ (e-0) - (e -0)).

For N > 2, the second term on the right-hand side of (27) is
negative (i.e., (rx*/r)(N - 2) < 0), thus
4 4 2
e X 4 2%
r

+ —_——
2 2
r 2r (28)

0 (= o A\2 o 2
- (@ (0-8) - -0)).
A simplified but conservative version of (28) is

4 4

X X 3 x?

Ve 9 2% _9(p_ 29

Ve 0705 (9 (0"-0)). 9
The last term in (29) on the right-hand side of (29) is

negative (i.e., —0/2(0° - 5)2 < 0), so

4 4 2
X X 3x o
LV < —c— —0—2
r T

212

The second and third terms on the right-hand side of (30)
can be written as

&+ %(9" —0y.  (30)

Xt 3x° 04 3 ,
R G
S (5) - (3))
- _ _ =) - 31
r2<x 20" "\ap 6))
__2<xz_i)2+ 9
T2 40 160r2°

By substituting (31) into (30), we get

X4 0 2 3 2 9 O~ 0, 2
W s-c - 26 - g5) * g = 5T 456 -0
(32)

So

0o
160r2 2

4
LV<-c— -2+ -0 6>0. (33
ro 2
Let € = (9/160r%) + (0/2)(6° — 6)”. Substituting (14) into
the right-hand side of above inequality gives

LV < —¢V +¢, (34)

where ¢, = min{ko,4c/r}. Inequality (34) implies that
V is an ISpS Lyapunov function. Therefore, it ensures the
boundedness of x(¢) and 6(¢) and convergence of x(f) to an
arbitrary small neighborhood of the origin. O
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Corollary 9. Under the assumption that w(t) is a pure
deterministic variable. The following guidance law

u:cx+w—N7x+§f, N >2 (35)
r
with an update law
. x4
0=k— k>0 (36)
r

guarantees the boundedness of x(t) and 0(t) and the conver-
gence of x(t) to the origin.

Proof. The proof is a simple conclusion of Theorem 8. O

Three-Dimensional Case. With the same arguments, the result
can be extended to the three-dimensional case. Consider the
following stochastic system:

T T
r r
_ (37)
dx, = (—zxZ + lwz - luz) dt — 2 (2x, - 1) dw,,
r r r r

where w; = ary and w, = agy. The following guidance laws

. ~ X X 6
~ Nrx, +0,=2 +6=L — —,
r ror

N > 2,
(38)

U; =X + W,

6
Nx2+6—+6———, N>2
r r r

Uy = X + W, —

with the update laws

4

2 . A X o
0, =k, [01(91—91)+r—§]) .ok, >0, 0 €R,

\ (39)
A I X o
62=k2[02(62—02)+r—22], 03k, > 0, 65 € R

guarantee the boundedness of x(f) and the convergence of
x(t) to an arbitrary small neighborhood of the origin.

3.1. Numerical Simulation. For the closed loop system, the
mentioned stochastic differential equations governed by this
guidance system can be simplified as

dx (£) = ( (N +2) % () - C::z)(t)x(t)
6 O 40
t 0 x(t) 20 ) dt (40)

( GRA (t))d“’(”
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where é(t) and r(t) are simultaneously solved by the follow-
ing:
4 . A x* (1) .
0(t) =k [0(9 -6+ Tay | eok>0 OeRr

L N LA 6
r(t)—(r(t)x(t) c— N7 (t) e(t)+r(t))

< x(t) +{ (t) - %
(41)

To solve these equations numerically, we follow the meth-
ods in [18, 19]. The guidance law and update law parameters
are chosenas N = 2, ¢ = 500, 0 = 2, K = 5,and 6° = 0.2.
Initial conditions of system (11) and adaptive guidance law
(13) are selected as 7(0) = 200, r(0) = 1, 5(0) = 0, and
x(0) = 0.1. Sampling time is set to the value & = 0.005.
Applying our proposed method, the line of sight rate x(t) is
depicted in Figure 2.

The update parameter 0(t) is shown in Figure 3. As we
expect, after some transient time (0.4 second), the update
parameter stays close to the value of 0.2.

The control input u(t) is shown in Figure 4.

4. Finite-Time Control Law for
Stochastic systems

In the previous section, the variable ¢ is only controlled (see
(9)). One expects to get better performance of the guidance
system if both the LOS angle g and the angular velocity g
are controlled. In this case, we get the following state-space
equations:

X, = %y,
% 1 1 (42)
Xy = ——Xx,+ ~wW—~u
r r r

Using Assumption 7, the system (42) can be represented as
dx, = x,dt,

- (43)
dx, = <_zx2 v - lM) dt - L (26, - 1) dw.
r r r r

So we aim to develop a guidance law to stabilize the origin
of the system (43). On the other hand, the notion of finite-
time stability is very important in guidance problems since
the guidance equations are valid as long as the intercept point
is met in finite-time [16, 20, 21]. The adaptive guidance law
proposed in the previous section does not provide the finite-
time convergence of the guidance system although it gives the
effective robustness. These motivate us to give a robust finite-
time guidance law in stochastic setting.
Consider the following stochastic nonlinear system:

dx, = x,dt,
(44)
dx, = (f (x,t) +u)dt + g (x,t) dw,

0.15
0.1F
0.05}

-0.05

-0.1
=0.15}

-0.2

0 0.1 0.2 0.3 0.4 0.5 0.6
Time (s)

FIGURE 2: The line of sight rate x(t).

0 02 04 06 08 1 1.2 14 16 18 2
Time (s)

FIGURE 3: The adaptation parameter o).

wherew € Randx = [x,,x,]" € R?isassumed to be available
for measurement. A guidance system can be modeled in this
form. We emphasize that the guidance system (43) is a special
case of the system (44).

Assumption 10. Foranyx € R, the nonlinear part of (42) can
be bounded by

|f 6 0)] <y (x0,%,) (x| + %)) (45)
where y(x,, x,) > 0 is a known C' function.
It should be noted that the function f (., ) is unknown, in

general. We only need that the upper bound (45) is given.

Theorem 11. Consider the stochastic system (42) with
Assumption 10. The following control law

u= —p(x;,x,) (xg/3 + 0.15x1)1/5
(46)
7 8
- [5‘3 (x1, %) + Z’éB] f;/s

guarantees the boundedness of x(t) and the convergence of x(t)
to the origin in finite-time.

Proof. Define the following Lyapunov function:

1 *2 SBN\I5
V(X):Exﬂj* (55/3—x253) ds. (47)

X
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FIGURE 4: The applied control effort.

Fact 1. Recall that for a given dynamical system
= f(xt)dt+g(xt)dw(t). (48)
According to the It6 differential rule LV (x) is

aV(x)f( "
gx t))

+; ( (t) (x)
(f (x,t) +u)

LV (x) =

(49)

So LV (x) for the system (42) is

ov (x) E)V (x)
0x, 0x,

LV (x) =

(50)
10°V (%) 2 (x.8)
2 ox? g e

The partial derivative of V' respect to x; is

vV (x) _ ijxl 5/3
x0T ox (s

Fact 2. From the elementary calculus, we get

(x)
% (Jg f(xz) dz)

a

s/3\7/5
< ) ds. (51)

(52)

9 3f (x,2) g (x)
N Ju ox dz+ ox

fx2)

z=g(x)

Using Fact 2, (49) is rewritten as

ov * 0 #5715
(x) =x +J —(55/3—)625 ) ds

0x, x; 0X

- ” (53)
_9% (s _
o, (s x, )

s=x5

L5715

It follows with the fact that (0x; / axl)(s5 B xi) |s:x; =0

that

oV (x) J'xZ 7( 5/3 W53\ 2/5
=x;+| =(s7-x
0x, S 5( 2 )

2

(54)

*

5 L3\ OX
8 <—§x2 ) axj ds.
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Recall that
*2/3ax; 3/5 2/3( 6 _2/5) 6 1/3
—2 = (=2 -2 =@ 55
P e - (20) (gn @ (59
we obtain
v (x)

14 ‘i3 sz 53 w25
=x,+—4 s —x ds. 56
e arg @ (7 -x") (56)
The partial derivative of V(x) with respect to x, is

v () 715
ol CORE AP ML (57)

and the second derivative with respect to x, is

o’V (x) 7 205 2/3.
—axg 3% x5 (58)
So we have
14 2 53\ 2/5
LV (x) = (xl + ?(4)1/3 J (55/3 - xzm) ds) X,
. (59)

P (f (%) +u) + = x2/5x§/3g2 (x).
Define the following var1ables:

5/3

T e e S T

Therefore, one yields:

7 X3 #5/3 2/5
= (fl ~ J (55/3 - X, ) ds) X,
o

2
W53\ 2/5
EP(f(x) +u)+= g(x)2 2/3( B x; ) .
(61)
Let u := u, + ug; the deterministic term is
1/5
uy =B (x1,x,) (xg/S + O.lel) , (62)

where f(x,,x,) > 0isa C' function. Particularly, u; and
u, provide the deterministic and stochastic parts of (44),
respectively. Substituting (62) into the right-hand side of (61)
gives

IV <= (80 +8°) +80u + 2w 80 ()

Assume that
lgx 1)’ < @ (x,x,) (|El|6/5 + |€2|6/5) , (64)

where @(x,,x,) > 0isa C' function. From the aforemen-
tioned assumption and Young’s inequality, we get

LV <_ (58/5 +€8/5) +E7/5 S

7
+ 20 () (67 + 6] °) 578

8/5 . £8/5 1 8/5 (65)
S_(1 2 )+(4/3)54/3 1

7/5 7 8* 8/3 | +1/5
+& cD(xl,xz)+Zx 27
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where § € (0, 1). Let u, be
7 8*
u = — | L@ (x),x,) + —x3 | &5 (66)
3 4
With the similar arguments as above, we have
LV <-(1-8) (&7 +&"). (67)
It follows from Proposition 2 and Lemma 2.3 in [13] that

p €(0,0.5).
(68)

LV <-(1-08) (&7 +&7) < —pv*?

This shows that the origin of the system is globally
stochasticly finite-time stable. O

4.1. Numerical Simulation. In this section, the performance
of the proposed control schemes is evaluated via a numerical
example. Consider the following dynamical system:

dx, = x,dt,
(69)
dx, = udt + x;dw,

where w = N(0,0.05). Let 3(x;, x,) = 0.4 and ¢ = 0.8. Initial
condition is selected as x,(0) = 1 and x,(0) = —1. A lower
bound for @(x;, x,) is

@ (x,%,) > ﬂ (70)
|El |6/5 n |£2|6/5
Therefore, we can choose @(x;, x,) as
2
@(x,x,)=b l9) (71)

|Ell6/5 + |€2|6/5 ’

where b = 1.1. The control law obtained from the results in
Theorem 11 is

u= —p(x,x,) (x§/3 + 0.15x1)1/5

(72)
7 8* 8/3 | 1/5
- ch (x1, %) + 22 %2
where
5/3 503 * 3/5
& =xy, L=x"-x, , x, =-2x]". (73)

Numerical simulations are implemented in MATLAB
with the step size 0.001. Figures 5 and 6 illustrate the
effectiveness of simulation results using the control law (70).
The state trajectories are shown in Figure 5. The control input
is depicted in Figure 6. Obviously, the control signal (70) is
not smooth although it gives a finite-time convergence.

7
10 15
Time (s)
— x;(t)
— x(t)
FIGURE 5: The state trajectories x(¢) due to the control scheme.
1.5 o T 10~
0.05 >
1t 0
-0.05 0
05 -0.1
. : .
= 7o I\??‘.‘_ ‘V‘ 10.005  10.01
= ol N
-0.5 r
_1 I
0 5 10 15

Time (s)

FIGURE 6: Input control u(t) due to the control scheme.

5. Conclusions

Two guidance laws were proposed in stochastic setting.
First, an adaptive guidance was presented to achieve target
interception under measurement noise. The effectiveness
of this result was evaluated using numerical simulations.
Although this guidance law provided the effective robustness,
it did not guarantee the finite-time convergence for the
guidance system which is preferably required. Next, a robust
control method was proposed to stabilize both the LOS
angle and its angular velocity at the origin in finite-time
under measurement noise. Simulation results demonstrated
that the second guidance approach provided the finite-time
convergence, but the signal input was not as smooth as the
one in the first method. So this showed that balance between
these approaches was needed.
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The problem of stability analysis is investigated for a class of state saturation two-dimensional (2D) discrete time-delay systems
described by the Fornasini-Marchesini (F-M) model. The delay is allowed to be a bounded time-varying function. By constructing
the delay-dependent 2D discrete Lyapunov functional and introducing a nonnegative scalar 3, a sufficient condition is proposed to
guarantee the global asymptotic stability of the addressed systems. Subsequently, the criterion is converted into the linear matrix
inequalities (LMIs) which can be easily tested by using the standard numerical software. Finally, two numerical examples are given

to show the effectiveness of the proposed stability criterion.

1. Introduction

Over the past decades, the two-dimensional (2D) systems
have received considerable attention due to their extensive
applications [1]. The 2D discrete-time systems have been
successfully applied to many practical areas such as signal
processing, linear image processing, multidimensional digital
filtering, seismographic data processing, water stream heat-
ing and thermal processes. To mention a few, the problem of
linear image processing has been studied in [2] for 2D discrete
systems based on the Roesser model (R model). Aiming at
the design of the digital filter, the 2D discrete systems based
on the Fornasini-Marchesini model (F-M model) have been
discussed in [3]. Recently, the modeling, calculation, and
stability of 2D discrete systems have been widely studied and
alarge amount of results on these topics have been published;
see, for example, [4-9].

Saturation, as a common and typical nonlinear constraint
for practical control systems, is often encountered in various
industrial systems. The phenomena of saturations if not
properly handled will inevitably affect the implementations of
the designed control schemes and may lead to the occurrence
of the zero-input limit cycles [10-13]. Dynamical systems
with saturation nonlinearities appear commonly in networks
and 2D digital filter [14, 15]. When designing the 2D digital

filter by using fixed point arithmetic, saturations are intro-
duced due to the overflow and quantization. Recently, many
important results on stability analysis of 2D discrete F-M
systems with state saturation have been reported in recent
literature; see, for example, [16-21]. To be specific, by using
the Lyapunov method and employing the property of matrix
norm, some sufficient conditions have been presented in
[16, 17] to guarantee the global asymptotic stability of the
related systems. In [18], an internally stable condition has
been given for the design of 2D filters. By introducing a
nonnegative scalar, in [19, 20], the criteria based on linear
matrix inequality (LMI) have been proposed to ensure the
global asymptotic stability of F-M model. Recently, sufficient
conditions have been derived in [21] to guarantee the global
asymptotic stability of the addressed F-M systems with state
saturation nonlinearities.

As well known, the time delays occur in many practical
engineering systems [22-24]. The occurrence of the time
delays would yield the instability of the controlled systems
in some cases. So far, a great number of results have been
reported; see, for example, [25-29]. In particular, consider-
able research attention has been devoted to the problems of
stability analysis of 2D discrete time-delay systems. To be
specific, by constructing an appropriate Lyapunov function
and a scalar S, sufficient conditions have been proposed



in [26] for state saturation 2D discrete time-delay systems
based on the R model. In [27], the state estimation prob-
lem has been investigated for 2D complex networks with
randomly occurring nonlinearities and probabilistic sensor
delays. Accordingly, some sufficient conditions have been
established such that the resulted estimation error dynamics
are globally asymptotically stable in the mean square sense.
To be specific, the problems of global asymptotic stability
have been given in [30, 31] for 2D discrete F-M systems
with state saturation and constant time delays. However, to
the best of author’s knowledge, there has not been much
work undertaken on the global asymptotic stability for state
saturation 2D discrete time-varying delay systems based on
F-M model.

In this paper, we aim to investigate the problem of global
asymptotic stability for 2D discrete F-M systems with state
saturation and time delays. Here, the delays are assumed
to be time varying with known lower and upper bounds.
By constructing a delay-dependent 2D discrete Lyapunov
functional and introducing a nonnegative scalar 3 based on
a row diagonally dominant matrix, a sufficient condition
is proposed to guarantee the global asymptotic stability of
the addressed systems. Subsequently, the problem of global
asymptotic stability is converted into the problem of feasi-
bility by solving the LMIs. Finally, two numerical examples
are given to show the effectiveness of the proposed criterion.
The main contribution of this paper lies in that new stability
criterion is given for state saturation 2D discrete F-M systems
with time-varying delays.

Notations. The fundamental notations used in the paper are
given as follows: I, and 0 denote the identity matrix and

zero matrix with appropriate dimensions. For a matrix A, A”
stands for transpose of the matrix A. A > 0 means that A is
positive definite symmetric matrix.

2. Problem Formulation and Preliminaries

In this paper, we consider the following 2D discrete F-M
system with state saturation and time-varying delays:

x(k+1,1+1) = f(y (1),

y kD) = [y kD), yy (o) y, (R D]

o [x(kI+ 1) x(k=d,(k),l+1)
_A|:x(k+1>l):|+Ad|:x(k+1}:l_dv(l)) (1)

=Ax(kI+1)+Appx(k+1,])
+ Ay x(k—dy, (k),1+1)
+Ayx(k+1,1-d,(),

where x(k, [) is the n-dimensional state vector and (k, [) is the
2-dimensional time variable along the vertical and horizontal
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directions satisfyingk > 0, [ > 0. A = [A}}, A},] € R,
A; = [Ay, Ayl € R d,(k) and d,(I) are time-
varying delays along the vertical and horizontal directions,
respectively. We assume d, (k) and d, (I) satistying:

h,, <d, (k) < hy, v <d, () < vy 2)

where h,, and h,,; denote the lower and upper bounds of
the delay d,,(k) along the horizontal directions, v,, and v,,
denote the lower and upper bounds of the delay d,(I) along
the vertical directions. Throughout this paper, the superscript
T to any vector (or matrix) stands for the transpose of that
vector (or matrix).

The saturation nonlinearity f(:) is given by

F D) =[fi 0 kD), fr (1 kD)oo o (3 D)

3)
with
1, y; (k1) > 1,
i kD)= 1y, (D), |y(eD|<1, (=12...,n).
-1, y; (k1) < -1,
(4)

The system (1) has finite initial conditions x(k,0) and
x(0,1) with fixed yet nonzero values for —h,; < k < K and
—vy <1< L,and

x(k,0)=0, k=K; x(0,)=0, I>L, (5
where K and L are positive integers.

To proceed, we introduce the following definitions which
will be used in the subsequent derivations.

Definition 1. The origin x = 0 of the 2D discrete time-delay
system is said to be stable (in the sense of Lyapunov) if for
every € > 0 there exists a § = §(¢) > 0 such that

lx (k. DIl <&, (6)

forall k > 0, I > 0, whenever [x(k,0)|| < & (—hy, < k < K)
and [|x(0, )| < & (—vp; <1 < L), where K and L are positive
integers and || - | denotes any of the equivalent norms on R".

Definition 2 (see [21]). The origin x = 0 of the 2D system
(1) is said to be globally asymptotically stable if the following
conditions are simultaneously satisfied:

(1) system (1) is stable;

(2) every solution of system (1) tends to the origin as k +1
— 00; that is,

lim x (k1) = . llim x (k,1) =0. (7)
+ > 00

k— 00 or I - 00
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Definition 3 (see [32]). The matrix M is said to be row diag-
onally dominant if

n

|mii| > Z .|m,»j|, ie[l,n]. (8)

J=Lj#i

Definition 4. For a 2D function V(k,I) = Vi, 1) + V(K D),
denote its difference AV (k, 1) as

AV (k1) = AV (k1) + AV” (k, 1), 9)
where
AV D) =V (k+ 1,1+ 1) -V (k1+1),
(10)
AV (D) =V (k+1,1+1) - V' (k+1,1).
3. Main Results

In this section, we aim to investigate the problem of stability
analysis for the 2D discrete F-M system with state saturation
and time-varying delays. By resorting to the LMI technique,
a sufficient condition is given to ensure the global asymptotic
stability of the addressed system.

Theorem 5. The origin x = 0 of 2D discrete system (1) is
globally asymptotically stable if there exist matrices P, Q, and
M, where P = Py +P,and Q = Q +Q, with P, = [p;;] € R,
P, = [pfj] € R™",Q, = [q}j] € R™, and Q, = [qu] € R
being symmetric positive definite matrices and M = [m;;] €
R™" is row diagonally dominant with nonnegative diagonal
elements, satisfying the following matrix inequality:

T T T T
I, MA, MTA, M"A,, M'A,,

I 0 0 0

* * I, 0 0 <0, (11)
* * * -Q, 0

* % % % —Q2

with

I, =P +P—(M+M"),
I, = Q; — Py + (hy — hyy) Qi (12)

I, = Q, = Py + (Var = V) Qu.

Proof. In order to prove the global asymptotic stability of
the 2D discrete F-M system (1), we construct the following
Lyapunov functional as in [26]:

3
VD) =YV (kD), (13)
i=1

where

V, (k1) = VI (e, 1) + V! (K, D)
= xT (k1) Pyx (I, 1) + x” (k1) Pyx (K, 1),

V, (k1) = VI (k, 1) + V) (K, D)

k-1

=y x' (i,1) Q, x (i, 1)

i=k—d, (k)

-
+ ) x (kj)Qux(kj), (14)

1
j=l=d, )

Vi (D) = VI (k1) + V2 (k)

-h, k-1
- Z ZxT(i,l)le(i,l)

j=—hp+1i=k+j

Y

2 Y Y A (k) Q@ (k)

i=—vp+1 j=l+i

with P, > 0, P, > 0,Q, > 0, and Q, > 0 being matrices to be
determined.

According to Definition 4, the corresponding difference
of AV (k, 1) along the trajectory of system (1) can be calculated
as follows:

3
AV (k1) = Y AV, (k,1), (15)

i=1
with

AV, (1) = Vy (k+ 1,1+ 1) = x" (k, ]+ 1) Px (k, [ + 1)

~x"(k+1,1) Px (k+1,1),

k

AV, (kD)= Y

i=k+1-d;, (k+1)

x" (G, 1+ 1)Q,x (i, + 1)



k-1

- Y X6+ Qux (G I+ 1)

i=k-d,, (k)

!
+ Z xT(k+1,7)Qux (k+1,7)
j=l+1-d,(1+1)

-1

- Y K (k+ 1L, j)Qux(k+1, ),
j=1=d,

— hm k

AV (D= Y Y X1+ 1)Qux (il +1)

j=—hy+1i=k+j+1

“h, k-1
- Y Y X G+ DQx G+ 1)

j=—hp+1i=k+j

, !
+ Z Z xT(k+1,j)Q2x(k+l,j)

i=—vp+1 j=l+i+l

Vi -1
- Y Y x(k+ 1L, j)Qux(k+1,7).

i=—vyr+l j=l+i

Noting (13)-(15), it can be derived that

AV, (kD) = x" (k+ 1,1+ 1) Px (k+ 1,1+ 1)
+xT(k+1,l+1)P2x(k+l,l+1)
—x" (k1+1)Px(k,1+1)
~x"(k+1,) Pyx (k +1,1),

AV, (k1) = x" (k,1+1)Q,x (k,1+1)

—x"(k=dy (k),1+1)Qux (k—d, (k),1 +1)

k-1
+ Y X GIHDQx(GI+1)
i=k+1-dj,(k+1)
k-1

- Y G+ DQx G+ 1)

i=k+1-d, (k)

+x7 (k+1,) Qux (k+ 1,1)

—x"(k+1,1-d, (1) Qux (k+1,1-d, (1)

-1
+ Z xT(k+1,7)Qux (k+1,7)
j=l+1-d, (I+1)
-1

- Z xT(k+1,7)Qux (k+1,7)
jb1=d, (1)

Mathematical Problems in Engineering

k-1

< Y X GI+)Qx(I+1)

i=k+1-hy,

k-1

- Y X G+ )Qux (1 +1)

i=k+1-h,,

I-1

+ Z xT(k+1,7)Qux (k+1,7)

j=l+1-vy,

-1

- Z xT(k+1,7)Qux (k+1,7)

j=l+1-v,,
+x7 (k1 +1)Qux (k[ +1)
—x" (k-d, (k),1+1)Qx (k —dj, (k),1+1)
+xT (k+1,)Qux (k+1,1)
—x"(k+1,1-d, (1)) Qux (k+1,1-d, (1))

k-h,,

= Y &G+ )Qx(i,I+1)

i=k+1-hy,
I-v,,
+ z x(k+1,7)Q,x (k+1, )
JElH+1-vy,
+xT (k1+1)Qux (k,1+1)
—x"(k=d, (k),1+1)Q,x (k—d, (k),1 +1)
+x  (k+1,0)Qx (k+1,1)

—x"(k+1,1-d, (1) Qx (k+1,1-d, ()

AV, (k1) = (hyg—h,) x" (k1 +1)Q,x (k, 1+ 1)

k-h,,

- ) X EI+DQxGI+1)

i=k+1-hy,

+ (v — Vm)xT (k+1,1)Qx (k+ 1,1

I-v,,
- Z xT(k+ Lj)Qux(k+1,j).
j=l+1-vy,
17)
e = [f(y kD), x(kI+1),x(k+1,D),
(18)

x(k = dy(k), 1+ 1), x (k+ 1,1 - d, ()],

AV (k1) < ¢ (k,1) ©¢ (k,1), (19)
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where
P, 0

*
*

®
Il
* % ¥ % 4+

*

Now, construct the following parameter S:

B=2Y [ykD~ f; (3 (kD)]
i=1

my f; (y; (k1)) + Z my; f; (yj (k.1 )

j=Lj#i
= y" (k) Mf (y (kD) + f7 (y (k1)) M"y (K, 1)

— T (y D) (M+M") f(y (kD).
(21)

Let

o = [y (kD) - f; (y; (k1))

" (22)
mifi (ieD)+ 3 myf;(y; (kD)

J=Lj#i

The saturation region can be divided into two regions, and we
have

fi (i (kD) =
y; (k1) = f; (y; (k,1)) > 0, in Region 1,
(23)
fi (yz (k’l)) ==
y; (k1) = f; (y; (k, 1)) < 0, in Region 2.
Thus, we obtain
(y; (k,) = 1) <mii+ Z m;; f; (}’j (k,l))>,
=1,j#i
o = - Y in Region 1,
(yz(k l)+1 < —my; + Z l]f](y](k>l))>>
1Lj#i
™ in Region 2.
(24)

Subsequently, due to the property of row diagonally
dominant matrix M, we have «; > 0. Furthermore, note that 3
is the sum of nonnegative scalars, and hence 8 > 0. Therefore,

AV < " (k, 1) Wo (k1) - B, (25)

(hy=hy +1)Q - Py

5
0 0 0
0 0 0
(vmy=vu+1)Q,-P, 0 0 (20)
* -Q 0
* *  —Q,
where
I, M"A,, MTA, MTA,, MTA,,
S 0 0 0
W= = * I, 0 0 . (26)
* * * -Q 0
* * * * -Q,
If W < 0, then AV (k,1) < 0; that is
Vik+ LI+ D)+ V (k+1,1+1)
(27)

<V 1+ 1)+ V" (k+1,]).
Hence, for any nonnegative integer d > max{K, L}, we have
+V(d,1)

Y V)=V (Ld+V2d-1)+-
k+l=d+1

<VhO,d)+ V' (1L, d-1)+V"(1,d-1)

+ V' 2d-2)+--+V'(d-1,1)

+V"(d,0)

= Y VikI).

k+l=d
(28)

It is clear that the sum of the Lyapunov functional is a
decreasing function along the state trajectories of system (1).
Then, noting the initial condition x(0,d) = x(d,0) = 0, we
have

lim  x(k]) =

li k1) =0.

k— o0 orl— o0 k+llgloox ( ) (29)

Summarizing the above discussions, it can be shown that (11)

is a sufficient condition which ensures the global asymptotic

stability of system (1). This completes the proof of Theorem 5.
O

As special cases, if there is no time delay in system (1), that
is, A,; = 0and A,, = 0, or the time delays are constant, then
we can have the following corollaries.

Corollary 6. Consider the system (1) without time delay. If
there exist matrices P and M, with P = P, + P,, P, = [pilj] €
2 . . . .
R™", and P, = [p;;] € R™" being symmetric positive definite
matrices and M =

[m;;] € R™ is row diagonally dominant



with nonnegative diagonal elements, satisfying the following
matrix inequality:

P-(M+M") M"A,; MTA,,
x -P, 0 |<0 (30
* 0 -P,

then the origin x = 0 of 2D discrete system (1) without time
delay is globally asymptotically stable.

b, +P,

*
*
*

then the origin x = 0 of 2D discrete system (1) with constant
time delay is globally asymptotically stable.

Remark 8. Note that the problem of global asymptotic sta-
bility has been investigated in [33] for state saturation 2D dis-
crete system without time delay. Accordingly, a stability crite-
rion has been derived in [33] but a positive diagonally matrix
is needed to be searched. It can be easily seen that the stability
condition in [33] is a special case of (30) in Corollary 6.
Therefore, the stability condition proposed in this paper is
less conservative than the one in [33]. Meanwhile, note that
a stability condition has been proposed in [21] where an
unknown matrix G must be given firstly. The values of G must
take specific values. Compared with the results in [21], we
only need to find matrix M. It concludes that the stability
condition in [21] is more conservative than our result.

Remark 9. 1t is worth mentioning that the delay-fractioning
approach has been employed in [34, 35] to reduce the con-
servativeness of the time delay. It has been shown that the
developed approach performs well when dealing with the
time delay compared with other methods. Accordingly, some
effective SMC/SMO schemes based on the delay-fractioning
idea have been proposed for discrete time-delay nonlinear
stochastic systems with randomly occurring incomplete
information. Motivated by the results in [34, 35], we are now
researching into the stability criterion based on the delay-
fractioning approach for the state saturation 2D discrete
time-delay systems. The corresponding results will appear in
the near future. Moreover, note that the recursive filters have
been designed in [36-38] for time-varying networked non-
linear systems with missing measurements. It is also inter-
esting to consider the analysis and synthesis of 2D discrete
nonlinear systems with state saturations and missing mea-
surements.

Remark 10. It is worth noting that the conditions in
Theorem 5 are not strict LMI due to the fact that the
matrix M = [m;] € R™ is row diagonally dominant
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Corollary 7. Consider the constant time delay d, (k) = d,,
d,(l) = d,. If there exist matrices P, Q, and M, where P =

P+ Pyand Q = Q + Qy with P, = [p;] € R™, P, =
[pizj] € R™", Q, = [qilj] € R™, and Q, = [qizj] € R™" being
symmetric positive definite matrices and M = [m;;] € R™" is
row diagonally dominant with nonnegative diagonal elements,
satisfying the following matrix inequality:

- (M+M") M"A,, MTA,, MTA, M'A,,
* Q-Ph
%
*
%

0 0 0

Q-P 0 0 <0, (31
* -Q 0
* * -Q,

with nonnegative diagonal elements. Hence, the results of
Theorem 5 and Corollary 6 are not convex which lead to the
computational difficulties. In the following, an alternative
approach is developed to deal with the nonconvex problem.

Let ¢; be n-dimensional column vectors in which the
Ith element is 1 and other elements are 0. Let Y; be the set
of n-dimensional column vectors in which the /th element
is —1 and other elements are either 1 or —1 and Y}, € Y]
(s € [1,2"'). Then, the condition where matrix M =
[m;;] € R is row diagonally dominant and the diagonal
is composed of nonnegative elements can be equivalently
converted into the following LMIs:

e MY <0, I=1,2..,m+n se[1,2""']. (32)

Together with (11) and (32), we can see that the proposed
stability condition is a convex one and then can be easily
solved by using the standard numerical software.

4. Numerical Examples

In this section, two numerical examples are given here to
illustrate the effectiveness of the main results.

Example 1. Consider the state saturation 2D discrete time-
delay system (1) with

[ 1.678 0.2853 —0.2432 —0.1246]
A= -0.84 023 -0.1 1.45
=1 04 0.0217 0.1785 0.1662 |’
| 0.0245 —0.00884 0.0321 —0.2428 |
[ —0.495 -0.687 —0.030 —0.3013]
N —-0.1630 —0.4817 —-0.993 0.1814
1271 02842 0.1790 -0.5551 0.0799 |’
| -0.2112 0.1887 0.0895 0.5604 |
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-9.987 -0.2 0 0
0 -0.15 0 -0.1

Az = 0 0o -078 0 |’
-023 0 0 -098
5763 -0.067 0  0.04
2314 0342 0.098 -5.78
A22:

456 0.001 -0.98 0.231
023 -0.76 0.043 8.6

(33)

The lower and upper bounds are given by h,; = 3, h,,, = 1,
vy =4andv,, =2.

Solving the inequalities (11) and (32) in the Matlab
environment, we can obtain

[ 3.0067 —0.0360 —0.0043 0.0125]
P -0.0360 3.1420 0.1635 0.2573
171 -0.0043 0.1635 2.9443 0.1253 |’
| 0.0125 0.2573  0.1253 2.9694 |
[ 2.9848 —0.0225 —0.0006 0.0463]
P - —0.0225 3.1494 0.1757 0.2382
2 —0.0006 0.1757 3.0049 0.0990 |’
| 0.0463 0.2382  0.0990 2.9051 |
[ 0.5521 -0.0048 —0.0017 0.0417]
Q - —-0.0048 0.6168 0.0461 0.0573 (34)
1 -0.0017 0.0461 0.5631 0.0356 |’
| 0.0417 0.0573 0.0356 0.4917 |
[ 0.5676 —0.0144 —0.0043 0.0175]
| -0.0144 0.6115 0.0374 0.0709
Q= —-0.0043 0.0374 0.5198 0.0545 |’
| 0.0175 0.0709 0.0545 0.5376 |
[ 0.2812 0.0241 —0.0475 —0.0020]
M= 0.0353 0.6877 0.0609 0.2516
-0.0769 0.0654 0.7074 0.0128
| 0.0027 0.1886 —0.0018 0.5205 |

Then, we can see that there exist the required matrices P,,
P,, Q,, Q,, and M satisfying LMIs (11) and (32). As such,
according to Theorem 5, the origin x = 0 of system (1) is
globally asymptotically stable which confirms the feasibility
of the proposed main results.

Example 2. Consider a 2D system described by (1) without
time delay. The system parameters are given as

12 -2.8
An = [0.1 0 ]
(35)
0 0.01
A= [0 o.oz]'

By using the Matlab LMI Toolbox, it can be easily verified
that the following feasible solutions can be obtained

P2:[1321 25 ]

p _ [14217 —203.9
1= : 25 11675

-203.9 1698.1
(36)
Mo [434.848 —11.3033] _

-9.1992 818.5481

That is, there exist the required matrices P;, P,, and M
satisfying LMI (30). According to Corollary 6, the origin of
system (1) is globally asymptotically stable which confirms
the effectiveness of the presented results. However, it can be
tested that the conditions in [33] are infeasible. Therefore, the
result in our paper is less conservative than the one in [33].

5. Conclusions

In this paper, we have discussed the problem of global
asymptotic stability for 2D discrete F-M systems with state
saturation and time-varying delays. By constructing the 2D
discrete-time Lyapunov functional, a new stability criterion
has been established to ensure that the addressed system is
globally asymptotically stable. The proposed stability crite-
rion is in terms of the LMIs which can be easily tested by
using the Matlab matrix toolbox. Two numerical examples
have been given to demonstrate the feasibility of the proposed
stability condition. It is worth mentioning that the construc-
tion of the scalar 3 has taken full effects from time delays
with hope to reduce the conservativeness. One of the future
research topics would be the extension of the proposed main
results to more general state saturation 2D discrete systems as
in [39-41] with network-induced phenomena.
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Based on the hot rolling process, a load distribution optimization model is established, which includes rolling force model, thickness
distribution model, and temperature model. The rolling force ratio distribution and good strip shape are integrated as two indicators
of objective function in the optimization model. Then, the evolutionary algorithm for complex-process optimization (EACOP) is
introduced in the following optimization algorithm. Due to its flexible framework structure on search mechanism, the EACOP is
improved within differential evolutionary strategy, for better coverage speed and search efficiency. At last, the experimental and
simulation result shows that evolutionary algorithm for complex-process optimization based on differential evolutionary strategy
(DEACOP) is the organism including local search and global search. The comparison with experience distribution and EACOP
shows that DEACOP is able to use fewer adjustable parameters and more efficient population differential strategy during solution

searching; meanwhile it still can get feasible mathematical solution for actual load distribution problems in hot rolling process.

1. Introduction

With the increasing demand for improving the product
quality and control accuracy in hot rolling process, the rolling
scheduling problem has become an important issue in the
steel industry. According to the principle that nominal motor
power should be greater than rolling power, the main purpose
of hot rolling scheduling problem consists in determining
the final thickness for every rolling pass to set other process
parameters [1], such as rolling force and bending force. The
key point and object of hot rolling shape/gauge control is
the shape control of roll gap, in the sense that the load
distribution is the basis of strip shape control. Although the
classic load distribution is simple and reasonable, it cannot
achieve the most optimal setting to shape control [1, 2].

The hot rolling process has been optimized with
rolling theory or heuristics algorithms [3-5]. For example,
a differential evolution algorithm with space-adaptive idea

is applied to several hot strip mills for the optimal design
of scheduling. This algorithm expands or shrinks the search
space by certain rules and realizes the automatic search
for the suitable space and improves the convergence rate
and accuracy [3]. An intelligent method named variable
metric hybrid genetic algorithm was introduced to optimize
hot strip mills [4]. A genetic algorithm-based optimization
was coded and operated for 1370 mm tandem cold rolling
schedule. It seems that the performance of the optimal
rolling schedule is satisfactory and promising [5]. Although
the above load distribution is reasonable, it often requires
more adjustable parameters during the search for optimal
solution, thereby making influence on coverage speed and
search efficiency.

Thus, the major objective pursued in this paper is
to formulate a better solution on the rolling scheduling
optimization. Based on the evolutionary algorithm for
complex-process optimization (EACOP) [6-8], we improve



this algorithm within differential evolutionary strategy and
utilize it to optimize load distribution of hot rolling. The
DEACOP has the flexible structure which is similar to
scatter search and employs some elements of scatter search
[9] and path relinking [10]. Besides, it makes use of a
smaller number of tuning parameters and differential evo-
lutionary strategy among the population members with new
strategies. Firstly, according to model’s characteristics of
load distribution, initial diverse population strategy will be
improved with the consideration of latin hypercube uniform
sampling. Secondly, differential evolutionary strategy will be
presented to replace the original linear combination. Thirdly,
a population-update method is introduced to modify the
balance between intensification and diversification. Finally, a
search intensification strategy called the “go-beyond” to in-
depth search is established for enhancement of the efficiency
of the local optimal solution. This differential evolutionary
strategy can generate broader area around the population
members and get better intensification and diversification of
population members by the go-beyond strategy.

Based on experimental simulation by actual data in hot
rolling process, simulation result shows that the application of
DEACOP optimizes the gauge reduction for each rolling pass
and gives full play to the upstream rolling mill equipment’s
ability. Meanwhile, DEACOP algorithm regulates crown
index of the downstream mills, so it can further improve the
efficiency of plate-shaped regulating.

2. The Gauge and Shape Model

2.1. System Description. In order to determine rolling force of
each stand, as well as the other settings, the key point of load
distribution is that the exit thickness of each stand should be
distributed reasonably. Thus, in this section the optimal load
distribution with the consideration of overall performance on
shape and gauge is proposed. The optimal load distribution
of finishing mill group can be divided into three stages
[11-13].

The first phase requires that the Ist stand’s reduction
should be left some room, as the steel billet’s thickness may
fluctuate when steel billet goes into rolling mill.

In the second phase, the 2nd and 3rd stands should make
tull use of equipment power, therefore making the amount of
the reduction as large as possible.

In the third phase, the rolling force in the last stage should
gradually decrease from the 4th to the last stand, so that the
accuracy and performance of the shape and gauge can be
synthesized properly. Meanwhile, the relative crown of the
last four stands should be equal.

With the consideration of those steps, the objective
function is derived as follows, which constructs with the
desire of above three stages with DEACOP optimizes load
distribution:

2 2
G = w, (P, - K\ P,)" + w,y(P, - K, P5)

7 2 (1)
CR; CR
ra(GE -G,
i=4
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where P, is the rolling force of the ith stand, CR; and A;
separately represent exit crown and thickness of the ith stand,
w; denotes weighted coefficient, and A; is the compensation
coefficient, which maintain the equality of relative crown
from the 4th to the last stand. From the view of engineering,
some related variables of rolling process can be restricted,
suchash;,, < h;, 0 < P, < P, ...K; and K, denote the propor-
tional coefficient about rolling force and both coeflicients are
changed according to technological condition, where K; is
set as 0.9 and K, is set as 1 in this paper. Apart from the
above constraints, the Shohet discriminant [1] about sheet
deformation is also necessary. Since the rolling process of hot
strip mill is different from the cold rolling, to some extent,

Shohet discriminant may relax the requirement of relative

crown:
_80<E> <<C_H_&><4o<ﬁ> , (2)
B H h B

where H, h denote the entry and exit strip thickness, Cp;/H
and Cy,/h separately stand for relative crown of entry and
exit, B is the strip width, and & = 2 or 1.86.

The main purpose of load distribution system is seeking a
set of data h;, which not only meets the Shohet equation, but
also can fulfill those technological conditions. Meanwhile, in
order to get the minimum value of objective function, the
rolling force model, thickness distribution model, and the
temperature model have to be established.

2.2. Rolling Force Model. According to [1], the classic rolling
force equation can be expressed as follows:

P, = 1.15BI)Qp0, 3)
Qp = 0.8049 — 0.3393¢ + (0.2488 + 0.0393¢ + 0.0732¢” ) }i—c
()
o=oyexp(a,T +a,) (1u—0>(a3T+a4)
(5)

X

() ~@-0(g3)]

where the subscript i denotes the rolling pass number, B
is the strip width, and I/ denotes the horizontal projection
length of contact arc between roll and workpiece. I =
VR'Ah, R' = R(1 + (16(1 — v*)/nE)(P,/BAh)), where R is
roller radius, R’ is roller radius after deformation [12], Ah is
the reduction for every rolling pass, v is Poisson’s ratio,
and E is Young’s modulus. Relative deformation degree and
average thickness are denoted as ¢ and h,, in (4). Deforma-
tion resistance introduces (5), where T = (¢ + 273)/1000
and t is rolling temperature. ¢ = In(h,_,/h;) and u =
(v,-e/lé) separately stand for deformation degree and rate
about workpiece.
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2.3. Thickness Distribution Model. Consider the following:

' Ky = \/KIZ-IZ + 4Ky $,a,
h; = H, exp K ; (6)
H1

H,\? H,
ansz(lnh—O) +KH21n<h—0>, 7)

where . is the experiential thickness value, K;;,, Ky, denote
the site statistics coefficient, ¢; is cumulative energy distri-
bution coeflicient, H, is initial thickness when workpieces
go into the first finishing mill, and h,,is exit thickness when
workpieces go through the last stand.

2.4. Temperature Model. Temperature is an important factor
in hot rolling, which can directly impact on the rolling force
value of each pass. Equation (8) expresses temperature drop
model from roughing exit to finishing entrance, while the
next equation denotes slab temperature drop caused by going
through finishing mill:

-1/3

) -3
= 8
Tro 100[ 100ycH < ) ] (8)

L > )

Ty, means entry temperature when slab goes into the first
finishing mill. € is blackness, § is Boltzmann constant, y is
density, ¢ is specific heat capacity, and 7 is the time when
strip is transferred from the exit of roughing mill to the
entrance of the finishing mill. Ty is steel temperature after
strip going through roughing mill.

The exit temperature of each finishing mill is denoted
as T;. T, is water spray temperature between mills. K, is
cooling coeflicient, the interstand distance (L j) is indicated,
and h,v, is the product that multiplies exit thickness by
rolling speed.

T, =T, + (Tgy — T)exp(

3. Evolutionary Algorithm for
Complex-Process Optimization

In this section, the evolutionary algorithm for complex-
process optimization based on differential evolutionary strat-
egy (DEACOP) is proposed to solve load distribution prob-
lem of the hot rolling scheduling. The DEACOP is innovative
strategy embedded in various submethods within the flexible.
This algorithm improves path relinking to generate a new
combination method which considers a broader area around
the population members. Meanwhile DEACOP improves the
balance between intensification and diversification with a
population-update method. The above strategies can escape
from suboptimal solutions and advance the search efficiency.
The algorithm consists of five parts: (1) building the initial
population, (2) determining similarity solution, (3) differen-
tial evolutionary strategy, (4) population update, and (5) deep
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FiGure 1: LHS (H = 10, N = 2).

search feasible solutions. Its principle is to deeply explore new
population members near individuals with minimum fitness.
The optimization process will be repeatedly executed unless
the stop conditions were met.

3.1. Building the Initial Population. In this subsection a latin
hypercube uniform sampling (LHS) is first used to generate
the initial population. To illustrate how LHS works, during
the following description we will explain the building process
of LHS. N is variable dimension that is set as 2; sampling
size H is10. The distribution procedure of LHS is as follows.

3.11. LHS Algorithm

(1) Each side of the test area was divided equally into 10
parts, so test area was divided into 10* small areas.

(2) 1,2, ...,10) israndomly ordered to (7,5, 6,9,2,4,1,8,
10,3)and (7,9, 3, 8, 6, 2, 4,10, 5, 1). They are arranged
in a matrix as follows:

8 10 31"

7569 1
410 5 1

2 4
A=1793862 (10)
Column of the matrix, such as (77), (5,9), (6,3) ...
(3,1), is fixed on 10 rectangles.

(3) A sample was randomly selected in each small rect-
angle, and then sampling group was composed of
10 samples. The result about LHS works is shown in
Figure 1.

Through LHS procedure, an initial set Pop of Psize diverse
vectors is generated, whose size is set as 10 x Nvar (Nvar is
defined as a number of variables which need to be optimized).
Meanwhile high-quality solution set Popl is composed in
terms of better fitness. Its number is bl. Diversity set Pop2
(its size is b2) includes individual selected randomly from
the remaining m—bl vectors in Pop. According to the above
completion strategy, the population size is b = b1+b2. McKay
etal. [14] pointed out that the total average received LHS than
a simple random sampling mean has smaller total variance.
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fori=1tob
forj=itob
7a(5.3)-
else
until the end of the loop
endif
endfor
endfor

i

|5c’- - &; ” <dist then one of two solutions will be replaced with random solution within the search space.

AvrGoriTHM I: Check for solutions similarity algorithm.

3.2. Check for Similarity Solution. The purpose of similarity
determining is to help escape from (possible) local optimal
area. Algorithm 1 checks for duplicity with Euclid distance
in the population before performing the next subsection
(combination method). If the Euclidean distance between
the two solutions is less than set value dist, then one of two
solutions will be replaced with random solution within the
search space. Otherwise, reserve two solutions and continue
to the next judge.

3.3. Differential Evolutionary Strategy of Population. In the
traditional EACOP, the reference set was usually based on
linear combination method, which has advantage in some
aspects. Unfortunately, there is difficult to solutions of com-
plex issue. Thus, an improved differential variation method
was introduced as follows:

M =X F (X - X + (X X))

where M!*! is individual set after variation, X", is the current
best individual populations, and F is scaling factor. (X%, - X})
item was used in this strategy in order to increase the algo-
rithm coverage speed. Meanwhile (X iz - X£3) was introduced
as disturbance, which can make difference for each variation
individual, therefore maintaining the population diversity.

Besides, the crossover strategy is used for better evolu-
tionary effects. After the crossover operation on X} and M!*',
thereby generating the new individual C!/'. The crossover
strategy equation can be expressed as follows:

1 Mf;l, rand < CR
il =

i=1,2,...,n, 12
ij, rand > CR J " 12)

where CR can be defined as crossover probability factor
between 0 and 1 and rand is uniform random number in the
same interval.

3.4. Population Update. As described in the combination
method, we incorporate each member of the reference set
with the rest b — 1 members, resulting in b — 1 new solution.
Best quality solutions among new solutions were chosen and
compared with their parent, if their value is better than the
parent, and then the latter is replaced in the population. The
principle of population regeneration is that new solutions
are generated along with the path formed by the parent
superrectangular.

3.5. Deep Search Feasible Solutions. By the previous steps,
the new population members are surrounded by hyperrect-
angle in accordance with update strategy. For enhancing
the search intensification to exploit better feasible solu-
tions, the evolutionary algorithm has implemented go-beyond
strategy which consists in exploiting promising directions.
Go-beyond strategy (Figure 2) means that new solution is
created in the light of direction defined by the child and its
parent (Algorithm 3).

Deep search step is shown as follows: firstly, create a
new solution x4, in hyperrectangle which is generated
by a pair of solutions (x;,x;) and estimate if fitness value
S (xchna) outperforms parent fitness value f(x; orx;) (x;, x;
is selected after deciding which of them is combined with
other b — 1 population individuals). If f(x4;4) > f(x; or
x;), new solution xyg4 is created according to go-beyond
strategy over again. Now once more the program deter-
mines if f(xneig) i greater than f(x4;q); if the result
holds, determine update solution Xxypchig With go-beyond
strategy again. In the end, last subsection D is introduced to

make Xynaiq Teplace one of x; or x;.

3.6. Optimization Process of DEACOP. According to descrip-
tion about above five parts subsection, all of subsections will
be integrated to build an evolutionary algorithm. Optimiza-
tion steps of DEACOP are shown as follows.

Step I. Set initial parameters that include variable dimension
vars, Py, .diverse vectors of the initial set (normally P,.
10 x vars), the number of high-quality solution bl, and
random set size b2. Initial population whose size b is the sum
of bland b2. To escape from suboptimal solution, the number
of consecutive iterations Ty, is defined as a vector. T =
(17, T5,....T,] = [0,0,...,0]. Tgpynge is denoted as logo
whether get suboptimal solution.

Step 2. 'This step uses a latin hypercube uniform sampling
to generate initial set of diverse solutions. But the set should
meet constraint condition about optimization problem.

Step 3. Check for similarity solutions. This step uses
Algorithm 2 to test the diversity of population.

Step 4. Make differential evolutionary computation in refer-
ence to the actual individuals of concentration.
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FI1GURE 2: The flow chart of DEACOP.

lf f(xnew) < f(‘xparent)

X X

parent — “‘new

endif

ALGORITHM 2: Population-update algorithm.

Step 5. Associate population-update strategy with go-beyond
strategy. If the quality of child x4 that is generated with
combination method outperforms its parent x;, then go-
beyond strategy is used to further exploit solution intensifi-
cation. Otherwise, go-beyond strategy is not performed.

Step 6. Escape from suboptimal solution. If the parent x; is
replaced by the child, then the number of consecutive
iterations T; is reset as 0; otherwise T; = T; + 1, and estimate
whether T; > Tgypg- If the result is affirmative, x; will
be substituted by the random one of the remaining P,

b members.

Step 7. Repeatedly perform Step 4-Step 6 until all members
of population come through this process.
Step 8. Until stopping criterion is met, go into Step 3.

In order to clarify this algorithm procedure, a flow chart
was shown in Figure 2.

TABLE 1: Set parameters for optimization.

Model Value DEACOP Value
parameters parameters

B/mm 1520 bl 10
H,/mm 35.3 b2 10
h,/mm 5.9 P, 70
Tre!°C 1061 Tchange 20
CR,/mm 0.016 r 107
n 7 ITTM 150

4. DEACOP Application and Results Analysis

4.1. Set Initial Parameters and Optimization Steps. In order
to validate the effectiveness of DEACOP optimization for
load distribution of the hot rolling, Q235 Steel was used for
simulation experiments. The parameters load distribution
was listed in Table 1, including the width of strip steel B,
initial thickness of workpiece H,, finish product thickness
h,,, exit temperature of roughing mill Ty, objective crown
CR,, and the number of stands n. Moreover, parameters in
DEACOP include the number of population b (including
the number of high-quality solutions b1 and the number
of random solutions b2), the size of initial set P,., the
number of dropping into suboptimal region T,y radius
of suboptimal region r, and iteration times of optimization
ITTM.
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TaBLE 2: Comparison of rolling force distribution.
Methods Variables (/KN)
Pl PZ P3 P4 P5 P6 P7
Classic 22438.8 20054.3 24530.9 17842.8 12593.2 12170 8941.5
EACOP 20356.8 22629.6 22048.6 17446.9 15130.7 12136.4 9184.9
DEACOP 21845.7 23648.4 23646.4 15963.3 13472.2 9813.8 9148.4
TABLE 3: Relative crown of each stand.
Methods Variables (x10°)
CR,/H, CR,/H, CR,/H, CR,/H, CR,/H, CR,/H, CR,/H,
Classic 1.4 17 3 31 2.6 2.9 2.8
EACOP 1.2 1.9 2.6 2.9 31 2.9 2.8
DEACOP 1.2 1.9 2.6 2.9 2.9 2.8 2.8
30000 Meanwhile, the results generated through those algorithms
25000 were compared and analyzed. Under constraints conduction
= and objective function, as we can notice that top three stands’
20000 reduction must be as large as possible. For the desire of rolling
g 15000 force, the first stand rolling force P, is expected as 90% of
“‘éb the second stand rolling force P,, and P, should be equal
£ 10000 to the third stand rolling force P;. In addition, the purpose
~ 5000 of optimization should guarantee integrated performance
of shape and gauge control system, so the object function
0 desires that rolling force of the last four stands should be
! 2 3 4 > 6 7 descended one by one, and relative crown remains consistent
Stands as far as possible. The calculation results about rolling force
. distribution as well as relative crown of each stand were
@ Classic :
B EACOP simulated separately by Matlab Platform, and the results are
O DEACOP shown in Tables 2 and 3.

FIGURE 3: Comparison of rolling force distribution.

The process of DEACOP algorithm optimization for load
distribution of the hot rolling is shown as follows.

Step 1. The load distribution model considering flatness is
established based on the actual production process param-
eters.

Step 2. First of all, thickness value /i, can be obtained accord-
ing to experiential load distribution (6). Variables opti-
mized are determined as Aoh;, so exit thickness optimized is
denoted as h; = h, + Aoh;.

Step 3. Use DEACOP to optimize mathematic model of load
distribution. According to constraint condition of modeling
details, the process parameters which are calculated by opti-
mizing variable must satisfy actual production requirements.

Step 4. Until stopping criterion is met, go back to Step 3.

4.2. Simulation and Discussion. In this part, we have con-
sidered three methods for optimizing load distribution,
including, experience distribution, EACOP, and DEACOP.

According to reference with the constraints conduction
and objective function in actual rolling process, Figure 3
shows optimization effect of rolling force. For top three
stands, all the results optimized by DEACOP are greater
than those optimized by EACOP and classic optimization.
As for the empirical distribution, the conclusion cannot
meet the characteristics of objective optimization function
because P, and P, are not equal. Meanwhile, the last four
rolling forces which empirical distribution configure cannot
be in accord with objective function neither, while rolling
force allocated by DEACOP and EACOP is in line with in
turn reduced law. Besides, as we can see from Table 4, the
relative crown of the last four mill stands almost maintains
the same by DEACOP algorithm, which perfectly meets the
demand on rolling schedule that the relative crown of the last
four stands should be equal.

The thickness distribution of every stand is shown in
Table 4. Since the values of DEACOP optimization fully
meet the requirements of objective function based on gauge
control system, a similar experiment was made to verify its
better results in strip shape optimization curve; the data of
DEACOP in Table 4 was curved with the consideration of
Shohet discriminant criterion, which is useful to determine
whether shape has met requirements. As shown in Figure 4,
the relative crown difference between entrances and exits
which is optimized by DEACOP does not exceed the scope
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fori=1tob
Expl=0
Achange =1
forj=1to 2
xparent = X; or xj
lf f(xchild) < f(xparem)
. . . Xparent ~ Xchild
The hyper-rectangle direction defined by x e and xgyq 18 [@, 0] = | X — T X
change
xparent = Xchild
Xchild = XNchild
Achange = Achange/2
endif
endfor
endfor
ALGORITHM 3: Go-beyond strategy algorithm.
TABLE 4: Thickness distribution of each stand.
Methods Variables (/mm)
h, h, hs h, hs he h,
Classic 24.9662 18.3946 12.7358 9.7047 8.0254 6.718 5.9
EACOP 25.8395 18.2928 13.1485 10.0799 8.04719 6.7393 5.9
DEACOP 25.2135 17.3832 12.1914 9.5458 7.797 6.7361 5.9
0.015 - 5. Conclusions

-0.005

-0.01

Relative crown difference

-0.015

-0.02 /

o

-0.025L
Stands

—— Edge wave
-l Moderate wave
Relative crown difference

FIGURE 4: Judgment with Shohet formula.

of moderate wave and edge wave and has a larger margin.
Conclusions show that Shohet discriminant verifies the reli-
ability of the experimental results.

In this paper, The DEACOP which has a flexible frame struc-
ture embedding in various submethods has been introduced.
This algorithm was presented to optimize the rolling schedule
and show its superior ability of global searching. Moreover,
it can not only escape from suboptimal solutions, but also
advance the search efficiency.

According to the experimental results within actual data
in hot rolling process, the DEACOP still can get feasible
and better mathematical solution and validate the real-time
application even by fewer adjustable parameters, which is
more suitable for the actual load distribution problems. With
this algorithm, the optimized rolling schedule can make full
use of the upstream finishing mill equipment which controls
top three stands’ reduction and improves the total rolling
consumption. The rolling force of the last four stands which
control exit thickness can be used as an important means of
shape control. Therefore, the improvement of efficiency in
plate-shaped regulating by DEACOP is recommended as an
important issue for further investigation.
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By searching the hyperlinks with domain name “edu.cn” which constitutes the China Education and Research Network, we build a
complex directed network containing 366,422 web pages containing 540,755 URLs. These URLs constitute a complex directed
network through self-organization. By analyzing the topology of China Education and Research Network, we found that it is
different from the common Internet in several aspects. Most of the vertices have incoming links, a few vertices have outgoing links,
and very few vertices have both incoming and outgoing links. The vertex distribution has a power-law tail. A large proportion of
newly added edges always connect with those pages selected from one subnetwork that they belong to, instead of connecting with
the pages selected from the whole network. According to these features, we presented the evolution model of this complex directed
network. The results indicate that this model reflects some main characteristics of China Education and Research Network.

1. Introduction

The research on complex networks is developing at a brisk
pace, and significant achievements have been made in recent
years; among them is the introduction of scale-free net-
work and related models [1-4], as it makes big progress in
revealing the characteristics of dynamic evolution of complex
networks. Theoretical and empirical research on complex
network has been carried out with some important achieve-
ments [5-9].

China Education and Research Network (CERNET) was
established since 1995. More than 1000 universities and
research institutes have been connected to this network so
far. It has 36 regional network centers and main nodes, which
are distributed among different provinces of China. As of
now this network has host machines more than 1,200,000 and
has become the second largest internet in China. However,
compared with the large number of researches that has been
done on the general Internet [10-13], only a few work is
on CERNET can be found. From these studies we found
that the features of CERNET are different from those of

the general Internet, especially in the structure and formation
mechanism [14, 15]. Hence, the study on CERNET is quite
important.

We have been working on CERNET since 2005 and trying
to establish the evolution model of CERNET for analysis and
prediction purposes [14-16]. However, due mainly to the large
scale of CERNET and lack of computing power, it took quite a
long time to adjust the parameters to modify the model at that
time. Therefore, the model we got is relatively simple which
cannot well reflect the main features of CERNET [16]. For
example, the average shortest path length of the simulation
model is only about 2.8, far from 8.95 of the real network [17].

In this paper, the CERNET we analyze is a virtual network
made up of web pages where “edu.cn” is included in the
addresses of all these pages. In this network, all web pages are
nodes, and all the hyperlinks in these pages that link to other
pages are the directed edges. This directed complex network
has 366,422 nodes and 540,755 edges. We analyze the features
of this network and extract the evolution model using
empirical methods to reveal the formation mechanism of
CERNET.



The remainder of the paper is organized as follows. Topo-
logical structure of CERNET is analyzed in Section 2, and
the evolution model of CERNET and comparison between
the real and simulated networks are described in Section 3,
before giving conclusion and future work in Section 4.

2. Topological Structure of CERNET

There are several features that can be used to characterize
a network, for example, the degree distribution, the average
shortest path length, and the clustering coefficients. Among
them the degree distribution is considered to be the most
important [2].

From graph theory we know that the number of edges
connected to one node is the degree of this node. For directed
graph, the outdegree is the number of output edges and the
indegree the number of input edges. Using the data we collect,
we setup a database of CERNET and get the P, (k) and P, (k),
where P (k) is the probability that one page has k output
pages and P, (k) is the probability that one page has k input
pages. The formulas we use to calculate the output and input
probability of node i are listed in (1) and (2), respectively,
where M, is the maximum outdegree of the network and
M, the maximum indegree of the network:

(ki)

Pout (kz) T oM.\ 1)
Zi (k;)
(k;)
P, (k) = <M.\ (2)
Zj:"f (kj)

We plot the double logarithmic curves of P, (k) and
P, (k) that change as a function of k, as shown in Figures
1 and 2, respectively. Linear-regression analysis is done on
the linearized data, as shown in the straight red lines in
these figures. From Figure 1 we see that the tail of outdegree
distribution of CERNET follows the power law distribution,
P, (k) ~ k7, where r,,, = 2.48. From Figure 2 we see that
the indegree distribution generally follows the power law dis-
tribution, but the tail is not very smooth, P, (k) ~ k™", where
tin = 2.40, which differs greatly with the Poisson distribution
predicted using the traditional theory of random graph.

We make statistical analysis of these data and get the
accumulated frequency of degree and the corresponding ratio
of the degree to total degree in CERNET, as shown in Table 1.
From Table 1 we can see that a large amount of pages have
small connections, a few pages have a medium number of
connections, while a tiny minority of notable pages have a
large number of connections. This phenomenon is similar to
the research result made by Albert et al. [1].

This virtual network of CERNET is made up of subsets of
web pages of different universities. The number of web pages
of each subset is determined by the corresponding univer-
sities; the addition and deletion of pages totally depended
on the university that these pages belong to. However, we
find that though the number of pages is different for different
universities they do share some similar features. For example,
the proportion of pages that have output links to the total
number of pages is less than 25% in every university, while
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FIGURE 2: Distribution of indegree of real data.

the proportion of pages that have input links to the total
number of pages is usually bigger than 85%. Only a very
small number of pages have both output links and input links.
Hence, if each university is treated as a subnetwork, then in
each network most nodes only have input edges, a few nodes
only have output edges, and the number of nodes with both
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TABLE 1: The accumulated frequency and percentage of degree in CERNET.

Ratio to total

Ratio to total

Outdegree Accumulated frequency outdegree (%) Indegree Accumulated frequency indegree (%)

1~50 30463 93.7 1~5 341535 98.0

51~300 32478 6.2 6~199 348477 1.9

301~1449 32510 0.1 201~626 348491 0.1
TABLE 2: Degree and link features in some universities.

Neof Mot Nomberot  Namborar ettt e o

university pages outdegrees indegrees number of pages (%) number of pages (%)

CIM 9576 14532 13515 0.15 0.87

SHUFE 9151 13546 12620 0.12 0.93

ZJU 11537 20586 18943 0.085 0.973

CQU 864 1403 1326 0.075 0.987

NBU 1985 2995 2785 0.159 0.908

SHU 15035 19443 18522 0.096 0.939

SUDA 13643 20197 18051 0.071 0.964

CUMT 9371 18089 12293 0.134 0.914

SHISU 10733 13734 12941 0.089 0.933

ECUN 13707 19890 17379 0.068 0.959

SHSMU 3663 6335 5730 0.114 0.916

CUN 6120 7020 6762 0.18 0.84

input edges and output edges is rare. From these features
we know that each university connects to other universities
through a small number of pages, as shown in Table 2.

3. The Evolution Model of CERNET

Using the mechanism of growth and preferential attachment,
the scale-free model proposed by Barabasi et al. can to some
degree disclose the nature of many complicated phenomena
in the practical world. However, this model cannot be applied
to CERNET. For example, every newly attached node has
output edges in this scale-free model, but for the directed
network of CERNET a larger amount of newly attached nodes
have only one input edge; that is, these nodes have zero outde-
gree. Also in this model, the preferential attachment of newly
added nodes will search the whole network for the best node
to connect to, while in CERNET the newly added pages will
generally choose some pages in the same university to con-
nect to. Only occasionally, the newly added pages will choose
pages in other universities, but these pages will not search
the whole CERNET for the best pages to connect to. From
these features of CERNET, we propose the evolution model
of CERNET, as follows.

(i) The CERNET starts from 1, nodes and e, edges. The
m, nodes are randomly divided into I subsets. There
are mg;, My, . . ., and my nodesand ey, ey, - - ., and ey

. . 1

edges in each subset, respectively, where Y ;_, my; =
!

my, and Y., ey = €.

(ii) At each moment, a new node will randomly be added
into one of the subsets of the network. There are 5
cases for the edges that are added together with the
new node:

(1) the new node has only one input edge;
(2) the new node has only m output edges;
(3) the new node has one input edge and one output

edge;

(4) the new node has one input edge and m — 1
output edges;

(5) the new node has one output edge and m — 1
input edges,

where m < (mg,;,) and my ;.. is the minimum
initial number of nodes among I subsets and
My iy = Min(m01, m02, ..., moOl).

(iii) When the new node with one input edge is added
to the network with probability «, this node will
randomly choose a subset and let itself be connected
by a preferentially selected node in this subset. Let
[ 1,4 (i) denote the probability of node i to be selected
as the source node; then [, (i) is determined by &/,
the outdegree of i.

(iv) When the new node with m output edges is added
to the network, there are 2 cases we should consider.
The probabilities of the two cases are f; and f3,,
respectively.



(1) For the first case, the new node will randomly
choose a subset and let itself connect to a pref-
erentially selected node in this subset. Let [ ], (1)
denote the probability of node i be selected as
the target node; then [];, (i) is determined by
k!, the indegree of i. For the rest of the m — 1
output edges, at each moment only one edge
randomly chooses a subset which has not been
connected by the new node and connects itself
to a preferentially selected node in this subset,
till all m — 1 output edges are processed.

(2) For the second case, the new node will still
randomly choose a subset, but this time this
node will preferentially choose m — 1 nodes in
this subset and let itself be connected. Let [ ];,, (1)
denote the probability of node i be selected as
the target node; then [[; (i) is determined by
k!, the indegree of i. For the rest of the edges
that this new node carries, it will randomly pick
a subset which has not been connected by this
new node and connect itself to a preferentially
selected node in this subset.

(v) When the new node with one input edge and one

output edge is added to the network, there are also 2
cases we should consider. The probabilities of the two
cases are y; and y,, respectively.

(1) For the first case, the new node will randomly
choose a subset and let itself be connected by
a preferentially selected node in this subset.
The probability of node i to be selected as the
source node is determined by k. ,, the outdegree
of i. The output edge of the new node will
randomly select a subset which has not been
connected by the new node and connect itself
to a preferentially selected node. The probability
of a node i to be selected as the target node is
determined by k' , the indegree of i.

in’

(2) For the second case, the new node will randomly
choose a subset and let itself be connected by a
preferentially selected node in this subset. The
probability of node i to be selected as the source
node is determined by k' ,, the outdegree of i.
For the output edge that this new node carries,
it will still pick a node in the same subset and
connect itself to a preferentially selected node
which has not been connected by the input edge
of the new node. The probability of a node i to
be selected as the target node is determined by
k! ,the indegree of i.

in’

(vi) When the new node with 1 input edge and m - 1

output edges is added to the network with probability
§, this node will randomly choose a subset and let
itself be connected by a preferentially selected node in
this subset. The probability of node i to be selected as

the source node is determined by k' ,, the outdegree
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of i. For the rest of the m — 1 output edges, at each

moment only one edge randomly chooses a subset

which has not been connected by the new node and
connects itself to a preferentially selected node in this
subset, till all the 7 — 1 output edges are processed.

The probability of node i to be selected as the target

node is determined by k' , the indegree of .

(vii) When the new node with 1 output edge and m — 1
input edges is added to the network with probability ¢,
this node will randomly choose a subset and connect
itself to a preferentially selected node in this subset.
The probability of node i to be selected as the target
node is determined by k , the indegree of i. For the
rest of the m — 1 input edges, at each time only one
edge randomly chooses a subset which has not been
connected by the new node and lets itself be con-
nected to a preferentially selected node in this subset,
till all m—1 input edges are processed. The probability
of node i to be selected as the source node is
determined by k' , the outdegree of i.

out’

The definitions of [],,(i) and [],,(i) are listed in (3) and
(4), respectively. The relation between different probabilities
is listed in (5). We have the following equations:

1_[()_ ”l (k]) (3)

out k]

out

[]6) = 57 "(“‘ 7 (4)

a+Pi+B+n+p+0+{=1 (5)

In (3) and (4), n; is the number of nodes of the subset that
has new edges connected to it. The denominator of (3) is the
sum of indegree of the same subset and the denominator of
(4) is the sum of outdegree in this subset.

After t moments, we get a directed random network with
N nodes and V edges, where N = m,, + t, and

V=ey+taxt+ (B +,) xm=t

(6)
+(p+1) # 2t + B+ ) s mst.

From the analysis of CERNET we set « = 0.60, 5, = 0.2,
B, = 0.12, 9, = 0.04,y, = 0.02,8 = 0.01,and { = 0.01.
When m; = 12, m = 3,and [ = 3, we get the distribution
of outdegree and indegree of this simulated model. The
outdegree and indegree distributions are illustrated in Figures
3 and 4, respectively. Figures 5 and 6 illustrate the comparison
between the simulated data and the real data. From the
comparison of outdegree distribution we can see that the
slope of the simulated data is 2.48, the same as that of the
real data, but the beginning part of the simulated data cannot
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fully reflect the statistical result of the real data. From the
comparison of indegree distribution we see that the slope of
simulated data is 2.40, the same as that of the real data, but the
beginning part of the simulated data cannot fully reflect the
statistical result of the real data. The tail is smoother than that
of the real data. The slope is 2.40, the same as the real data.
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4. Conclusions

From the figures of degree distribution, we can see that the
simulated network can partly reflect the characteristic of
CERNET. The degree distribution of the simulated network
matches much better the real network than that in model [16].



We also compared other features of the simulated and the real
networks. For example, the average shortest path length for
the real network is 8.95, while for the simulated network, it
is 7.81, which is much closer than that of the model listed in
[16].

The main contribution of this paper is the evolution
model of the CERNET. The result shows that the simulated
model can partly disclose the property of this network.
However, the model introduced in this paper is only the ideal
model, which means that only the main features of the real
network are considered. With the help of the fast growing
computing power, we intend to adjust this model so that it
can be used in the analysis of the ever increasing large scale
complex networks.
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We introduce the wiretap channel with action-dependent states and rate-limited feedback. In the new model, the state sequence
is dependent on the action sequence which is selected according to the message, and a secure rate-limited feedback link is shared
between the transmitter and the receiver. We obtain the capacity-equivocation region and secrecy capacity of such a channel both
for the case where the channel inputs depend noncausally on the state sequence and the case where they are restricted to causal
dependence. We construct the capacity-achieving coding schemes utilizing Wyner’s random binning, Gel'fand and Pinsker’s coding
technique, and rate splitting. Furthermore, we compare our results with the existing approaches without feedback, with noiseless
feedback, and without action-dependent states. The simulation results show that the secrecy capacity of our model is bigger than
that of the first two existed approaches. Besides, it is also shown that, by taking actions to affect the channel states, we guarantee the
data integrity of the message transmitted in the two-stage communication systems although the tolerable overhead of transmission

time is brought.

1. Introduction

The framework of channels with action-dependent states was
first introduced by Weissman [1] to model scenarios in which
transmission took place in two successive phases. In the first
phase, a message-dependent action sequence was selected by
the encoder. The action sequence affected the formation of
the channel states. In the second phase, the transmitter began
to send the message to the receiver in the presence of the
action-dependent states. In [1], the capacity of such a channel
both for the case where the channel inputs were allowed to
depend noncausally on the channel states and the case where
they were restricted to causal dependence was obtained. After
the publication of Weissman’s work, a number of extensions
of the results in [1] have been reported; see [2-6].

However, the above scenarios considered no security con-
straints which are essential in many communication systems.
For instance, the broadcast nature of wireless networks gives
rise to the hidden danger of information leakage to the mali-
cious receiver when broadcasting sensitive data and acquiring
channel state information. The secure communication for
the wiretap channel was first studied by Wyner [7]. In his

model, the transmitter aimed to send a confidential message
to the receiver through a noisy discrete memoryless channel
(DMC) and keep the wiretapper as ignorant of the message
as possible. The wiretapper observed a degraded version of
the legitimate receiver’s observation through another DMC.
Equivocation was introduced in [7] to measure wiretapper’s
uncertainty of the confidential message. Wyner characterized
the secrecy capacity, that is, the best transmission rate under
perfect secrecy, as the difference between the capacity of
the main channel and the wiretap channel. This model was
further explored by many researchers; see [8-14]. Among
them, Dai et al. studied the wiretap channel with action-
dependent states [13] and gave the lower and upper bounds on
the capacity-equivocation region. The capacity-equivocation
region is the set of all the achievable rate pairs (R, R,), where
R and R, are the rates of the confidential message and
wiretapper’s equivocation about the message.

Note that the action-dependent channel models [1-6] as
well as the wiretap channel models [7-14] only dealt with one-
way communication. However, many systems involve two-
way communication. For example, feedback links are usually
seen in satellite communication, telephone connections, and



wireless sensor networks. To investigate the effects of the
feedback on secrecy capacity, Ahlswede and Cai first studied
the wiretap channel with noiseless causal feedback [15], where
the channel output symbol is fed back to the transmitter and
used as a secret key. Then, Ardestanizadeh et al. studied the
problem of secure communication over a wiretap channel
with a rate-limited feedback link [16]. The main contribution
of [16] was that the upper and lower bounds on the secrecy
capacity were obtained as a function of the secure feedback
rate R,. Moreover, the recursive argument was introduced
to find the single-letter characterization of the upper bound
and claimed to be a powerful tool for similar problems
[16]. Besides, Yin et al. [17] studied the discrete memoryless
broadcast channels with noiseless feedback based on [15, 16].
The channel model in [17] did not consider channel state
information. Recently, Dai et al. studied the wiretap channel
with action-dependent states and noiseless feedback [18]. In
Dai’s model, similar to [15], the output symbol received at the
receiver was fed back securely to the transmitter and used
as a shared key between the transmitter and the receiver.
However, in [15, 18], only part of the feedback contributed to
the secure communication and the wiretapper was provided
a chance to get the secret message by guessing the legitimate
receiver’s channel output with its own channel observation.
Then, it is natural to ask whether the feedback can be used
more efficiently and securely.

Inspired by [16, 18], this paper studies a new model, that
is, wiretap channel with action-dependent states and rate-
limited feedback; see Figure 1. In the model, the feedback is
independent of the channel output and sent to the transmitter
through a secure feedback link of rate R,. The formation
of the channel states is affected by the message-dependent
action sequence. This model can provide insights into the
value of two-way two-phase interactions in communication
systems. Note that since the feedback symbol is independent
of the channel output, the wiretapper attempt to get the secret
key by guessing the legitimate receiver’s channel output is
in vain. The contributions of this work are summarized as
follows.

(i) The capacity-equivocation region of the channel
model in Figure 1 is obtained both for the case where
the inputs of the main channel depend noncausally
on the channel states and the case where they
depend causally on the channel states. The capacity-
equivocation region is presented in Section 2. Besides,
the secrecy capacity of the channel model in Figure 1
is also got. We calculate the secrecy capacity of a
binary example in Section 3.

(ii) To achieve the secrecy capacity, we construct several
coding schemes and evaluate their reliability and
security using the techniques of Wyner’s random
binning, Gelfand and Pinsker’s coding, and rate
splitting. The coding schemes are presented in the
Appendices.

(iii) The rate-limited feedback is added in our model.
The secrecy capacity of our approach is bigger than
that of the model without feedback. This indicates
that feedback is useful for increasing the secrecy
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capacity. The corresponding simulation is presented
in Section 3.

(iv) The capacity-equivocation region of the wiretap chan-
nel with action-dependent states and noiseless feed-
back [18] is included in our results by setting the
feedback rate to be a specific value. We find that
the secrecy capacity of our model is bigger than
that of [18]. Specifically, when the wiretap channel
is in the “best” condition, it is unable to transmit
message securely using the approach in [18], while our
approach can still work. Section 3 discusses the result
in detail.

(v) The (degraded) wiretap channel with secure rate-
limited feedback [16] is a special case of our model.
The secrecy capacity of [16] can be obtained from
our results without considering the action-dependent
states. Our approach can guarantee data integrity in
the two-stage systems. However, data integrity cannot
be guaranteed by using the approach in [16] where
no actions were taken. This result is illustrated in
Section 3.

The remainder of the paper is organized as follows.
Section 2 presents our new model and two theorems.
Section 3 gives the secrecy capacity of our model and com-
pares it with the existing channel models through simulation.
We conclude in Section 4 with a summary of the whole work
and some future directions.

2. Channel Models and Main Results

In this section, the notations of characters and variables
are given in Section 2.1. The channel model is described
in Section 2.2. The main results, that is, the capacity-
equivocation region of the model in Figure 1 with causal and
noncausal states, are presented in Section 2.3.

2.1. Notations. Throughout this paper, we use calligraphic
letters, for example, 2, %, to denote the finite sets and |||
to denote the cardinality of the set 2. Uppercase letters, for
example, X, Y, are used to denote random variables taking
values from finite sets, for example, &, %. The value of a
random variable X is denoted by the lowercase letter x. We
use Z] to denote the (j — i + 1)-vectors (Z,Zi4y5-.» Z;) of
random variables for 1 < i < j, and we will always drop
the subscript when i = 1. Moreover, we use X ~ p(x) to
denote the probability mass function of the random variable
X.For X ~ p(x)and 0 < € < 1, the set of the typical N-
sequences xN is defined as 9)1\({(6) = N e | XN -
p(x)| < ep(x) for all x € X'}, where 7(x | x™) denotes the
frequency of occurrences of letter x in the sequence x". (For
more details about typical sequences, please refer to [19, Chap.
2].) The set of the conditional typical sequences, for example,
T 5| «(€), follows similarly. In this paper, it is assumed that the
base of the log function is 2.

2.2. Wiretap Channel with Action-Dependent States and Rate-
Limited Feedback. We consider the wiretap channel with
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FIGURE 1: Wiretap channel with action-dependent states and rate-limited feedback.

action-dependent states and rate-limited feedback, as shown
in Figure 1. The transmitter aims to convey a confidential
message M which is uniformly distributed over .Z to the
legitimate receiver whose observation is Y~ € %, The con-
fidential message should be kept secret from the wiretapper
as much as possible. We use equivocation at the wiretapper
to characterize the secrecy of the confidential message. Given
the message M, an action sequence ANM) e AN is
selected. The channel state sequence SN € §™ is generated in
response to the action sequence and accessible to the channel
encoder. To enhance the secrecy of the communication, the
receiver feeds back symbols K € % to the encoder over a
feedback link of rate Ry. The feedback symbol is assumed
to be independent of the channel output Y™ and kept secret
from the wiretapper. Then, the input sequence of the main
channel XV € 2 is generated based on the message M,
the channel state sequence S", and the feedback symbol K.
The output sequence of the main channel Y" is distributed
as p(yN | sN,xN) = Hfilp(yi | s;,x;). With the received
Y™, the decoder outputs the decoded message M € /. The
wiretap channel is also a DMC with transition probability
pN | YY) = Hfilp(zi | y,), where ZN € ZV is the
observation of the wiretapper. Note that the wiretap channel
is assumed to be degraded from the main channel; that is,
X — Y — Z form a Markov chain. More precisely, we
define the ™%, 2MRr ) N)) code in Definition 1.

Definition 1. The (2%, 2NR7 | N') code for the wiretap channel
with action-dependent states and rate-limited feedback is
defined as follows.

(i) The feedback alphabet % satisfies limy_,
(log|Z|I/N) < R¢. The feedback symbol is generated
independently of the channel output symbols and
uniformly distributed over %

(ii) The message M is uniformly distributed over .. The
action sequence AN(M) € o™ is selected from a
deterministic mapping g :  — ™. The state
sequence is generated as the output of a memoryless
channel p(sN | a) = Hf\ilp(si | a;) whose input is
AN,

(iii) The stochastic channel encoder ¢ is specified by a
matrix of conditional probability distributions ¢(x" |
m, sV kN), where m € M, SN e SN KN €
FN, and YN go(xN | m,sY,kY) = 1. Note that

@(x" | m,sN,kN) is the probability that the message
m, the state sequence s", and the feedback k" are
encoded as the channel input x". When the state
sequence s is known causally to the channel encoder,
the channel encoder at time i is ¢;(x; | m,s',k;),
where x; is the output of the channel encoder at
time i, k; is the feedback symbol at time 7, and s =
(51583, .. -» ;) is the channel states before time i. When
the channel encoder knows the state sequence s in a
noncausal manner, the channel encoder at time i is
@:(x; | m,s™,k;). For the causal manner, Shannon
strategy will be used in the encoding scheme (see
Appendix A). For the noncausal manner, Gelfand
and Pinsker’s coding technique [20] will be used (see
Appendix C).

(iv) The decoder is a mapping v : %~ — .. The input

of the decoder is YV and the output is M. The
decoding error probability is defined as P, =

Priy(YN) # M}
(v) The equivocation of the message at the wiretapper is
defined as
1 N
A=—H(M|Z"). 1
A (M1Z%) )

Definition 2. A rate pair (R, R,) is said to be achievable for the
model in Figure 1if there exists a (2NR 2NRs N code defined
in Definition 1, such that

i 08I0 _
N — 00 N

log |||

R;

lim

N — o0

=i @

lim A >R,

N — oo

P, <e,

where € is an arbitrary small positive real number and R, R,
are the rates of the message and equivocation. The capacity-
equivocation region is defined as the convex closure of all
achievable rate pairs (R, R,).

Definition 3. The secrecy capacity is defined as the maximum
rate at which the confidential message can be sent to the



receiver in perfect secrecy; that is, H(M) = H(M | ZN). The
secrecy capacity is

C,= max R,

(RR,=R)ER (3)

where & is the capacity-equivocation region.

The capacity-equivocation regions of the model in
Figure 1 with causal and noncausal channel states are shown
in Theorems 4 and 5, respectively; see Section 2.3.

2.3. Main Results

Theorem 4. For the wiretap channel with causal action-
dependent states and rate-limited feedback, the capacity-
equivocation region is the set

%.={(RR,):0<R, < RRR<I(U;Y);R, < I(U;Y)

~1(U;Z) + RisR, < H(A | 2)},
(4)

where (A,U) — (X,S) —» Y — Z form a Markov chain
and Ry is the rate of the feedback link.

Comments. (i) The proof of Theorem 4 is given in Appendices
A and B. In Appendix A, a coding scheme is provided to
show the achievability of the rate pair in &%,.. The proof of
the converse part is shown in Appendix B. (ii) The set &, is
convex, and the proof is similar to that of [8, lemma 5]. (iii)
To exhaust %, it is enough to restrict % to satisfy |%| <
1N NS + 1. It can be easily proved by using the support
lemma [21, page 310].

Theorem 5. For the wiretap channel with noncausal action-
dependent states and rate-limited feedback, the capacity-
equivocation region is the set

R, ={(RR,):0<R, <RR<IU;Y)-I(U;S|A);
R, <I(U;Y)-1(U;Z) + Rp;

R,<H(A|2)},
(5)

where (A,U) — (X,S) —» Y — Z form a Markov chain
and R is the rate of the feedback link.

Comments. (i) The proof of Theorem 5 is given in Appendices
C and D. In Appendix C, a coding scheme is provided to
show the achievability of the rate pair in &,,. The proof of
the converse part is shown in Appendix D. (ii) The set %, is
convex, and the proof is similar to that of [8, lemma 5]. (iii)
To exhaust %, it is enough to restrict % to satisty |%| <
1N NNS | + 2. It can be easily proved by using the support
lemma [21, page 310].

3. Discussion and Simulation

In this section, we first calculate the secrecy capacity of
our model and show how the secrecy capacities of several
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existing channel models are derived from our results. Then,
to better illustrate how our approach improves the existing
results, we consider a binary symmetric channel with causal
action-dependent states and rate-limited feedback. We try to
compare the secrecy capacities of our model and the existing
channel models through simulation.

3.1. Discussion. According to the definition in (3), the secrecy
capacity of wiretap channel with causal action-dependent
states and rate-limited feedback is

Coe(Rr) = o ®

= maxmin {1 (U;Y),1(U;Y)-1(U;2)  (6)
+Rp, H(A | Z)}.

We see that the secrecy capacity is a function of the feedback
rate Ry. By setting Ry = H(Y |UZ),

I(U;Y) -1 (U Z) + Ry

=IU;Y)-1U;Z)+H (Y |UZ)

—HWU|Z)-HU|Y) +H(Y |UZ) 7

—HWU|Z2)-HU|YZ)+H(Y |UZ),
[(U;Y) - 1(U; Z) + Ry

—I(U;Y | Z)+H(Y |UZ) ©

—H(Y|2Z)-H(Y |UZ)+H( | UZ)
=H({Y|2),

where (7) is from the Markov chain U —» Y — Z.
Substituting (8) into (6), we have

= max R

 (RR,=R)eR,

)
= maxmin{l (U;Y),H(Y | Z),H(A | Z)},

which is the secrecy capacity of the causal case in [18].

Similarly, according to the definition in (3), the secrecy
capacity of wiretap channel with noncausal action-dependent
states and rate-limited feedback is

Con (Ry) = o 8

= maxmin {I (U;Y) - I (U;S | A),1(U;Y) (10)
- 1(U;Z)+ R, H(A| 2)}.
By setting R, = H(Y | UZ), (10) turns into
C,, = maxmin {I (U;Y) - I (U;S | A),
H{Y|Z2),H(A|Z)}, w

which is the secrecy capacity of the noncausal case in [18].
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We should emphasize that the feedback in [18] comes
from the output of the main channel and is used as a
shared key between the transmitter and receiver. This kind
of feedback mechanism gives rise to potential danger of
revealing the key to the wiretapper since the wiretapper can
guess the output of the main channel indirectly to get the
key. Our approach avoids this potential danger of information
leakage by constructing a feedback link and generating the
feedback independently of the main channel’s output.

In addition, without considering the causal or noncausal
action-dependent states in the model of Figure 1, the secrecy
capacity turns into C;C(Rf) = maxmin{I(U;Y),I({U;Y) -
I(U; Z) + R ¢} which coincides with the secrecy capacity of the
(degraded) wiretap channel with rate-limited feedback [16].

To better illustrate how our approach improves these
models, such as channel without feedback, with noiseless
feedback [18], and without actions [16], we present the
simulation in the following subsection.

3.2. Simulation and Comparison. In the example, we consider
a binary symmetric channel with causal action-dependent
states and rate-limited feedback. The channel model is shown
in Figure 2. Let the main channel be a binary symmetric
channel (BSC), and let its crossover probability be affected by
the channel states. The wiretap channel is also assumed to be
a BSC with crossover probability g. In a more accurate way,
define

Ca Ja=pa-i+pi, ify=x
p(y|x’s_l)_{(I_P)i‘FP(l—i), otherwise,
(12)
_J1-gq ifz=y,
plz1y)= {q, otherwise,

wherei € {0,1},0< p<1l,and0<g<1.

To simplify the math, let the channel from the action to
the channel states be a BSC with crossover probability equal
to 1.0; that is, the channel states are totally determined by the
action sequence. Similar to the arguments in [1, 13, 18], the
maximum values of (U;Y), H(A | Z),and I(U;Y) - I(U; Z)
are achieved wheng :  — dand f: U xS — X are
deterministic mappings. This implies that H(A | Z) = H(U |
Z). We choose g and f as

gu=1i) =i
(13)
f(u=i,s=j)=i+j (mod 2),

where i, j € {0,1}. Let U ~ Bernoulli(«x), where 0 < « < 1.
Then, the joint distribution p(a, s, u, x, y,z) = p(z | y)p(y |
x,8)p(x | u,s)p(s | a)p(a | u)p(u) can be calculated. Since

p(u,y) = Z plasuxyz),

a,$,X,Z

(14)
p(u,z) = Z pla,s,u,x,v,2),

a,5,%,y

by taking some mathematical calculation, we can get

cwag)=n?§mh41akyylahy)—1ah2)
plu

+Rp, H(A | 2)}

= min {1 (p).h(p * @)=h (p)+Ry. h (p * )}
(15)

where p * ¢ = p + q — 2pq and h(p) is the binary entro-
py function; that is, h(p) = -plogp — (1 — p)log(l -
p). The calculation of the above C,(R £) is based on the
information theoretic methods which involve the knowledge of
Information Theory and Probability Theory. They are standard
techniques, so it is not difficult to obtain the result of formula
(15). The computation complexity of the calculation process
is low. Similar arguments for calculating secrecy capacity
can be seen in [1, 18]. Figure 3 shows that C,. starts from
h(p = q) — h(p) and increases linearly with R, until it gets
saturated at min{1 — h(p), h(p * q)} for feedback rate Ry >
min{l - h(p * ), h(p)}.

When Ry > min{1-h(p=q), h(p)} and pis fixed, the value
of C,. changing with g is shown in Figure 4. It can be seen
from Figure 4 that when the crossover probability of the main
channel is p = 0.5, the secrecy capacity is equal to 0. This
result is straightforward since the legitimate receiver cannot
correctly decode the message when the main channel is in the
“poorest” condition. When the main channel condition gets
better, that is, p increases from 0.5 to 1.0, the maximum value
of C,. increases. The secrecy capacity reaches 1 — h(q) when
the crossover probability of the main channel p = 1.0. This is
because when the main channel is noiseless, the input of main
channel is the same as receiver’s observation. This implies that
the input of the main channel can be seen as the input of the
wiretap channel.

When no feedback is imposed, that is, Ry = 0, Figure 5
shows the secrecy capacity C . changing with p when g is
fixed. As can be seen from Figure 5, when the quality of the
wiretap channel gets better, that is, g increases from 0.5 to 1.0,
the secrecy capacity decreases. This warns the transmitter to
pay attention to the trade-off between the transmission rate
and confidentiality. When the wiretap channel is noiseless
(q = 1.0), the secrecy capacity C,. is zero no matter how good
the quality of the main channel is. It results from the fact that
the wiretapper has the same observation as the receiver. Note
that when the crossover probability of the wiretap channel is
q = 0.5, the secrecy capacity is C,. = 1 — h(p) which is the
capacity of the main channel. This is because no information
leakage emerges when the wiretap channel is in the “poorest”
condition.

The comparison among our approach, the model without
feedback, the model with dependent noiseless feedback [18],
and the model without taking actions [16] is presented as
follows.

3.2.1. Feedback versus No Feedback. The comparison on the
secrecy capacity between the channel with feedback and the
channel without feedback is shown in Figures 6 and 7. It
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FIGURE 2: Binary symmetric channel with causal action-dependent states and rate-limited feedback.

CSC

min{l - h(p),
h(p * @)}

h(p = q) - h(p)

min{l — h(p * q), h(p)}

Ry

FIGURE 3: The secrecy capacity of the degraded binary symmetric wiretap channel with causal action-dependent states and rate-limited

feedback.

can be seen from Figure 6 that the secrecy capacity of the
model without feedback is covered by that with feedback.
This indicates that the secrecy capacity of our approach
is bigger than the channel model without feedback, and
feedback can increase the secrecy capacity. To see it more
clearly, we pick out four cross sections shown in Figure 7.
In the lower right subgraph of Figure 7 where the wiretap
channel is noiseless (i.e., ¢ = 1.0), the secrecy capacity for
the channel with and without feedback is a positive value
and zero, respectively. This implies the fact that when the
wiretap channel is noiseless and no feedback is imposed,
no information can be securely transmitted to the receiver.
Luckily, by introducing feedback, our approach makes it
possible to transmit the message securely even if the wiretap
channel is in the “best” condition.

3.2.2. Independent Feedback versus Dependent Feedback. Fig-
ures 8 and 9 present the secrecy capacities of our approach
(with independent feedback) and the model [18] (with
dependent feedback). In Figure 8, we can see that the secrecy
capacity of our approach covers the secrecy capacity of [18].
To see it more clearly, we also choose four cross-sections
shown in Figure 9. In general, the secrecy capacity of our
approach is bigger than the model with noiseless feedback
[18]. Concretely, one has the following.

(i) According to the results shown in [18], the secrecy

capacity of the binary channel with causal channel
states and noiseless feedback is Cyq; = min{l —
h(p), min{h(p * q), h(q)}}. It is easy to see that Cg4,; <
CSC(Rf) when Rf = min{l — h(p * q), h(p)}. The
difference between C,,; and C,(Rf) is that there
exists h(q) in the expression of Cy,;. Note that h(q)
is brought by H(Y | Z) which is the wiretapper’s
uncertainty of the output of the main channel.

(ii) As can be seen from Figure 9, the maximum secrecy

capacity gap between our approach and [18] is
enlarged with the increase of g, and so does the
range of variation of the main channel’s transition
probability when C(Rs) > Cg,;. This indicates that
when the quality of the wiretap channel becomes
better (i.e., g increases from 0.5 to 1.0), the number
of the main channels, in which our approach brings
about bigger secrecy capacities than those in [18],
increases.

(iii) In Figures 8 and 9, we also see that when g increases

(from 0.5 to 1.0), the maximum value of secrecy
capacity in our approach and the model with noiseless
feedback [18] decreases. This results from the fact that
when g varies from 0.5 to 1.0, the condition of the
wiretap channel gets better so that the wiretapper is
more able to obtain the confidential message.
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FIGURE 5: The secrecy capacity of the BSC example with feedback
rate Ry = 0.

(iv) In the lower right subgraph of Figure 9 where q =
1 (ie., the wiretap channel is noiseless), the secrecy
capacity of the model with noiseless feedback [18]
is zero. This indicates that it is unable to transmit
the message securely over the channel. However, the
secrecy capacity of our approach is positive. This
means that the transmitter can still send the message
securely although the wiretapper is more “powerful”
than the legitimate receiver.

B R/ > min{l - h(p * ), h(p)}
- Rf =0

F1GURE 6: With feedback versus without feedback (i).

We can also explain the results from the aspect of
feedback. In the channel model with noiseless feedback [18],
the feedback is dependent on the output of the main channel
and used as a shared key between the transmitter and the
receiver. This enables the wiretapper to get the key and,
further, the confidential message by guessing the output of
the main channel indirectly. However, in our model, since the
feedback is independent of the channel output, the wiretapper
tries in vain to get the key through guessing the channel
output. Therefore, our approach makes the system more
secure.

3.2.3. Actions versus No Actions. We consider six representa-
tive cases to evaluate the secrecy capacities of our model and
the model without actions [16].

Case 1 (p = 0.99,9 = 0.65). The main channel is almost
“perfect; while the wiretap channel is in the “poorest”
condition.

Case 2 (p = 0.96,g9 = 0.82). The main channel is better than
the wiretap channel. They are both in “good” condition.

Case 3 (p = 0.93,q = 0.93). The main channel and wiretap
channel share the same transition probability. They are both
in “good” condition.

Case 4 (p = 0.90,g = 0.99). The wiretap channel is better
than the main channel. They are both in “good” condition.

Case 5 (p = 0.65,q = 0.99). The wiretap channel is
almost “perfect;,” while the main channel is in the “poorest”
condition.

Case 6 (p = 0.60,q = 0.60). The main channel and wiretap
channel share the same transition probability. They are both
in the “poorest” condition.
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F1GURE 7: With feedback versus without feedback (ii).

Our model provides insights into the value of actions in
the two-stage coding systems, such as recording for magnetic
storage devices and coding for computer memories with
defects. To better explain the value of actions, let us consider
an example of writing information into a memory with
defects. The memory can be seen as the main channel in our
model, the location of the defects corresponds to the channel
states, and writing information into the memory corresponds
to transmitting information over the channel. Before writing
information into the memory, suppose that neither encoder
nor decoder knows the locations of the defects. In the first
stage, the encoder writes into the memory for the first time.
It gets a noisy version of the inputs when it reads from the

memory. Then, in the second stage, the encoder rewrites at
whichever memory locations it chooses before the decoder
attempts to decode the information [1]. Note that, in the
second stage, the encoder will have some knowledge about
the memory defects according to the information written in
the first stage and the noisy version it reads from the memory
in that stage. The first stage can be seen as the “preparing
stage” in which the encoder takes “actions” to learn about the
defects (i.e., channel state).

Figure 10 shows the process of writing eight data blocks
into a memory with defects by our approach and the approach
in [16] where no actions were taken. As can be seen from
Figure 10, without taking actions to probe the locations of the
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TABLE 1: The extra overhead of the transmission time.

Case The extra overhead of transmission time
1 0

2 3.37%

3 13.64%

4 7.51%

5 0

6 0

defects, some data blocks are missed after they are written
into the memory. It is well known that data integrity is one
of the most important aspects of communication. From the
above example, by introducing actions in such two-stage
systems, the integrity of the transmitted data is guaranteed.
Therefore, the scheme in [16] where no actions were taken is
unsuitable for the two-stage systems. From this point of view,
our assumption that the encoder takes actions to acquire
channel state information is essential and valuable.

At the same time, the cost of taking actions is that the
secrecy capacity decreases; see Figure 11. The secrecy capacity
of the binary example without actions [16] is C;C(R f) =
min{l — h(p),h(p * q) — h(p) + Rf}. As can be seen from
Figure 11, when the rate of the feedback link R is less than
a specific value, the secrecy capacity C,. of our approach is
equal to the secrecy capacity C!_ of the model [16]. This means
no extra transmission time (or channel use) is produced
by introducing “actions” when R is small. However, when
Ry is greater than a specific value, the secrecy capacity is

C,. < C!_. This indicates that the “actions” bring the overhead
of transmission time. Concretely, the extra overhead of the
transmission time is shown in Table 1.

From Table 1, we can see that when p = 0.96, g = 0.82
(Case 2), the overhead of the transmission time shows an
increase of 3.37 percent over the approach [16] where no
action-dependent states were considered. When p = 0.93,

q = 093 and p = 0.90, g = 0.99, the extra time overhead

is 13.64 and 7.51 percent, respectively. In general, the extra
time overhead is small. On the premise of data integrity, the
amount of such extra time overhead is tolerable.

4, Conclusion

This paper studies the wiretap channel with action-dependent
states and rate-limited feedback. It is a degraded channel
model where the wiretap channel is degraded from the
main channel. The capacity-equivocation region of such a
channel both for the case where the channel inputs depend
noncausally on the state sequence and the case where they are
restricted to causal dependence is obtained. This paper also
gets the secrecy capacities for both cases. At the same time,
we construct capacity-achieving coding schemes using the
methods of Wyner’s random binning, Gel'fand and Pinsker’s
coding technique, and rate splitting. The simulation results
show that using feedback can increase the secrecy capacity
of the channel in Figure 1, and the secrecy capacity of our
model is bigger than that of [16, 18]. Besides, we also find
that taking actions to affect the channel states can ensure the
data integrity of the message transmitted in the two-stage
systems although the tolerable overhead of transmission time
is brought.

Some potential directions that our work leaves open for
future study are as follows.

(i) Nondegraded Wiretap Channel. In this paper, the
wiretap channel is degraded from the main channel
where p(z,y | x,5) = p(z | y)p(y | x,s). This
indicates that (X,S) — Y — Z form a Markov
chain. However, the degraded wiretap channel is a
special case of non-degraded wiretap channel where
plz,y | x,5) = plz | y)p(y | x,s) does not
need to hold. Without this Markov chain, the coding
schemes as well as the proof of converse part will be
different, and further the secrecy capacity of the non-
degraded wiretap channel will be different from the
current results.

(ii) Adaptive Action. Adaptive action means that the
action sequence is generated by the message and the
previous channel states, that is, a;(m,s" ). Adaptive
action is widely used in many applications such as
information hiding, digital watermarking, and data
storage in the memory. It is valuable to study the
adaptive action in our model. From [22], we have
already known that adaptive action is not useful in
increasing the point-to-point channel capacity. We
will study whether it influences the secrecy capacity
of our channel model.

(iii) Multiple Transmitters or Receivers. Nowadays, many
types of communication involves two or more
transmitters (or receivers), such as the multiple-
access channel (MAC), broadcast channel (BC), and
multiple-input-multiple-output (MIMO) channel. By
introducing action-dependent states and feedback in
such channels (with an additional wiretapper), we



10

—— g = 0.7 (our approach)
--- q=0.7 (Dai [18])

(a)

0.8

—— q = 0.95 (our approach)
--- q=0.95(Dai [18])

(c)

CSC

0.8 |

0.6

0.4

0.2 r

0.8

Mathematical Problems in Engineering

Maximum secrecy
capacity gap

Range of variation of the main
channel’s transition probability

0 0.2

0.4 0.6 0.8 1

—— g = 0.9 (our approach)
-—- q=0.9 (Dai[18])

()

—— g =1 (our approach)
--- g=1(Dai[18])

(d)

FIGURE 9: Independent feedback versus dependent feedback (ii).
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FIGURE 10: Writing information into a memory with defects.

can revisit their capacity-equivocation regions and

secrecy capacities.

Besides, the Gaussian wiretap channel with action-
dependent states and feedback is also a practical channel
model that is worthy of being explored.

Appendices

A. Coding Schemes for Causal Channel State

Information

This section provides the coding schemes to achieve (R, R,) €
R... Similar to the coding scheme in [18], two different coding
schemes for H(A | Z) > min{I(U;Y), I(U;Y)-I1(U; Z) + Rf}
and H(A | Z) < min{I(U;Y),I(U;Y) - I(U; Z) + Rf} are
constructed in Cases 1 and 2, respectively.
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Casel (H(A | Z) 2 min{I(U;Y), I(U;Y)-I(U; Z) + Rf}). In
Case 1, we need to show that all rate pairs (R, R,), satisfying

0<R, <R,

R<I(U;Y), (A])

R, <I(U;Y)-I(U;Z) + Ry,

are achievable. It is sufficient to prove that the rate pairs
(R,R, = min{I({U;Y), I(U;Y)-I(U; Z) + Rf}) are achievable.
In the coding scheme, Wyner’s random binning technique
and rate splitting are used. The feedback symbol is used as
a shared secret key between the transmitter and the receiver.
The wiretapper is assumed to have no knowledge of the secret
key.

Split the message . into two parts, that is, /# =
(M, M,). The corresponding random variables M,, M, are

uniformly distributed over #, = {1,2,3,..., ZNR,} and 4, =
{1,2,3,...,2N%}, where
0 <R <min{I(U;2),R¢},
(A2)
R'=R-R}>0.

Define three alphabets 7 ,, &, and F  satistying
. 1
Jim Lioglryl - 10:2)- &

1
Jim = log [Zn] =1W:Y)-1U;2); (A3)

o
Jim = log |F x|l = R}

Note that limy _, o,((1/N)log(IZxll - 1Nl - IF§1) =
IU;Y).

1

Since R < IU;Y), let M, = Dy x £y and
My, = Fy, where D is an arbitrary set such that
limy _, o ((1/N)log|lZ|) = R holds and |2y] < |7yl
Define a deterministic mapping g, from 7 into 9, which
partitions 7 ; into subsets of size | Z || /|2 v |I. The codebook
is constructed as follows.

Codebook Generation and Encoding. Generate 2K inde-
pendent and identically distributed (i.i.d) action sequences
aN(ml) according to p(aN) = H£1P(ai)> where m; ¢
. The channel state sequence s” is generated through the
discrete memoryless channel p(sN | aV) = Hfil pis; | a;).

The feedback link is shared between the transmitter and
the legitimate receiver. It is assumed that a secret key k €
{1,2,3,...,2N%}) is transmitted through the feedback link.
Let the corresponding random variable K be independent of
M and uniformly distributed over {1,2,3,..., 2NRsy

For each a® (m,), generate 2™ UU:Y)-R) independent and
identically distributed (i.i.d) sequences ul according to
p(uN | aV) = Hﬁl p(u; | a;). Put these sequences into
2R bins so that each bin contains || # NI/ 5|l sequences
uN(ml, ty,t,), where the bin index t,, € {1,2,3,..., 2MR) and
the sequence index t,, € {1,2,..., | ZxI/IID NI}

Suppose that k € {1,2,3,...,2"%} is the shared secret
key between the transmitter and the receiver during one
transmission. To send message (m,,m,) = (d,l,m,) with
the action sequence a™ (m,) and the state sequence s™, where
de Dyl e Ly, andm, € M,, randomly choose a sequence
u™(my, t,,t,) from the bin indexed by t;, = m, @ k. Here & is
modulo addition over & . Then, the input sequence of the

. . N
ma1r; channel is generated by p(x™ | u™,s") = [, p(x; |
ul‘, Si .

Decoding. When observing the channel output y", the
receiver tries to find a sequence u® (i, ,,7,) such that
7l (fﬁl,fb,?u),yN ) € Tgy. Then, the decoder outputs
(m,,t, © k), where © is modulo subtraction over & . If no
such (7,,t,,t,) exists, take (71,, £, £,) = (1, 1, 1).

Analysis of Error Probability. By using similar arguments in
[1], it is easy to show that the legitimate receiver can decode
the message with vanishing probability of decoding error. The
details for proving P, < € are omitted.

Analysis of Equivocation. We focus on calculating wiretapper’s
equivocation of the message, that is, the uncertainty about the
message given wiretapper’s observation. To serve the analysis
of equivocation, the fact that M, is independent of M, & K
will be shown firstly. Using similar derivation in [18], we start
with the definition of mutual independence

p(MyeK =k, M, =m,)
:p(K:k’emz,M2 :mz)

=@p (K =Ko mz) p (M, =m,)
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p(MyeK =K')

=Yp(MyeK =K |K=k)p(K=k)
k

=Y p(My®K =k | K =k) EN
k

=W%p(M2®K=k'IK=k)

M, =k ek|K =k)

(A4)

where (al) and (a4) follow from the fact that M, is indepen-
dent of K and (a2) and (a3) follow from the fact that M,
and K are both uniformly distributed over # . According
to (A.4),

p(My®K =k, M, =m,)
(A.5)
=p(My®eK=k')p(M,=m,).

Therefore, M, is independent of M, & K.
Utilizing the above fact,

H(M|zY)=H(M,M,|z")

=H (M, | zV)+ H(M, | z", M)
>H (M, | ZV)+H(M, | Z¥,M;,K & M,)
=H (M, | Z")+ H(M, | K & M,)
=91 (M, | ZV) + H (M,)

=“H (M, | ZV) + NR,

(A.6)

where (a5) follows from the Markov chain M, — M,eK —
ZN.M 1)> (a6) follows from the fact that M, is independent
of M,®K, and (a7) follows from the fact that M, is uniformly
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distributed over {1,2,3,..., ZNR’f}. To bound H(M, | ZN) in
(A.6), Csiszar’s method for analyzing equivocation [8] is used:

H(M, | ZV)
= H(M,,2") - H(Z")

H (M, zN,U) - H(UY | My, 2Y) -

H(Z")
H (M, UY)+H(z" | My, UY)
~H(UY M, 2%) - H(2)

>H(U)+H(zZ"

| M,,Z

| M, UN) - H (U | My, ZV)
- H(Z%)

>H(UY)-H(UY YY)+ H(ZY | My, UY)

H(2)

| M, UY)

H(z")

|u™)

H(Z")

=@INI(U;Y) + NH(Z | U)

H(z")

>@WONT (U, Y) + NH (Z | U)

-H(UY | My, ZN) -

—I(UN;YN)+H(ZN

-H(UY | M,,ZY) -

=IO (U™ YY)+ H(ZY

-H(UY | M, zY) -

-H(UY | M, ZY) -

-H(UY | M, ZY) - NH (2)
>@INT (U;Y) - NI (U; Z) - Ne,.

(A7)

In the above derivations, (a8) follows from the fact that
M, — UN — ZVN is a Markov chain. (a9) follows from
the fact that SN, U™ and X" are i.i.d generated and both the
main channel and wiretap channel are discrete memoryless.
(a10) follows from the fact that H(ZN) = Zfil H(Z, | Z <
NH(Z), where Z is regarded as the general random variable
of Z;. To verify (all), note the fact that given the message
my = (d, ), the number of UV is

Nawin-gy _ 20O
JNR'
_ 2Nl 12 - 17 0]
A

_ lzsl-12sl- 170l
|2nl- 12l
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_ sl
|2l

< |7xl- 175l

HNUWUs2)-R})  HNR}

_ yNIW:Z)
(A.8)

By applying the standard channel coding theorem [23, The-
orem 7.7.1], the wiretapper can decode U™ with vanishing
decoding error probability. Then, utilizing Fano’s inequality,
we get HUY | M,,ZN) < Ne,, where e, — 0 when
N — 0. (A.7) is verified.

Using the definition of equivocation and substituting
(A.7) into (A.6),

H(M|zZN)
lim A= lim ——~
N — oo N— oo N
H(M, | zN
> lim (Muz})
N— oo N
> lim (NI(U;Y)—NI(U;Z)—N62+R,>

:I(U;Y)—I(U;Z)+R'f

> R,.
(A.9)

This completes the achievability proof of Case 1.

Case2(H(A | Z) < min{I(U;Y), I(U;Y)-I(U; Z) +Rf}). In
Case 2, we show that all rate pairs (R, R,), satisfying

0<R,<R,

R<I(U;Y), (A.10)

R,<H(A|Z),

are achievable. It is sufficient to prove that the rate pairs
(R, R, = min{I(U;Y), H(A | Z)}) are achievable. The coding
scheme is similar to [18].

Codebook Generation and Encoding. Generate 2R action
sequences a’ (m) according to p(a’) = Hfil p(a;), wherem €
{1,2,...,2NR} The state sV is generated in response to a® (m)
according to p(s” | a) = Hglp(si | @;). Generate 2™% i.i.d
sequences uN(m) according to p(uN | aV) = Hfilp(ui | a;).
To send message m with the action sequence a™(m) and

the state sequence s, find the sequence u" (m). Then, the
input sequence of the main channel is generated by p(x" |

N N N
u',s") = Hi:1p(xi [ w,s;).

Decoding. When observing the channel output yY,
the receiver tries to find a sequence uN(@#) such that
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(uN(fﬁ),yN) € Tgy(e{). Then, the decoder outputs 7. If no
such 71 exists, take 771 = 1.

Analysis of Error Probability. By using similar arguments in
[1], it is easy to show that the legitimate receiver can decode
the message with vanishing probability of decoding error. The
details for proving P, < € are omitted.

Analysis of Equivocation. We focus on calculating wiretapper’s
equivocation of the the message, that is, the uncertainty about
the message given wiretapper’s observation. The method for
calculating the equivocation in [13] is utilized in this case:

H(M|zY)
lim A= lim ——=
N — 00 N — oo N

(al2) lim H(AN I ZN)
N — o0 N

_@3) NH (A | Z)

N — oo

=H(A|Z)

(A.11)

>R,

where (a12) follows from the fact that the action sequence

a™(m) is a determination function of the message m and

(a13) follows from the fact that AN and X~ arei.i.d generated

and both the main channel and wiretap channel are discrete

memoryless. This completes the achievability proof of Case 2.
The achievability proof of Theorem 4 is completed.

B. Proof of the Converse Part of Theorem 4

In this section, we show that all achievable rate pairs (R, R,)
for the channel model in Figure 1 with causal states are con-
tained in &,. Concretely, for any rate pair (R, R,), feedback
alphabet %, and decoding error probability P, satisfying

R= lim &l (B.1)
N - oo N
. log|#|
| B.2
Nhinoo N < Rf, ( )
R, < lim A, (B.3)
P, <e, (B.4)

there exist random variables (A,U) — (X,S) - Y — Z
such that

0<R, <R, (B.5)
R<IU;Y), (B.6)
R,<I(U;Y)-1(U;Z) + Ry, (B.7)
R,<H(A|Z). (B.8)

The four inequalities (B.5), (B.6), (B.7), and (B.8) will be
proved successively.
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One has consider condition (B.5) first.

R, < lim A
N — oo

H(M|zZN)
= lim ———*
N — oo N

N—-oco N

(B.9)

_Ghp

where (b1) is from (B.1). Condition (B.5) is proved.
To prove condition (B.6), we consider

! _ Ly + L N
N HO) = 1 (M; YY)+ ZH (M YT)
S(bz)%l (YN + %rl (P

1N

1 vy e L
N;I(M,Y,IY )+N;7(Pe) 510

Inequality (b2) is from Fano’s inequality. To be more accurate,
n(P,) = h(P,) + P,log(|M]l — 1), where h(P,) is the binary
entropy function; that is, h(P,) = —-P,log P, — (1 — P,) log(1 —
P,). Note that #(P,) — 0 when P, approaches zero. (b3) is
from defining U; = (M, Yyt §h. According to (B.1) and
(B.10), it is easy to see that

R lim 08141
N — o0 N

by g 1
=" Jlim = H (M) (B.11)

1g 1
< NIEHOON;I (UsY;) + N (P.),

where (b4) follows from the fact that M is uniformly dis-
tributed over {1, 2, ..., | .Z|}.

To prove condition (B.7), the recursive argument lemma
[16] will be exploited. Therefore, we present the lemma below.
The detailed proof of the lemma is shown in [16].

Recursive Argument Lemma [16]. For each j = 1,2,..., N, the
following inequality holds:

H(K | Z))+1(M, XY | K, Z)
<H(K™ 27+ 1(M, X757 KL 27

+1(X;Y; 1 2) +H(K; | M, X7 K7, 27,
(B.12)
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where K, X, Y, and Z are the the feedback random variable,

the input of the main channel, the input of the wiretap

channel, and the output of the wiretap channel. (Actually,

[16] gave the lemma under a more relaxed condition that the

wiretap channel did not need to be physically degraded.)
Then, we prove condition (B.7) as follows:

R, < lim A

N — oo

= lim %H(MlZN)

N — oo

= lim %(I(M;YN,KN | ZN)

N — oo

+H (M | YN, ZN, kM)

T Nooo

< lim %(I(M;YN,KN | ZN)+ H(M | YY)

<) Iim
N — oo

e (1 (M YN, KN | ZN) +5(P,))
=Nhinoo% (1(Mm; kN | 2Y)

+1 (M;YN | KN, ZY) +1(R,))
< Jlim = (1 (K | ")

A (MUNYY KN, ZY) 40 (R)),
(B.13)

where (b5) follows from Fano’s inequality. By applying the
lemma recursively, the two terms in (B.13) can be single
letterized as follows:

H (KN ZV)+ 1(M, U™ YN | KN, ZV)
<H (KN 28+ 1(MuN Ty RN 2N
+I1(Up; Yy | Zy) + H (Ky | MUY KL ZNT)
<H (KN 28 + 1 (M, uN Ly kYL 2N
+I(Un; Yy | Zy) + H(Ky)
<H (KN Z82) +1(M,UN 572 | KY2 2072
+I(Uyn_13 YN | Zney) + H (Kyy)

+1(Ups Yy | Zy) + H(Ky)

<) (I(UsY; 1 Z;) + H(K;))

™M=

I
—_

™=

I
—

(1(U;Y; 1 Z)+Ry).

(B.14)
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Substituting (B.14) into (B.13), we get

N — oo £
i=1

1 N
R, < lim = <Z(1 UsY;12)) +Rf)+r1(Pe)>~
(B.15)

To prove (B.8), consider

e =

R, < lim A
N — oo

= lim %H(MlZN)

N — oo

=9 fim
N — oo

1 N | N
—H(AY |z
N ( ) (B.16)

1y .
-l (1 472)

D
SA}TlmN;H(AiIZ,-),

where (b6) follows from the fact that the action sequence a
is a deterministic function of the message m.

To serve the single-letter characterization, let us intro-
duce a time-sharing random variable Q independent of M,
AN SN UN, XN, YN, and ZY and uniformly distributed over
{1,2,...,N}. Set

U= (MY s2Q),

A=Ay S=S5  X=Xq (B.17)

Y:YQ, Z:ZQ.

It is straightforward to see that (A,U) — (X,S) - Y — Z
andU — Y — Z form Markov chains. Then, it is easy to
get

IU;Y | Z)=HU | Z)-HU | YZ)
=HU)-HU |YZ)-(HU)-HU | Z))
= HU)-HU|Y)-(HU)-HU | 2))

=I{U;Y)-1(U;2),
(B.18)

where (b7) follows from the Markov chainU — Y — Z.
After using the standard time sharing argument [19, Section
5.4], utilizing (B.18), and letting P, — 0, (B.11), (B.15), and
(B.16) are simplified into (B.6), (B.7), and (B.8), respectively.

This completes the proof of the converse part of
Theorem 4.

C. Coding Schemes for Noncausal Channel
State Information

This section provides two different coding schemes for H(A |
Z) > min{I(U;Y) - I(U;$ | A),I(U;Y) - I(U; Z) + R} and
H(A | Z) < min{I(U; Y) - I(U; S | A), I(U; Y) - I(U; Z) + R}
in Cases 1 and 2, respectively.
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Case 1 (H(A | Z) > min{I(U;Y) - I(U;S | A),I(U;Y)-
IU; 2) + Rf}). In this case, we need to prove that all rate
pairs (R, R,), satisfying

0<R,<R,

R<IWU;Y)-1(U;S|A), (C1

R, <I(U;Y)-1(U;Z) + Ry,

are achievable. It is sufficient to prove the rate pairs (R, R, =
min{I(U;Y) - I(U;S | A),I(U;Y) - I(U; Z) + Rf}) are
achievable. In the following coding scheme, Gelfand and
Pinsker’s coding technique [20] and rate splitting are used.
The feedback symbol is used as a shared secret key between
the transmitter and the receiver. The wiretapper has no
knowledge of the secret key.
Define

R =1U;Y)-1(U;2);
) ) (C2)
R §= R-R.
Split the message . into two parts, that is, # = (M ,, M,).
The corresponding random variables M;, M, are uniformly
distributed over #, = {1,2,3,... ,2MRY and My =1{1,2,3,
..., 2NReY Since

R<C, (Ry)
=min {I(U;Y) -1 (U;S | A),I(U;Y)
-1(U; 2)+ R;, H(A| 2)}

= min {I (U;Y) - I (U;S | A),1(U;Y) -1 (U; Z) + Ry},
(C3)

it is easy to get
! !
R, =R-R
< min {I(U;Y) I (U;S | A),1(U;Y) -1 (U; Z) + Ry}
- U:;Y)-1U;2)

= min {I(U;2) -1 (U;S | A), R} . s
c4

Codebook Generation and Encoding. Let R = I(U;Y)-1(U; S |
A)-1,, where 7, is a fixed positive number. Generate 2% i.i.d
action sequences a (m,) according to p(aN ) = ]_[fil pa;)
where m, € J,. The channel state sequence s" is generated
through the discrete memoryless channel p(s™ | aV) =
N

[Tz, p(si | @)

The feedback link is shared between the transmitter and
the legitimate receiver. It is assumed that a secret key k €

{1,2,3,... ,2NR } is transmitted through the feedback link
and the wiretapper has no knowledge about the secret key.
Let the corresponding random variable K be independent of

M and uniformly distributed over {1, 2,3, ..., 2Ry I8
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.Y)-R'— ..
For each a™(m,), generate 2NV "R=9) i j 4 sequences

ul according to p(uN | aV) = Hzlp(ui | a;), wheree — 0
as N — o00. Note that

2N(1(U;Y)—R’—e) _ 2N(I(U;Y)—R+R'f—e)
(C.5)

2N(I(U;S|A)+T1+R}fe)'

Then, put these sequences into 2™%/ bins so that each bin

contains 2NUUSIA)+77¢) sequences u’ (m,, t,, t,,), where the
!

bin index t, € {1,2,3,...,2"%/} and the sequence index

t € {l 2.3 2N(I(U;S|A)+T1—E)}

u 34y Iy e .

Suppose that k € {1,2,3,..., ZNRf} is the shared secret
key between the transmitter and the receiver during one
transmission. To send message m = (m,, m,) with the action
sequence a" (m,) and the state sequence s", where m, €
M, m, € M, the transmitter tries to find a sequence
u (my, ty,t,) from the bin indexed by t, = m, & k such
that (uN(ml, tyr ) s, aN(ml)) € TLI}ISM. Here, ® is modulo
addition over {1, 2,3, ..., 2NRy }. If no such sequence exists in
that bin, take ¢, = 1. (In fact, at least one such sequence will
exist because there are more than 2N US!AyNGy ¢, ¢ ) in
each bin.) Then, The input sequence of the main channel is

N, N N N
generated by p(x™ | u™,s7) = [[.L, p(x; | ws;).

Decoding. When observing the channel output y", the
receiver tries to find a sequence u® (i, ,,%,) such that
W (g, £,)s yN ) € Tgy. Then, the decoder outputs
(i, t, © k), where © is modulo subtraction over {1,2,3,
...,ZNR;‘}. If no such (#,,,,t,) exists, take (71, ,,t,) =
(1,1, 1).

Analysis of Error Probability. By using similar arguments in
[1], it is easy to show that the legitimate receiver can decode
the message with vanishing decoding error probability. Note
that since Gel'fand and Pinsker’s coding technique is used for
the noncausal case, particular attention should be paid to the
encoding error probability when calculating the whole error
probability. The details for proving P, < € are omitted.

Analysis of Equivocation. We focus on calculating wiretapper’s
equivocation of the message, that is, the uncertainty about the
message given wiretapper’s observation.

Using the same derivation in (A.6), we have

H(M|z¥)>H(M, | zV)+NR}.  (C6)

The first term in (C.6) is calculated by applying Csiszar’s
method for analyzing equivocation [8]:

H(M, | z%)
=H(M,,z")-H(z")

=H (M, z",UN)-H(U" | M}, zV) - H(ZV)

Mathematical Problems in Engineering

- H (M, UN)+ H (2" | M, UY)
~H(UY | M, zY) - H(ZY)
>H(UY)+H(ZV | M, UY)
~H(UY M, ZV)-H(ZV)
>H(UN)-H(UN YY)+ H(ZY | M, UY)
~H(UY | M, ZV) - H(Z)
= 1(UN YY)+ H(2Y | M,,UY)
~H(UY | M, 2ZN) - H(2)
=Dr(uN;yN)+H(ZN |[UY)
~H(UY M, ZV)-H(ZV)
=INI(U;Y)+ NH (Z | U)
~H(UY | M, ZN) - H(ZY)
>GINT(U;Y) + NH(Z | U)
-H(UY | M,,zY) - NH (2)

> NI (U;Y) - NI (U; Z) - Ne,.
(C.7)

In the above derivations, (c1) follows from the fact that M, —
UYN — ZN is a Markov chain. (c2) follows from the fact
that SV, UY, and X" are i.i.d generated and both the main
channel and wiretap channel are discrete memoryless. (c3)
follows from H(ZN) = YN H(Z, | Z™') < NH(Z), where
Z is regarded as the general random variable of Z;. To verify
(c4), note the fact that given the message m1,, the number of
UM is

2N(I(U;Y)—R' —€) — 2N[I(U;Y)%I(U;Y)—I(U;Z))—e]

— ZN(I(U;Z)fe) < 2NI(U;Z).

By applying the standard channel coding theorem [23,
theorem 7.71], the wiretapper can decode U™ with vanishing
decoding error probability. Then, utilizing Fano's inequality,
we get HUY | M,,ZN) < Ne,, where ¢,
N — 0. (C.7) is verified.

Substituting (C.7) into (C.6) and using the same deriva-
tion in (A.9), the achievability proof of Case 1 is completed.

— 0 when

Case 2 (H(A | Z) < min{I({U;Y) — I(U;S | A),I(U;Y)-
I(U; Z)+R f}] ). In this case, we show that all rate pairs (R, R,),
satistying
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0<R,<R,

R<IU;Y)-I(U;S|A)), (C.9)

R,<H(A|Z),

are achievable. It is sufficient to prove that the rate pairs
(R,R, = min{I(U;Y)-I(U;S | A), H(A | Z)}) are achievable.
Gel'fand and Pinsker’s coding technique is used. The proof is
similar to that in [18].

Codebook Generation and Encoding. Let R = I(U;Y) - I(U; S |
A) — 1,, where T, is a fixed positive number. M is uniformly
distributed over ./ = {1,2,3,...,2"%}. Generate 2™} action
sequences a®(m) according to p(aN )= Hf\zjl p(a;), wherem €
. The channel state sequence s" is generated through the

discrete memoryless channel p(sN | aV) = Hf\:]l p(s; | a;). For
IUY)-R-¢) _ HNUUS|AT) {4

Hfilp(”i |

each a¥(m), generate 2N
sequences u Nm, t) accordmg to p(uN | aV) =
a;), where t € {1,2,3,...,2NU0USIAne)y

To send message m with the action sequence a™(m) and
the state sequence sV, the transmitter chooses a sequence
uN(m, t) such that W (m, 1), sV, a(m)) € TLI}ISM. If no such
sequence exists, take t = 1. Then, the input sequence of the
mair; channel is generated by p(xN | N, M) = Hf\il plx; |
U, ;).

Decoding. When observing the channel output y", the
receiver tries to find a sequence uN (@@, 7) such that
N, 1), yN) € T),. Then, the decoder outputs 7. If
no such i exists, take 71 = 1.

Analysis of Error Probability. By using similar arguments in
[1], it is easy to show that the legitimate receiver can decode
the message with vanishing decoding error probability. Note
that since Gel'fand and Pinsker’s coding technique is used for
the noncausal case, particular attention should be paid to the
encoding error probability when calculating the whole error
probability. The details for proving P, < € are omitted.

The analysis of equivocation is the same as (A.11). The
achievability proof of Case 2 is finished.

The achievability proof of Theorem 5 is completed.

D. Proof of the Converse Part of Theorem 5

This section proves that all achievable rate pairs (R, R,) for the
channel model in Figure 1with noncausal states are contained
in &#,,. Concretely, we need to show that, for any rate pair
(R, R,), feedback alphabet %, and decoding error probability
P, satisfying (2), there exist random variables (A,U) —
(X,S) —» Y — Zsuch that

0<R,<R, (D.1)
R<IWU;Y)-1(U;S|A)), (D.2)
R, < I(U;Y) - 1(U; Z) + Ry, (D.3)
R,<H(A|Z). (D.4)
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The four inequalities (D.1), (D.2), (D.3), and (D.4) are proved
as follows.

(D.1), (D.3), and (D.4) can be proved using the same
derivations in (B.9), (B.15), and (B.16), respectively, except for
the identification of the auxiliary random variable U. There-
fore, we focus on proving (D.2) and giving the identification
of the auxiliary random variable U.

A lemma in [13] is presented first.

Lemma 6 (see [13]). One has

N N
YI(ShL,ANY I MY ) = Y1(S; 7 M, S, AY).
1 - (D.5)
Proof. One has
N
YI(si, AN Y I MY
i=1
N
=N (SN AN Y | MY AN
N
= YI(Sy;Y; | MY, AY)
N N N
:2‘211( Y, | M, SN, Y, AY) (D.6)
i=1 j=i
N N )
:ZI‘ZII( SY; | M, S YT AY)
j=li=j+
N i-1 )
:Z 1(S3Y; | M, S, Y77, AY)

I
—_
.

I
—_

Il
.MZ

Il
—_

I(SsY™" | M, 8y, AY),

i+l

where (d1) follows from the fact that the action sequence is a
deterministic function of the transmitted message.
Since the transmission rate is

1 L
R= lim log|#| = lim SH(M), (D7)

let us consider

1
SHOD

1

1
= 1Y)+ ZH (M1 YY)

<@ NI(M YN+ %n(Pe)
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1Y 1
= NZI(M’Y’ |Y )+ﬁ’1(Pe)

i=1

< liz (M,Y5Y,) + =4 (P)
= N,'=1 > > 5 er e

1N

i+1°

[1(M Y, s]

1:1

AYY,)

—I(Sh, AN Y | MY 1)]+$17(Pe)

i+1°

(d3)1N i1
= NZ[I(M,Y , SN

i=1

AN;Y))

i+1°

i+1?

—I(SsY T I M, S, AN)] + %q(Pe)

1 ¢ i-1
=—> [1(M,Y™,8), AN Y))

i=1

I (SsY 1M AN 4]+ 1 (B)
1 i-1
= 52 [1(mY™ s, A% )
i=1

—I(Ss MY ST AN | A))

i+1°

(S M, S1+1’ | Az)] + %n(Pe)

N
NZ[ (M, Y785, AN )

i=1

—I(Ss M, Y™, SN AN | A;)

i+1

+1(S; M, SN, AL AN 1 A)] + %W(Pe)

i+1”

ANY))

i+1°

_an 1§ [1(M, Y7,
_ NZ ,

~1(Ss MY S)

i+1°

AN 4]+ ()

‘“”zu Y)-1(S

1 1

1
sU LA+ Nﬂ(Pe))

(D.8)

where (d2) follows from Fano’s inequality, (d3) is from
Lemma 6, (d4) follows from the fact that S, — A; —
(M, Sﬁl,A’ ! Aﬁl) form a Markov chain, and (d5) follows
from defining U, = (M,Y" ', SN , AN). Substituting (D.8)

i+1°
into (D.7),

R = lim lH(M)
N-oo N
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1
= ngnmﬁ; [1(UsY;) - 1(SsU; | A))].
(D.9)

To serve the single-letter characterization, let us introduce
a time-sharing random variable Q independent of M, A",
sV, UN, XN, YN, and ZN and uniformly distributed over
{1,2,...,N}. Set

U=(MY¥8h,,.AY,Q),

A=Ay S=S5» X=Xq (D.10)

Y =Yq Z=Zq

It is straightforward to see that (A,U) — (X,S) — Y —

Z form a Markov chain. Applying the standard time-sharing

argument [19, Section 5.4] to (D.9), we can easily get (D.2).
This completes the proof of the converse part of

Theorem 5. 0
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The paper presents new conditions suitable in design of the stabilizing state controller for a class of continuous-time nonlinear
systems, which are representable by pairwise distributable Takagi-Sugeno models. Taking into account the affine properties of the TS
model structure and applying the pairwise subsystems fuzzy control scheme relating to the parallel distributed output compensators,
the extended bounded real lemma form and the sufficient design conditions for pairwise decentralized control are outlined in terms
of linear matrix inequalities. The proposed procedure decouples the Lyapunov matrix and the system parameter matrices in the
LMIs and, using free tuning parameter, provides the way to obtain global stability of such large-scale TS systems and optimizes

subsystems interaction H,, norm bounds.

1. Introduction

A number of problems that arise in state control can be
reduced to a handful of standard convex and quasiconvex
problems that involve matrix inequalities (LMI). It is known
that the optimal solution can be computed by using the inte-
rior point methods [1], which converge in polynomial time
with respect to the problem size. Thus, efficient interior point
algorithms have recently been developed and further devel-
opment of algorithms for these standard problems is an area
of active research. For this approach, the stability conditions
may be expressed in terms of LMIs, which have a notable
practical interest due to the existence of numerical solvers.
Some progress review in this field can be found, for example,
in [2, 3] and the references therein.

Based on the concept of quadratic stability, the control
design problems, in respect of the H,, norm of the closed-
loop system transfer matrix, are transferred into a standard
LMI optimization task, which includes bounded real lemma
(BRL) formulation. The first version of BRL presented simple
condition under which a transfer function was contractive
on the imaginary axis of the complex variable plain. Using

this formulation, it was possible to determine the H,, norm
of a transfer function, and the BRL has become a significant
element to show and prove that the existence of feedback
controllers, resulting in a closed-loop transfer matrix having
the H,, norm less than a given upper bound, is equivalent to
the existence of a solution of certain LMIs. Motivated by the
underlying ideas, the technique for BRL representation was
extended to state feedback control design and stayed prefer-
able for systems with time-varying parameters [4-6]. When
used in robust analysis of linear systems with polytopic uncer-
tainties, as the number of polytops increases, the solution
turned out to be very conservative. To reduce conservatism
inherent in such use of quadratic methods, the equivalent
LMI representations of BRL for continuous-time as well
as discrete-time uncertain systems were introduced [7-10].
Moreover, exploiting the sector nonlinearity approach to
obtain Takagi-Sugeno (TS) models from the nonlinear sys-
tem equations [11], suitable BRLs as well as enhanced BRL
representation guaranteeing quadratic performances for the
closed-loop nonlinear systems are exploited in H,, fuzzy
control [12-14].



In last years, modern control methods have found their
way into design of interconnected systems and led to a wide
variety of new concepts and results. In particular, paradigms
of LMIs and H,, norm have appeared to be very attractive
due to their promise of handling systems with relative high
dimensions, and design of partly decentralized schemes sub-
stantially minimized the information exchange between sub-
systems of a large scale system. With respect to the existing
structure of interconnections in a large-scale system, it is gen-
erally impossible to stabilize all subsystems and the whole sys-
tem simultaneously by using decentralized controllers, since
the stability of interconnected systems is not only dependent
on the stability degree of subsystems but is also closely depen-
dent on the interconnections [15-17]. Analogous principles
were applied in decentralized fuzzy control [18].

Considering the decomposition-based control strategy
[19] and including into design step the effects of subsystem
pairs interconnections [20], a pairwise decentralized control
problem was proposed for linear large-scale systems in [21]
and for linear large-scale systems with polytopic uncertainties
in [22], respectively. Introducing the results as a pairwise
partially decentralized control, in [21] there were formulated
design conditions for a linear control, while the design
conditions given in [22] reflect the robust linear control
design task, both solved in the frames of LMI representations.
Since the feedback control for TS models is the so-called
parallel distributed compensation (PDC) control, the above
results have to be significantly reformulated considering the
pairwise distributable large-scale TS fuzzy systems.

Inspired by the enhanced design conditions proposed in
[13] in designing the optimal control of TS systems with
quadratic optimality criterion, the paper is devoted to study-
ing the partially decentralized control problems from the
above given viewpoint for pairwise distributable large-scale
TS fuzzy systems. Sufficient stability conditions are stated
now as a set of LMIs to encompass the quadratic stability case
in respect of the H_, approach. Used structures in the pre-
sented forms enable us potentially to design systems with an
embedded reconfigurable control structure property [21]. To
the best of the authors’ knowledge, the paper presents a new
formulation of the control principle of pairwise distributable
large-scale TS fuzzy systems, newly defines the conditions of
existence of solutions for the fuzzy control scheme relating to
PDCs in such distributable structure, and oftfers the possibil-
ity of new ways to solve the problem of control law synthesis
for TS fuzzy systems with a large number of membership
functions.

The paper is organized as follows. In Section 2, the basis
preliminaries, concerning the TS models and the H,, norm
problems, are presented with results on BRL and enhanced
BRL for TS systems. Formulating the pairwise distributable
large-scale TS fuzzy systems structure in Section 3 and
continuing with this formalism in Section 4, the equivalent
TS BRL design methods are outlined to possess the sufficient
conditions for the pairwise decentralized control of given
class of TS large-scale systems. Finally, the example is given
in Section 5, to illustrate the feasibility and properties of the
proposed method and some concluding remarks are stated in
Section 6.
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Throughout the paper, the following notations are used:
xT, XT denote the transposes of the vector x and matrix X,
respectively, diag[X;],i = 1,2, ..., p denotes a block diagonal
matrix with p blocks, blk[X;], i, = 1,2,...,p entails a
row- and column-wise partitioned matrix, broken into blocks
by partitioning its rows and columns into p collection of
row-groups and p collection of column-groups, for a square
matrix, X < 0 means that X is a symmetric negative definite
matrix, the symbol I, indicates the nth order unit matrix, R
denotes the set of real numbers, and R™ refers to the set of
n x r real matrices.

2. Preliminaries

2.1. System Model. The class of TS systems, considered in the
paper, is formed as follows:

qt)=Yh(0®)(Aq() +Bju()), )
j=1

y(t) = Cq(t), (2)

where q(t) € R", u(t) € R", and y(¢t) € R™ are vectors of
the state, input, and measurable output variables, respectively,
matrices A; € R™, B; € R™, and C € R™" are real
matrices, t € R is the time variable, and p ;(0(1)) is the weight

for jth fuzzy rule. Satisfying the following, by definition, the
property

001, Yu@®)=1 Vje(l2,...,s),
j=1

0(1)=1[0,(t) 6,() - 0,(t)]
3)

is the vector of the premise variables, where s, v are the
numbers of fuzzy rules and premise variables, respectively.
It is supposed next that all premise variables are measurable
and independent on u(¢) (more details can be found, e.g., in
(11, 13]).

2.2. LMI Formulations for H., Performance. Let the TS
systems model (1), (2) be considered (in this subsection only)
in the next extended form

q®) =Y u;01®)(Aq) +Bu®) +Gw(®), (4)
j=1

y () = Cq(t) + Dw (1), (5)

where G; € R™", D € R™, and w(t) € R" is the disturbance
input that belongs to L,(0, +00) and, using the same set of
membership functions, the fuzzy state control law is defined
as

u(t)=->u, 0)K,q(t). 6)
g=1
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Evidently, the closed-loop system state variable dynamics is
described by the next equation

at) =Y > u; @)y (0) (Hyyq(®) +Gw(t) (7)

]':1 g=1

and also, owing to the symmetry in summations, by the
symmetric equation

a) =) Y u0®)u, 01) (Hyqt) +Gyw(t), (8)

j=lg=1
where
Hj, = Aj - B;K,, Hyj = A, - B.K;. ©)

Thus, adding (8), (9) gives

24(6) = )" ) u; (0()) uy (0(1))

j=1g9=1

X ((ng + ng) q(t)+ (Gj + Gg)w(t)) .
(10)

Rearranging the computation, (10) can be written as

240 = Y 00) ; (0()
i
x ((Hy +H;) @) + (G + G;)w(®)

s—1 s
+2)° Y w00y (0(1)
j=lg=j+1
x ((ij + ng) q(t) + (Gj + Gg)W(t)) ,
(11)

q) =Y u;O®) u; 0 )

j=1

x (Hjjq () +Gw (t))

s—1 s
+23 N w0 ), 0(1)

j=1g=j+1

H. +H G.+G
x( 152 ng(t)+ 12 yw(t)>)

respectively.
Considering this, the next lemmas can be introduced.

Lemma 1 (bounded real lemma). The closed-loop system (7),
(5) is stable with the pezrformance Z;Zl Z;:1 1 (0())u, (0(1))
|C(sI - ng)flGj +D|_ <y if there exist a positive definite
matrix X € R™" and a positive scalar y € R such that

x=x">0, y>0, (13)
T T
Hij + XHjj Gj XC
* -1, DT | <0, (14)
* = =1,
ij + ng (ij + ng )T GJ + Gg T
X+X XC
2 2 2 < 0,
* —yI, DT
* * -1,

(15)

forall j € (1,2,...s),and j < g < s, j,g € (1,2,...5),
respectively, where I, € R™", 1,, € R™"™ are identity matrices
and \/y is an upper bound of H,, norm of the disturbance
transfer matrix function.

Here and hereafter, = denotes the symmetric item in a
symmetric matrix.

Proof. Defining Lyapunov function as
v@®) =q (OP()

t
+3L (YT(T)Y(T)_YWT(T)W(T))dT>0,

(16)

where P = PT > 0,P ¢ R™, y > 0,y € R and

evaluating the derivative of v(q(#)) with respect to t along a
system trajectory, then it yields

v(q®)=q ) Pq()+q" (t)Pq(t)
(17)
+3(y O y® —yw (Ow(t) <0.

Substituting (5) and (12) in (17), the next inequality is
obtained:

v(q (1)

N w0 0) p; 0 (1)
j=1

(H;q(t) +G;w () Pq(®)
+q" (1) P (H;;q () + G;w (1))
+(Cq () + Dw ()" (Cq (¢) + Dw (£))
—yw’ (t) w(£)



s—1 s
+2) 3w (0() gy (0(1)

j=1g=j+1

H. +H . G.+G T
(Mq(m = f’w(t)) Pq (1)

2
H. +H . G +G
x 4 +qT(t)P<%q(t)+ ’2 f’w(t))

+(Cq () + Dw ()" (Cq (t) + Dw (1)

Y

—yw’ () w (£)
<0
(18)
and with the notation
q,®=[q" ) w ], (19)
it yields
P(q(t) = Y u; (06) ;0 qy, (©)
j=1
x (R;;+Q)q, (1)
(20)
s—1 s
+2) Y w01, (0(1)
j=1g=j+1
xqq, () (Rj; +Q)q, (1) <0,
where
PH. + H'P PG. c’
jj:|: ]J* s —VI] > Q:|:DT:| [C D],
T
ng + ng " (ng + ng) Gj + Gg
Rj, = 2 2 2
* _yIr
(21)
Since (20) implies
R;;+Q <0, R, +Q<0, (22)

forall j € (1,2,...,s)and j < g < s,4,j € (1,2,...,s),
respectively, then using the Schur complement property, (22)
can be written as

T T
PHjj +Hij PGj C
* _yIr DT <0,

* L
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T
H,+H,, (H, +H_, G +G
p_19 9]+(15 9J)PPJ 9 T
2 2 2
| <0

* _yIr D

* * —Im
(23)

Defining the transform matrix L as

L=diag[P' I, L], (24)

premultiplying the left-hand side and the right-hand side of
(23) by L, gives

-1, p-lygT -1 T
H;P +P Hj]. G, PC

Hj, + Hy, pl4p! (ng + ng)T G +G, picT
2 2 2
* —yI, DT
* * -1,
< 0.
(26)

Thus, using the substitution X = P! then (25) and (26) imply
(14) and (15), respectively. This concludes the proof. O

Remark 2. Another form of bounded real lemma can be
obtained using Lyapunov function of the form

v(q(®) =q" (t)Pq (1)

+3y”! Lt Y @y@ -y’w () w(1))dr >0,

(27)

(compare, e.g., [6, 12, 13, 18]), but the BRL forms implying
from (27) result, in general, the higher H_ norm upper
bound y then using the presented conditions (14), (15).

Lemma 3 (enhanced bounded real lemma). The closed-loop
system (7), (5) is stable with the performance 23:1 Z;Zl U

- 2 . )
(0(t))ptg(0(t))||C(SI - H]-g) 1G]- + D||Oo <y if for given § > 0,
8 € R, there exist positive definite matrices V, T € R™" and a
positive scalar y € R such that
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5
v=vi>o0, y>o, (28)
T T T
Hij+VHjj G, T—5V+VH].]. VC
* -1, G’ D’
Y ! <0, (29)
* * -26V 0
* * * —Im
(H, +H,; (H,+H,) G,+G (H, +H,)" ]
i T Raiy A - 9j I T _SV4V 9l ycT
¥ 1 (GJ' *G ) p’ | <0 (30)
" 2
* * -26V
i * * * —Im _
forallj € (1,2,...,s)and j < g < s, j,g € (1,2,...,s), H; +H G;+G, .
respectively. % 2 a®)+ 2 w(t) ) -a()
Proof. Since (12) implies —0
Y i (0()) p; (0(1)) (Hyq () + Gyw (1)) (31)
=1
! s=1 s then, with arbitrary regular symmetric square matrices
+2) Y w 0®)u, 0) $,.S, € R™", it yields
j=1 g=j+1
D @) p; (00) (Hj;q(t) + Gw (1))
T T =
(@ ®s,+4" ®)S,) 1 - G 0. (32
s=1 s .+ . .+
12) ) 1 0(0) g (9(1)) (%q(w ¥ gw(t)) -4
j=1g=j+1
Thus, adding (32), as well as its transposition to (17), and S
substituting (5) into (17) give Z.“] (6 () p; (6 (1))
_ x (H;;q(t) + G;w(t)) —q<t)>
0>v(q(t))
. . +4(q" S, +q" S
4" OPa +q" O P4 (@708, +4 (03,)
s—=1 s
+3(Cq () + Dw (£))" (Cq (£) + Dw (£)) XD w 0®) , 0)
j=1g=jt1
~3yw’ () wt H, +H, G +G
yw' (D)W (1) x(%q(t)+ gw(t)),

+2(qd" S, +4" S,) (33)



and using the notation

' ®=[d"® w® 0] (34)

can be obtained the following:
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s=1 s
+2) Y ui (0(t) py (0(1)

j=1g=j+1

xq’ () (RS, +Q°%) g (1) < 0,

(q(t) = D u; (B(6) p; (0(1)) (35)
=1
X qu () (RZ. + QQ) qz () where
SH;+H.S, $,G; P-S +H.S
o 15%j JiSL S1E lT jit2
RS, = * I,  Gls, ,
* * -2S,
Hj, +Hy; (ng + Hw‘)T G +G, (ng + ng)T
S, + S, 8,2 p-§ +~ 0 9 g
o 2 2 2 2 (36)
Rjq = (G;+G,) >
* _yIr 2 2
* * -2S,
T’
Q°=|Dp"|[C D 0].
0
Since (35) implies forall j € (1,2,...,s)and j < g < s,i,j € (L,2,...,s),
respectively, using the Schur complement property, (37) can
Rfj +Q% <o, R}; +Q° <o, (37)  be written as
S H;; +HS, $,G; P-S +HS, C"
* -yL GJTS2 D’
* * -2S, o |
* * * -1,
- T -
Hj, + Hy; (ng + ng) G P_S + (ng gj) s. T (38)
1 11 1 2
2 2
G +G
. 1, ( j - g) ) b7
* -2S, 0
L * * -1, |
Since S;, S, are supposed to be regular and symmetric, the [ G.+G ( i+ ng) T-
transform matrix L? can be defined as I, ! 5 ¢ T-8"+8;" 5 s;'C
T
L® =diag[s;' I, S;' 1], (39) . (G;+G,) o |-
and pre-multiplying the left-hand and the right-hand side of « " —228_1 0
(38) by L® gives * * . -1
-1, g-lyT -1, ¢-lygT <-1cT 41
HyS, +ST'H) 6; T-S;'+S]Hj, §,'C (41)
. o o ool H,+H (H, +H,)"
* * =28, 0  o-lpe-1 _ g 9j o1 1\""Jjg gj
* * * ’ -1, T= S1 Psz ’ ng ) 1 1

(40)
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Thus, using the notation
J=ov, st=v, (43)
(40), (41) imply (29), (30). This concludes the proof. ]

This enhanced form of the bounded real lemma elimi-
nates products of a Lyapunov matrix T and the system matrix
parameters A i» B i» C, and D in the LMI stability conditions.
When used in the synthesis of controllers or observers for
TS systems (that are, evidently, the systems with polytopic
uncertainties), the enhanced form of BRL gives solutions
that are less conservative than ones given by the standard
form of BRL. In that sense, the enhanced form of BRL can
be preferred in TS systems analysis and design [13] giving
less conservative equivalency to the synthesis based on the
parameter dependent Lyapunov functions principle [4].

3. Pairwise Distributed Principle in
Control Design

The main property of the pairwise distributable structure of
TS large-scale systems is given by the next two lemmas.

Lemma 4. Let the system (1), (2) is structured in p subsystems
in such way that, for j = 1,2,...,s,r > 3,i,l=1,2,..., p,
A;=blk[Ay],  C=blk[Cy],
(44)
B]:dlag[B],], DZO)

(8 = D u; (6(2)
j=1

)
X <Ajhhqh O+ ) (Ajhlql (t) + Bju, (t))>,

=1k
(45)

p
¥i () =Ciua, O+ ) Cuq (), (46)
I=1i#h
where q;(t) € R™, u,,(t) € R™, y,(t) € R™, Ay, € R™™,
B, € R™™, and Cy,; € R™™, respectively, and n = P
r= 25:1 1y, and m = 25:1
Then the hkth unforced subsystem pair in unforced system

(1), (2), and (44) is stable if there exists a set of symmetric
matrices

k
P;lk:[;)ki I;?], h=12,...,p-1, )
k=h+1, h+2,...,p,
such that
-l p ”
33 (o] ae

(48)

+qpy () [th P ] qQux (t)>

7
where
Q) =[af ®© qf ®)], (49)
OEDYHCIO)
j:l
Ajp Ajhk] £ [A;hl]
X [Ajkh A ) Yt (t)+l; A (t)
1+ hk
(50)

Proof. Defining Lyapunov function as
V() =q" (Pq®) >0, (51)

where P = PT > 0, P € R™", then the time derivative of
v(q(i)) along a solution of the system (1), (2) is

v(@t)=q (t)Pqt)+q" (PG(t) <0.  (52)
Considering P of the next form

P, P, ... P,

p
P, P, ... P,
P, P, ... P, (53)

P
P, =Y P, h=12..p,
{2h

then the next separation is possible

p: P112 0 ... 0
b P, P) O 0
0 00 0
p
P’ 0 0P,
00 ..00
+...+ : (54)
P, 0 0 P!
0 0 0 0
+.. : p
0 ... 0 PP, Pp;ip
0 ...0P, , P

Using (49) and writing (45) as

I OEDYHCIO)

=

Ay, A POTA.
jhh jhk )+ [ ]hl:| ¢
[ Ajkh Ajkk] qhk( ) ; Ajkl ql( )
X I#hk
N [th 0 ] [“h (t)]
0 Bj | [u(t)

(55)



and considering that for an unforced regime w,(t) = 0,/ =
1,2,... p,then (55) implies (50). Subsequently, (1), (52), and
(54) give

Pf p

-T h hk

t t
G (1) |:th Pz]q}lk( )

s p-1 p
ICIO)) Z Z
j=1 h=1 k=h+

Qi ()

ol s

<0,
(56)

and the inequality (56) implies (48). This concludes the
proof. O

Lemma 5. System (1), (2), (44) with the pairwise distributed
control takes the form

QG (6) = ). D 1 (0(1)) py (6(1))

j=1g=1
x <(A3hk - B;’th;hk) Qi () + @y (t)) ,
(57)

Vi () = Cq (£) + Z Chkql (t) + 0wy (), (58)
=1
1#hk

where

A - [Ajhh Ajhk], B = [th 0 ]
! Ajen Ajik j 0 By
i (59)
K th thk
gk | K K"
gkh gk
@ () = Z A% (6) + Bl (0, (g0
Lk
Aj & [, ()
Alo _ [ ]hl] , @ (t) _ [ h
e [ Aja ghk ; ul, (6)
1#hk (61)
o () = [Kl K ] q; (1)
gh gh ghl q (t) >
C° = C; Ch}f ) lo _ [Cm]
G " Ch
L (62)
Chh = ZCh
I%h
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Proof. Considering in (6) the same structure of K , g =
1,2,... s,as is defined for P in (53), that is,

Ky Ky - Ky,
g21 922 g2p
Kg = > ghh = Zth’
l;eh
Kgpl KyPZ Kgpp
(63)
then the control law uy,(¢) takes the form
s P
w, (1) = =) 4y (00 | gy () + Y Kyuq () ],
- h
(64)

where K (1), h,1 = 1,2,..., p, are non-zero gain matrices.
Exploiting the main diagonal block property (63), then

w, (£) = =) py (6(1))
g=1

<2 [k Kl [ 319
[

y (®)
=—gZ:1ug(0(t)) (K5 K] [?1: t)]

(65)
q, (t)
" Z [Kr Kol [q?(t)]
l#hk
==Y u, 00| u, &)+ Z g, (1) |,
=t l#hk
where forl =1,2,...,p, [ #hk,
ul, (1) = [K), K,y [qh (t)] . (66)
gh g o qu ()
Defining for h = 1,2,...,p-1, k=h+1,h+2,...,pand
with respect to the notations (59) that
gk () K, K qy (1)
gkh gk (67)

e ()
= Konk [‘Ik (t)]
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and combining (64) for / and k, is obtained the following:

[“h (t)]
w (1)

= =D 1y (1)
g=1

« [Kl;h ngh] [qh(t)]
Ky Ko | 196

2 K o[ 365

t
1 K] [ 2|

14,.
oL
b

(68)

(69)

respectively. Then, substituting (69) in (55) gives

Rewriting (72) in the form

. L ®)] [A
W (=) ( ]hk[ 7" (t)] [ ]hl] Q (t)> (74)

=1
I+ hk

and using (61), then (74) implies (60).
Finally, using (62), it can be written as

p-1 p P
y(®) = Z <Chkqhk (t) + Z Cha (t)> (75)
h=1 k=h+1 I=1l#h
P
Vi (1) = CryeQp (1) Z Che (), (76)
I=1,1#h
and (76) implies (58). This concludes the proof. O

4. Pairwise Control Law Parameter Design

The design conditions, formulated as the set of LMIs, imply
from the next theorems.

Theorem 6. Controlled subsystem pair (57), (58) in the system
(1), (3) is stable with performances 23:1 22:1 u;(0(8)u, (0(1))
G5 (T H5) " B Dl <
metric positive definite matrix X;, € R+
Y, € ROWXm) - a0 d positive scalars Yy, €y € R such
that

Yo if there exist a sym-

4 atrices

i (1) = 2;/”1 (0(1) 1y (0(1)) (A ahkeQnk ()T @ g1 ®), X, =Xk >0, &u>0, 7y >0, (77)
70 fornl=1,...,pl¢hkh<k<p,
where o 1o po o R
q)jjhk AJhk A]hk B jhk X1 Crk
k o
jghke = | A, A 0 Byl [Kyy, Kh ’ . . . . .
p peT
w’ bk (t) = Z [ ]hu?h )+ Ajhl(Il (t):| o2 * % . —shkPInp 0 Chk
" 5 Bty () + Ajuq; (1) * * . * Vi, 1) 0
1#hk |« * e " % = —
Using (59) and denoting <0,
(78)
Aok = A = B Ko (73) .
forj=12,...,s h=12,...,p-Lk=h+1h+2,...,p,
then (71) implies (57). I=1,2,...,p,1#hk
r 1o pe pe o ° ~
. At Aghk A VA Bl By .
P 2 o 5 Xk Cri
oT
* _‘ghklln1 0 C;Lk
: : : : <0, (79)
* * Enkpn 0 i
* * * VL, 4r0) 0
L * * * * _I(thrmk) |
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forj=1,2,...s-1,j=23,... s h=12,... p- 1, k=
h+1Lh+2,...p1=12,... pl#hk j < g < s, with
Ao B Al iy and Cpy defined in (59), (61), and (62),
respectively,

° _A° o ° oT ° oT oT ppoT
q)jjhk - Ajhkxhk + thAjhk - thijhk - thkthk’

o o o o T
o - A + A L X (Ajhk + Aghk)
T T
o oo o oo (80)
B Y gnie + B Y jix

2

o 0 o 0 T
(B ik Y gk thijhk)

2 >

and where, for given h,k, A;’;k, A];;lk) and CI, CF are not
included into the structure of (78).
When the above conditions hold, the gain matrices Ky, are
given by
o o o—1
Ko = Y X - (81)
Proof. Considering Zj’=1 Z;zl #;(0(6)pty (B(1)) @5 (8), with
w; ghk(t) given in (60), as a generalized disturbance acting on
the subsystem pair (57), (58), and introducing the notations
o lo P °
G = [{Ajhk}lzl,lth,k thk]’
(82)

oT P T
Ok = qu }Z:I,lih,k @i (t)] ’

s p-1

P
0> ¥ (qy () = TR
=1 h=1 k=t

where, for simplicity, the argument of membership functions
was omitted.

(Ch@ik @) + Dy (1) (Cr@ue (1) + Djgeapy (1))
—wjy () Ty (1)
1 +qjy (£) Py (H;’jhkqhk () + Gy (f))

. . T,
+(Hjjhkqhk (t) + Gjy@p (t)) P (1)

H. ,, +H . .
. hk hk
+qpy (£) Py <%qhk t)+ 2

+< H;.ghk + H;jhk G +G
2
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(57) takes the form

I OEIWHCIONACIO)

j=1g=1

X ((A;’hk - B;th;hk) Qi (1) + G pyetwp (t)) .
(83)

Analogously, (58) can be rewritten as
Vi () = Crre@i (1) + Dy, (84)

where
o lo 1P

Dy = [{Chk}lzl,l;&h,k 0] ' (85)

Since (56) also gives

PN ACIOIHACIO)

j=1g=1

-1

p-1 p
x Z Z ("lgk (O) Py () + qp () P (t)) <0,
i

=1 k=h+1
(86)
defining the matrices
o . p
Iy = diag Hshkzlnl}lzuqt i yth(thrrk)] ; (87)

(18) gives

(CreQuk () + Dpwy (t))T (Cr@nk (t) + Dyawop (1)) ‘ (88)

~aj (£) Ty (1)

o o

G + Gy
%whk () >

Y

qQ (B) + !

. T
nk . .
- = wpy (t)> P (F)

Therefore, inserting appropriate into (14), (15), it is
obtained the following:
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1

where
o Ao o o ,oT o oT <o o 1, 0T woT
‘ijhk = Ajthhk + X A ihk B jthjthhk - ththkB jhke

o o o o T
A Y Agnk s . (Ajhk + Aghk)

o

Wi = 5 At >
B Ko + By Ko
- 2 hk
o 0 o 0 T
_x (thnghk + thkthk)
Thus, with the substitutions
Yo = KXo Yo = Ko X (o1
(89)-(90) imply (78)-(79). This concludes the proof. O
- <o 1o pe
ijhk Ajhk o Ajhk
* _ehkllnl e 0
* * . _Shkplnp
* * *
| = * *

(Wi Aji Al B XuGCi ]
* _shkllnl e 0 0 C;lc;(T
<0,
* * . —shkplnp 0 CZ;T
* * e * —yth(thk) 0
L * * * * —I(mh my)
(89)
-‘I,o' A}Zk + A;hk o Afhok + Ag;k B + Bk <. CT ]
Jghk 2 ) 5 hkhk
* ~&paly, 0 0 Cl
<0,
¥ * “Enkpln, 0 ct
* * * YL, 4r,) 0
L * * * % _I(mh_an) ]

Theorem 7. Controlled subsystem pair (57), (58) in the
system (1), (3) is stable with performances Y’ ¥

g=1

o o ~1pe° o 2
Mj(e(t))!/lg(e(t))uchk(ﬂ - nghk) thk + Djhk"oo < Vo
if for given § > 0, § € R there exist symmetric positive
definite matrices Vi, T;, € ROt
Wi € R0 | aud positive scalars Yy, €q € R such

that

matrices

o xyoT o _ mol
Vi =V >0, Ty =T, >0,

(92)
&pgr > 0, Yik > 0,
forh,l=1,....p,l1#hk h<k<p,
o o o ol A
By Cine VG
1T 1T
0 Ak Crx
0 AbD il <o, (93)
oT'
“Vulr4ry B jhk 0
* -20Vy, 0
* * _I(mh+mk) .
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fOi’j—l,Z, --)S)h:1>2:~-~)p_1,k:h+1,h+2,...,p,
1=1,2,....,p, l#hk
r Io Io pe pe o o -
5 Al + A Ay T A Bl + By r ve T
ighk 5 e > 2 ighk nk “nk
(A + A3)”
]hk ghk 1T
* _shkllﬂl A 0 0 f Chk
T <0 (94)
x * I 0 (Ajhk ' Aghk) T ’
“Enkpln, - 5 hk
o o T
(thk + thk)
* * * —thl(rh+rk) - 5 0
* E3 * * _26V;’lk 0
| * % % * * _I(mh+mk) ]

forj=12,...,s-1,j=23,...,s h=12,...,p-1k =
h+Lh+2...,pl=12...,pl#hk j< g <s with
Ao B Al iy and Cpy defined in (59), (61), and (62),
respectively, and with

o _ o o o oT o o oT oT
Zinke = A Vi + VA = B Wi = Wi B (95)

o o o o T
5o A + Agnk V4V (Ajhk + Aghk)
ighk = wet Ve

B B;th;hk * Bcghkw;hk (96)
2

o 0 o 0 T
B (thkwghk + thkwjhk)
2

>

s p-1

0> (g () =) ) Z Hiki 7

Jj=lh=1k=h+1

-1 s
+4ZZZZMJ#y(qhk(t)S +qhk(t)S) 2

j=1g=j+1h=1k=h+1

[ @ () Pryeque (1) + @y (6) Pryeyye ()
\ o . T, o
+3(Cppequi (1) + Dpawpy (1) (Cri@ux () + Dypeop (1))

~3pais (1) @y (0

+2 (g (1) S + q5 (B S5) {

. . . o AT T ppoT
Liinke = Thie = OV + Vi Ay = Wi Bl (97)

oT oT
Al + A

ro'ghk = Tpy = Vi + Vi >

j
(98)
oT T oT T
B WoniBine + WineB g
2

>

; ho  pko ho ko )
where, for given h, k, A%y, A%y, and Cpy, Gy are not included
into the structure of (78).

When the above conditions hold, the gain matrices K, are
given by

o o o—1
Kie = Winc Vi - (99)

Proof. Using the above given notations, (33) gives

(100)

H i@ (1) + Gppeeopy (t)}
— Qi (1)

H g + Hyjpe

uqhk ()

. Gjne + G

w,, (t
i 0
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and so (29), (30) take the forms
M=o 1o pe o o o oT 1
Eime  Ajn A ihk Bk Yime  XuChx
1oT 1oT
* =gl 0 0 Ak Chx
: - -
* * © ~Eply, 0 Al Ch <0,
oT
* ek Yy By 0
* * e * * -20Vy, 0
| * * cee * * * —I(mh+mk) ]
- lo lo po po o . -
oo Al + A g Ay + A Bl + By ¥ Ve T
S ighk 2 5 5 jghk nk Sk (101)
T
(AL + AL
jhk ghk 10T
* ~&pi L, 0 0 - 5 Crx
' T
pe pe
I 0 (A ik T Aghk) T <0,
* * “Cnkpn, T, hk
o o T
(B + Bie)
* * * Vi, ) 3
* E3 * * —28V;lk 0
| * * * * * —I(mh )

respectively, where

) _ o o o oT o o o o oT oT
Eiink = A Vi + VireA e = B K Vi = Vig KB

o o o o T
Al + A (Ajhk + Aghk)

2

o

jghk — 2

[

Vige + Vi

B Kgnie + B Ko
> hk

o 0 o o T
. (thnghk + thkthk)
Vi 5 >

o o o o T o oT' oT
Yk = T = OV + Vi Ay = Vi Ky B
o oT

A +A
o e . o Djnk T Agpic
Yigne = The = OV + Vi -5

oT oT oT' oT

o KB + Koy By
hk 5 .

Therefore, with the substitutions
thk = ththk’ Wghk = thkvhk’

(101)-(105) imply (93)-(98). This concludes the proof.

(102)

(103)

(104)

(105)

(106)

O

To bet both of these theorems in the context of the control
design for systems specified by TS models, it is necessary to
make some remarks.

Although both theorems solve the same problem, the role
of Theorem 6 is primarily methodological and in particular
shows that the design problem of pairwise distributable con-
trol of large-scale TS systems can be formulated in the terms
of H, approach. Because it is based on the default structure
of BRL, the Lyapunov matrices X, and the subsystem
dynamic matrices A%, form bound pairs with regard to the
operation of multiplication. Consequently, when using the
design conditions proposed in Theorem 6 and the LMI task
is feasible, the obtained solution is very conservative.

Under the conditions defined by Theorem 7, the set of
subsystem matrices A’ are decoupled from the set of Lya-

punov matrices T}, by using the set of slack matrix variables
V- This enables the design conditions in respect of natural
affine properties of TS models and, compared with the result
by Theorem 6, a less conservative solution. In addition, by
tuning parameter §, the stability conditions setting of the
whole system can be modified. Less conservatism in this case
also means that the linear control of certain subsystem pair
can be used instead of the nonlinear TS fuzzy control algo-
rithm (see Section 5).

These theorems, which could be potentially considered as
equivalent, give generally different solutions, except for the
special case when for a pair h, k by chance is § = 1and V;; =
Ty = X
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In terms of computational complexity, if there is, for
example, only one nonlinear sector in each block of the
matrix A and every sector is described only by a pair of sector
functions, the number of fuzzy rules is s = 27 " to formulate
the global control design and s = 2°7 if pairwise distributed
control principle is preferred. This can play a major role due
to boundaries of LMI solvers. Moreover, as mentioned above,
the proposed method can reduce this number in some sub-
system pair structures.

On the other hand, although the pairwise subsystem
control principle brings more complex control gain, the use of
the state control laws does not substantially modify the com-
putational complexity in dependency on the dimensionality
of global state vector parts in the control algorithms.

5. Illustrative Example

To demonstrate properties of this approach, a system with
four inputs and four outputs is used in the example. The
parameters of (1)-(3) are [22]

—
|
—
—
|
N
|
NS}
[S2 S I S B )

3020 1
16 -10 2
r_|16-10 R
C = 21 3 1} B = 2 ?
10 0 3 1
10 0 3 2
a, = 0.8, a, =12,
a, —q, (t)
m @)= 90) = 1- 9,
1
9(t) =a, (1)

(107)

To solve this problem, the next pairs grupping were done

-3 1 2 -1.0
o 30
A,=|-1-21|, A5,=|10],
1 -11 -0.8
-1.0 4 0
30 4o
As,=| 10|, A5,=|5 2],
-1.2 -2 4

o -3 -1 20 1 2
A.13 = [ 1 2 ] > A_13 = [_2 _2] >

Mathematical Problems in Engineering

-34 0 1 2
Al,=|3 25|, Ay =|-1-2],
0 5 —4 0 -1
—1] [-1
30 1o
A¥, =0, Ab.=|1],
| |1
-2 1 107 (-2 1 1.0
A,=|-11 -08], A,=|-1 1 -12],
-2 -2 20 | -2 -2 20
5 2
4o
AL =|-2 4],
1 2
-2 1 5 2 -1
. -1 1 -2 4 1o 1
Au=|_1 21 5| Au=1|3 |
0 -1 -2 -4 0
1 1
3 -0.8 30 -1.2
Ay = 0 g Ay = 0 >
3 3
21 2 1 -2 -2
1o 20
AL, =0 1 5|, AL =|3(, AL =|-1-2{,
3 -2 -4 0 0 -1
10 1o 10
B.;=[02|, Bys=|,,|» Buu=[01],
01 02
20 fg 20
Bo;=|10[, Boy=|y | Bau=|01],
02 02 02

1o 2 20 -1 -1
C-34:[0]> C.34:[0 0]’
(108)

where ehk denotes that the matrix parameters with this
subscript are independent of the fuzzy rules. That means that
in the pairwise partially decentralized control structure of
this example, the control loop pairs 13,14, and 34 will be surely
fuzzy independent.
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Solving for given tuning parameter 6, for example, with
respect to Vi, T3, Wi,s Wios, €315 €34, and 9,3, it means
writing (92)-(98) as

o T —
V3=V >0, Ty, =Ty >0,

&31 >0, €34 > 0, Y23 > 0,
Mo 1o 4o o o o oT
z ig23 Ay Ap; By T jg23 V3;Cos
10T 10T
* —&3 0 0 AL Cos
40T 40T
* ¥ =&y 0 A C.;
. <0,
* * *  —pul, Bl 0
* * * * —25Z;3 0
* * * * * -1,

o o oT o o
Lz = VasAjs + Ajp3Vos

o o oT w0l
~ B, W, - WB

j232e23> j=1L2,

o o o o T
Ay + A5, (Aj23+A )

o o o 923
L= Vs +Vy 5
- B3 Wops + Bs Wi,
2
o 0 o 0 T
. (B023Wg23 + B-23Wj23)
2 bl
j=L  g=2
oT oTwvoT

r;j23 = T;3 - 5V;3 + V;3Aj23 - W23 B-zs’

ji=L2
AL+ AT
. . . o Aozt Ags
Ly =Ty =0V + VzaT

oT ol oT poT
Wo2sBos + WipsBos
2

>

j=1 g=2

(109)

and using SeDuMi package for Matlab [23], the feasible task
for subsystem 23 and § = 10 yields the parameters

€55, = 58.0063, &,5, = 70.1966, 7y, = 32.4549,

27.9470 10.1742 -4.8315

T,, = | 10.1742 8.0186 3.1112 |,
-4.8315 3.1112 38.0154
W = 7.5666 4.4717 0.6808

j23 7 1-1.9191 -0.3955 13.6818]’

15
1.2004 0.2170 —0.5773
Vi, =| 02170 03793 0.2991 |,
—0.5773 0.2991 2.2580
K [49482 86232 04245
023 = 143630 —10.2695 8.5351 |’
(110)

where K{,; means that K’; were computed equally to g =
1,2.

By the same way, solving the rest LMIs, the gain matrix
set is computed as

K. = 7.9346 —2.8080 12.4851
1127107258 5.3963 6.0160 |’

K. = 7.8740 —2.8497 12.3828
21271 0.7250 5.4268 6.0364 |’

K. = 4.0106 5.9223 1.4848
147 12,0249 4.1941 3.8514 )’

K. = 54294 1.1356 1.5393
©34 7 12,0320 4.0784 3.0034 |’

(111)
. _ [6:2603 2.7947
13~ (2.0298 5.8502 |’

K. — [ 0.8349 2.2731 0.5904 1.1688]'
0247 | -0.0995 —0.1542 2.2100 1.8754
Y12 = 22.9891, Y13 = 9.5395,

Yia = 94173, Y54 = 9.5641,

V34 = 11.0660.

The results imply that in this example only the control of the
subsystem pair 1,2 has to be realized in a TS fuzzy structure
and all other pairs controls can be realized in constant linear
pairwise control structure.

Generalizing, with respect the results presented in [13],
the design methods based on the enhanced principle tend to
produce for TS models the same control gain matrices which
radically reduce the control structure, since such results mean
very often stabilizing linear control laws for the nonlinear
system or, as here, for its pair parts.

It is possible to verify—routinely—that the resulting
closed-loop large-scale system will be stable if the tuning
parameter is chosen as § = 10. Moreover, this example
implies that with 6 < 5 such pairwise distributed TS fuzzy
control structure ensures all stable closed-loop pairs but
does not ensure the stability of the whole closed-loop system.
That means that using this design principle, the stability
of all closed-loop subsystem pairs does not mean automat-
ically the stability of the whole TS large-scale closed-loop
system. Note that the control laws are given in the partly
autonomous structure (68), (69), which ensures now that
every closed-loop subsystem pair is stable and designed for
0 = 10, and the large-scale closed-loop system will be stable
too.
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FIGURE 1: The general closed-loop structure for control of the subsystems pair (23) in the autonomous regime.

0.1 The block diagram on Figure 1 describes how the control
0.08 of the subsystems pair (23) is, in general, implemented. This
0.06 specific subsystem pair in the example is the only one that
0.04 is controlled by the fuzzy PDC controller. As stated earlier,
0'02 | B,; = B,; = BJ;, while, for example, q,(t) of the global TS
o system can be obtained as the sum of the second component
= 0 of vector q, () and the first components of vectors q,; () and
-0.02 q,4(t). Itisassumed, of course, that bonds to create A}, ;, A3,

~0.04 and B, structures can be realized.
~0.06 Using autonomous control regime, defined by (68), (69),
008 | the illustrative simulations were realized under the initial

'0 X . . . . . condition
' 2 4 6 8 10 12 .

£(s) q (0) =[0.02 -0.10 0.00 0.10 —0.05 0.05]. (112)
— 4 (i) T q4(:) Figure 2 gives the global closed-loop TS system state response

— @0 — o in the used simulation conditions.

— @0 96(t)

FIGURE 2: State response of the global closed-loop TS system in the
autonomous regime.

For comparison, an equivalent set of gain matrices for
the centralized fuzzy control can be constructed using above
obtained results, where, for the control law (6),

[18.2055 —-2.8080 12.4851 2.7947 59223 1.4848 ]
0.7258 13.4370 20.2510 0.4245 -1.1914 1.7646
K= 2.0298 4.3630 -10.2695 19.8147 1.1356 1.5393 |’
| 2.0249 1.5018 -5.8333 2.0320 19.8317 10.8627 |
(113)
[18.1449 -2.8497 12.3828 2.7947 59223 1.4848 ]
0.7250 13.4675 20.2714 0.4245 -1.1914 1.7646
K= 2.0298 4.3630 -10.2695 19.8147 1.1356 1.5393 |’
| 2.0249 1.5018 -5.8333 2.0320 19.8317 10.8627 |

and the resulting closed-loop eigenvalue spectrums are stable,

where

p(A; - BK,) = {-0.3278,-8.1143,-18.2169, -35.0038, —41.2029, —48.6512} ,

(114)

p (A, - BK,) = {-0.3267,-8.1208, —18.1581, -35.0064, —41.1984, —48.7273} .
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Note that the structure of the matrices K _, g = 1,2 evidently
implies that the control laws are block diagonal dominant.

6. Concluding Remarks

The main difficulty of solving the decentralized control
problem comes from the fact that the feedback gain is subject
to structural constraints. At the beginning the study of large
scale system theory, there was prevailing idea that a large of
scale system is decentrally stabilizable under controllability
condition by strengthening the stability degree of subsystems.
But, because of the existence of decentralized fixed modes,
some large scale systems can not be decentrally stabilized
at all. In this paper, the idea to stabilize all subsystems and
the whole system simultaneously by using decentralized con-
trollers is replaced by another one, to stabilize all subsystems
pairs and the whole system simultaneously by using partly
pairwise decentralized control. In this sense the final scope of
the paper is the design conditions for pairwise control of one
class of pairwise-distributable continuous time T'S large-scale
systems. It is shown, based on the equivalent BRL formula-
tions, how to expand the Lyapunov condition for pairwise TS
control by using slack matrix variables in LMIs. As mentioned
above, such matrix inequalities are linear with respect to the
subsystem pairs variables and do not involve any product of
the matrices, obtained by the Lyapunov matrix block sepa-
ration and the subsystem pairs matrices. This enables us to
derive a sufficient design condition for control with quadratic
performances, optimizing subsystems interaction H,, norm
bounds.

The method generally requires to solve, but separate, a
larger number of linear matrix inequalities, and so more com-
putational efforts are needed to provide design control para-
meters. However, used design conditions are less restrictive
and are more close to necessity conditions in the sense of [24].
It is a very useful extension to TS system control performance
synthesis problem. Numerical example demonstrates the
principle effectiveness, although some computational com-
plexity is increased.
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This paper aims to discuss the delay epidemic model with vertical transmission, constant input, and nonlinear incidence. Some
sufficient conditions are given to guarantee the existence and global attractiveness of the infection-free periodic solution and the
uniform persistence of the addressed model with time delay. Finally, a numerical example is given to demonstrate the effectiveness

of the proposed results.

1. Introduction

Vaccination has been widely used as a method of disease
control; inoculate is an effective approach according to the
characteristics of the disease which takes the defense in
advance. The implementation of inoculate is not continuous
but cyclical. As early as in the 1960s, the principle of the
stability has been given in [1] for the impulsive differential
equation. Subsequently, a better definition of stability has
been proposed in [2] for the impulsive differential equation.
Motivated by the above work, the attention has been made on
the application of the pulse immunization in the infectious
disease model. For example, the study has been reported in
[3] where the research has been made about inoculating the
pulse vaccination for the people who are easily infected. The
researchers have realized that the pulse vaccination strategies
can eliminate the positive role to measles; see for example
[3, 4]. Moreover, the SIV infection model has been studied in
[5]. The inoculation ratio and the inoculation interval time
to eliminate the influence of the disease have been pointed
out. Accordingly, a huge amount of results has appeared
concerning the pulse model to study epidemics of infectious
diseases; see for example [6, 7].

On the other hand, the pulse SEIR epidemic model with
the incubation period has been established in [8]. The qual-
itative analysis has been given that the local asymptotic
stability of infection-free periodic solution is globally stable.
Note that the existence of time delay would degrade the

desired performance or even result in the instability [9-12].
As such, a new class of models with vertical transmission
delay pulse infectious disease has been given in [7]. By using
the impulsive differential inequality, the sufficient conditions
have been presented to guarantee the global attractability
of infection-free periodic solution and uniform persistence
of the disease. Subsequently, the disease delay pulse models
with multiple infectious diseases have been addressed in [13]
and the SIR pulse vaccination infectious disease model with
time delay has been discussed in [14]. By constructing an
appropriate Lyapunov function, the global attractability of
the unique positive periodic solution has been discussed in
[15] for the pulse predator-prey system with distributed delay
and proliferated. Also, by using the comparison principle of
impulsive differential equations, the influence from the time
delay, the pulse vaccination, and the other factors on the
nature of the model has been tackled in [16, 17].

An impulsive vaccination SEIR epidemic model with sat-
uration infectious and constant input has been studied in [18],
and the sufficient conditions have been established to ensure
the stability and the persistence of the disease-free periodic
solution. In [19], the SEIRS pulse infectious disease model
with saturated incidence has been investigated. Sufficient
conditions of infection-free periodic solution and disease-
lasting conclusion have been obtained. Also, it has been
shown that the size of the pulse cycle is an important factor
affecting the disease extinction. The SIR epidemic model with
nonlinear incidence rate and two class infectious diseases



containing the pulse effect has been studied in [20]. Sufficient
conditions of the global attractability of the disease-free
periodic solutions have been given. It has confirmed that
the system is uniformly persistent under a certain condition.
Meanwhile, the time delay, pulse vaccination, and nonlinear
incidence play important roles in the nature of the model.
The conditions have been proposed to control two kinds of
diseases. In [21], the pulse vaccination SIQRS epidemic model
with constant input and saturated incidence rate has been
addressed. However, it is worth mentioning that the unified
model with vertical transmission, constant input, and nonlin-
ear incidence has not been investigated.

In this paper, the cases of constant population input and
vertical transmission are considered. Patients who contact
susceptible people with saturated incidence way are taken
into account. A new impulsive vaccination SEIR epidemic
model with time delay and nonlinear incidence rate is
established. The sufficient condition is given to guarantee the
stability of the disease-free periodic solution and the persis-
tence of the model. Compared to existing results, the main
contributions lie in the following aspects: (i) the nonlinear
incidence rate is considered in the model to describe the
spread of the disease which is more close to reality; (ii) all
kinds of infectious diseases have the incubation period, and
therefore it is necessary to deal with the phenomenon of time
delay; (iii) a unified pulse SEIR epidemic model including
the nonlinear contract rate, vertical transmission, and time
delays is established. As discussed in [22-24], the study of the
pulse epidemic model conducted in this paper has analyzed
the trend of the disease in the theoretical aspect which will
contribute to making the strategy of the disease prevention.

2. Model Establishment

We consider an SEIR model by assuming that the input term
has a constant population, a nonlinear occurrence rate as
BSWHIE)/(1 + mI"(t)), and the number of sick of which the
sick people who birth to the newborn are quI(t), the time
needed which the lurker transfer into the infected people is
7, 50 after a time 7, the number of survived lurker which into
the infected person is

BS(t-1)I(t—1)

M qul(t-T1)e . 1
1+m1h(t—r)e raul(t-me @

The effective coverage of the pulse vaccination needle for the
newborn that is not infected is denoted by 6; the vaccination
cycle is T. Now we can obtain the following impulsive differ-
ential equation model:

BSWHI®) B
Trml" (1) yS (£) —qul (t),
CBSWIM)  PSE-DIE-7T)
B 1+ mlIh(t) 1+ml(t—1) ¢ raul(t)
—qul (t-1)e " —uE(t),
It = BS(t - Tzl(t - T)e_w
1+mlI"(t — 1)

—(p+y+a)I(t),

S'()=A-

E' (1)

tqul(t-1)e ™
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R'(t) = yI (t) — uR (1),
t+nT,

S(t) =S(t) - 0u(SE) +E(t) + R(t)) - Opul (t),

E(t")=E@),
I(t")=1(),
R(t") =R(t) +Ou(S(t) + E(t) + R(t)) + Opul (1),

t =nT.
(2)

Here, S(t), E(t), I(t), and R(t) represent susceptible, lurker,
disease, and cure at time t, respectively; y represents the birth
rate (the birth rate is equal to death rate); f3 represents the
effective contact number; « is the mortality due to illness; y
denotes the cure rate; g (0 < g < 1) represents the infected
people who give birth to the newborn and who are vertically
infected into “the kind of latent” at time ¢; p = 1 — g is the
proportion of infected people who gave birth to newborn
who are not vertically infected at time t; 0 (0 < 6 < 1)
denotes the succeeded vaccination proportion of newborn for
all those who are not infected; A represents input number of
the population of constant; T denotes the time of lurker who
become infected people; T'is the pulse vaccination cycle; h, m,
A, u, B, and y are positive constants. In this paper, we consider
the property of the model under S(t) > 0, E(t) > 0, I(¢) > 0,
and R(t) > 0, and the initial conditions are given as follows:

(@1(5), 92 (), 95 (), 94 (5)) € C([-7,0],R}),
@ (0)>0 (i=1,23,4).

Letting N(¢) = S(t) + E(t) + I(t) + R(t) and according to
(2), we have

3)

N@®O=SO+E ®+I'®)+R (1)

(4)
=A-uN(({t)-al(t).

So (2) can be transformed into the following form:

BS)I(t)
T leml @) —uS () —qul(t),

E (1) = BS@I®) ISS(t—T)I(t—T)e_W
1 +mIh(t) 1+mlh(t-1)
—qul (t-1)e* —uE(),

() = .BS(t—T)I(t—T)eM
1+mIh(t - 1)
—(u+y+a)I(t), 5)
N'(t)= A—uN (t) -l (t),
t #nT,
S(t") = S(t) — OuN (t) + Ougl (1),
E(t")=E(t),
I(t)=1(@),
N(t)=N(@),
t =nT.

SH=A

+qul (t)

+qul(t-1)et”
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Noticing N "ty < A- uN(t) and by the comparison prin-
ciple, we have N'(t) < (A/u) + e *(N(0) — (A/u)) and
then we have lim, ,  N(t) < (A/u). Then, all solutions
(S(t), E(t),I(t), and N(t)) of model (5) eventually enter and
remain in the domain Q = {(S,E,I,N) ¢ ij : N < Alu}.
Therefore, Q) is the positive invariant set of (5).

To proceed, we introduce the following two lemmas
which will play important roles in the remaining parts of this

paper.

Lemma 1 (see [25]). Consider the following differential equa-
tions with delay:

W< pBOwd)+q(t),

w(t) < () dyw (t) + b

where p(t),q(t) € C[R,,R], d, = 0, and b, are constants.
Assume that

t:ﬁtk)
(6)
t:tk, k € N,

(i) the sequence {t,} satisfies 0 < t, < t, andlim,_,  t; =
005

(i) w e PC'[R+, R] and w(t) are left continuous at t; (k €
N), then

w(t) < (X)wlty) H d exp (J; p(s) ds)

ty<tp<t

) <t1"[ djexp(j;p@)ds))@(

to<ti<t \ tp<t;<t

N f I dkexp<rp(0)d6>q(s)ds, >t

0 s<t <t s
)

Lemma 2 (see [26]). Considering the following differential
equations with delay:

x' (1) = ryx (t — 1) — 1yx (1), (8)

wherer,, r,, and T are positive constants, and x(t) > 0, one has
the following

(i) if r; <1y, thenlim, ,  x(t) =0,

(ii) if r; > rp, then lim,_, o x(f) = +00,

forallt € [-1,0].

3. Main Results

In this section, for model (2), we aim to propose the sufficient
conditions to guarantee the existence of the disease-free
periodic solutions, the global stability of disease-free periodic
solution, and the uniform persistence of the considered
model.

3.1. Existence of the Disease-Free Periodic Solutions. Firstly,
the analysis result is given to ensure the existence of the dis-
ease-free periodic solutions.

Theorem 3. If Ou/(1 — e ) < 1, (10) has a unique and
positive periodic solution (S*(t), N*(t)). Moreover (5) has a
unique disease-free periodic solution (S (t),0,0, N*(¢)).

Proof. The existence of the disease-free periodic solution
means that the number of sick people is zero, that is I(t) = 0
for all t > 0. Thus (5) is transformed into

S'(t)= A-uS(®),
E'(t) = —pE(t),

N'(t) = A-uN (1),

t #nT,

S(t") = S(t) - 6uN (t), Y

E(t")=E(t),
N(t) =N,
t =nT.

Noticing that E(t) only appears in the second equation of (9),
so we only need to consider the first and third equations of

(9),
S () =A-uS(),

N'(t)= A= uN (1),

t +nT,
(10)
S(t") =S(t) - 6uN(t),
N(t")=N(t),
t =nT.

Let N(nT) and S(nT) represent the initial value of N(t)
and S(t), at the time t = nT, respectively. For brevity, denote
N, = N(nT), S,, = S(nT). Then, we can be integral in the
pulse interval [nT, (n + 1)T], respectively, and for the total
population and infected people, and we have

s =4- <§ - (nT)> g D),
uo\p
(11)
N(t) = A <é - N(nT)> e Ht=nD),
uo\p

According to (11), we have the following stroboscopic
map:

—uT é (1 - e_#T)
(-7 206 (5 )
N, 0 e* N, A (1 _ e—MT)
¢
The Jacobi matrix of (12) is
e vt —9‘14@7”T
(5, M) (13)



The matrix J has the characteristic roots A, = A, = e #T with
Al =e™ <1 (i=1,2).1f0u/(1-e*T) < 1, thatis, (A/p) —
(0A/(1 - e 1)) > 0, then map (12) has a unique and positive
fixed point (S*, N*) with §* = (A/u) — (0A/(1 —e#T)), N* =
A/u. Therefore, the periodic solution of (10) is

é _ Q—Ae‘!‘(t‘”ﬂ, t +nT,
1—e#T
si=4"
A__0A f— T
u 1 —eHT’ - ’ (14)
N* (@) = é.
“

By using the second and fifth equations of (9), we have
lim, , , E*(t) = 0. Thus the proof of this theorem is com-
plete. O

3.2. Global Stability of Disease-Free Periodic Solution. In this
subsection, the global stability of the disease-free periodic
solution is discussed and the sufficient condition is given
accordingly.

Theorem 4. If R, = max{R,,0u/(1 — e ")} < 1, then the dis-
ease-free periodic solution (S*(t),0,0, A/u) of (9) is globally
attractive, where

_ B/ - (0ua/ () (1-e*))) +au

= 1
! e (y + o+ p) )

Proof. By the first and fifth equations of (5) and N'(t) > A —
(4 + a)N(t), we have N(t) > A/(p + «), and then we have

S'(t)<A-uS(t), t#nT, neN
OuA (16)
SE)<St) - 2 f =T, nmeN.
U+ao
By Lemma 1, we obtain
S <8(07) [ ehter ¥ elawe. <_9“_A>
0<nT<t O<nT<t pto
t t
+J H el #d0 4 ds
0 s<nT<t
eyT 1_ey[t/T]T _
<S(0") e + <— Our )e_’” ( ) +A,
Y+ 1—etT
17)
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where

A= H el #9 A ds

s<nT<t

t
e_“tj H e“dus

0 s<nT<t
= e—Mt

t/T
J [T e"duTe

t
0
A
m
4
H 0 tcn<yT

1 2
:ée_“tI:J H e“TEdyT£+J H T duTE

“ 0 E<n<t/T 1 E<n<t/T

t/T "
+---+J H e duTE
[t/T] E<n<t/T

(e"T - 1) (1 - e"T[tm)
1—etT

—ut
:_eH

4 ett _ oHTIE/T] ]

(18)

uT ult/TIT
GMA > —yte (1 -€ )
i e I A
1—e+T

AL tuA
po (pra)(1-ew)

A OuAtTTIF=C/T)

—+

o (pta)(e”-1)

A, A

uo (uta)(l-ewl)

A OuA

U wra) -y

(19)

<e™ [S(0+) -

that is,

limsup S (¢) <

t — 0o

e

Noticing 6u/(1 —e Ty < 1, we have ou/(1 —etT ul(p+a) <
1. Moreover, we obtain (A/u) — (WOA/(u + «)(1 - e 1)) > 0.
Then, for all ¢ > 0, there exists n; € N such that

A UbA
H

A uoA
St s — 7 yes
T PR T (R Bk

a

(1)

forallt >nT.
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Subsequently, it follows from (21) and the third equation
of (5) that

! ﬁ’ﬂ(t—‘f) —uUt

F®s= 1+ml(t—1)

tqult-1)e" —(u+a+y)I(t)
<Ppl(t-1)e " +qul(t-1)e " —(u+a+y)I(t)

=e" (Pn+qu)It-1)-(p+a+y)I(t)
(22)

forVt > m T + 1.
Consider the comparison system of (22)

)= (Prrqu)zt-1)-(u+ra+y)z@). (23)

Due to R, < 1 + ¢, the following inequalities hold:

oG ot e o)

—(y+a+u) <0, @4

e (Brtqu) < (y+atu)

for Ve > 0. By Lemma 2, we have lim, _,  z(t) = 0. Note that
I(s) = z(s) = @,(s) > 0 for all s € [-7,0]. Then, according
to the comparison theorem of differential equation, one gets
lim, , . I(t) = 0.

Without loss of generality, assuming that there exists ¢, >
0, we have 0 < I(f) < ¢ < A/« for all t > ¢,. By the first and
the fifth equations of (5), we have

t#+nT, n€ N,
(25)

S'(t) = (A - que) - (Be + ) S (1),
S(t")=S(t)-6A, t=nT, neN.

Considering the comparison systems of (25),

2y (t) = (A - que) - (Be + ) 2, (£),

t+nT, ne N,
(26)
z () =2z, () -0A, t=nT, neN,
2(07) = 5(0%)
when nT < t < (n+ 1)T, we obtain
A —que 0A ~(BerenT) 4
. Be+u 1—e PeruT
a®=q,_ que 0A
- , t =nT,
Be+u 11— BeruT
(27)
where
limzy (1) = 7 (¢). (28)

By the comparison theorem of impulsive differential equa-
tion, for Ve; > 0, there exists T; > t,, whent > T}, and we
obtain

S(t) >z (t)-¢ (29)

forallt > T). As A — uN —ae < N'(t), t > t5, N(t) >
(A —ae)/p > 0. Then due to the first and the fifth equations
of (5), we obtain
S'(t)<A-uS(t), t#nl, neN,
(30)
S(t)<SEt)-0A+ (x+uq)be, t=nT, neN.
Considering the comparison systems of (30),

z; (t)=A-uz,(t), t#nl, neN,
z, (t7) =z, (t) = OA + (a + puq) s,

z,(07) =$(0%),

we have
A OA-(a+ ,uTq) Gse_ﬂ(t_nT)’ T
o=t (2)
zZ =
? A OA-(a+pq)0be
-  ty t=nT
7 1—e#l
whennT <t < (n+1)T.
Similarly, for Ve, > 0, there exists T, > t,, such that
S() <z, () + ¢ (33)

fort > T,. Denote T = max{T,,T,}. Whent > T, lete, — 0.
Then it follows from (29) and (33) that $*(t) — &; < S(f) <
S*(t) + &, that is,

tllllgo S(t)=S"(1). (34)

By substituting I(t) = 0 into (5), we have lim, , . E(t) = 0,
lim, ,, N(t) = A/p. Then, the proof of this theorem is
complete. O

3.3. Uniform Persistence of the Model. In this subsection,
the definition of the uniform persistence is first given. Then
the sufficient condition is proposed to ensure the uniform
persistence of the addressed model.

Definition 5. If there exists a compact set D C (), such that
(2) at any periodic solution enters into D and finally remains
D under the initial condition of (3), then (2) is uniformly
persistent.

According to the above definition, we aim to present the
analysis result about the uniform persistence for model (2).



Theorem 6. If R, = min{R,, R;, R,} > 1 then the (2) is uni-
formly persistent, where

Re (A+qu) (1—€7HT)+6A ([4+,B)—(1+m6h) (at+y+&)
r qu (1 -eT) + 0AB ’

) (1 _ q) (1 _ e—(éﬁw)T)
B (0B+u)0 ’

E=p(l-qe).

Ry

5=14,
U
(35)

Proof. 1t follows from Q that, we obtain N(¢) < A/u = 6,
then the solutions of (2) have upper bound. So we only need
to consider the lower bound solution of (2).

First, we show the existence of a lower bound for I(t). The
third equation of (2) transforms the form as follows:

BS (1)
1 +mlIh (t)

e d [ (SO )
¢ dt ~|-t—-r 1+m1h(0)+q[4 1(0)do.

I’(t)=[ e"”—(oc+y+£)]1(t)

(36)

Construct V() = I(t) + e Lt (BSO)/(1 + mI™0))) +

qu)1(6)do. So V (t) is a bounded flﬁlction. Along the solution
of (2), we have

V()
e d (! BS ()
“I' W—J (— >1 6) do
O+ )\ T @ ) 1O
BS(t) 1 ]
= . - 1 I t .
((x+y+£)[1+mlh(t)e a+ty+§& ®
(37)
By R, > 1, there exists m, = R, — 1 > 0 satisfying
., BetTA [l—e_”T—Qu] —(1+m8h) (a+y+&)
T (e ) qu 0AB] e
(38)
Then, we have
—ur A .
pe [ am. 04 T] =1 (39)
(1+mé") (a+y+&) | pms+u 1-et
Subsequently, there exists ¢, > 0, such that
e A-qumy  6A 1
(L+md) (a+y+&) | pmi+p  1—e BT ™ '
(40)
So
—ur
pe A1, (41)

(1+mé") (a+y+§&)
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where

A- ;
A= 2T 04 — e (42)
Bmi +p 11— BT

Now we prove that I(t) < m, is not true. Otherwise,
assume that there exists t, > 0, and when t > ¢, there is
I(t) < m;. By using the first and the fifth equations of (2), we
have

§' (1) 2 (A - qum;) — (Bm; + 1) S(©),
t+nT, n€ N, (43)
S({t)=>S(t)-0A, t=nTl, neN.

By Lemma I, there exists T} > ¢, + 7, and we have

A - qum, 0A

S (t) > ﬂm; + ‘M N 1- e‘(ﬁm;+ﬂ)T

—g = A (44)

for t > T,. Together with (37) and (44), one gets

et

Vi@®) > (y+§) (1+md") (a+y+&)

A-1[I(t). (45)

Denote I' = min,g(r, 1,4, {(£). Thent > T > t,, thatis, I(t) >
I'. Otherwise there exists T, > 0,such thatt € [T}, T} +7+T,].

Then thereare I(t) > I', I(T)+7+T,) = I',and I'(T,+71+T,) <
0. It follows from the second equation of (2) and (41) that

I'(T1 +7+T,)

e
1+mé") (a+y+E&)

>(a+y+&) ( A-1|T >0,

(46)

which is a contradiction. So, for t > T}, according to (36),
I(t) > I, V'(t) > 0, that is lim, ,  V(t) = +oo. This is,
a contradiction of which V(¢) is bounded. So when t > ¢,
I(t) < m; is not tenable.

Two cases to prove are given as follows.

Case 1. If, for t which is sufficiently large, I(t) > m,, hence
the statements are proved.

Case 2. If I(t) is shocked near m;, let m, = min{m; /2,
mje @) There exists two constants: £ and @ satisfying

I(t) = I(t + ® = m),and whent < t < t + @, there is
I(t) < m;.Because I(t) is a continuous and bounded function
which is not affected by pulse, then I(¢)is uniformly continu-
ous. So, there exists 0 < T; < 7 (T depends on the selection
of t), met forall t < t < f + Ty, and there is I(t) > m, /2. If
@ < T;. The conclusion was established. If T; < @ < 7, then,
by the second equation of (5) that we have whent < t < t+ @,
I't) = ~(a+y+ wI(t); again by I(f) = m;, there is
I(t) = mie @7 and obviously I(t) > m, is established.
Similarly, if @ > 7, then, by the second equation of (5), when
t <t < t+1, I(t) = m, Then proof is as follows, when
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t+71 <t <t+ad, and there is still I(t) > m,. If not, there
exists T > 0, when < t < f + 7 + T, and there are I(t) > m,,
I(t+7+T) =myand I'(t + T + T) < 0. It follows from the
second equation of (2) that

perte
(1+mé") (a+y+&)

I'(t+7+T)2 A-1|m,>0.

(47)
Itis a contradiction. So when ¢ < t < £+ @, there is I(t) > m,.
Above all, any positive periodic solution of (2) which for

sufficiently large t, it can be concluded that I(t) > m,.
It follows from the first and the fifth equations of (2) that

S #)=(1-q)A-(8B+u)S(t), t#nT, neN,
(48)
S(t")=S(t)-0A, t=nT, neN.
It follows from Lemma 1 that
(8Bt o (1-9)A 0A
St)>e [S(O ) B 1@
49
(1-q)A  OAOBHTHTIT-D 49
8B+ u - e©Op+iT _q
Since0 < T[t/T]+T -t < T,so
—(8B+u)t +\ (1 B q) A 0A
St =ze [S O) =570+ T o
(50)
(1 - q) A B 0A
SB+u 1 — e @Op+uT”

Thus lim, _, o, S(t) = A[((1-9)/(8B+w))—(0/(1-e W Ty)];
it follows from R; > 1 that ((1 — q)/(6B + u)) — (0/(1 -
e OB *WTY) > 0, that is; for Ve > 0, there exists T, > 0, when
t > T, and there is

1-q 0
OB+u 1—e OB
Because of the second equation of (2)

po- [ Bwlw,

t—r 1+ mI" (1)

m,m —uty a
2<ﬁ+qm2)(l—e”):m3.

S(t)zA[ ]—eéml. (51)

t
W gy 4 J gul (u) e ™ dy
t—T

(52)
Subsequently, it follows from the fourth equation of (2)
that
R (t) = rm, — uR(t). (53)
Similarly, there is R(t) > rm,/u = m, satistying
D={S,ELR)|m <S(t)<8m, <I(t)<$,

(54)
my < E(t) <8,m, < R(t) < 6}.

Then, D is a bounded compact set, nontrivial for any cycle
solution of (2) to enter and stay in D inside. Hence, it
completes the proof of this theorem. O
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FIGURE 1: The global attractability of disease-free periodic solution.

Remark 7. Up till now, we investigate the delay epidemic
model with vertical transmission, constant input and nonlin-
ear incidence. The sufficient conditions are given to guarantee
the existence of the disease-free periodic solutions, the global
stability of disease-free periodic solution, and the uniform
persistence of the considered model. It is worth mentioning
that, according to the statistics of the suspected patients
and patients and using the data identification approach, the
parameters in the model can be determined when the disease
outbreaks. Subsequently, the illness trend of the epidemic
can be predicted. Hence, we can make the reasonable control
measures. One of the future research directions would be to
apply the developed results to make the control strategy by
properly considering the real information on the epidemic
data.

4. A Numerical Simulation

For comparisons, we consider the following five cases.

Case 1. Let the parameters be specified as certain fixed values
in(2: A =024 = 002 = 0059 = 08,y = 0.5,
« =030 =087 =10,T = 20,andm = h = 1;
then the result R; = max{0.5137,0.04853} < 1 is obtained
after calculation. By Theorem 4, we know that the disease-
free periodic solution of (2) is globally attractive. Setting the
initial value S(0) = 1, E(0) = 2, I(0) = 3, and R(0) = 4, the
numerical simulation of the diagram is shown in Figure 1.

Case 2. Take the following parameters: 7 = 1, « = 0.01, A =
05 8=0124=01,q=08m=002h=08,y = 0.06,
T =10,p = 1—-¢g,and 0 = 0.1; we calculate that R, =
min{5.2830,2.8545} > 1. By Theorem 6, (2) is uniform
persistence. Letting the initial S(0) = 0.5, E(0) = 1, I(0) =
1.5, R(0) = 2, the numerical simulation of (2) is shown in
Figure 2.

Case 3. The parameter of (2) is the same as that in Figure 1
except for parameter . Taking f = 0.08, we have
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FIGURE 2: The uniform persistence of disease when 3 = 0.12,4 = 0.8,
and 6 = 0.1.
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FIGURE 3: The uniform persistence of disease when f = 0.08.

R, = min{5.4400,3.9730} > 1. Then, by Theorem 6, (2) is of
uniform persistence. The corresponding numerical simula-
tion of (2) is shown in Figure 3.

Case 4. Ifthe parameter of (2) is the same as in Figure 1 except
q. Taking g = 0.1, we obtain R, = min{20.1653, 12.8454} > 1.
By Theorem 6, (2) is of uniform persistence. Accordingly, the
simulation of (2) is shown in Figure 4.

Case 5. Ifthe parameter of (2) is the same as in Figure 1 except
0. Taking 6 = 0.9, we have R, = min{4.9835,1.2496} > 1.
By Theorem 6, (2) is of uniform persistence. The numerical
simulation of (2) is shown in Figure 5.

It can be seen that I(f) is more influenced by the change
of 3, p but is less influenced by the change of 6.

By Figures 2 and 3, we can see that when the contact rate is
smaller, the numbers of lurker and infective are reduced, but
the numbers of susceptible and removed accordingly changed
much. Also, there is a proportional relationship between the
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FIGURE 4: The uniform persistence of disease when g = 0.1.
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FIGURE 5: The uniform persistence of disease when 6 = 0.9.

size of the extent of epidemic and the contact rate. By com-
paring Figures 2 and 4, when the vertical transmission rate
is bigger, the number of infective is increased by controlling
the vertical transmission rate of infected newborn. Moreover,
by comparing Figures 2 and 5, the increase of vaccination
rate has a certain effect for the control of the disease, but
it is not obvious. Therefore, if we reduce the extent of the
epidemic, the measure of one is reducing the contact rate and
vertical transmission rate. From the simulation the feasibility
and usefulness of the proposed main results are confirmed.

5. Conclusions

In this paper, we have discussed the SEIR model with the
pulse vaccination, the constant input item of population, and
the vertical transmission. By employing the impulsive dif-
ferential inequality and the stroboscopic map, the existence
conditions of the disease-free periodic solution of the model
have been given. Also, the sufficient conditions of globally
attractive and uniform persistence have been proposed.
Finally, a numerical example has been given to illustrate the
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validity of the proposed results. One of our future research
interests is to extend the main results of the analysis and
synthesis of gene regulatory networks or complex dynamical
systems as discussed in [27-32].
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This paper investigates the exponential stability of general impulsive delay systems with delayed impulses. By using the Lyapunov
function method, some Lyapunov-based sufficient conditions for exponential stability are derived, which are more convenient to be
applied than those Razumikhin-type conditions in the literature. Their applications to linear impulsive systems with time-varying
delays are also proposed, and a set of sufficient conditions for exponential stability is provided in terms of matrix inequalities.
Meanwhile, two examples are discussed to illustrate the effectiveness and advantages of the results obtained.

1. Introduction

Impulsive dynamical systems have received considerable
attention during the recent decades since they provide a
natural framework for mathematical modeling of many real-
world evolutionary processes where the states undergo abrupt
changes at certain instants (see, e.g., [1-4]). On the other
hand, time delays often appear in practical systems and may
poorly affect the performance of a system. Stability and stabi-
lization of such systems are of both theoretical and practical
importance. Therefore, the study of time-delay systems has
attracted great attention over the past few years (see, e.g.,
[5-10]). An area of particular interest has been the stability
analysis and stabilization of impulsive delay systems (IDSs),
and there is extensive literature on this field (see, e.g., [11-
26]). For instance, in [11-14], the robust stability for uncertain
impulsive system with time-delay was studied, and the linear
matrix inequalities approach to the stability was presented.
In [15-26], the Lyapunov function or Lyapunov functional
coupled with the Razumikhin techniques was suggested for
the exponential stability and asymptotical stability of IDSs.
In the previous works on stability and stabilization
of IDSs, the impulses are assumed to take the form of
Ax(ty) = I (t, x(t;)), which indicates that the state “jump” at

impulse times ¢, is only related to the present state variables
(see, e.g., [18-26]). But, in most cases, it is more applicable
that the state variables on the impulses are also related to
the past states. For example, in the transmission of the
impulse information, input delays are often encountered. So,
compared with the nondelayed impulses described above, it
is much more meaningful to model the impulses as

Ax (1) = I (1 (1)) + T (o xt;) : ey

In fact, there have been several attempts in the literature
to study the stability and control problems of a particular
class of delayed impulsive systems [27, 28]. For example,
Lian et al. [27] investigated the optimal control problem of
linear continuous-time systems possessing delayed discrete-
time controllers in networked control systems. For nonlinear
impulsive systems, Khadra et al. [28] studied the impulsive
synchronization problem coupled by linear delayed impulses.
By using the Razumikhin techniques, some sufficient con-
ditions for asymptotic stability and exponential stability of
general IDS-DI were established in [29-32], and sufficient
conditions for exponential stability of impulsive stochastic
functional differential systems with delayed impulses were
obtained in [33].



In this paper, we will further investigate the stability
of IDS-DI. By using the Lyapunov functions, some suffi-
cient conditions ensuring exponential stability of IDS-DI are
derived, which are more convenient to be applied than those
Razumikhin-type conditions in [31, 32]. Their applications to
linear impulsive systems with time-varying delays are also
proposed, and a set of sufficient conditions for exponential
stability are derived in terms of matrix inequalities.

2. Preliminaries

Let R denote the set of real numbers, R, the set of nonnega-
tive real numbers, Z, the set of positive integers, and R"” the
n-dimensional real space equipped with the Euclidean norm
|-]. Let T > 0, and let PC([-7,0; R") = {g : [-7,0] —» R"|
@(t") = @(t) forall t € [-7,0), p(t") exists and ¢(t7) = @(¢)
for all but at most a finite number of points ¢ € (—7,0]} be
with the norm ||| = sup_,_g.,l9(60)], where ¢(¢") and ¢(t7)
denote the right-hand and left-hand limits of function ¢(t) at
t respectively.
Consider the IDS-DI described by the state equations

x(t)=f(t:x),
Ax (ti) = I (to x () + Tk (tk’xt,;)’ kez,, (2

Xt, = ‘15(5),

t:létka t?to;

s €[-1,0],

wherex e R", f: R, xC - R", [ : R, xR" - R", J; :
R, xC — R", ¢ € PC([-7,0];R"), and C is an open set in
PC([-7,0]; R"). The fixed moments of impulse times {t, k €
Z,}satisty0 <ty <t; <+ <t <---andt, — oo (as
k — oo)and Ax(t) = x(t;)—x(t;); x,, x,- € PC([-7,0]; R")
are defined as x, = x(t +0) and x,- = x(t” +0) for 0 € [-7,0]
respectively.

Throughout this paper, we assume that f, I, and J;, k €
Z,, satisty the necessary conditions for the global existence
and uniqueness of solutions for all t > t,, (refer to [3, 34, 35]).
Then, for any ¢ € PC([-7,0];R"), there exists a unique
function satisfying system (2) denoted by x(t; t,, ¢), which is
continuous on the right-hand side and limitable on the left-
hand side. Moreover, we assume that f(¢,0) = 0, I, (t;,0) = 0,
and J.(t,,0) = 0, k € Z_, which implies that x(t) = O is a
solution of (2), which is called the trivial solution.

At the end of this section, let us introduce the following
definitions.

Definition 1. A function V': [, — 7,00) X R" — R, belongs
to class v, if the following are satisfied.

(i) V is continuous on each of the sets [t,_;, ;) x R”,
and for each x,y € R", t € [t ,t;), k € Z,,
lim(t’y)ﬂ(t;’x)V(t, y) = V(t;, x) exists.

(ii) V (¢, x) is locally Lipschitz in x € R", and V(¢,0) = 0
forallt > ¢,.
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Definition 2. Given a function V' € v, the upper right-hand
Dini derivative of V with respect to system (2) is defined by

D'V (t,¥(0))

= timsups [V (¢ + by (0) + hf (6)) -V (1. ()

h—0*
3)
for (t, ) € [ty, 00) X PC([-7,0]; R").

Definition 3. The trivial solution of system (2) or, simply,
system (2) is said to be exponentially stable if there is a pair
of positive constants A, C such that, for any initial data x, =
¢ € PC([-7,0]; R"), the solution x(t; ¢,, ¢) satisfies

x (5t ¢)l < Clgle ™™, 121, (4)

3. Main Results

In this section, we will analyze the exponential stability of
system (2) by employing the Lyapunov functions.

Theorem 4. Assume thatV € v, and there exist constants p >
0,¢,>0,¢>0,1n,20,d; >0,dy>0keZ,n,and?d
such that
() ¢lx? < V(t, x) < g|x|? forall (t, x) € [ty—T, 00)xR";
(i) V(£ 9(0) + I (tr, 9(0)) + Ji (1, ) < dy V(t., 9(0)) +
A5 SUPge-r0)V (t; + 0,9(0)) for all ¢ € PC([-T,0];
R™), k € Z;
(i) D'V (t, @) < mV(t, 9(0)) + 1,5upge(_r 0V (E + 6, 9(6))
forallp € PC([-7,0; R") and t > ty, t +t,, k € Z_;
(iv) In(dy; + dzkmaxge[,no]e"le) < O(t, —ty_y) for each k €
+
V)d +m +yn, < 0, wherey = supkeL{e‘S(t"*t“),
l/eS(tk_tk—l)}.
Then, system (2) is exponentially stable, and the convergence
rate should not be greater than A/p, where A is the unique
positive solution of A + & + 1, + yn,e’™ = 0.

Proof. Fix any initial data ¢ € PC([-7,0];R"), and write
x(t;ty,¢) = x(t) and V (¢, x(t)) = V(t) simply. Set W(t) =
e MV(t), t € [t, - T,00). For each k € Z,, by condition
(ii), we have

W (t) = e "V (1)

< e”ﬁ(tkfto) dlkV (f,:) + dzk SU—P V (tlz + 6)
0e[-7,0]

<dye MY (1) 5)

+ady, sup (V (t,; + 9) e*’71(tk+9—t0))
0e[-1,0]

=dyW (t;) + ady sup W (t; +6),
fel-7,0]

where o = maxge[_T’O]e’“e.
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On the other hand, by condition (iii), we know that, for
anyt#t, ke Z,,

D'W (t) = e ") [—,V (t) + D'V (1)]

- (6)
< e M qup V(£ +6).
0e[-71,0]
For t € [ty t;), integrating inequality (6) from ¢, to ¢, we
obtain

W () < W (t,) + J e M) sup V(s+0)ds.  (7)
0e[-71,0]

This implies that

e M) sup V(s+0)ds.  (8)
fe[-r.0]

W) < W (k) + j

Fort € [t;,t,), by the same method, together with (5) and (8),
we have

t
W () S W (t,) + J e M) sup V(s +0)ds
t] eE[—T,O]

<dyW(t))+ad, sup W(t +0)
oe

e[-1,0

t
+J e M sup V(s +6)ds
t fel-7,0]

t
<dg [W (t) + J qzefnl(H") sup V(s +0) ds]
to 0e[1,0]

t+0
j 1126_’71 (s=to)

ty

+ady, [W (t,) + sup
0e[-7,0]

x sup V(s+0) ds]
Oe[-1,0]

t
+J e M sup V(s +6)ds
t 0€[-1,0]
< (dyy +ady) W (tg)
t
+(dy, +ady) J e M sup V(s +6)ds

ty 0e[-T,0]

t
+J e M sup V(s +6) ds.
t fel-7,0]

)

By induction, we have, for t € [t,_;,t;), k € Z,,

(to) H (dy; +ady;)

to<ti<t

W) <W

J H (dy; + ady) e ™7 sup V(s +6)ds.
t

0 s<t;<t 6e[-1,0]

(10)

Thus, for t > t;, we get

V() SV () " H (dy; + ady;)

to<t;st

t
+ J H (dy; + ady) 1,e" ™ sup V(s +6) ds.
to s<t;<t 0¢[~,0]
(11)

Let tistipeotj be impulse points in (s, t],t > s. In view

of condition (iv), we get

H (dy; + ady;)

s<t;<t

= (dljl + (Xdzh) (dljz + “dZJz) a (dljm + “dzjm)

St —t; ) S(t

Ot~ Jm Tim-17 = e

j S(t;
<e ' 111) (

2= 11)...3 im ~Eir-1)

=¢ S(t—s) 6(t ) 6(5 £j-1) (tfs))

< ye
(12)

where ¢; _, is the first impulsive point before t; and satisfies
tj1 <s. Submitting this into inequality (11), then, for t > ¢,

V (t) < yem Oy (1))

(13)
J y,e" ) sup V(s + 0) ds.
fel-r,0]

Let ®(A) = A + 7, + & + yn,e"". Then, condition (v) implies
®(0) < 0. Moreover, ®(+00) = +00, and ®'(A) =
Tyrlze’” > 0. Hence, ®(A) = 0 has a unique positive solution
A. Next, we claim that

V(t)<y sup V(tg+0)e ™, t>t, -1 (14)
Oe[-1,0]
Obviously,
V()< sup V(tg+0) <y sup V(t,+0)e )

0¢€[-7,0] 0e[-1,0]

te [ty —1.1].
(15)

So we only need to prove (14) for t > t,. Suppose not; then
there exists a t”™ € (t,, +00) such that

V(") >y sup V(tg+0) e, (16)
fel-1,0]

VE)<y sup V(t+0)e ™ te[t,-1,t7).
0¢e[-1,0]

17)



Thus, from (13), (17), and ®(A) = 0, we see that

V(£) <y sup V (¢, +6) MmO )
Oe[-71,0]

t .

+y J 1,6 sup V(s +6) ds
to 0el-1,0]

<y sup V(t, +6) MmOt o)

0e[-7,0]

t* .
+y J ynze’he(”lm)(t 9 g Msh) sup V (t, +6)ds
to e[-7,0]

=y sup V(t,+0) e M),

0e[-7,0]
(18)
which is a contradiction. Therefore, (14) holds.
Then, it follows from (14) and condition (i) that
alx O SV (E) <y sup V(t, +0)e
0e[-1,0] (19)
—A(t—t,
<yo|pffe ), >t
which implies that
x ()] < C|lgf PR, >4, (20)
where C = (y¢,/ cl)l/ P, This completes the proof. O

Remark 5. The parameters d,;, and d,, in condition (ii)
describe the influence of impulses on the stability of the
underlying continuous systems. Conditions (iv) and (v) in
Theorem 4 show that the system will be stable if the impulses
frequency and amplitude are suitably related to the increase
or decrease of the continuous flows.

Remark 6. 1t is well known that the Razumikhin techniques
are very effective in the study of stability problems for
ordinary and functional differential systems. However, when
we use the Razumikhin techniques, we need to choose an
appropriate minimal class of functionals relative to which the
derivative of the Lyapunov function or Lyapunov functional
is estimated, which is not entirely convenient. In this sense,
Theorem 4 is more convenient to be applied than those
Razumikhin-type theorems in [31, 32].

Let J; = 0 in system (2); then we have the following IDS
(see, e.g., [19-24]):

x(t) = f(xpt), t#t,t=t,
Ax (tk) :Ik (x (tl;)’tk)’ k € Z+, (21)
x, =¢(s), se[-7,0].

For system (21), we have the following results by Theorem 4.

Theorem 7. Assume thatV € v, and there exist constants p >
0,¢,>0,6>01,20,d,>0,keZ,n, and§ such that
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() qlx|? < V(t, x) < glx|? forall (t, x) € [ty—T, 00)xR";

(ii) V(t, ¢(0)) + I (t, 9(0)) < d V(t;,(0)) for all ¢ €
PC([-7,0;R"), k € Z,;

(iii) D'V (t,¢) < m V(t, 9(0)) + 1,50pge(_r 0V (E + 6, 9(6))
forallp € PC([-7,0; R") and t > ty, t #t;, k € Z_;

(iv) Indy < 8(t — t;_,) foreachk € Z ;

V)8 +n +vyn, < 0, where y = supkEL{e‘S(tk_tk*l),
1/65(trtk71)}‘

Then, system (21) is exponentially stable for any time delay
T € (0,00), and the convergence rate should not be greater
than A/ p, where A is the unique positive solution of A + & +
i+ yme’™ = 0.

In particular, if one takes d;, = d for all k € Z_, then
suppose the impulsive instances t;, satisfy

Agp = sup {tp —tiy} <00, Ay = inf {tp —t, 1} > 0.
kez, keZ,
(22)
For system (21), Theorem 7 yields the following result.

Theorem 8. Assume thatV € v, and there exist constants p >
0,¢>0,6>0,d>0,0>0,7, >0, and n, such that

(i) ¢lx|? < V(t, x) < ¢|x|P forall (t, x) € [t,—T, 00)xR";

(i) V(t 9(0)) + L (tr, 9(0)) < dV(t,¢(0)) for all ¢ €
PC([-7,0;R"), k€ Z,;

(iii) DYV (t, ¢) < 1V (t, 9(0)) + 128UPge[_r0)V (t + 6, 9(6))
forallp € PC([-7,0; R") and t >ty t +t;, k € Z_;

(iv) 7, +1,9(d) +Ind/o < 0, where g(d) = d*=/¢ ifd > 1;
g(d) = 1ifd = 1; g(d) = 1/d*»/® ifd < 1.

Then, for any T € (0,00), when d > 1, system (21) is
exponentially stable with impulse time sequences that satisfy
Ai¢ = o; when d = 1, system (21) is exponentially stable with
any impulse time sequences; when d < 1, system (21) is expo-
nentially stable with impulse time sequences that satisfy A g, <

0.

Proof. We just need to apply Theorem 7 with § = Ind/g and
y=9(). O

Remark 9. When d > 1, the Lyapunov function V may jump
up along the state trajectories of system (21) at impulse times
t. Thus, the impulses may be viewed as disturbances; that
is, they potentially destroy the stability of continuous system.
In this case, it is required that the impulses do not occur too
frequently.

Remark 10. When d < 1, the Lyapunov function V may jump
down along the state trajectories of system (21) at impulse
times ;. Thus, the impulses may be treated as a stabilizing
factor; that is, they may be used to stabilize an unstable
continuous system. In this case, the impulses must take place
frequently enough, and their amplitude must be suitably
related to the growth rate of V.
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Remark 11. When d = 1, both the continuous dynamics and
the discrete dynamics are stable, so the system can preserve
exponential stability regardless of how often or how seldom
impulses occur.

4. Applications and Example
Consider the following linear impulsive systems with time-
varying delays:

x(t) = Ax(t)+Bx (t —r (1)),

Ax (t) = x (t) — x (t;) = Cex () + Dyx (t =7 (1)) »
kez,,

t#t,t >ty

x, = (),

s €[-1,0],
(23)

where x(¢) € R" is the system state vector, A, B, C, and D,
are n X n matrices, and v : R, — [0, 7] with 7 < oo is the
time-varying delay.

Theorem 12. Assume that there exist a matrix P > 0 and
several constants d, > 0, d, 2 0, #, = 0, and 1, such that

(i) the following matrix inequalities hold:

-dP 0 (I+C)'P
x« -d,p D[P <0, (24)
* * -P

PA+A'P-nP PB]_

(ii) In(d, + dymaxge_,0€"%) < 8t — ti_y)s

(ii)) § + n; + n,y < 0, where y = supkeL{e‘s(t”tk*l),
1/65(tk*tk71)}.

Then, system (23) is exponentially stable, and the convergence
rate should not be greater than A[2, where A is the unique
positive solution of A + & + 1, + yne’™ = 0.

Proof. Let V(t,x) = x'Px, L(t, x(t)) = Cix(t), and
Ti(tes xt;) = Dyx(t —r(t;)). Then, (24) combined with Schur
complement yields

[—le

0 T
0 —dzP]+[I+Ck D] P[I+C, D] <0. (26)

Thus, for ¢ € PC([-7,0;R"), t = t;, k € Z,, using the
second equation of (23), we get

V (ti 9 (0) + I (5> 9 (0)) + Ji. (1> 9))

_[ ¢ (0)

“lo(or (tk))] [I+Cy D] P[I+C; Dy

: L»(ipr((()ik))] 27)

) [<P((fr(2k))]T [ng dSP] [(P(i((()zk))]

<d\V(t,9(0)) +d, sup ]V (t, +6,9(0)).

0e[-71,0

In view of (25), for ¢ € PC([-7,0];R") and t #t;,k € Z,,
we have
T T
0 PA+A P PB
CCR e

¢ (0) ]
¢ (-7 (1)) * 0

¢ (-r (1)

<[ 9(0) ]T[mP 0 H 9 (0)
L) *  mP] @ (-1 ()

<V (L) +n, sup V(+0,9(0)).
0e[1,0]
(28)

Consequently, the conclusion follows from Theorem 4 imme-
diately, and the proof is complete. O

Consider the special case D, = 0; from Theorem 7 and
using the similar method in the proof of Theorem 12, we can
obtain the following results.

Theorem 13. Let Dy = 0, A g, = supycz {fx— 31} < 00, and
Aiye = infrez {ty —ti1} > 0. Assume that there exist a matrix
P > 0 and several constantsd > 0, 0 > 0, n, = 0, and 1, such
that

(i) the following matrix inequalities hold:

(I+C)"P(I+C,) <dP,
PA+A"P-y,P PB (29)

<05
* —1,P 0

(ii) 5, +m,9(d) +Ind/p < 0, where g(d) = d*=/¢ ifd > 1;
g(d) = 1ifd = 1; g(d) = 1/d*»/® ifd < 1.

Then, for any v € (0,00), when d > 1, system (23) is
exponentially stable with impulse time sequences that satisfy
Ai¢ = 0; when d = 1, system (23) is exponentially stable with
any impulse time sequences; when d < 1, system (23) is
exponentially stable with impulse time sequences that satisfy
Agp S0

sup



Example 14. Consider the following first-order impulsive
delayed neural network:

X()=—axt)+bf(x®)+bf (x(t-1)),

kez,,

t#t,t >t

Ax(t) = ex (t;) +dx (t, — 1),
(30)

wherea = 2.5,y = -1.5,b, = 0.5,¢ = 0.2,d = 0.1, and
T = 0.05. f(x) = tanh(x), and t;, = ok, k € Z,,0 > 0,1is
a constant. It is easy to see that system without impulses is
exponentially stable and the impulses are destabilizing since
¢,d > 0. Choose V(t,x) = x°/2; then we obtain that
conditions (i) and (ii) of Theorem 4 hold with ¢, = ¢, = 1/2,
p=2,dy=1+c)(1+c+d)=156,andd, =d(1+c+d) =
0.13.
For t # t,, by simple calculation, we have

D'V (t,x (t)) = —ax” (t) + byx (t) f (x (£))
+byx(t) f (x(t-1))
1 1
S—Q+%—Eh»fm+zhﬁa—ﬂ

=—(2a+2by - b))V (tx(t)

+bV (t,x(t-1)),
(31

which implies that condition (iii) of Theorem 4 holds with
n, = —(a+2by-b) =-15andy, = b, = 0.5. Note that
t, = ok, so we can take 8 = In(dy; + dye ™)/ (ty — tpy) =
In(1.56 + 0.13¢"°)/o and y = d,; + dye ™™ = 1.56 +
0.13¢*”°. Then, by Theorem 4, system (30) is exponentially
stable over any impulse time sequences satistying t;, — t;_; >
o > In(1.56+0.13¢"%7°)/[1.5-0.5(1.56+0.13¢"*%)] = 0.4298.

Remark 15. Since the system without impulses is exponen-
tially stable and the impulses are destabilizing, the existing
results in [29, 32] cannot be applied to (30). The Razumikhin-
type theorem in [31] is also not convenient to be applied to
this system since it is not easy to find an appropriate constant
q > 1 to satisfy the Razumikhin-type condition.

Example 16. Consider system (23) with the following param-
eters:

21 1 -02
A‘[o.s 2]’ B‘[oa 1]’
(32)
_[-03 0 _fo2 0
Ck:[o —0.3]’ Dk:[o 0.2]’ ke,

and r(t) = 8 + 0.02[sin(¢)], where [-] denotes the integer
function. Let 7 = 8.2,d, = 049,d, = 0.04,, = 7,1, = 1,
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y =0.53,8 = -7.9360, and t; — t;_; < 0.08. It is easy to verify
that

1 + 1,y + 6 =-0.4060 < 0,

In (dl +d, max e'“6>
0e[-71,0]
=1n0.53 = —0.6349 < -7.9360 x 0.08 < & (t; — t;_1) -
(33)

Solving the linear matrix inequalities (24) and (25) in
Theorem 12, we obtain the following feasible solution P =
[ 53507 0.9332 |. Then, by Theorem 12, we know the given system

is exponentially stable.

Remark 17. In Example 16, the impulses are used to stabilize
an unstable system. In this case, the impulses must be
frequent enough, and their amplitude must be suitably related
to the growth rate of the continuous flow.

5. Conclusions

This paper has studied the exponential stability of impulsive
delay systems in which the state variables on the impulses
are related to the time delay. By using the Lyapunov function
method, some criteria on the exponential stability are estab-
lished. Moreover, the stability criteria obtained are applied to
linear impulsive systems with time-varying delays, and a set
of sufficient conditions for exponential stability is provided
in terms of matrix inequalities. The obtained results improve
and complement some recent works. Two examples have been
given to illustrate the effectiveness and advantages of the
results obtained.
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An extended model predictive control algorithm is proposed to address constrained robust model predictive control. New upper
bounds on arbitrarily long time intervals are derived by introducing two external parameters, which can relax the requirements for
the increments of the Lyapunov function. The main merit of this new approach compared to other well-known techniques is the
reduced conservativeness. The proposed method is proved to be effective for a class of uncertain fuzzy Markov jump systems with
partially unknown transition probabilities. A single pendulum example is given to illustrate the advantages and effectiveness of the

proposed controller design method.

1. Introduction

Model predictive control (MPC), a powerful strategy for
dealing with input and state constraints for a control system,
has first attracted notable attention in industrial applications
[1]. Since stability analysis approach for MPC was proposed,
many significant advances in understanding MPC from a
control theoretician’s viewpoint have then been acquired [2-
4]. Meanwhile, the MPC formulation for constrained linear
systems has been naturally extended to not only nonlinear
systems [5-7] but also some more complex systems, for
example, stochastic systems [8, 9], time-delay systems [10],
hybrid systems [11], uncertain systems [12], and so on.
By employing the idea of control structure optimization,
for example, distributed MPC [13], centralized MPC, and
coordinated MPC, the theory of MPC has been further
refined. As is well known, for a long time, efficient setting of
the large set of tunable parameters has been a hard problem
for MPC. Fortunately, many available methods have already

been developed (see [14] and the references therein for more
details). Nowadays, many scholars tend to develop “fast
MPC?” in order to ease the huge online computational burden
[15-17]. However, it should be noticed that MPC algorithm
may perform very poorly when model mismatch occurs in
spite of the inherent robustness provided by the feedback
strategy based on the plant measurement at the next sampling
time.

Therefore, in the past decades, the issues of MPC algo-
rithm for uncertain systems have been addressed much in
the literature. A robust constrained MPC scheme considering
two classes of system uncertainty, that is, polytopic paradigm
and structured feedback uncertainty, has been analyzed by
means of linear matrix inequalities (LMIs) by Kothare et
al. [18]. As opposed to a single linear static state-feedback
law in [18], Bloemen et al. [19] divided the input sequence
into two parts, the first Hg inputs being computed by finite
MPC method and the other inputs being calculated based on
linear static state-feedback law. Because Hg was variable, the



end-point state-weighting matrix and the invariant ellipsoid
were transformed into variables in the online optimization,
and thus this algorithm achieved the trade-off between
feasibility and performance. This work has been improved by
applying parameter-dependent Lyapunov function [20-22].
In [23-25], an efficient robust constrained MPC with a time-
varying terminal constraint set was developed. The proposed
algorithm can obtain a perfect control schema achieving
lower online computation and larger stabilizable set of states
while retaining the unconstrained optimal performance as
much as possible. It is worth mentioning that in order to
analyze the stability of the system and obtain an upper
bound of cost function, the optimal cost function has been
qualified as a constraint on the increments of Lyapunov
function [26]. However, this constraint is too strict, since to
guarantee the system stability, the increments of Lyapunov
function are only required to be negative. Motivated by this,
in the present paper, a modified MPC scheme in which two
extra parameters are introduced is proposed based on the
characteristics of convergent series in order to reduce the
conservativeness.

Many real systems, such as solar thermal receivers,
economic systems, and networked control systems, may
experience random abrupt changes in system inputs, internal
variables, and other system parameters. Uncertainties like
these are best represented via stochastic models [27-29], such
as fuzzy Markov jump system (MJS) in which the subsystems
are modeled as fuzzy systems. Based on the approximation
property of the fuzzy logic systems [30-32], fuzzy MJSs are
developed for the nonlinear control systems with abrupt
changes in their structure and parameters.

In this paper, the problem of MPC controller design
for a class of uncertain fuzzy MJSs with partially unknown
transition probabilities is addressed. This kind of system
fits into a very wide range of practical dynamic systems
combining nonlinear behaviors with changes or uncertainties
of structure or parameters. Meanwhile, constraints, such
as energy limitation, levels in tanks, flows in piping, and
maximum of pH value, can be systematically included during
the controller design process. The system concerned is much
more complex than fuzzy systems with uncertainties or
M]JSs with partially unknown transition probabilities [33, 34],
because here the uncertainties will consist of four levels
(the system parameter uncertainty, the membership degree
uncertainty, the mode uncertainty, and the transition prob-
ability uncertainty) and they are not mutually independent.
Therefore, although the formulation seems similar, the results
for fuzzy systems with uncertainties or MJSs with partially
unknown transition probabilities cannot be directly used
in this scenario. A comparison with the method in [20]
(modified in [22]) is carried out by simulation on a single
pendulum control problem. Due to LMIS prevalence in
convex optimization problems, especially for the cases with
high order matrices, and the availability of reliable general
commercial solvers, the LMI algorithm is employed to deal
with the underlying optimization problems in this study.
The remainder of this paper is organized as follows. The
mathematical model of the concerned system is formulated
and some preliminaries are given in Section 2. Section 3 is
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devoted to deriving the results for the controller design.
Numerical examples are provided in Section 4 and this paper
is concluded in Section 5.

Notation. The notation used throughout the paper is fairly
standard. The superscript “T” stands for matrix transposition.
R" denotes the n-dimensional Euclidean space. The notation
P > 0 (> 0) means that P is real symmetric and positive
(semipositive) definite and A > B (> B) means A - B >
0 (= 0). In symmetric block matrices or complex matrix
expressions, we use an asterisk (x) to represent a term that
is induced by symmetry and diag{---} stands for a block-
diagonal matrix. I and 0 represent identity matrix and zero
matrix, respectively. Matrices, if their dimensions are not
explicitly stated, are assumed to be compatible for algebraic
operations. || - ||, stands for the usual Euclidean norm.

2. Problem Formulation and Preliminaries

2.1. Uncertain Fuzzy MJSs with Partially Unknown Transition
Probabilities. Consider the following time-varying discrete-
time fuzzy Markov jump system. For each mode ry, the fuzzy
model is composed of s plant rules that can be represented as
follows. ' .

Plant Rulei. If 0, (k) is f},. .., and 0,(k) is F;;, then

x(k+1)=A,(r.k)x (k) + B; (r. k) u (k),

y (k) = C; (r k) x (k).

@

i=12,...,s

where x(k) € R" is the state vector, u(k) € R™ is the control
input, y(k) € R?is the system output, 0 2 [0, ... ,Bd]T is the
premise variable vector, d is the number of premise variables,
and {fj,i € S, j € {1,2,...,d}} is a fuzzy set. For simplicity,
we denote {1,2,...,s} by S. The Markov chain {r,k > 0},
taking values in a finite set % = {1, ..., N}, governs switching
among different system modes. The system matrices of the
r, mode are denoted by [A;(ri, k) Bi(ri,k) Ci(r.k)] €
Q (1, 1) and the set Q (4, 1) is a set of polytopes

Q (1) 2 Co{[A; (1) -, Ciy (r)]
[An (1), Cip (1) (2)
s [Ai (1) G ()]}

where Co denotes the convex hull. In other words, if
[A;(ri, k) Bi(rk) Ci(ri,k)] € Q(ry,i), then for some
nonnegative A;(i,r;,k),j € [1,L] summing to one, the
following holds:

[A; (rek) B;(rek) C;(rk)]
3)

A (k) [Aj (re) Bij(r) Cij(r)].

M-

j=1

For the sake of simplicity, we denote {1,2,...,L} by L and
A, (1, k), B;(13, k), Ci(ry., k), and Aj(i, 7> k) by Ak BF Ck

irg> ir g

and /\’i‘jrk, respectively.
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As commonly done in the literature, it is assumed that
the premise variable vector 8 does not depend on the
control variables and the disturbance. The center-average
defuzzification method is used as follows:

H?:l.”ij [9;‘ (k)] 0
S T [0,00]

h, 10 (k)] = ies,

(4)
Yh[0()] =1,

i=1

where Hij [Gj(k)] is the grade of membership of Bj(k) in /:;
In what follows, we use the following notation for simplicity:
W = B0k + 1)].

A more compact presentation of system (1) is given by

Six(k+1) = ihf.‘ (A%, x () + B, u(k))
i=1

S (5)
y(k) = Y HCh x(k), 7 €.
i=1

The process {r,,k > 0} is described by a discrete-time
homogeneous Markov chain, which takes values in the finite
set .# with mode transition probabilities

Pr (1, = jlne=i)=m, (6)

where m;; > 0, V(i, j) € Sx.%,and Z;\il m;; = 1. For example,
the transition probability matrix (TPM) can be given by

Ty T ot TN
Ty Ty TN

m=| ) . (7)
TNy TTn2 *° 0 TINN

The transition probabilities described above are considered to
be partially available and can be divided into two parts as

a

jé?%={j LT isunknown}.

(8)

Jgé{j LT isknown},

In addition, if & f;; +0,5 f;} is further described as

Jgg: {‘%1)%2>-~-"%zi}’ z €{1,2,...,N=2}, (9)

where %, € N¥,s € {1,2,...,z;}, represents the index of the
sth known element in the ith row of matrix IT. And we denote

Mg (i) 2 Z ;. (10)

jer
The following fuzzy control law is chosen:

S

u(k)= Y hyFy (n)x(k), r€.s. (i
p=1

Under the control law, the closed-loop system of X is given by

S S
C . _ kik ok
2 ix(k+1) = lelhphqu
p=lgq=

x (k).
(12)
y(k)= Y HCy x(k), 1, €.,
p=1

k a Ak k
where qurk = qu(rk,k) = Aprk + Bprqu(rk).
For the fuzzy MJS, the following definition will be

adopted in the rest of this paper.

Definition 1. The fuzzy MJS in (12) is said to be stochastically
stable, if for any initial condition x(0) = x,,7, € .7, the
following inequality holds:

N
Nlim E {Z”x (k, xo”’o)“i]’ < 00, (13)
— k=0

where E{-} stands for the mathematical expectation.

The objective of this paper is to design a state-feedback
model predictive controller such that the closed-loop system
(12) is stochastically stable.

2.2. Model Predictive Control. Model predictive control
(MPC) makes use of a receding horizon principle, which
means that at each sampling time k, an optimization algo-
rithm will be applied to compute a sequence of future
control signals. The used performance index depends on the
predicted future states of the plant x(k+i | k),i > 0, which can
be calculated through the newly obtained measurements x(k)
and the predictive model. Here, we use x(k+i | k), y(k+i | k)
as the state and output, respectively, of the plant at time k + i
predicted by utilizing the measurements at time k; u(k+i | k)
represents the control action moves at time k + i computed
by the optimization problem (14); P is the prediction horizon
and M is the control horizon. In what follows, let P and M
represent {0, 1,..., P} and {0, 1,..., M}, respectively.

In this section, the problem formulation for MPC using
the model (12) is discussed. The goal is to find an input
sequence {u(k | k),u(k + 11| k),...,u(k+M —1 | k)} at each
sampling time k which minimizes the following performance
index J(k):

J k), (14)

min
u(k+ilk),ieM

where

P
J (k)£ E <|Zx(k+i | k) Qux (ke +i | k)
i=0
(1)

+§:u(k+j 1K) Ru(k+j| k)},



and then it can be replaced by

max J (k).

min
u(k+ilk),ieM [Ak+x B+ Ck+1]€Q( ) icP, ieS (16)
i Cine Cine Tk )o1€05 7

The matrices Q > 0 and R > 0 are symmetric weighting
matrices. In particular, we will consider the case where
P = M, which means that the control horizon is equal
to the prediction horizon. The input and output constraints
focused on in this paper are Euclidean norm bounds and
componentwise peak bounds, given, respectively, as

luk+i| K, <u k>0, ieM,

max>

|u (k+1|k)'<u k>0,ieM, j=1,2,...,m

] max?>

lyk+ilk)|, < k>0, ieM.

ymaX’

17)

3. Model Predictive Control Using Linear
Matrix Inequalities

In this section, the problem is solved by deriving an upper
bound on the objective function J(k) based on the state-

feedback control law u(k +i | k) = Zp 1hf;Fp(rk)x(k +1 |
k),i € P. Therefore, via minimizing this upper bound at each
sampling time k, we will obtain the sequence of control input

signals.

3.1 Derivation of the Upper Bound. In this paper, the follow-
ing objective function J(k) is considered:

max J(k),

min
u(k+ilk), i€P [ sk+i  pk+i  k+i ) i :
(e+ilk) [A}:'k B]:;{ CJ:;(]EQ(rk,]),zeIP,]ES

(18)
where

P
{Z[x(k+z 1K) Qx (k+i k)
i=0 (19)

+u(k+i|k)TRu(k+i|k)]]»

Consider a parameter-dependent function

Vixk+ilk)2x(k+i|k)" (iZh"“A?;; P, (rk+i)>

j=11=1

xx(k+ilk), k>0,iecP,

(20)
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where g’ﬂ(rkﬂ) > 0, V(x(0)) = 0,and x(k | k) = x(k) is
the system state. Assume that there exists a convergent series
G» Y poy @ = b < 00 such that, at each sampling time k, the
following inequality holds for all x(k+i | k), u(k+i | k),i € P
satisfying (12): V [Ak“ Bfr:' Ck“] € Qry,i)i € Pyry € 7,

E{V(x(k+i+1]|k)-V(x(k+ilk))}

< E{-p(x(k+i| k) Qx(k+i|k)

(21)
+u(k+i | k) Ru(k+i| k) -a;)},
0<p<l.
Summing (21) fromi = 0to i = P, we get
E{V(x(k+P|K) -V (x(k|k)} <=L (k) -S(k),
(22)
where S(k) = Y- a,;. Thus
max J (k)

[As B Ctileq(n)), ieP, jes

_E{%(V(x(klk))—V(x(k+P|k)))+5(k)} 23)

_E{%V(x(klk))+b}.

Specially, when P = M = oo, we will have x(co | k) = 0
for the robust performance objective function to be finite and
hence V(x(0co,k)) = 0. Summing (21) from i = 0 toi = oo,
we get

E{-V(x(k| k)<= (k) -b). (24)
Thus
max J (k)
[ B Ciileq(no)iep,jes
(25)
< E{lV(x(k | k))+b}.
B
Set
ap;=x(k+i| k) g Ix(k+i|k), (26)
where Y2, ¢ = d. For the robust performance objective

function to be finite, we will have x(k +i | k) € [X5in Ximax)
and x(k +i | k) < X, hence, ap,; < X_ IX

max’ maxSeti

and then Y2 g, < XE 3% 6l = XoodIX o
Therefore, (21) can be written as

max>

E{V(x(k+i+1]k)-V (x(k+i|k)}
<E{-Blx(k+i| k) Qx(k+il|k)
(27)
+u(k+i | k) Ru(k+i| k)]

+Bx(k +i | k) geyilx (ke +i | k)l
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In order to guarantee the increment AV(k) < 0, I <
Q is required. This gives an upper bound on the robust
performance objective. Thus the goal of our robust MPC
algorithm has been redefined to deduce, at each time step k, a
state-feedback control law u(k +i | k) = Z;:l h];+iFP(rk)x(k+
i | k) to minimize this upper bound E{(1/B8)V(x(k | k)) + b},
that is to say, E{V (x(k | k))}.

3.2. Minimization of the Upper Bound without Constraints

Theorem 2. Consider the closed-loop uncertain system (12)
with the polytopic uncertainty set Q(ry,i),r, € J,i € S. Let
x(k) = x(k | k) be the state measured at sampling time k.
Assume that there are no constraints on the control input and
plant output. Then the state-feedback matrix F,(ry,;) in the

control law u(k +1i | k) = Z;:l hl;”FP(rkH)x(k +ik),i € P,
that minimizes the upper bound E{(1/B)V (x(k | k)) + b} on

the robust performance objective function at sampling time k is
given by

Fp (rk+i) = Yp (rk+i) Gil’ (28)

where G > 0 and Y ,(r;.,;) are obtained from the solution (if it
exists) to the following linear objective minimization problem:

racy
T
subject to ! x| k) >0, VieP,

x(k1k) Qi)
pES, jel, r €7,

G +ET - Qy (fei)  * % x
Mquo (rk+i) va
BPQ-5u)"G 0 yI
IBI/ZRI/ZYp (rk+i) 0 0 YI

* *

>0, VielP,

p=q wes, jv,f=2o0¢€l, rkHEJ,gGJEZ;’f%}),

(29)

M-

E{x(k+i | k)Ti

p=1g=1m=1n=1w=1v=1 j=1

DI PRI
x{A

T
Pariyi

with
Mquo (rk”) = [ \[T[fkny{] qufo (rk+i) yeees
‘Vnrk#»iv?fzyk ) E pqfo (rk+i) >
- T
mqufo (rk+i) :| >

va 2 dlag {@wv (‘%1) > Qwv (‘%2) LA

@ (7, ) ()

(o]
Yg<oo, §I<Q
k=1

qufo (rkﬂ') = (APf"k+iG + BPf”k+qu (rkﬂ.)
+Agor,, G+ Byor, [ Vp (rk+i))

-1

X 2 5 @P] (rk) > 0.

Proof. Minimization of the upper bound means minimizing
V(x(k | k)) which is equivalent to

Ty
T SR kk
subject to  x(k | k) lelhp)tpj,kgvpj(rk) (31
p=lj=

xx(k|k)<y.

Defining @,;(r;) y@;}(rk) > 0 and using Schur
complements, this is equivalent to

Al
T
subject to 1 x(k | k) >0, VielP, (32)

x(k1k) @, (r)
peS, jel, rn e Js.
The parameter-dependent function V is required to
satisfy (27). By substituting
S i
ulk+ilk)=Y n'"F,(r)x(k+ilk), ieP, (33)
p=1

and the state-space equations in (12), inequality (27) becomes

k+iq k+iq k+iq k+i+1q k+i+l k+i
SR T

WV ki1 PITiewi

' ng (rk+i+1) Amnrkﬂ- - ‘@pj (rk+i)
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+ﬁFp(rk+i)TRFq (rk+i) + ﬁQ - ﬂEkHI}

xx(k+i|k)]>

s s s s s L N
ki TS S S TS TS R

p=

_
=
1l
.
I
—
3
I
—
S
I
—
<
I
—
~.
I
—_
=
E
£
Il
_

X

{A]I;qu-#i T rsitisin Py (rk+i+1) Amnrk,,,-
T
= Pp; (1si) + BFy(1esi) RE, (i)

+BQ = PGyl x (k+i| k) <0.

This is equivalent to

L N
IDIDIDIDDD NN A P U

p=1q=1 m=1n=1 w=1v=1j=1 1, =1

X {A’;quﬂ- : ﬂrk+irk+i+1‘9) wy (rk+i+1) Amnrk+,-
— Py (Ters) + /3Fp(rk+f)TRFq (Texs)
+BQ = Bl }

_ ZS: ZS: ZS: ZS: ZS: iz i L v ferip fosip i vl el ke
LL L g Mg e e e R Y pir
(A + Agor) s P (i)
X (Ammkﬂ_ + A,,mrkﬂ_) —4P,; (1)

+4ﬁFp(rk+i)TRFq (rk+i) + 4ﬁQ - 4ﬁac+i1}

s s s s s L N 1 . % A 5 % A %
_ +ig k+ig k+iy k+ig k+i+1 4 k+i+1 +i
aPIPIDIIDIDI MY N AR
p=1g=1m=1n=1w=1v=1 j=113,;,=1

T T
X {(qurkﬂ- + Al]P'k+i) ’ n7k+irk+i+1 gu”/ (rk"'i"'l)

T T
+ Anmrk+i) + (Am"Tk+i + A”mrk+i)

% (A,
X Py (Tsivt) (qurk+,- + qurk+,-)

~ 8%, (1si) + 4ﬁFp(rk+i)TRFq ("exi)
+ABF, ()" RE, (1) + 8BQ - 85,1}

L L N
SYNYYNYY Y L

=lw=1v=1j=11};;;=1

N
=

=
I
L
3
I
L
=

T T
X {(qu?’k+i + A‘IP’k+i) Tl Py (rk+i+1)

(34)
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X (qurkﬂ' + qurkﬂ') + (ATV;"WM + AZ’;WVM)

X @wv (rk+i+1) (Amnrkﬁ + Anmrkﬁ)
T
- 8‘90pj (rk+i) + 4ﬁFp(rk+i) RFp (rk+i)

+4ﬁFq(rk+i)TRFq (rk+i) + SﬁQ - 8ﬁ6k+i1}

s L L N 1 . . . . . . .
Z Zz Z Zh];lhgﬂhl:nﬂhﬁﬂhiﬂﬂ/\kﬂﬂ Akﬂ

£ WVTetin1” Pilisi
Lw=1v=1 j=1r14;,=1
T T
x {(AMTM + Athﬁm) ’ ﬂfkﬁmm'@wv (rk+i+1)
X (qurkﬂ' + qurk+i) - 49’?] (rk+i)
T —~
+ 4ﬁFp(rk+i) RFp (rk+i) +4/3Q - 4ﬁck+i1}
SRS SN L ki ety ety ki kit ]y kil kb
+ig k+ig k+ig k+ig k+it+ +i+ +i
= ZZ Z Z Zzzzhp hq hm hn hw vark+i+1AP]‘rk+i

x {(A’;quﬂ' + AEPrkﬂ)

Z T[rkﬂggswv (g) + Z ﬁrk+,-lg)wv (l)

gefg/k*") leJ;’gi)
X (qurkﬂ' + qurk+i) N 49?] (rk"'i)

+4ﬁFp(rk+i)TRFp (”k+i) + 4ﬁQ - 4[’)Ek+i1}

3 S e L ki vy i ki k k
+ig k+ig k+ig k+ig k+i+1 4 k+i+1 +i
Z Z Z zzzzhp hq hm hﬂ hw AWV”an/\Pﬁ’kﬁ

1g=1m=1n=lw=1v=1j=1

. (ATI;WM + AEPTM,-) ' Z T[rkﬂ-ggjwv (g)

gej(;lkﬂ)
+(1-75 (res)) ),
IGJ;’;")
X (qurw + qurk-v-i) -4 (Tees)

T ~
+4ﬁpp(rk+i) RFp (rk+i) + 4ﬂQ - 4ﬁck+i1

Tkti l

1]
Mm
Mu,
M-
g
M
M=
M=
g

p=lg=lm=1n=lw=1v=1j=1 ;%) I- uzs (”k+i)
UK

k+iq k+iq k+iq k+ig k+i+1 4 k+i+1 k+i
th hq hm h” hw Aw‘"‘k+i+1 PjrkH

T[rkﬂ'l

1- Ty (rk+i)

Py (D)
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T
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Y P (9)

("jesi)
ges okt

Ay +A .
(1= (1)) P () | —FHE 2

- gjpj (rk+i) + [’)Fp(rkﬂ)T

X RFp (rk+i) + ﬂQ - ﬁelﬁ—il} .

Then, (34) is satisfied for all i € P if

AT oy AT
e 2 9PTk+i Z ﬂ7k+ig@wv (g)
gEJfQ”Q
+ (1 — Ty (rk+i)) Py ()
(36)
o M

2
T
- @P]. (rk+i) + ﬁFp(rkﬂ‘) RFp (rk+i)

+ ﬁQ - ﬁEkHI <0,

where ¢, is the minimum term of ¢,;,i € [0 P]. Substituting
@Pq(rk) = y@;;(rk), @pq(”k) > 0, using Schur complements,
and then pre- and postmultiplying the above inequality by
diag{@,;(ry,;), I, 1,1} and diag{@,;(ry;), I, 1,1}, we can see
that this is equivalent to

@ (1) . e

My (rie) Ny + % |
ﬁl/z(Q_Ekﬂ'I)l/Z@pj(rkH) 0 YI * T (37)
ﬁl/le/sz (rk+i) @pj (rk+i) 0 0 YI

(rk+i)

VieP,pgweS,jvel,r, €S ,ge Iy,

(35)

with
Moy (1) 2 [\ B (i) e B (),
T
V=7 () Epg (1)

va = diag {@wv (‘%1) > Qwv (‘%2) LA

(%, ) 0u (7,)}
qu (rk+i) = ([Aprkﬂ» + BprkHFq (rk+i)] @pj (rk+i)
+ [Aquﬂ- + qukHFp (rk+i)] @pj (rk+i))

x 2L
(38)

Inequality (37) is affine in [A ,(k +i,7) B,(k +1i,1;)]. Fol-
lowing the logic of de Oliveira, Bernussou and Geromel [35],
and Cuzzola et al. [20], (37) is satisfied for all

(A Bon] € Q, ()

= Co {[Apl (Tk) Bpl (”k)] > [Ap2 (”k) sz (rk)] yeres

[Ape (re) Byr (r)]}
(39)

if and only if there exist G > 0, Y, (1)
positive y such that

Fp(rk)G, and a

G +ET - @ (i) * %
Mquo (rk+i) va * ok >0
BQ-5.D"G 0 yI ’
ﬂl/le/ZYp (rk+i) 0 0 )/I (40)

VieP,p2qwesS,j,vf=20¢el,

(rk+i)

Tiri € T9 € Ty
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with

= [\lﬂrk+,~_71 qufo (rk+i) deeed
4 T[rkﬂ-ylszﬁ qufo (rk+i) >
~ T
\/1 Ty (rk+i)qufo (rk+i) ] >
w = diag {@wv (H1)) CQuy (H3)5--s (41)
C{jwv ((%Zrk+i ) > @wv (‘%g)} ’

qufo (rk+i) 2 (Apfrk G+ Bpfrk+ Y (rk-f-z)

+Aqork G+ qur,” P (rkﬂ))

-1

Mquo (rk+i)

Z
I

X 2

The feedback matrix is then given by F,,(ry.;) = Y, (% WG
O

Remark 3. Based on the above analysis, we can see that
the choice of control horizon M can amount to the choice
of series . That is, given a constant control horizon M,
we can construct some infinite convergent series whose
corresponding series ¢, possess some properties, such as ¢, =
1/(k + 1)* . Therefore, we will discuss neither the control
horizon M nor the predictive horizon P which is supposed
to be equal to M.

Remark 4. In particular, when the control horizon M = oo,
the conditions for the above derivation can be satisfied if and
only if the series ¢ = 0, k > 0. Then it follows that the method
is equivalent to the approach in [20] (modified in [22]).

3.3. Minimization of the Upper Bound with Input and Output
Constraints

Theorem 5. Consider the closed-loop uncertain system (12)
with the polytopic uncertainty set Q(ry, p),p € S,r, € J.
Let x(k) = x(k | k) be the state measured at sampling time k,
and Q,;(r) > 0, forallp € S, j € L, 1 € 7. The constraints
on the control input and plant output in the form of (17) can
be transferred into problems expressed by the following linear
matrix inequalities, respectively:

urznaxI Yp (rk+i ) ]
>0,
YZ; (rk+i) G+ GT - @pj (rk+i) ] (42)
VpeS, jel, r,; €5,
X Yp (rk+i) ]
>0,
Y, (e +i) G+G' =@, (i) ] (43)

VpGS,jeﬂ_, rk+i€j’

with Xy, < u?l,max’d =12,...,m,
T
G+G - @pj (rk+i) 2* >0,
ijrk+i (APJrk+ G+ BP]rkﬂ'Yq (rk"'i)) ymaxI (44)

Vp,qeS, jel, r, €S

Proof. Following [36], we have

max fu (k +i | k)l

2
s

= max Zh?iFP (ri;) x (k+i| k)

i>0

2

max Z Wy

i>0

(rk+,)G "x(k+i|k)

2

IN

hk+iY ) G—l
H;:EX pZ:ZI P p(rkﬂ) z

s s
k+ig k T
Z€£<ZZ +zh+1

2

T (1) ¥, (1) G )

l\)

= SN l k+iq k+i T -T
7[5 %
p_ =
X [Y; (rk+i)Yq (rk+i)

+YqT (rk+i) Yp (rk+i)] G_lz)

IN

s
ng ( Zhl;HZTG_TYZ (rk+i) Yp (rk+i) G_1Z>

p=1

s L

_ k+iy k+i T -1/2 51/2 ~-T~,T

- <lelhp /\p]rk @pj @pj G Yp (rk+i)
p=lj=

-1 -1/2 ~-1/2
XY, (1) G CQpﬁ- ij/ z)

<5 (@) GTY, (1) Y, (n.) G @)}).
(45)

By virtue of Schur complements, we have |[u(k +i| k)|, <
k,i >0, if

Umax>
ufnaxI Yp (rkﬂ')
>0,

Y, (re) G@,G" (46)

VpeS, jel, r,; € 7.
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Using the similar logic in [35], (46) is proved equivalent to
(42). The proof of (43)-(44), which can be achieved by an
analogous argument, is omitted for the sake of brevity. ~ [J

Remark 6. The obtained theorems can be easily reduced to
simple situations, for example, fuzzy systems with uncertain-
ties and Markov jump systems, and can be solved via com-
mercial solvers such as LMITOOL, YALMIP, and GloptiPoly.

4, Numerical Simulation

In this section, we present a numerical example that clearly
illustrates the improvement obtained with Theorem 2. We
will compare under different situations the improved method
with the approach in [20] (modified in [22]) which can be
seenas ¢, = 0,k > 0and § = 1. Consider the single pendulum
system:

Xy () = x, (1),
(47)
%, (1) = —¢yysin (x; (1)) + ¢, () + u (t) + 0.1w (1),

where x, (t) is the angular displacement, x,(t) is the angular
velocity, u(t) is the control torque, w(t) is the disturbance, and
¢;; and ¢, are jump parameters with values ¢;; = 1,¢, =
2,¢3 = 056, = 1,6, = 05, and ;3 = 2. The
angular displacement x, (¢) is assumed to vary in the intervals
[-7r/2, m/2]. This system can be represented as the following
discrete-time fuzzy model with partly unknown transition

probabilities:
* 04 =
=109 == = [. (48)

0.25 0.4 0.35

Set x(k) = [x,(K) x,()]"
functions as

, and choose the membership

4x7 (k
(e, () = 220,

(49)
hy (x, (k) =1 - hy (x, (k).

For the sake of simplicity, we use two T-S fuzzy rules to

approximate this system.

Plant Rule 1. If x, (k) is about 71/2, then

x(k+1)=A, (r,) x (k) + By (r) u(k),

(50)
y (k) = Cy (1) x (k).
Plant Rule 2. 1f x, (k) is about —7/2, then
x(k+1)=A,(r,) x (k) + B, (r) u(k),
(51)

y (k) = C, (1) x (k).

Mathematical Problems in Engineering

where

A(r) € Q(Lry), B (r) = [0 T]",

C(r)=[11], =12 r,=123,

1 T
QL= { [—0.45307* 1+ 0.7116T] :

1+02T T
~0.3530T 1+0.7116T ||’
1T 1+02T T
0(2’1):{[—T 1+T]’[ -0.9T 1+T”’

1 T
Q(1,2) = {[—0.9060T 1+0.0768T]’
1+02T T
-0.8060T 1+0.0768T ||~

1 T
Q2,2 = ”—2T 1+ O.ST] ’

1+02T T

~19T 1+05T ]

1 T
Q(1,3) = {[—0.2265T 1+ 1.8558T] :

1+0.2T T
—0.1265T 1+ 1.8558T ||’

1T
Q(2,3) = H—O.ST 1+ ZT] ’

1+02T T
-04T 1+2T|)"

(52)

Our purpose here is to illustrate the advantages of the
proposed method by comparing the optimal parameter y for
different situations. First of all, supposing ¢ = 1/(k + D?,
B = 0.5, and the initial states x(0) = [37/8;0.5], the
steady-state responses of the closed-loop fuzzy MJS with
input constraints [u(k +i | k)|, < 3,k > 0,i € M, are shown
in Figure 1. Meanwhile, the optimal results of y compared
for different initial conditions are shown in Tablel. One
may note that the average values of y become much smaller
when the additional parameters ¢, and f are introduced.
Then, assuming initial states x(0) = [7/4;0.5], B = 0.5,
we can obtain the corresponding values of y for different ¢,
listed in Table 2. In the same way, by assuming initial states
x(0) = [1/4;0.5],¢ = 1/(k + 1)%, the information about y for
different values of 8 is given in Table 3. It is easy to observe
from Tables 2 and 3 that the optimal performance is closely
related to the two parameters.
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R e K}
\\ Pt
N é 3
—1t g 2
15 7! —2r
2T 0 20 40 60 80 1001
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Time (s) Time (s)
—— x;(k) for case 1 --— x(k) for case 2 —— u(k) for case 1
-—- x,(k) for case 1 x, (k) for case 2 -—— u(k) for case 2

(a) (b)

FIGURE I: (a) State response of MJS system with x(0) = [377/8;0.5] and ¢, = 1/(k + 1)% and B =05forcasel, g = 0, 8 = 1 for case 2. (b)
Input signals obtained based on Theorem 2.

TaBLE I: The value of y for different initial conditions with constraints.

Initial condition with &, f ﬁr(?cgi VS?Z 0>f (Y), B=05 wit?lvfekrigg,v f h>1 eo(,);yz 1
[7/16;1] 0.5895 1.2517
[m/451] 3.1578 6.8014
[7/8;0.5] 0.2619 0.5568
[7/4;0.5] 1.0452 2.2344
[37/8;0.5] 2.8360 6.1012

TaBLE 2: The value of y for different G, k > 0 with constraints.

Parameter G, G =1/(k+1)" G =1/(k+1)" G =1/(k+1) G =1/(k+1)” G =1/(k+1)

Average value of y with 0.9066 0.9924 1.0452 1.2189 1.2220
x(0) = [7/4;0.5], 3 =0.5

TaBLE 3: The value of y for different 3 with constraints.

Parameter 3 B=01 B=03 B=05 B=07 p=09
Average value of y with x(0) = [7/4;0.5],¢ = 1/(k + 1)? 0.2508 0.6271 1.0452 1.5800 1.8782
5. Conclusion model predictive controller design is obtained based on the

fuzzy Markov jump system with partially unknown TPMs in
In this paper, the problem of controller design based on  an arbitrarily large horizon. A practical example is presented
MPC algorithm for uncertain systems is discussed. A relaxed  to show the effectiveness and applicability of the developed
scheme which has less conservativeness than traditional = method. It is expected that the methods and ideas behind the
approaches is derived through introducing two additional ~ paper could be extended to other systems or issues, such as
parameters. Based on this scheme, a new set of criteria for  filter design for the underlying system.
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The problem of robust fault-tolerant tracking control is investigated. Simulation on the longitudinal model of a flexible air-breathing
hypersonic vehicle (FAHV) with actuator faults and uncertainties is conducted. In order to guarantee that the velocity and altitude
track their desired commands in finite time with the partial loss of actuator effectiveness, an adaptive fault-tolerant control strategy
is presented based on practical finite-time sliding mode method. The adaptive update laws are used to estimate the upper bound
of uncertainties and the minimum value of actuator efficiency factor. Finally, simulation results show that the proposed control
strategy is effective in rejecting uncertainties even in the presence of actuator faults.

1. Introduction

Air-breathing hypersonic vehicles (AHVs) are intended to
be a reliable and cost-effective technology for access to
space. Because the slender geometries and light structures
cause significant flexible effects and strong coupling between
propulsive and aerodynamic forces resulting from the inte-
gration of the scramjet engine, AHVs are confronting many
complex problems and challenges, involving many different
research areas, such as aerodynamics, thermal protection,
and communication, and many problems of these fields have
been reported [1-3]. Meanwhile, flight control design for
AHVs is a hot topic and a challenging task [4, 5].

During the last decades, a kind of flexible hypersonic
vehicle model including flexible dynamics has been devel-
oped in [6, 7]. Based on this model, there have been several
papers discussing the challenges associated with the control
of air-breathing hypersonic vehicle (AHV) [8, 9] and many
control methods have been employed in the flight control
system. In [10], a linear quadratic regulator (LQR) was
presented for a linearized FAHV model. In [11-13], sequential
loop closure controller was designed for the FAHV based
on adaptive dynamic inversion together with backstepping
structure. In [14, 15], approximate feedback linearization

based on dynamic inversion method was adopted to design
controller for the FAHV. In [16, 17], a nonlinear tracking
controller was constructed by using a minimax LQR control
approach, which provides robust stability and excellent track-
ing performance with parameter uncertainties.

The approaches mentioned above do not specifically
consider possible actuator faults, which deteriorate the con-
trol performance, affect stability, and security of the AHVs,
and sometimes even lead to catastrophic accidents. Con-
sequently, it is essential that the actuator faults must be
taken into account in the controller design. In the current
papers, some fault-tolerant control schemes for AHVs have
attracted more and more research attention and gained
fruitful results, which can be reported in [18-21]. In [18-
20], the results mainly concentrate on the reentry attitude
control of the AHV. Meanwhile, the fault tolerant control
strategies for the longitudinal model of the AHVs are studied.
In [21], an observer-based fault-tolerant control approach
using both robust control and LMI techniques is designed
for a linearized longitudinal AHV model in the presence of
parameter uncertainties and actuator faults, but this method
was effective only in the neighborhood of the operating
point. On the other hand, nonlinear fault-tolerant control
design methods have been devoted to the longitudinal AHV



model. A finite-time integral sliding mode control method
was proposed in [22], which could achieve superior velocity
and altitude tracking performance with actuator fault. In [23],
the longitudinal AHV model with unknown parameters and
uncertain actuator faults is formatted into a parametric strict-
feedback form, and then an adaptive fault-tolerant control
scheme based on a combination of back-stepping control and
dynamic surface control techniques is applied to make the
velocity and altitude track the desired value.

However, the aforesaid methods only consider the rigid
body of AHVs without flexible effects. A fault-tolerant control
scheme for the FAHV was presented in [24], according to
the model obtained by approximate linearization in given
flight conditions. So, this scheme may not obtain good
control performances when flight dynamics undergo great
parameter perturbations. To the best of our knowledge,
although considerable effort has been made on the control
design for the AHVs, the important issue of fault-tolerant
control of the FAHV dynamical system has not been fully
investigated yet, which remains challenging and motivates us
to do this study.

As a typical robust control method, sliding mode control
(SMC) scheme is regarded as an effective method to cope
with external disturbances and parametric uncertainties [25].
Recently, the SMC method has been widely applied for the
fault tolerant control of aircraft system, spacecraft, and so on.
In [26], a fault-tolerant sliding mode controller was presented
for an aircraft system, which requires the message of the
effectiveness factor, while it may be difficult and expensive
to obtain the actuator faults online. In [27], a finite-time
convergent SMC scheme is developed to solve the problem
of fault-tolerant control for a rigid spacecraft. The drawback
of this method is that the message of the lower bound
of the effectiveness factor and the upper bound of system
uncertainties needs to be known in prior.

The aforementioned references could achieve desired
performance through the SMC methodology affected by
actuator faults. Although the traditional SMC can guarantee
the stability of the system, it adopts a linear switching
function. Then the system states and the errors converge to
an equilibrium point asymptotically in infinite time. In other
words, it means that finite-time convergence is not ensured.
Motivated by the above discussions, we propose a novel
adaptive sliding mode control scheme for the longitudinal
model of the FAHV with uncertainties and actuator faults in
this paper. As compared with the existing results, the main
contributions are as follows. Firstly, the design method of
sliding mode surface based on homogeneous geometry could
assure practical finite-time converged tracking of the desired
command. Secondly, the upper bounds of aerodynamic
uncertainties and the minimum value of actuator efficiency
factor are not required in prior. The adaptive law is designed
to adjust the control gains dynamically so as to ensure the
establishment of sliding mode motion, and the robustness
against uncertainties is ensured at the same time. After
the uncertainties and actuator faults are compensated using
adaptive sliding mode control scheme, the stability of the
closed-loop system can be maintained.
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The rest of this paper is organized as follows. In Section 2
the FAHV model is introduced and control objective is
stated. Section 3 designs the sliding mode surface and the
corresponding adaptive finite-time fault tolerant controller
was proposed with actuator fault. Simulation results are
discussed in Section 4 and the conclusions are provided in
Section 5.

2. Problem Statement

The considered FAHV model is derived from [6, 28], and the
longitudinal equations of motion of the FAHV are given by

_(Tcosa—D)
- m

v —gsiny,

. _ (L+Tsina) gcosy
YT v

h =Vsiny,
¢))
a :Q_}))
M

Q = is
Iyy

o . 2 .
fli = =26 Wy 1 — W, M + N;y  1=1,2,3,

where x = [V,y,h,a,Q]" is a vector of rigid-body state,
which includes the vehicle speed, flight path angle, altitude,
angel of attack, and pitch rate, respectively; #;, w,,;, and g,
are the generalized flexible coordinate, natural frequencies,
and damping coeflicients of the ith elastic mode. The readers
may refer to [7] for a full description of the variables in this
model.

Because of coupling in aerodynamic forces of the FAHV
model (1), some simplifications must be carried out for the
purpose of feedback linearization. The simplification of the
model is necessary because we want to obtain a linearized
model, and the same simplified process can be found in [29].
An input-output linearization model is developed by repeated
differentiation of the outputs V and h as follows:

V= fv +by¢ + b6, (2)

h = fn+ by + b0, ©)

where ¢, and §, are control inputs and the specific expressions
of fi, fi> bi1> byys by, and by, are presented in [29, equation
7).

Compared with [29], the main propose of this study is
discussing the fault tolerant controller design for the FAHV to
follow a given desired output reference signals y; = [V, hd]T
in the presence of partial loss of actuator effectiveness.

3. Adaptive Finite-Time
Fault-Tolerant Controller Design
The specific controller design step includes two parts: sliding

mode surface design and sliding mode control design, which
can be described as follows.
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3.1. Sliding Mode Surface Design. Define tracking error vari-
able as follows:

eV = V — Vd’ (4)
e, = h- hd' (S)

Differentiating (4) and (5) three times, and four times
respectively, results in

&y = fv = Vy+ by ¢, +b,0, (6)
D= f - hY + by, + b0 (7)
e, = fn—hy +by¢. +by0,.

Equations (6)-(7) can be expressed in matrix form:

R R

= + .
ef) fn— hff) by by ] |9, AF 2] (8)
- = B

——

T
AF=[AF,,AF
F=[F,B]" [25,07]

Note that the additional item AF is introduced to represent
the flexible effects and coupled uncertainties described in [29,
equation (14)].

3
Introduce new control variable:
Sl A o 51
Then (8)-(9) can be rewritten as
e F] [U,] [AF
61(14) - [Fz] i [Uz] " [AFz]‘ 10)

Assumption 1. The uncertainties discussed in the research are
bounded ||AF|| < v, but the value v is unknown in advance.

Assumption 2. The matrix B denoted in (8) is nonsingular
over the entire flight envelope given in [12], so Assumption 1
is reasonable to be assumed.

Now, according to the definition of HOSM [30, 31], our
objective is to design controller which makes the ey, e, and
their derivatives converge to the neighborhood of origin.

Design sliding mode surface as follows:

¢
sy =&y + L Arvley|™ sign (ey) + Ayyléy|™ sign (é) + Asy|éy|™ sign (&), an

Gy

A3

sign (&,) + Agu[&,| ™" sign (&,)ds. (12)

t
Sh = eh + JO A1h|eh|u1h Sign (eh) + A2h|éh|a2h Sign (eh) + A3h|éh|

The parameters Ay, (i = 1,2,3) and Ay, (j = 1,2,3,4) are
some positive constants such that As;s* + A,ys + A, and
Agps® + Ays® + Ays + Ay, are Hurwitz polynomial. The
parameters a;, (i = 1,2,3) and aj, (j = 1,2,3,4) are deter-
mined by

QA Qs
A1y = _VERDV. e (2,3},
20,1y — Gy
(13)
a.d .
R (j+1)h .
Ajyp=5————> J€ {2,3,4}

2a0,1yn — Ajp

with a,, = a5, = 1, a5, € (1 — ¢y, 1), and gy, € (1 — ¢, 1),
where & € (0,1), g, € (0,1).

Based on the homogeneity theory provided in [32], it is
easily shown that ey, éy,, &, and ey, é;, €, &, will converge to
the neighborhood of origin in finite time if it is satisfied that
Sy S, converge to the neighborhood of origin in finite time.

3.2. Adaptive Sliding Mode Controller Design. Now, let us
consider the situation in which the actuator experiences

Gy

partial loss of effectiveness fault. Then, differentiating (11) and
(12), we obtain

)-8 (8] <15 Bllo) AR )

oloval”  F

where E = diag(E,, E,) € R* * * is a matrix characterizing the
health condition of the actuators with 0 < E; < 1 (i = 1,2).
Note that the case E; = 1 means that the ith actuator is
totally healthy, the case E; = 0 implies that the ith actuator
completely fails, and the case 0 < E; < 1 corresponds to the
case in which the ith actuator partially loses its effectiveness,
but it still has effect all the time. In this sense, the matrix
E becomes uncertain and even time varying but remains
positive definite. In this study, an assumption 0 < E; < 1
is given.

The control objective is to design the control inputs for ¢,
and 9§, such that all of the closed-loop signals are bounded
and the velocity V and altitude h track desired command
trajectories V; and h, in the presence of flexible uncertainties
and loss of effective actuator faults. That is to say, the velocity
sliding mode surface s, and altitude sliding mode surface
s, converge to an arbitrary small set containing the origin



in finite time Tj, which is ||sy/| < &y and sl < §, for
t > Ty, where &y, and §,, are arbitrary small positive constant
numbers.

Let E;, = min,_, ,E; and denote 4 = 1 - E_; and then
p < 1. Selecting & = 1/(1 — u), then the main result of the
paper is formulated in the following theorem.

Theorem 3. Consider the nonlinear sliding mode dynamic
system (14) with Assumptions 1 and 2, if the control U =

[U,,U,]" is designed as

U=-F-G-k-sig (s)-0— —0— (15)

IISII IISII

with the adaptive gains

G = -y +0y, = [FIl + Gl + |k - sig" (s)]| + @, (16)
6= py (~&0+ v lsl), (17)
v=p, (~g0+|s]), (18)

where s = [sy, sh]T, k = [kV,kh]T, and 0 < 7 < 1, and
define the function sig®(-) = sign(-)| - |*, py> Py & and g, are
positive control constants, and the initial values 6(0), 0(0) are
chosen as positive constants. Then, the system trajectory will
converge to the neighborhood of s, = s, = 0 in finite time
despite of the uncertainties AF and actuator faults E.

Proof. The stability analysis of system (14) is performed via
constructing the following Lyapunov function:

W= % <5T5+ ) pi(u —5)2), (19)

Po 1

where ¢ = 0 — 6 and U = v — 0. The derivative of (19) is
presented

W=5T$—1_‘M§§—iz7§
Po P
_ T (F+G+EU+AF) - Hoo- L
Po P
T —hzs 1.
I, <F+G+U—(I—E)U+AF>— 80— —ov
v Po P
—k-sig' (s) -7 —(I-E)U+AF
|| I || I 5
1—u~= .
__”gg_i,ja
Po P

< _lesV|T+1 _ kh|3h|T+1
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+5T<— G - ——AEU+AF> Ttgp- Ly
sl sl Po P
ey |sy* = Kpfsu| "+ 5T (-6 — AEU
IIsll
Pl G )
90 +s | AF - U— —
Po lIsll P1
R N L A L <—aﬁ _ AEU)
_”§§+ST<AF—UL> ol L5
Po IIsll
(20)

In view of Assumption 1 and adaptive update laws (18),
inequality (20) can be rewritten as

W < ks "™ kalsa " + ST( e AEU>
_L- “50 + & 00
Po
< —kylsy|™" = Kylsy| T =G lsll - s"AEU
. _#§§+£11717 @1
Po
< —ky sy = Kylsy [ - 5 sl

+IAE] - s - (IF) + |Gl + |k - sig” (s)]| + G + D)

e & 00.
Po

According to (16), inequality (21) can be rewritten as

W < —ky[sy | = Ky lsul ™+ (1=8) yrllsl + - 8-y sl

“H50 4 &0
Po

< —ky|sy | = Kysi| "+ (1= (1 - 1) 8) w sl

- M66+slvv
Po
< _kV|SV|T+1 _ kh|sh|‘r+1
+((1-wo-(1-w8)ylsl - —L80+ 50
)
< —kylsy | = Kylsy |+ (1 - ) By sl
- — Héé + &, 00.
Po
(22)
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According to the adaptive update laws defined in (17), the
inequality (22) can be rewritten as

T+1

W<k (Jsy|™ + |5 ™) + (L- ) €00+ 100, (23)

where k= min,_y;k;. In view of Lemma 3.1 in [33],
inequality (23) can be written as

W —k(lsy [+ suP) ™ + (1= ) 2,80+ 2,50
(24)

5 (+1)/2 .
) + (1 - p) &00 + &,00.

1, 2
< k{5l + I

Inspired by [33] for any positive numbers §, > 0.5 and &; >
0.5, inequality (24) can be rewritten as

(7+1)/2 _ _ (t+1)/2
W < —k(lsTs) (1) & (28, 1)@2
2 28,

81 28 _1 2)(T+1)/2

(2%
( — 1) so (26 - 1)92)&“)/2
(2%

28, - 1) (t+1)/2 N
& 2) + (1 - p) &00 + &,00.
(25)
denote
5 k2/(r+1) ) kZ/(T+1)
Po = — b= — (26)
& (28, - 1) & (28, - 1)
Then, inequality (25) can be rewritten as
. (t+1)/2 1— (t+1)/2
W< -k (lsTs> + ( M)(;z
2 2p,
(t+1)/2
+ <L52> ]
2p,
(27)

+ (1 - P‘) € (260 - 1)52 (2
26,

28 — 1 (r+1)/2 B
+ (81(—1)172) + (1 — ) £,00 + &,00.
26,

According to Lemma 3.2 in [33], when §, > 0.5, 8, > 0.5,
and 0.5 < 0.5(7 + 1) < 1, the time derivative of the Lyapunov
function W becomes

_ (t+1)/2
W< —k[(lsTs> + (Méz) + <LUZ>]
2 2p, 2p,

+ (1 - p) & (26, - 1)@2 e
26,

(28)

+(1 - ) &,00 + ¢,00

< kW2 (1—u)e (29,
268,

(T+1)/2
_ 1)§2> T+

(31 (251 - 1) ~2)(T+1)/2
+| ———0

2. +(1 - ) &,00 + &,00.

Note that, for any positive constants §, > 0.5 and §; > 0.5,
the following inequality holds:

— 2 o~
§UU = g (—v + vv)

o1 5 6 2>
Ssl<—v + U +—v
26, 2 (29)
< —& (261 - 1)52 + €06, o
26, 2

Similarly (1 - u)e,00 satisfies the following inequality:

1‘#)(250_1)§2+ 50(1_[4)5002
26, 2

—¢& (

(1-1u)e,00 <
(30)

According to inequality (29), if (¢,(28, -

obtain
& (26, -1)
28

1)/26, )0 > 1, we

1) >(T+1)/2

+ €00
(31)
€ 1 o
<1 5 ( )~2 +&00 < Sl—vz.
26, 2
If (¢,(28, — 1)/28)* < 1, we have
( ( (S _ 1) )(‘Hl )/2
28 (£,(28,-1)/28,)p?<1
(32)
<£1 (28 _ 1) )(T+l)/2
< | ——= .
26 (£,(28,-1)/28,)*>1
Therefore, combining (31) and (32) yields
(t+1)/2
g (26, -1 &0
1(—1)172 +e,00 < 2012, (33)
26, 2
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FIGURE 1: Regulated outputs and control inputs with actuator faults.

Similar to (33), the following inequality can be obtained:

1— 28— 1 (+1)/2 .
(005 ™
0

(34)
< (1-p)epd, 6.
2
Thus, from (28)-(34), the derivative of the Lyapunov function
(28) becomes

W< kw2 4y (35)
where

_ &v2+ (1_1/‘)505062

= 36
0= > (36)

According to Lemma 3.6 in [33], the decrease of Wcan drive
the sliding mode surfaces s, and s, to converge to a neigh-
borhood of the sliding surface in finite time. Furthermore,
selecting 0 < 8 < 1, inequality (35) can be expressed as

W< —BkWTD2 (1 - YWD 4y (37)
If —(1 - QW2 4y < 0, then W < kW2,
Based on the conclusion from [30], the decrease of Wdrives
the trajectories of the closed-loop system into W™*/2 <
to/(1 = B)k. Therefore, the trajectories of the closed-loop
system is bounded in finite time as

" 1/(r+1)
lim s(t) € s| < (—0> , 38
pm (1) [Is] (1-Byk (38)
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FIGURE 2: Other flight states with actuator faults.

where 0 < ; < 1 and ¢ is a small set containing the origin of
the closed-loop system. And the time needed to reach (38) is
bound as

2W(0) 7”2
S kB -1)

where W(0) is the initial value of W. After that, the control
objective that the ey, éy, é, and e, €, é,, €, converge to the
neighborhood of origin is established.

When the control U = [Ul,Uz]T is designed via (9),
according to Assumption 2 the actual control variable is

calculated as
-1
8] 2] (9]
S, by by U,
Itis evident from (40) that the finite-time convergent per-
formance of the proposed adaptive fault tolerant controller

(39)

(40)

can be obtained without the knowledge of the minimum
value of actuator effectiveness factor. Meanwhile, the upper
bound of uncertainties does not need to be known in
advance. O

4. Simulation

To illustrate the efficiency of controller designed previously,
a climbing maneuver with longitudinal acceleration for a
100 ft/s velocity change and a 1000ft altitude change is
considered. Simulation studies have been done on the full
nonlinear flexible hypersonic vehicle defined in (1). The
reference commands have been generated by filtering step
reference commands by a second-order prefilter with natural
frequency w; = 0.06 rad/s and damping ratio {; = 0.95.

The initial trim condition is selected as V' = 7710 ft/s and
h = 85000 ft. Simulation parameters are provided in Table 1.
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TABLE 1: Simulation parameters setting.
Items Values Items Values Items Values
Ay 10 A 10 ay, 3/5
Ay 15 ay 1/2 ay, 3/4
Ay 15 Ay 3/5 T 0.7
A 15 ayy 3/4 ky 10
Ay 25 ay, 3/7 k, 10
Ay 20 A, 12
It is assumed that actuator faults are chosen as
E, =07, t>100,
(41)
E,=0.7, t=>100.

The simulation results are provided in Figures 1-4. Fig-
ure 1 denotes the response to the 100 ft/s step velocity and
1000 ft step altitude. It has been observed that the velocity and

altitude converge to the desired value. The control inputs of
¢, and §, could be seen in bottom plots of Figure 1.

Figure 2 shows the performance of the angle of attack «
and the pitch rate Q at the top, as well as the canard deflection
0. and the flight path angle y at the bottom.

The velocity and altitude sliding mode surfaces sy, s,
are shown in Figure 3, which are oscillation with small
magnitudes when actuator fault occurred. The convergent
performance verifies the effectiveness of the proposed control
strategy. The adaptive parameters o and 6 in control laws of
(15)-(18) could be seen in bottom plots of Figure 3, where the
convergence of ¥ is confirmed. From the simulation results
in Figure 3, the approximate equation 6 = 3 can be obtained.
According to the relationship based on equation 0 = 1/(1-p),
we can solve that i = 0.67 and denote the estimated error as

e, =y—fa=0.7-067=0.03.

u (42)
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FI1GURE 4: The dynamic response curves of flexile modes with actuator faults.

The value of e,, in our research is in tolerance. Meanwhile, the
stability of flexible states is depicted by Figure 4. And it can be
seen that the flexible states 77, #7,, and #7; converge to constant
values, respectively.

In summary, the simulation results demonstrate that,
although there are actuator faults and uncertainties in the
system, the good tracking performance and satisfactory
system responses can be guaranteed.

5. Conclusions and Future Work

In this paper, an effective method has been proposed for
linearizing the nonlinear model of the FAHV via feedback,
which simplifies the complexity of the controller design pro-
cess. Furthermore, an adaptive fault-tolerant control scheme
based on finite-time sliding mode control technique has been
brought forward for the FAHV without any information
about the upper bound of uncertainties or the minimum
value of actuator effectiveness. Simulation results have been
presented to evaluate the validity of the proposed control
scheme and to show its robustness to uncertainties and the
loss of actuator effectiveness.

Further research work includes two aspects. Firstly, only
the loss-of-effectiveness fault has been investigated in this
paper; other types of actuator faults such as float failure and
actuator faults in FAHV with unknown structure are worth
being dealt with. Furthermore, the FAHV model considered
in this paper is highly nonlinear and strongly coupled, and a
more general active FTC scheme as adaptive fault diagnosis
observer in [34, 35] should be investigated in our future study.
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This paper investigates intermittent fault detection problem for a class of networked systems with multiple state delays and unknown
input. Polytopic-type parameter uncertainty in the state-space model matrices is considered. A novel measurement model is
employed to account for both the random measurement delays and the stochastic data missing (package dropout) phenomenon,
which are typically resulted from the limited capacity of the communication networks. We aim to design an uncertainty-dependent
fault detection filter such that, for all unknown input, all possible parameter uncertainties, and all incomplete measurements, the
error between residual and weighted fault is made as small as possible. By converting the addressed robust fault detection problem
into an alternative robust H_, filtering problem of a certain Markovian jumping system (M]S), a sufficient condition for the existence
of the desired robust fault detection filter is derived. A residual evaluation within an incremental form is brought forward to make
the whole method suitable for intermittent fault detection. A numerical example is utilized to demonstrate the effectiveness of the

proposed approach.

1. Introduction

For traditional control systems with point-to-point data
transmission, a variety of methods have been proposed to
deal with the modeling, identification, estimation, and con-
trol problems [1-3]. During the past decades, the rapid devel-
opments in network technologies have led to more and more
feedback control systems with control loops closed via digital
communication channels. Compared with the traditional
point-to-point wiring, in networked systems, serial commu-
nication networks are used to exchange information (refer-
ence input, plant output, control input, etc.) among control
system components (sensors, controller, actuators, etc.) [4].
The use of the communication channels can reduce the costs
of cables and power, simplify the installation and mainte-
nance of the whole system, and increase the reliability, so
network-based analysis and designs have many industrial
applications such as in automobiles, manufacturing plants,

aircrafts, and HVAC systems. However, the insertion of the
communication channels raises new interesting and chal-
lenging problems such as network-induced delays or packets
dropout, see [4-6] for some representative works.

With the increasing demand for higher performance,
higher safety, and reliability standards, fault detection and
isolation (FDI) has been an active field of research over the
past decades [7, 8]. The main purpose of fault detection is to
construct a residual signal which can then be compared with a
predefined threshold. When the residual exceeds the thresh-
old, the fault is detected and an alarm is generated. Among
different approaches for residual generation, the model-
based approaches to FDI problems for dynamic systems have
received more attention. For example, in [9], the H_, norm
of transfer function matrix from unknown input to residual
has been designed to be small, while the H,, norm (or the
smallest nonzero singular value) of transfer function matrix
from fault to residual has been guaranteed to be large. In [10],



the error between residual and weighted fault has been made
as small as possible, and then the FDI problem can be solved
by using the H, filtering approach.

Due to the popularization of the using of network cables,
it is necessary and interesting to consider the FDI problem
for networked systems with network-induced delays or data
missing, see [11,12] and the references therein. Since network-
induced delays and data missing (dropout) phenomenon
are inherently random and time-varying [13], they have
been modeled in various probabilistic ways [14]. One of the
attractive approaches is to use binary switching sequence
viewed as a Bernoulli distributed white sequence taking on
values of 0 and 1, since such a representation is very effective
to describe network-induced delays [15] or data missing [16].
Very recently, in [17], the network-induced delay and data
dropout problems have been investigated in an integrated
way within a unified framework and the robust filtering
problem with polytopic uncertainties has been thoroughly
studied. Note that in all the aforementioned results, it has
been assumed that the delay or missing characteristics are
statistically mutually independent from transfer to transfer.
In [18], the fault detection problem for systems with missing
measurements has been discussed by characterizing the
residual dynamics by a discrete-time M]JS. In [19], the diag-
nosis of intermittent faults in dynamic systems modeled as
discrete event systems has been considered. So far, to the best
of the authors’ knowledge, the robust intermittent fault detec-
tion problems in the presence of parameter uncertainty for
networked systems with simultaneous measurement delays
and data missing have not been fully investigated, which
constitutes the main focus of this paper.

In this paper, intermittent fault detection problem for
a class of uncertain networked systems with multiple state
delays and incomplete measurement is investigated. A se-
quence varying in a Markov fashion is employed in the mea-
surement model so that both the measurement delays and
data missing can be simultaneously represented. Polytopic-
type parameter uncertainty in state-space model matrices
is considered. After augmenting the state, the addressed
robust fault detection problem is converted to an equivalent
robust H filtering problem for a certain Markovian jumping
system (MJS), and a sufficient condition for the existence of
the desired robust fault detection filter is brought forward.
By introducing the new residual evaluation function within
an incremental form, the proposed method can detect the
possible intermittent fault.

Notation. The notations used throughout the paper are fairly
standard. R” and R™ denote, respectively, the n-dimen-
sional Euclidean space and the set of all n x m real matrices.
P > 0 means that P is real symmetric and positive definite.
The subscript “T” denotes the matrix transpose. Pr{-} rep-
resents the occurrence probability of the event “”, and when
x and y are both stochastic variables, E{x} stands for the
mathematical expectation of x. [,[0,00) is the space of all
square-summable vector functions over [0,00), with |x||
being the standard /, norm of x, that is, ||x|| = (xTx)l/ 2,
RH_, is the set of proper and stable rational functions
with real coefficients. In symmetric block matrices, we use
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*” to represent a term that is induced by symmetry, and
diag{---} stands for a block-diagonal matrix. Matrices, if
their dimensions are not explicitly stated, are assumed to
be compatible for algebraic operations and, sometimes, the
arguments of a function will be omitted in the analysis when
no confusion can arise.

2. Problem Formulation and Preliminaries

Consider the following class of discrete-time linear net-
worked systems with multiple delays in the state:

q
X1 = AgXy + ZAixk—i + B,wy + By f

i=1

d ) 1)
Vi = 6(7, 0) Coxye + Z‘S (T4 1) Cixi + Dy,

i=1

X =@ k=-g9,—q+1,...,0,

where x; € R" stands for the state vector, w, € R? is the
unknown input belonging to ,[0,c0), and f, € R'is the
fault to be detected. 1 < i < g (q > 1) are integer time
delays. y, € R™ is the measured output vector, which may
contain random communication delays and stochastic data
missing induced by the limited capacity of the communica-
tion networks. All system matrices in (1) are assumed to have
appropriate dimensions. ¢, is a given real initial sequence
on [-q,0],and &(:,-) stands for the Kronecker delta; that is,

0, if j#l,

2
1, ifj=L @

TR

Furthermore, 7 is a stochastic variable whose role is to
determine, at time k, the size of the occurred delay as well as
the possibility of data missing. In this paper, {7} is assumed
to be a discrete-time homogeneous Markov chain taking
values in the following finite state space:

.q} 3)

and stationary transition probability matrix A = [A;;], where

g={-1,0,...

Ajj = Pr {ten = j 1 =i} (4)

Remark 1. The assumption that the switching between dif-
ference modes abides by a Markovian chain seems realistic
since, in network-based signal transmissions, time delays and
data dropouts typically occur in a batch mode, and the status
of the network varies slower than the sampling period and
the characteristics of the network at a certain time is usually
dependent on the superior time instant. The transition
from one mode to another may obey certain probability
distribution, and our “Markov jumping” assumption of {r;}
describes this phenomenon properly.

Remark 2. In our measurement model, the event {r; = 0}
means that the measurements are ideally transmitted over the
network without any delays or data missing, the event {7} = i}
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(1 < i < q) corresponds to the case that the i-step mea-
surement delay occurs. Without loss of generality and for the
convenience in denoting the transition probability matrix,
we set the state in the state space of the Markov chain
corresponding to the measurement missing situation to —1,
s0 {1, = —1} means that the measurements are missing and
¥, consists of pure noise only.

In this paper, we are interested in the problem of robust
fault detection for uncertain system described by (1) with
incomplete measurements. The system matrices Ay, A4,...,
Agp By, By, Gy, Cy, ..., Cp, D are assumed to be uncertain but
belong to a known convex compact set of polytopic type,that
is,

Q:=(ApAy...,ApBL, B, Cp,Cyh...,CD) €0, (5)

where © is a given convex bounded polyhedral domain
described by v vertices as follows:

v v
0= {Ql Q=ZO€,QT; ZOC,= 1,06r20]’, (6)

r=1 r=1

where Q, = (Ag, Ay Ay By B G Crpo o, Gy
D,), r =1,...,v, denotes the rth vertex of the polytope.
Consider a full-order fault detection filter of the following

form:

X1 = G (7)) % + K (7) yeo @)

=L (Tk) X

where %, € R" is the filter state vector and r, € R’ is the
so-called residual that is compatible with the fault vector
fx- For 1, = i € E, we denote matrices G(1;), K(73.), and
L(t) as G; = G(1y, = i), K; = K(1;, = i), and L; = L(7}. = i).
Our main aim is to make the error between residual r, and
fault signal f; as small as possible.

For the purpose of fault detection, it is not necessary to
estimate the fault f;. Sometimes one is more interested in
the fault signal of a certain frequency interval, which can be
formulated as the weighted fault as follows:

f@) =T f(2), (8)
where T((z) € RH,, is a prescribed weighting matrix.

Remark 3. Similar to [10], the introduction of a suitable
weighting matrix T;(z) can limit the frequency interval of
interest, and the system performance can then be improved.
In fact, the use of weighted fault f(z) is more general than
using the original fault f(z), because if we impose T((z) = I,
we can obtain f (2) = f(2).

Suppose a minimal realization of ]? (2) = T(2) f(z) is

X1 = AXp + B, fio
fie = CXi + D, fie

where X, € R” is the weighted fault state, f, € R'is the
original fault, and f; € R’ is the weighted fault. A,, B,, C,,

)

and D, are assumed to be known real constant matrices with
appropriate dimensions.
By defining

Gk = [wlf fkT]T) Fk:rk_flv

- (10)
’ xk*q] >

1.1 =1 =1 11T
U [xk Xk Xk xk]

and again, denoting matrices Z(Tk), B(ty), G(Tk) and 5(Tk)
as A, = A(t, = i), B, = B(r, = i), C; = C(1; = i), and
D; = D(1;, = i), we have the overall fault detection dynamics
governed by the following system:

Mi+1 = Xi”]k + Ei(k’

_ _ 11)
7 = Citfie + DiG
where
A, 0 _ [B
i~ > Bi =11~ |>
0 A, B,
61’ = [61 _Ct] > 51 = [0 _Dt] >
A, Ay 0
A\i = KZI A\zz 01,
6(i,0) K,Cy, K,Cie; G;
B B
_ v _ 12)
B; = anXP Oqﬂxl > B, = [0 Bt]’
KD 0
. I, ] - 0 0
Ay = > Ay = >
O(q—l)nxn I(q—l)nx(q—l)n 0

Adz[Al Aq]’

6(1’ q) Inxn] >

6‘1' = [len Ol><qn Lz] > D; = 5

1 1

e; = [0(,1)1,,

After the above manipulations, the admissible sensor
delays and data missing can be reformulated as the jumping
parameters of a Markovian jumping system (11) with the same
transition probability matrix A.

The matrices A, B;, C;, and D;, i € E, are uncertain,
but they belong to prescribed matrix polytopes Q; :=
(A,,B,,C;,D;,) € ©,, where ©, are given convex bounded
polyhedral domain described by v vertices as follows:

v
@,::{ﬁ,mﬁ,: 00, za,=1,a,zo}, 1)



and Q,, = (A,,B,,C,,D,) denotes the rth vertices of the

polytopes, where

Ay = le A\22 U (14)
8(170) KOCOr Kicirei G

Bwr Bfr

Eir = anxp anxl >
KD, 0

Agr = [Alr Aqr]'

Matrices A,,, A,,, e;, B,, C;, C;, D;, and D, are the same
as defined in (12). Note that from (14), matrices A,,
B, C,, and D, are affinely dependent on the matrices
Ao Ay Ay By B, Gy, Cyys .., Gy, Dy, then for any
i € E, the uncertainty polytopes (13) have the same number
of vertices v, as well as the same combination coefficients
«, with (6), but different vertices for different Markovian
model i.

Recall the following definition of mean square stability for
M]Ss.

Definition 4 (see [20]). System (11) with {; = 0 is said to be
mean square stable if

E {||11k||2} — 0, ask-—o00 (15)

for any initial condition #, and initial distribution 7; € E.
We further introduce the following definition.

Definition 5. System (11) with uncertain Q; € ®;, i € E (resp.,
A € TI) is robust mean square stable if (11) is mean square
stable for every Q; € ©,, i € & (resp., A € II).

Assumption 6. System (1) with w, =
assumed to be robust mean square stable.

With Definition 5, we can transform the robust fault
detection filter design problem of system (1) to a robust H,
filtering problem for MJS (11). What we need to do here
is to find the filter parameters G;, K; and L; (i € E) such
that the augmented fault detection dynamics (11) is robust
mean square stable and the infimum of y is made small in
the feasibility of the following:

AR

sup <y5, y>o. (16)
aro

Oand f, = Ois
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We further adopt a residual evaluation stage including an
incremental evaluation function J(k) and a threshold J; of
the following form:

k 1/2
]L(k)=<| Y r{rh} , (17)

h=k-L

Jo= sup E{/" ()}, (18)

wy€ly, f,=0
where r,_; =1, =+ =1 =1, = 0 and L denotes the
length of time window for evaluation function.
Based on (17), the occurrence of faults can be detected by
comparing J(k) with J,, according to the following rule:

= (k) > ]{1“1 — with faults = alarm,
(19)
J* (k) < J};, = no faults = do nothing,

Remark 7. By introducing the residual evaluation function
with an incremental form (17), one can detect the possible
intermittent fault for an uncertain networked system by
analyzing the residual signal once it is generated by the fault
detection filter (7). The reason is that the residual evaluation
signal (11) is decreased to a small value over time once the
fault disappears. This nature makes the proposed method in
this paper be used for intermittent fault detection.

3. Fault Detection Filter Design

In this section, we shall discuss the robust fault detection filter
design problem of system (1), under the existence of parame-
ter uncertainty (13). We introduce the following lemma which
is useful in deriving our main results in the sequel.

Lemma 8. Consider system (1) with system uncertainty (5),
for a given fault detection filter of the form (7), the augmented
dynamic (11) is robust mean square stable and satisfies the
constraint (16), if there exist matrices P,, € RT" j ¢ 8, r =
L...,v, P, € R", and Q; € RID" syuch that the following
LMIs

[-F, AQ 0 G 0 0]
T T 5
x —Q-Q'+2TS, QB, 0 0 0
2 AT aT
* * -y’I D; 0 B,P <0
* * * -1 -C, 0
* * * * =P, ATPt
| * * * * %  —P |
(20)
hold foralli € E, r = 1,...,v, where A, B;,, C;, and D, are

defined in (14), B, is defined in (12), A,, B,, C,, D, are
defined in (9) and,
T
Py =[Py o Byl

’ (21)

Si= [/\i(—l)l(q+2)n Aiql(q+2)n] .
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Proof. Considering the structure of A, B, C;, and D,, and
imposing

(22)

for alli € E, it can be concluded from the bounded real
Lemma in [21] that a sufficient condition is that there exist
matrices P, € R“"™2" i € §, P, € R" such that the following
LMIs

[-p, AT?"s, 0 Cl 0o 0 ]
« -P's, PTSB, 0 0 0
* * —yZI 5? 0 E?Pt
<0 (23)
* * * -1 -C, 0
* * * * =P, A?Pt
| * * * * % =P ]

hold for any i € E, where A, B;, C;, D;, and B, are defined
in (12), A,, B,, C,, and D, are defined in (9), &; is the same
defined in (21) and
T
P = [P(—l) o P]

] (24)

Following the steps as the proof of Theorem 1 in [22], it can
be shown that LMIs (23) are feasible if and only if there
exist matrices P, € RY™2" Q, € R"" i ¢ B, and P, €
R satisfying

[P, ATQf 0 C 0 0]
T T n
* -Q-Q +P S8 QB 0 0 0
e N
< 0.
* * * -1 -C, 0
* * * * —P, ATPt
|« * * * % =P, ]
(25)
—Ang? [Inxn Onx(q—l)n]

MT

O(q—l)nxn I(q—l)nx(q—l)n

We are now in the position to prove that for system (1)
with uncertainty (13), (20) ensures the robust mean square
stable as well as the constraint (16) of the augmented dynamic
(11). For an arbitrary fixed uncertain system with system
matrices (), one can always find a set of coefficients «, >
0, r = 1,...,v, such that both (6) and (13) hold. Note
that LMIs (20) are affine in the matrices P,, A,,, B;,, C,,
and D;, multiplying suitable inequalities of (20) by appropri-
ate scalars o, and summing up, it can be readily shown that
(25) holds for every Q; with a matrix P(a) = Y_, &, P,, i =
-1,...,g9. By using the Bounded Real Lemma in [21], it
follows that system (1) is robust mean square stable and (16)
is satisfied. This concludes the proof. O

Next, we give the robust fault detection filter design result
for system (1) with system uncertainty (13).

Theorem 9. Consider system (1) with uncertain matrices (13),
let y > 0 be a given scalar, there exists an admissible full-order
robust fault detection filter of the form (7) ensuring that the
overall augmented dynamics (11) is robust mean square stable
and the constraint (16) is satisfied, if there exist matrices 0 <

Xz; — Xir € R(q+2)nx(q+2)n} Si € Rnxn’ Zi € Rnxn’ Y, €
R™ G, € R™ K, € R™" L, ¢ R™ M, ¢ R™%" j =
~1,...,q r=1,...,v,and 0 < P = P, € R™", such that the
following LMIs

[-Xiy P 0 D@y O 0 7
* @Oy Dy 00 0
* * —yzl 55 0 f?tTPt
<0 (26)
* * * -1 -C, 0
* * * * =P A{Pt
[ * * * * * -P, |

hold for i = -1,...,q and r = 1,...,v, where

. —T —T A
ALY +68(3,0)CL K, +G,

1

—T
O = | AGZE M{ ALY +e/CK; ’
Onxn Onx(q—l)n
. —T
-AngiT [Inxn OnX(q—l)n] MzT AgrYiT +8(i,0) CoTrKo e
fiT Z;+ 7] 0 Z+Yl +8]
@, . Dp=—| o« M+M' 0 + LS,

*

* Yi+YiT
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ZiBu)r ZiBfr
@23 = 0 0 N ‘%‘ = [X(—l)f R X
YiBwr + KiDr Yler
(27)
D,, is defined in (14) and S; is the same in (21). Moreover, ~ where the entries Q';, QL. 6:11., and 6; are uniquely

if (26) is feasible, the parameters of the desired robust fault  determined from the following relation:
detection filter can be given by

—T —T
_ — _ YyI QI || z7T @, zT Q. | YT QF,
Gi — \/i_lGiSi_l‘/i’ Ki — ‘/i_lKi’ Li — Lisi_l\/h (28) i Q311 i Q311 _ i Q3ll i Q311 =1
14 QaTa' ur GT . ur C_QT ; 4 QaTa'
where V; € R™" is any invertible matrix (e.g., V; could be set l 1 P P l 1 (31)

as I).

Proof. Considering (20), Let U, € R™ and V, € R™" be we further have the following relation

two nonsingular matrices, and set

I 0 O
o —
viooo Qg QQ =QQ =|0 M of. (32)
Q' =0 M o |. (29) 0 0 I
T T
Vi 0 Qs By defining
Introducing the followind new matrices: T T
zI o0y,
_ —T
Z;T 0 Qy T,={0 I 0], (33)
Q=01 o], (30) 00V
r =T
Ui 0 Qg we obtain
(402 oo Owqon] M AGY +8G,0)Co Ko Vg + ZUGV] ]
T 2T ~TAT T T Oq-tmen Lig-mtg-1m T T T, TT Ty T
QA QQTi=| AyZ; M; AgY; +¢ C KV, )
Onxn Onx(qfl)n
-AErZiT [Inxn OnX(q—l)n] MzT AgrYiT+5(i,0) CngOTVOT g
7 ULT Zi+z 0 Zj+Y!+S (34)
1717
_ — —T
QG =| o | TQQ+Q)QTi=| = M+M 0 |
° S 224
ZiBwr ZiBfr
TiTaiQiBir = 0 0
YiBwr + \/iKiDr YzBfr
Pergormi?g congruence transformations to (20) by K; = ViK,, L= LiUiT Zl.T, S; = V,-UiT ZiT,
diag{Q, T;,Q; T;, 1,1, 1,1}, define (35)

. . then, it can be easily shown that LMIs (26) together with the
X = TI,TQiPi,Qi T;, G; = ViGiUiT ZiT, additional constraints (29) and (30) are equivalent to LMIs
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in (20). Hence, if there exist matrices X,, > 0, S;, Z;, Y, G;,
K, L, M, i = —1,...,q,and P, > 0 such that LMIs (20)
are feasible, the overall fault detection dynamic (11) is robust
mean square stable and the constraint (16) is satisfied.
Furthermore, from LMIs (26), we have for i = —1,...,4,

Zi+7ZI 0 Z+Y[+ST
£ M;+M/ 0 >0.  (36)
* * Yi+YiT

This indicates that Z; and Y; are nonsingular and

Zi+ZiT 0 Zi+YiT+SiT I
[1o-I1| % M+M" 0 0
* x Y +Y] S
=-S5 - SiT > 0,

which implies that S; is nonsingular and also ensures the
existence of parameter matrices G;, K;, and L; in (28). The
proof is completed. O

Remark 10. In Theorem 9, uncertainty-dependent robust
fault detection filter design result is provided, which reduces
the conservatism than the uncertainty-independent results. If
we impose

Xir = Xi >

i=-1,...,q, r=1,...,v (38)

to (26), the uncertainty-independent result can be recovered.

Remark 11. In most cases, we can know the size of the
measurement delay or whether the data is missing at a
certain time by using the time-stamp at the system node [5],
and therefore the jumping parameters of the transformed
M]JS are accessible. In this sense, Theorem 9 provides us
with network-status-dependent fault detection filter design
methods. On the other hand, if the network status is not
accessible; that is, the jumping parameters of the transformed
MJS are unavailable, a network-status-independent result can
be easily obtained by imposing
S =S,
(39)
K -K IL-L
in Theorem 9.

Note that (26) are LMIs over both the matrix variables and
the prescribed scalar y?. This implies that (i) the robust full-
order fault detection filter can be obtained from the solution
of convex optimization problems in terms of LMIs, which
can be solved via efficient interior-point algorithms [23]; (ii)
the scalar y* can be included as one of the optimization
variables for LMIs (20), which makes it possible to obtain
the minimum noise attenuation level bound for the fault
detection dynamics (11). Then, the uncertainty-dependent
suboptimal robust fault detection filter can be readily found
by solving the following convex optimization problem.

Problem 12. Consider the parameter uncertainty (5), the sub-
optimal robust fault detection filter for networked systems
(1) with multiple state-delays and unknown inputs based
on the idea of uncertainty dependence and network status
dependence can be brought forward as follows:

P 2
min Y5, s.t.(26).
Xiy>0,8;,2;,Y;:M;,Gj Ky Lis (40)
P,>0,i=-1,...,q,r=1,...,v

For the problems mentioned above, the parameters of the
sub-optimal robust fault detection filter can be determined
by (28), and the sub-optimal robust H attenuation level

for fault detection dynamics is given by y* = 4y, where

yfpt are the sub-optimal solution of the corresponding convex
optimization problems.

Here is a summary of the whole fault detection method
for system (1).

Step 1. Determine the vertex of uncertain parameters of (1).

Step 2. Calculate the parameters of fault detection filter using
Theorem 9.

Step 3. Get a appropriate threshold from experiments for a
specific noise type.

Step 4. Generate a real-time residual signal from the fault
detection filter designed in Step 2.

Step 5. Compare the evaluation function with the threshold
and use the logic (19) to alarm a fault.

Remark 13. In the present work, a model-based approach is
considered since there is a mathematical model for the system
plant. However, when there is no such a model and only input
and output data can be obtained in many complex systems,
data-driven methods may work better than the model based
ones since there is a leakage of prior information of system
dynamics. Please see [24, 25] for typical data-driven fault
detection methods.

4. A Numerical Example

To illustrate the effectiveness of the proposed method, we
provide a numerical examples in this section. Consider
system (1) with the following uncertain system parameters:

0 05 02 0
AO: 5 A1: 5
02 0 0.7 0.1
0.5 -1
B, = > B, = > (41)
v o3 Fo 0
02 0 0.2
CO = Cl = N D = N
0 05 ~0.1

where 0 is an uncertain real parameter satisfying 0.1 < 0 <
= 0.
0

0.3. The initial state values ¢, are set to be ¢_; =



Let g = 1, so the state-space of the Markov chain {7} is & =
{-1,0, 1}. The transition probability matrix is given by

A Ao A, 0.7 0.2 0.1
A= | Aoy Aoy Aoy | =]03 04 03|, (42
Mo Ay Ay 02 0.3 05

and the initial mode is set to be 7, = 0. For k =0, 1,..., 300,
the unknown input wy is supposed to be a random noise uni-
formly distributed over [-0.5,0.5], and the fault signal f; is
of the following intermittent form:

f 1, for k=200s+101,...,200s + 200 (s=0,1,2),
e =

0, others.
(43)

The weighting matrix is supposed to be Tf(z) = (0.52)/
(z - 0.5), with the following state space realization:

5C\k+1 = 0555]( + 025fk’

J?k = 55]( + O.ka, (44)
%, =0,

where f, and f, are shown in Figure 1.

With the predefined parameters, from Theorem 9, Prob-
lem 12 can be solved by using the Matlab LMI toolbox [23].
Asaresult, the minimum noise attenuation level bound of the
fault detection dynamic is y,,, = 1.0012, and the parameters
of the sub-optimal fault detection filter in different modes are
given by

0.1311 1.3402 43089 8.6222
"7 10.1620 0.6100]° ' 1217929 435879

0.0315 0.4950
L, =[-07029 0.0724], G, = )

-0.0373 0.2187

[—0.0002 -0.0025
0 =

,  L,=[-0.1088 —0.0396],
~0.0005 —0.0006

1=

~0.1343 0.8207 ~0.0014 —0.0001
~0.0807 0.3832]° ' 1-0.0018 -0.0002]’

L, = [-0.6086 0.2436].
(45)

If we impose the uncertainty-independent and network-
status-independent method indicated in Remarks 10 and 11, a
fault detection filter with y,,, = 1.0082 can be obtained.

Next, we consider the time-domain simulation using the
obtained fault detection filter. we arbitrarily choose 6 = 0.15.
Figure 2 shows the measurement mode with random delays
and stochastic missing phenomenon. 7, = -1,0, 1,means
that the measurement is missing, transmitted over the net-
work ideally, and with one-step delay, respectively.

Figure 3 shows the generated residual signal ry, and the
evolution of JX(k) is presented in Figure 4, where we choose
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FIGURE 1: Fault f, and weighting fault f,(f,).
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FIGURE 3: Residual signal r;.
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FIGURE 4: Evolution of JX(k).

the length of time window L = 8. After 400 times of
simulations, we get a threshold ]tI;l = 15215 x 107°.
Figure 4 shows the real-time fault detection result:

49199 x 10 = J (102) < Jii < J (103) = 3.1041 x 10°°,
19392 x 107° = J (220) < J& < J (221) = 1.4006 x 10°°,
9.1655 x 10" = J (304) < J& < J(305) = 3.4154 x 10°°,
2.5346 x 10°° = ] (424) < J} < ] (425) = 6.0104 x 107,
8.1835x 10™° = J (502) < J& < J(503) = 3.2139 x 10°°,

19241 x 10°° = J (617) < Jij, < J (618) = 1.1692 x 10"°.
(46)

From above inequations, we can observe the fault occur-
rence can be detected after 3, 5, 3 steps, while the disappear-
ance of fault can be detected after 21, 25, 18 steps, respectively.

Remark 14. After introducing a novel residual evaluation
function of the incremental type (17), one can detect not
only the occurrence of a fault but also its disappearance. It
can be observed from Figure 4 that the disappearance of the
fault usually needs longer time to detect than the occurrence
of faults. This is because the mathematical model of the
system is based on the plant without the faults. This is of
engineering significance and the proposed method in this
paper can be applied to detect intermittent faults in many
practical industrial processes.

Remark 15. The length of time window for evaluation func-
tion L in (17) is also a factor that can affect the fault detection
performance. Longer L can reduce the missing alarm rate
and false alarm rate; however, it costs longer detection time.
Short L can provide a rapid fault detection but this results in
larger missing alarm rate and false alarm rate.

5. Conclusions

In this paper, the robust intermittent fault detection problem
has been investigated for a class of discrete-time uncer-
tain networked systems with state delays and incomplete
measurements. The random delay and stochastic missing
phenomenon in the measurements have been simultaneously

investigated. Polytopic-type parameter uncertainty in the
state-space model matrices has been considered. By augment-
ing the states, the addressed robust fault detection prob-
lem has been converted to an auxiliary robust H, filtering
problem for a certain Markovian jumping system (M]S). A
sufficient condition for the design of the desired robust fault
detection filter has been established. A numerical example
has been introduced to illustrate the effectiveness of the
proposed methodology.
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Self-triggered control is a control method that the control input and the sampling period are computed simultaneously in sampled-
data control systems and is extensively studied in the field of control theory of networked systems and cyber-physical systems. In
this paper, a new approach for self-triggered control is proposed from the viewpoint of model predictive control (MPC). First, the
difficulty of self-triggered MPC is explained. To overcome this difficulty, two problems, that is, (i) the one-step input-constrained
problem and (ii) the N-step input-constrained problem are newly formulated. By repeatedly solving either problem in each sampling
period, the control input and the sampling period can be obtained, that is, self-triggered MPC can be realized. Next, an iterative
solution method for the latter problem and an approximate solution method for the former problem are proposed. Finally, the
effectiveness of the proposed approach is shown by numerical examples.

1. Introduction

In recent years, analysis and synthesis of networked control
systems (NCSs) have been extensively studied [1, 2]. An NCS
is a control system in which plants, sensors, controllers, and
actuators are connected through communication networks.
In distributed control systems, subsystems are frequently
connected via communication networks, and it is important
to consider analysis and synthesis of distributed control
systems from the viewpoint of NCSs. In the design of NCSs,
several technical issues such as packet losses, transmission
delays, and communication constraints are included. How-
ever, it is difficult to consider these issues in a unified way,
and it is suitable to discuss an individual problem. From this
viewpoint, several results have been obtained so far (see, e.g.,
[3-6]).

In this paper, the periodic paradigm is focused as one
of the technical issues in NCSs. The periodic paradigm is
that the controller is periodically executed at a given unit of
time. The period is chosen based on CPU processing time,
communication bandwidth, and so on. However, in NCSs,
communication should occur, when there exists important
information, which must be transmitted from the controller
to the actuator and/or from the sensor to the controller. In

this sense, the periodic paradigm is not necessarily suitable,
and it is important to consider a new approach for the design
of NCSs. One of the methods to overcome this drawback
of the periodic paradigm, self-triggered control has been
proposed so far (see, e.g., [7-12]). Also in the field of cyber-
physical systems, this control method is focused. In self-
triggered control, the next sampling time at which the control
input is recomputed is computed. That is, both the sampling
period and the control input are computed simultaneously. In
many existing works, first, the continuous-time controller is
obtained, and after that, the sampling period such that stabil-
ity is preserved is computed. However, few results on optimal
control have been obtained so far. From the viewpoint of
optimal control, for example, a design method based one-
step finite horizon boundary has been recently proposed in
[13,14]. In this method, the first sampling period such that the
optimal value of the cost function is improved, is computed
under the constraint that other sampling periods are given
as a constant. However, a nonlinear equation must be solved.
Furthermore, input constraints cannot be considered in this
method. In [10], the authors have proposed self-triggered
model predictive control using Taylor series expansions. In
this method, the control input and the sampling period
are computed by solving a quadratic programming (QP)



problem, but the convexity of the obtained QP problem has
not been guaranteed.

In this paper, we propose two methods for self-triggered
model predictive control (MPC) using optimization with
horizon one. First, the optimal control problem with horizon
one is formulated. However, in constrained systems, one-step
prediction may be insufficient, and a longer time interval, in
which the input constraint is imposed, is required. Focusing
on this fact, another problem in which the time interval
with input constraints is enlarged is also formulated. In the
former problem, the first sampling period and the first control
input are optimized. In the latter problem, the first sampling
period and the control input sequence are optimized. Next,
an iterative solution method for the latter problem and an
approximate solution method for the former problem are
proposed. In the iterative solution method, a QP problem
is repeatedly solved. In the approximate solution method,
the problem is approximated by one QP problem. The
obtained QP problem is in general not convex, and we discuss
the convexity. By solving either problem according to the
receding horizon policy, self-triggered MPC can be realized.
Finally, the effectiveness of the proposed approach is shown
by a numerical example. The proposed approach provides us
a basic result for self-triggered optimal control.

Notation. Let % denote the set of real numbers. Let I,,, 0,,,.,,
denote the n x n identity matrix, the m x n zero matrix,
respectively. For simplicity, we sometimes use the symbol 0
instead of 0,,,,,,, and the symbol I instead of I,.

2. Self-Triggered Model Predictive Control
Consider the following continuous-time linear system:
x(t) = Ax(t) + Bu(t), 1)

where x € R" is the state, and u € [Up, Upax) S R
is the control input with the input constraint. The vectors
Upin> Umax € A are a given constant vector. Let t;, k =
0,1,... denote the sampling time. The sampling period is
defined by h; := t;,, — t;, which is a nonnegative scalar.
Assume that the control input is piecewise constant, that is,
the control input is given by

u®) =u(ty), te[tpte). 2

Hereafter, we denote u(t;) as u;. In addition, assume that a
pair (A, B) is controllable.

First, for the system (1), the self-triggered optimal control
problem is formulated as follows.

Problem 1 (self-triggered optimal control problem). Suppose
that for the system (1), the initial time ¢, the initial state
x(f) = xo, the final time ;, and the final step f are given.
Then, find both a control input sequence uy, u,...,us_; and
a sampling period sequence hy, hy, ..., h;_; minimizing the
following cost function:

] = th KT OQx®) +u O Ru®}ds, ()
t
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under the following two constraints:

By < I < B

<
min = ‘max>

Umin = U =< Umax> (4)

ho+hy+-+hey =t

where Q is positive semidefinite, R is positive definite, and

Bin> Pax = 0 are a given constant.

Next, we present a procedure of MPC based on the self-
triggered strategy.

Procedure of Self-Triggered MPC

Step 1. Set t, = 0, and give the initial state x(0) = x,,.
Step 2. Solve Problem 1.

Step 3. Apply only u(t), t € [t,,t, + hy) to the plant.

Step 4. Compute the predicated state X(t,+h,) by using x(t,),
uy, and hy,.

Step 5. Solve Problem 1 by using X(t, + h,) as x.
Step 6. Wait until time ¢, + h,,.

Step 7. Update t, := t, + hj, measure x(t,), and return to
Step 3.

Note here that in this procedure, the timing (i.e., the
sampling time) to measure the state and to recompute the
control input is computed. In this sense, self-triggered control
is realized.

In the above procedure, Problem 1 must be solved
repeatedly. However, Problem 1 is in general reduced to a
nonlinear programming problem, and it is difficult to solve
this problem. Then, it is important to compute a suboptimal
and approximate solution for Problem 1. To compute a
suboptimal and approximate solution, two problems, which
are solved in Steps 2 and 5 instead of Problem 1, will be
formulated in the next section.

3. Problem Formulation

In self-triggered MPC, only u(t), t € [ty,t, + h) is applied to
the plant. Hence, it is important to consider the problem of
finding suitable ki, and 1. By solving this problem repeatedly,
we can continue to obtain the control input. Thus, a sampling
period sequence h, hy, ..., h_; is approximated as follows:
(i) only hy is a decision variable (i.e., the other sampling
periods are given in advance), (ii) h; = h, = -+ = hf,l
holds. In addition, the time interval [t,¢ f) in Problem 1
is enlarged to [t;,00). Here, we consider the following two
optimal control problems with prediction horizon one.

(i) One-step input-constrained problem.

(ii) N-step input-constrained problem.
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In the former problem, the constraint is imposed for
only u,. In the latter problem, the constraint is imposed for
Ugs Uy, ..., Un_;, Where N < f is given in advance.

Before these problems are formally given, some prepara-
tions are given. In the time interval [£,, ), suppose that h; =
hy = --- = hy_, = his satisfied, where h is a given constant
(see also Remark 4). In addition, the input constraint u,;, <
U < Upao k= 1,2,..., f — 1 is ignored. Then, the optimal
value of the cost function ] = [ {(x"()Qx(¢) +u” (1)Ru(r)}d

can be derived as xT(t1 )P(h)x(t,), where P(h) is a symmetric
positive definite matrix, which is a solution of the following
discrete-time algebraic Riccati equation:

AT (WP (h)A(h) - P (h)

— (A" (h) P (W) B(h) + S (h))

)
x (BT (W P () B(h)+ R(w)

x (B" (WP (h)A(h)+S5" (h)+Q(h) =0,
where

A(h) = e,

~ h (6)
B(h) := L e drB,

Q) S _ (" 7 [Q 0] m
[ST(h) fz(h)] = Le [0 R]e dt. o
7

A B
)
Under the above preparation, we formulate the one-step
input-constrained problem as follows.

Problem 2 (one-step input-constrained problem). Suppose
that for the system (1), the initial time f,, the initial state
x(ty) = x¢»and by = h, = --- = h are given. Then, find
both a control input 1, and a sampling period h, minimizing
the following cost function:

J= j:l {xT (6 Qx (1) + u” (£) Ru ()} dt

(8)
+x" (t,) P (h) x (t,)
under the following two constraints:
h<hy<hg.o
)

Upin < Uy < Upay

where h ., > 0 is a given constant.

In [13, 14], a related problem has been discussed, but
in these existing results, the above two constraints cannot
be imposed. In [10], the authors have considered a more
complicated problem with delay compensation. In this paper,

the above simplified problem is considered for analyzing the
convexity.

In constrained systems, when control is started, the
control input is frequently saturated. It is important to
determine the time interval of input saturation. Then, one-
step prediction may be insufficient, and a longer time interval
in which the input constraint is imposed is required. From
this viewpoint, another problem, that is, the N-step input-
constrained problem is formulated.

First, suppose that the input constraint is imposed in the
time interval [t,,t, + hy + (N — 1)), where N > 1l isa
given integer. In addition, suppose that no input constraint
is imposed in the time interval [¢, + h, + h(N — 1), 00), then,
consider the following cost function:

J=]1+]+]s

tot+hy
J, = L {x" ®Qx®) +u" () Ru(n)} dt,

to+hy+h(N-1)
L= {x" (1) Qx (1) +u” (6) Ru(0)} dt,
tot+hy (10)

= JOO (&7 () Qx (1) +u” (1) Ru (1)} dt
to+hy+h(N-1)

=x" (ty+hy +h(N-1))
x P (h)x(ty+hy +h(N-1)).

The optimal value of J; can be characterized by x(t, + h, +
h(N —1)), because no input constraint is imposed in the time
interval [t, + hy + h(N — 1), 00).

Under the above preparation, consider the following N-
step input-constrained problem.

Problem 3 (N-step input-constrained problem). Suppose
that for the system (1), the initial time ¢, the initial state

x(ty) = xpohy = h, = -+ = h N > 1, and
y = 1 are given. Then, find a control input sequence
Uy, Uy, - . ., Up_, Maximizing a sampling period h, under the

following constraints:

h<hy<hg.
1)
Uin < Uy < Uhaxo k= 0, 1, ,N -1,
Tno < V> (12)

where h,, > 0is a given constant, and ];:0 is the optimal

value of the cost function of (10), J, is the optimal value of
the cost function of (10) under h, = h.

In Problem 3, control performance can be adjusted by
suitably giving y. We remark that in this problem, A, is
maximized under certain constraints. Furthermore, in this
problem, a control input sequence is computed, but only the
first one (h,) is computed on sampling periods. In this sense,
this problem is regarded as a kind of the optimal control
problem with prediction horizon one.



Hereafter, in Section 4, an iterative solution method for
the N-step input-constrained problem (Problem 3) will be
proposed. In Section 5, an approximate solution method for
the one-step input-constrained problem (Problem 2) will be
proposed.

Remark 4. The parameter h in Problems 2 and 3 is chosen
based on the computation time for solving the problem and
the dynamics of a given plant. If computation of the problem
is not finished until time ¢, + h, € [t, + h, ty + hy,, ), then the
next control input cannot be applied to the plant. See also the
procedure of self-triggered MPC in Section 2.

4. Iterative Solution Method for N-Step Input-
Constrained Problem

First, for a fixed hy, consider deriving J, . The value of J; can
be derived by a similar method. The value of J; is given by
the optimal value of the following optimal control problem.

Problem 5. Suppose that for the system (1), the initial time t,,
the initial state x(¢,) = xo, hyand h, = h, =---=h, N > 1
are given. Then, find a control input sequence 1, U, ..., Upn_;
minimizing the cost function (10) under the input constraint

(11).

From the conventional result on sampled-data control
theory, Problem 5 can be equivalently rewritten as the
following optimal control problem of time-varying discrete-
time linear systems with the input constraint (11).

Problem 6. Suppose that the initial time £, the initial state
x(0) = x¢, hy,and h; = h, = .-+ = h, N > 1 are given.
Consider the following discrete-time linear system:

X, = X(ho) x)+B (hy) o,
(13)

Xk+1 ZZ(h)xk+E(h)uk, k>1,

where x; := x(t;). Then, find a control input sequence
Ug> Uy, . . ., Up_; Minimizing the cost function (10), that is,

=[] (96 w6
SEE I

+ xi,P (h) xx

under the input constraint (11).

Next, consider reducing Problem 6 to a QP prob-

T T4T

lem. Define x := [xOT x, - xy] and uw =
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[uOT ulT ug_l]T. Then, we can obtain x = Zxo + Bu,
where
_ I -
_ A(ho)
_ | AwA)
A= BMmA(k) |
| AN (h) A (hy) |
[ 0 0 o0 1 (9
B(hy) 0
5_| AWBMr) B

A% (h)B(hy)  A(h)B(h)
| AN (h) B (hy) AN (W)B(h) -+ B(h)]

In addition, we define
Q := block-diag (Q (k,),Q(h),...,Q(k), P (),

< ._ [block-diag (S (hy),S(h),...,S (b))

S: )
Onx(N—l)m
R := block-diag (R (hy), R (h),...,R(W)).
Then, the cost function (14) can be rewritten as follows:
J=%Qx+2x'Su+u Ru
17)
=u Lyu+ i+ Ly,
where
L,=R+B'S+S B+B QB,
L, =24 (3+QB), (18)
Ly = x'A QAx,.
Finally, ﬁmin = [urj;lin Zlin N ugin]T and amax
[“;,anx U:m e uiax] are also defined.

Under the above preparation, Problem 6 is equivalent to
the following QP problem.

Problem A. Consider

find Ugs Ups - ooy UN_1>
min W Lyji+L,i+ L, (19)
subject to U, < U< Ugyy.

A QP problem can be solved by using a suitable solver
such as MATLAB and IBM ILOG CPLEX [15].

Third, by using the obtained QP problem, we propose an
algorithm for solving Problem 3.
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Algorithm 7. Step 1. Derive J;; by solving Problem A with h, =
h.

Step 2. Seta = hand b = h,,,, and give a sufficiently small
positive real number &.

Step 3. Set hy = (a + b)/2.

Step 4. Derive ];;0 by solving Problem A.

Step 5. 1f ],’;0 < y];: in Problem 3 is satisfied, then set a = h,
otherwise set b = h,,.

Step 6.1fla—b| < eis satisfied, then the optimal /1, in Problem
3 is derived as a, and the optimal control input sequence is
also derived. Otherwise go to Step 3.

In a numerical example (Section 6.1), we will discuss the
computation time of Algorithm 7.

Finally, we discuss the stabilization issue. For Problem 6,
consider imposing the constraint V(x;,;) < pV(x;), where
V(x) is a given nonnegative function, and p € [0,1) is a
given constant. If V(x) is restricted to V(x) = [|Px||,, where
P ¢ %" and || - || is an infinity matrix norm, then the
constraint V(x;,;) < pV(x;) can be transformed into a set
of linear inequalities (see, e.g., [16]), and can be embedded in
Problem A. Then, the closed-loop system in which the control
input derived by Algorithm 7 is applied is asymptotically
stable. See, for example, [17, 18] for further details.

5. Approximate Solution Method for One-Step
Input-Constrained Problem

In this section, first we derive a solution method for the one-
step input-constrained problem (Problem 2). In the proposed
solution method, Problem 2 is approximately reduced to a
quadratic programming (QP) problem, but the convexity is
not guaranteed. Next, we discuss the convexity.

5.1. Proposed Solution Method. First, noting that the control
input is piecewise constant, from (7), the cost function of (8)
can be equivalently rewritten as

We focus on the weight matrices. By using Taylor series
expansions, we can obtain the following relation:

o [Q 0

0 R]eF’:CDO+d>1t+CDZt2+---, (22)

where

T
o, = [Q4+ATQ QB],

BTQ 0

(23)

1
D, ATQB + 5 QAB

>

o, = .
B'QB

BTQA + %BTATQ
1 T
®,,, = ATQA + 5 (@a*+(4%) Q).

Then, the weight matrices of (7) can be rewritten as

[g(ho)) g(ho)] = Oyhy + %q)lhg el (24)

(o)

Next, we focus on the term xlTP(h)xl. From x; of (21),
xlTP(h)x1 can be rewritten as

T
T ) ¥y ¥, X0
P = [”0] [\P1T2 \Pzz] [“0] ’ (29)

where
¥, = et o p (h) Mo,
W, = et oP () (e — 1) A7'B, (26)
¥, = B7(a7)' (™ 1) P(h) (e - 1) A7'B.
We use Taylor series expansions for eA". Then, we can obtain
¥y, =P(h)+(P(h) A+ A"P(h))h
+ (ATP (h) A+ %P (h) A* + —(AZ)TP (h)) %
PR
¥, = P(h) Ah, + <ATP(h)B + %P(h)AB) Wt

¥,, = B'P(h) Bh +--- .
(27)

From these results, the cost function can be expressed as
follows:

T
X, X,
J = [ug] (FO + Ty hy + th(z) + - ) [ug] , (28)
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where
Ph) 0
ro = [ (() ) 0:| >
o _[ L PMWB
L= |B'P(k) R |’
I =[rzT,11 Trz,n ]
2= |rl, B'P(W)B

. 29)
I =P(h)A+A P(h)+Q,

L, = % (Qa+ATQ+P () A+ (a%)'p Q)
+ ATP (h) A,
L, =A"P(h)B+ % (P (h) AB+QB).

In this paper, the second-order truncated Taylor series is
used. Furthermore, the term uOT(hOR)u0 appeared in (28) is
approximated as follows:

ug (hoR) ug = 11g (th’) Uy, (30)

where R' := R/( (Mymax +1)/2). Then, we consider the following
cost function J:

T
X ! 172\ | X
J=], = [uz] (Ty + Tihy + Toh3) [ug] , (31)
where
o[ Lin PMB
L= BTP() 0o |’
(32)
! — 1—‘2,11 1—‘2,12
27 |1, R+B"P(h)B]"

Under these preparations, we can obtain the following theo-
rem.

Theorem 8. The one-step input-constrained problem of Prob-
lem 2 is approximately reduced to the following QP problem.

Problem B. Consider

find V> hg»
. Yo ! Yo Yo
i [ho] Mz [ho] M [ho] Mo )
subjectto  h < hy < By,
UninPo < Vo < Upahos

where v, := hyu,, and

R +B"P(h)B r{lzxo]

M, = [ T
X0 1512

T
X0 I5,11%0

(34)
M, = [2x3P (W) B x3Ty 1%,

M, = xg P (h) x,.
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Proof. By rewriting J, of (31), the cost function in Problem B
is derived. In addition, by using v, h,, the input constraint
Uiy < Uy < Uy, in Problem 2 is equivalent to u,,;, hy < v, <
UpnaxPo> which is a linear inequality constraint. O

By solving Problem B, we can obtain suboptimal u,(=
vo/hy) and h,. Problem B is a QP problem, but the cost
function is in general nonconvex. A local optimal solution
can be derived by using a suitable solver, for example,
MATLAB.

Remark 9. In Theorem 8, the accuracy of approximations is
not considered. Several existing results on analysis of the
truncation error in Taylor series have been obtained so far. In
addition, by suitably setting R in (30), the approximation of
(30) can be regarded as an over-approximation of 1 (1 R)u,.
Using the above discussion, the upper bound of the optimal
value in Problem 2 can be evaluated by solving Problem B.

5.2. Discussion on Convexity. The cost function in Problem B
is in general nonconvex. In other words, the matrix M, is
not a positive definite matrix generally. In this subsection, we
clarify the reason why M, is not positive definite.

The matrix M, can be rewritten as

wefpofufzl e
where
N, =N, - %CTP_I (h)C,
N = [%’ 8] + 1B AP [B A]+ DD,
2 2 (36)

C=[0 A"P(h)+Q],
D=[P" (B P (h)(P(h)A+ATP(h) +Q)].

Since P(h) is positive definite, N is also positive definite.
However, it is obvious that —(1/2)CTP™!(h)C is not positive
definite. Therefore, M, is not a positive definite matrix
generally.

Consider approximating the cost function in Problem B,
thatis, J, in (31) by a convex function. We define the following
positive definite matrix:

T
’ I 0 I 0
W 37
M, [0 xo] N, [0 xo]’ (37)

and we rewrite J, in (31). Then, we can obtain
J = [VO]TM' [Vo] +M [V‘)] + M, + ah;
@ |hy 2 | hy U h, 0 0’
(38)

a=—3x (4P +Q)"

x P~ (h) (A"P (h) + Q) x,.
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FIGURE 1: State trajectory.

By approximating the negative term ak to a linear term,
Problem B can be in general reduced to a convex QP problem.
Noting that h < hy < h,,,., we can make a two-dimensional
graph on h, and ah). Using the two-dimensional graph
obtained, we can evaluate whether the approximation is
reasonable.

6. Numerical Examples

6.1. Iterative Solution Method. First, we show an example of
the iterative solution method proposed in Section 4.
Consider the following system:

() = [_05 _18] x(t)+ m u(t). (39)

The input constraint is given as u(t) € [-10, +10]. Parameters
in Problem 3 are given as follows: 1 = 0.5,y = 1.001, h,,,, = 5,
Q= 103In, and R = 1. In Algorithm 7, we set € = 107*. Then,
P(h) can be derived as

10615 593] ' (40)

P = [ 593 575

In addition, we consider two cases, that is, the case of N = 1
and the case of N = 10.

We show the computational result on self-triggered MPC
with the N-step input-constrained problem of Problem 3. The
initial state is given as x, = [10 10]”, and the case of N =
10 is considered. Figure 1 shows the obtained state trajectory,
and Figure 2 shows the control input trajectory. From these
figures, we see that the sampling period is nonuniform.

Next, compare two cases. In these cases, the obtained state
trajectories are almost the same. The difference between two

Control input
I
w

Time

FIGURE 2: Control input.

cases is as follows. In Figures 1 and 2, that is, the case of N =
10, the control input at each time is shown as follows:

u(t) = -10.00, te[0,1.83),  h,=183,
u(t) =-190, te[1.83,323),  h,=141,
u(t) = -049, te[3.23,449),  h,=125,
(41)
u(t) =-0.14, e [449,569),  hy=121,
u(t) = -0.04, te[569,689),  h,=1.20,
u(t) =-0.01, te[6.89,8.08),  hy=1.19.

In the case of N = 1, the control input at each time is
derived as follows:

u(t) = -10.00, t€[0,0.62),  h,=0.62,
u(t) =-10.00, t€[0.62,1.66),  hy =103
u(t) = -2.62, te[l.66,2.88),  hy=122,
u(t) =-0.75 e [2.88,408),  hy=1.20,
(42)
u(t) =-022, te[4.08,527),  hy=119,
u(t) =-0.06, fe[527,647),  hy=1.19,
u(t) =—0.02, te[647,7.66),  hy=1.19,
u(t) =-0.01, te[7.66,885),  hy=1.19.

From these results, we can discuss the following topic. In this
example, input saturation is needed to improve the transient
behavior. However, in the case of N = 1, the time interval
of input saturation was not computed suitably. As a result, to
derive the state trajectory in time interval [0, 8], Problem 3
must be solved eight times. In the case of N = 10, Problem 3
is solved six times. Hence, it is important to choose a suitable
N. We remark that in this example, the computational result
in the case of N = 20 is the same as that in the case of N = 10.
In this sense, N = 10 is one of the suitable horizons.
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In addition, we discuss the effect of changing y in (12).
In the case of N = 10, consider the following cases: y =
1.001, 1.005, 1.010, 1.015, 1.020. For each case, the first ki, is
obtained as follows:

y = 1.001: hy = 1.83,
y = 1.005: hy = 2.38,
y = 1.010: hy = 2.79, (43)
y = 1.015: by = 3.12,

y = 1.020: h, = 3.44.

From these results, we see that i, becomes longer by setting
a larger y. Since control performance decreases for a larger y,
it is important to consider the trade-oft between y and h,,.

Finally, we discuss the computation time for solving the
N-step input-constrained problem of Problem 3. In the case
of N = 10, Problem 3 with the different initial state is solved
six times. Then, the mean computation time for solving
Problem 3 was 6.51 [sec], where we used IBM ILOG CPLEX
11.0 [15] as the MIQP solver on the computer with the Intel
Core2 Duo 3.0 GHz processor and the 2 GB memory. In the
case of N = 1, Problem 3 with the different initial state is
solved eight times. Then, the mean computation time was
6.22 [sec]. From these results, it is difficult at this stage to
solve Problem 3 in real-time. It is significant to consider
several approaches for reducing the computation time. One
of the simple methods is that the number of iterations in
Algorithm 7 is limited to some integer depending on the
computer environment.

6.2. Approximate Solution Method. Next, we show an exam-
ple of the approximate solution method proposed in
Section 5.

Consider the system (39) again. The input constraint
is given as u(t) € [-10,+10]. Parameters in the one-step
input-constrained problem of Problem 2 are given as follows:

Mathematical Problems in Engineering

Control input
I
w

,6 F
-7+
-8t
-9t
—-10 L
0 1 2 3 4 5 6 7 8
Time
F1GURE 4: Control input.
h = 02h,, = 1,Q = 10°I,and R = 1. Since the

approximate solution method in Section 5 is derived using an
approximation via Taylor series expansions, it is not desirable
that the difference between & and h,,,, is large. Therefore, h
and h,,,, must set carefully. Furthermore, in this example,
Problem B is transformed into a convex QP problem. From
h=0.2andh,,, =1, the term (xhg is approximated by ath,.

We show the computational result on self-triggered MPC
with the transformed Problem B. The initial state is given as
x, = [10 10]". Figure 3 shows the obtained state trajectory,
and Figure 4 shows the control input trajectory. The obtained
control input is shown as follow:

u(t) = -10.00, t€[0,0.86),  h, = 0.86,

u(t) = -10.00, € [0.86,1.38),  hy=0.52,
u(t)=-637, te[1.38,1.88),  h,=0.50,

u(t) = -3.57, te[1.88,2.40),  h,=0.52,

(44)

u(t) =-2.19, te[240,2.90),  hy=0.50,
u(t)=-1.28, te[341,3.92),  h,=051,
u(t)=-077, te[392,443),  hy=051,

u(t) = —045, te[443,494),  hy =051

From these results, we see that also in this example, the
sampling period is nonuniform.

Finally, we discuss the computation time for solving the
transformed Problem B. The transformed Problem B with
the different initial state is solved 17 times. Then, the mean
computation time was 0.01 [sec], where we used IBM ILOG
CPLEX 11.0 as the QP solver. Since in this example the
number of decision variables is only two, computation is very
fast.
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7. Conclusion

In this paper, we discussed self-triggered MPC of linear
systems. Since it is difficult to solve the original problem
(Problem 1), two control problems (the one-step input-
constrained problem of Problem 2 and the N-step input-
constrained problem of Problem 3) were formulated, instead
of Problem 1. For Problem 3, the iterative solution method
was proposed. For Problem 2, the approximate solution
method was proposed. In the latter, we also discussed the
convexity. The effectiveness of these proposed method was
shown by numerical examples. The proposed methods are
useful as a new method of self-triggered optimal control.

In the future works, first, it is important to develop
a more efficient method for solving Problem 3. Then, the
continuation method [19] may be useful. Next, since the
proposed method for the one-step input-constrained prob-
lem (Problem 2) is an approximate method, it is difficult
at the current stage to guarantee the stability of the closed-
loop system. The stabilization issue for the one-step input-
constrained problem is also important as one of the future
works.
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This paper presents a fault diagnosis algorithm to estimate the fault for a class of linear discrete systems based on an adaptive fault
estimation observer. And observer gain matrix and adaptive adjusting rule of the fault estimator are designed. Furthermore, the
adaptive regulating algorithm can guarantee the first-order difference of a Lyapunov discrete function to be negative, so that the
observer is ensured to be stable and fault estimation errors are convergent. Finally, simulation results of an aircraft F-16 illustrate
the advantages of the theoretic results that are obtained in this paper.

1. Introduction

As the scale and complexity of modern control systems are
increasing, the requirements on system reliability are also
increasing. Therefore, the design and analysis of fault detec-
tion and diagnosis (FDD) algorithms have received consid-
erable attention during the past three decades. The develop-
ment of FDD has been addressed by more and more authors
and fruitful results have been obtained; see [1-3].

The observer technology is one of the important methods
for FDD and fault-tolerant control [4, 5]. Commonly used
observer-based fault estimation methods include sliding
mode observers [6], unknown input observers [7], H, filter-
ing methods [8], neural networks observers [9], and adaptive
observers [10, 11]. But most of them focus on the continuous
systems, and only few results have been reported on the fault
estimation design in discrete-time systems. The discrete-time
is widely used in practical implementations, for example,
computer control systems, networked control systems, and so
forth [12]. Reference [13] designed an H, FD filter for a class
of linear discrete-time systems in a networked environment.
Reference [14] used an adaptive fault observer to deal with
discrete-time systems, but it did not involve the issue of
fault estimation. Reference [15] also dealt with discrete-time
nonlinear systems, but its inequality functions were complex
and it was difficult to get solutions. On the other hand, aircraft
flight control systems are good examples for applications of

fault accommodation/active reliable control, and the fault
observers have been employed to detect faults [11].

In this paper, a novel discrete-time actuator fault esti-
mation scheme is proposed to deal with abrupt actuator
failures. The proposed actuator fault estimation scheme is
then applied by using the Lyapunov method. Simulation
results of a numerical example are also given.

The paper is organized as follows. Section 2 describes
the mathematical preliminaries and problem formulation. In
Section 3, concerning the theoretical results of the proposed
fault diagnosis scheme, a fault estimation scheme is proposed
to deal with the actuator failures of discrete-time system. In
Section 4, an example of aircraft flight control system is given
to illustrate the performance of the proposed scheme. The
concluding remarks are given in Section 5.

2. System Description and Preliminaries
Consider a discrete-time linear system
x (k+1) = Ax (k) + Bu (k) + Ef (k),
y (k) = Cx (k),

@

where x(k) € R" is the state, u € R™ is the control input,
f(k) € RT with g < m is the function to model the actuator
faults, and y(k) € R" is the measurable output. Matrices A, B,



C, and E are real matrices of appropriate dimensions. Matrix
E is of full column rank; that is, rank (E) = q.

For estimating the actuator fault f(k), an adaptive obser-
ver is constructed as follows:

% (k+1) = AZ (k) + Bu (k) + Ef (k) = L[y (k) - y (k)] ,

y (k) = Cx (k),
2)

where X(k) € R" is the observer state vector, ¥(k) € R is the

observer output vector, f(k) € R?is the estimate of the actua-
tor fault f(k), L € R™ is the observer gain to be designed.
Denoting that

e, =x(k)-x(k), e, =yk -y,
_ (3)
e;=F)-fK),
then the estimation error dynamics is modeled as follows:
e, (k+1)=(A-LC)e, (k) + Eey (k),

(4)
e, (k) = Ce, (k).

3. Main Results

3.1. Modified Adaptive Fault Estimation Algorithm

Theorem 1. For constant actuator fault f(k), if there exist
matrices P > 0 and Q > 0 and positive scalars € and defined

r=2(eEE"+ Q)" 5)
such that the following condition holds:

[(A-LO)'P(A-LC)-P (A-LC)'PE
- % E"(-1"Qr + P)E

1

<0,
(6)

then the algorithm
Af(k+1)=~¢E'T[e, (k+ 1)~ (A~ LO)e, ()]  (7)
and the fault estimation
k+1
flk+1)=fk)+Af(k+1)= f(0)+ ;Af(i) (8)

can realize estimation error of both the state and fault uniform-
ly bounded for the entire time period.

Proof. From system (4), one gets Ee(k) = e, (k + 1) — (A -
LC)e, (k), so the algorithm (7) becomes

Af (k+1) = —eE'T [e, (k+ 1) — (A - LC) e, (k)]
9)
= —¢E'TEe; (k).
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Then,
ef(k+1)=f(k+1)- f(k+1)
=fk+ D)= F(k)+ f(k)— f(k+1).

Because f(k) is constant, f(k + 1) = f(k) and Af(k + 1) =
]?(k +1) - j?(k); then one gets

(10)

ef(k+1)=Af(k+1)+es (k)= (I-¢E'TE) e, (k). (1)

Based on (4) and (11), we can obtain the following augmented
system:

e, (k+1)
[ef (k+ ].)

_[A-ILC E e, (k)
‘[ 0 I—eETl“E] [ef(k)]' 12)

Consider the following Lyapunov function:
Vik) = e (k) Pe, (k) +elep (R)ep (k). (13)
Then,
AV (k) = €] (k+ 1) Pe, (k + 1) — e\ (k) Pe,, (k)
+e ey (k+1)ep (k+1) - lep (k) eg (k)
=e, (k) [(A-LC)'P (A~ LC) - P] e, (k)
+2e,, (k) (A - LC)" PEe; (k) + e (k) E' PEe; (k)
+e1el (k) (1~ E'TE)" (1~ E"TE) e, (B)
—¢ ep (k) ey (k)
= e, (k) [(A-LC)'P (A - LC) - P]e, (k)
+2e, (k) (A~ LC)" PEe; (k)

+ e}" (k)E" (-I"Qr + P) Ee; (k).
(14)

Denoting that e(k) = [e.(k) ef(k)]T, then AV(k) =
e(k)TEe(k) < 0, and E is defined as (6). O

Remark 2. The pair (A,C) is observable, and define the

T
observe matrix U = [CT(CA)T ... (CAH)T] . So, it gets that
the rank of U is n. When C is full column rank,we have

Af (k+1)=—€¢E'T[e, (k+1) - (A-LC)e, (k)]

=—¢E'T[C e, (k+1)- (AC" ~L)e, (k)] .
(15)

At the first step, the online fault estimation is as follows:
Fa=fO+af@)
A (16)
= f(0)-¢ET[C e, (1) - (AC™ ~L)e, (0)].

And at the kth step, fault estimation is as (8).
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If C is not full column rank, then more system outputs
and observer estimations should be used to get the state esti-
mation.

When the output y(k) satisfies Lipschitz condition, define
lnin = argmax,[rank(U)], and define F = (A - LC)™! and

. T
Uy = [CT(CF)T .. (CF’mm‘l)T] ; then one can get

Af (k+1)
= —¢E'T {U;l[ey(k+ nt ... ey(k+2—lmin)T]T

- AU [e, ()" -+ e,(k+1—Imin)"]
+Le, (k)} .
17)

Then, fault estimation is f(k+ 1) = f(k) +Af(k+ 1) = f(O) +
k+1 A F:
i-1 AfQ).
Remark 3. Equation (6) is a nonlinear matrix inequality
about matrices I' and Q, and it is not easy to be calculated,

solet Q = eEET + 8 tr(EET). And after we choose 0 < 6 < &,
the solution can be found easily.

Remark 4. If the fault f(k) is not constant but is a linear
function, such as f(k + 1) = Hf (k), then

ef(k+1)=(H-ETE)e; (k). 18)

Consider the same Lyapunov function V (k) = ez(k)Pex(k) +
s_le;(k)ef(k). We can also get

_[a-Lop@a-LO)-P (A-LC)'PE
- * E'(-eI"QU+P)E+e(H'H-1)

1]

<0.
(19)

The proof is smilar to that of Theorem 1 and it is omitted here
for brevity.

4. Simulation Results

In this section, the fault estimation algorithm is applied to a
model of the vertical dynamics of an F-16 aircraft. The model
is taken from [16]. The signals and their generation in the
simulations are summarized in Table 1, where size means the
variance for the inputs and constant magnitude for the faults,
respectively.

3
TABLE 1: Signals in the F-16 simulation study.
Signal Not. Meaning Size
U, Spoiler angle (0.1 deg) 1
Inputs u, Forward accelerations (m/s?) 1
U Elevator angle (deg) 1
b2 Relative altitude (m) 107*
Outputs ¥y Forward speed (m/s) 10°°
Vs Pitch angle (deg) 107°°
X, Altitude (m) 107*
X, Forward speed (m/s) 107*
States X5 Pitch angle (deg) 107
X, Pitch rate (deg/s) 107*
X5 Vertical speed (deg/s) 107"
f Spoiler angle actuator 0.5
Faults f Forward acceleration actuator 0.1
fs Elevator angle actuator 1
We have the following numerical values in (1):
1 0.0014 0.1133 0.0004 -0.0997
0 09945 -0.0171 —0.0005 0.0070
A=1]0 0.0003 1 0.0957 -0.0049 |,
0 0.0061 0 0.9130 -0.0966
0 -0.0286 0.0002 0.1004 0.9879
[-0.0078 0 0.0003 |
—-0.0115 0.0997 0
B = 0.0212 0 —-0.0081 |,
0.4150 0.0003 -0.1589
| 0.1794 —0.0014 -0.0158 |
- i (20)
-0.0078 0 0.0003
—-0.0115 0.0997 0
E =] 0.0212 0 -0.081 |,
0.4150 0.0003 -0.1589
| 0.1794 -0.0014 -0.0158 |

10000
C=]01000{,
00100

min — 2’ UF = [CT (CF)T]T

By solving conditions in Theorem1, one can obtain the
following solutions after iterations: L = [0.0001 0 0; 0 0.0001
0; 0 0 0.0002; 0.0001 0.0001 0; 0 0.0001 0.0001]; e =1, & =
0.1. Then, one can take the learning rate I' = [189923 -147.6
646.2 2443 1727.8; —147.6 100.6 1.31-0.58 1.24; 646.2 1.31
9365 —465.8 —1.27; 2443 —0.589 —465.8 71.3 -5.26; 1727.8
1.24 -1.27 -5.26 87.5].
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In this simulation, it is assumed that three kinds of actu-
ator faults f;(k) are, respectively, created as

0, k < 100,
0.5, k> 100,

fik) = { f> (k) is free,

(1)
0, k<2000

fs (k) = {1, k> 2000

The fault f,(k) estimation result is shown in Figure 1, while
Figure 2 illustrates the estimation of f,(k), and Figure 3
illustrates the estimation of f;(k).
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5. Conclusions

In this paper, a fault estimation algorithm is established for
linear discrete systems with actuator faults. The algorithm can
enhance the performance of fault estimation. And simulation
results show that using the algorithm, the accuracy of fault
estimation can be improved evidently. Extension of the
proposed fault estimation method to more general nonlinear
systems is an interesting issue, which will be investigated in
our future research work.
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In networked control systems, continuous-valued signals are compressed to discrete-valued signals via quantizers and then
transmitted/received through communication channels. Such quantization often degrades the control performance; a quantizer
must be designed that minimizes the output difference between before and after the quantizer is inserted. In terms of the
broadbandization and the robustness of the networked control systems, we consider the continuous-time quantizer design problem.
In particular, this paper describes a numerical optimization method for a continuous-time dynamic quantizer considering the
switching speed. Using a matrix uncertainty approach of sampled-data control, we clarify that both the temporal and spatial
resolution constraints can be considered in analysis and synthesis, simultaneously. Finally, for the slow switching, we compare the
proposed and the existing methods through numerical examples. From the examples, a new insight is presented for the two-step

design of the existing continuous-time optimal quantizer.

1. Introduction

With the rapid network technology development, the net-
worked control systems (NCSs) have been widely studied
[1-10]. One of the challenges in NCSs is quantized control.
In NCSs, the continuous-valued signals are compressed and
quantized to the discrete-valued signals via the quantizer
of the communication channel, and such quantization often
degrades the control performance. Hence, a desirable quan-
tizer minimizes the performance error between before and
after the quantizer insertion.

Motivated by this, researchers [11-14] have provided
optimal dynamic quantizers for the following problem for-
mulation in the discrete-time domain. For a given plant
P, synthesize a “dynamic” quantizer Q, such that the sys-
tem X, composed of P and Q, in Figure1(a) “optimally”
approximates the plant P in Figure 1(b) in the sense of the
input-output relation. The obtained quantizer allows us to
design various controllers for the plant P on the basis of
the conventional control theories. Also, this framework is

helpful in not only the NCS problem but also various control
problems such as hybrid control, embedded system control,
and on-off actuator control.

When we consider controlling a mechanical system
with an on-off actuator, first the controlled object and
its uncertainties are usually modeled in the continuous-
time domain. Second, the model and its uncertainties are
discretized to apply the above dynamic quantizer. However,
the discretization sometimes results in uncertainties more
complicated than those in the original model and creates
undesirable complexity in robust control. The continuous-
time setting quantizer is more suitable for the robust control
of the quantized system than discrete-time one. Thus, our
previous works [15, 16] have considered the continuous-time
setting, while a number of the discrete-time settings have
been studied by others [11-14]. In these works, it is assumed
that the switching process of discretizing the continuous-
valued signal is sufficiently quick relative to the control
frequency and only the spatial determination (quantized
accuracy) is considered as the quantization effect. This is
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because the switching speed of the continuous-time delta-
sigma modulator for wireless broadband network systems is
from 1 MHz to 100 MHz [17, 18].

On the other hand, the above assumption is essentially
weak in the case of the slow switching such as the mechanical
systems with on-off actuators [19]. For the slow switching, we
need to consider the quantization effect on both the switching
speed and the spatial constraints in continuous time. For
example, Ishikawa et al. proposed a two-step design of a
feedback modulator [20]: (i) the control performance of the
modulator is considered under only the spatial constraint,
and (ii) the modulator is tuned in terms of the switching
speed constraint. However, the structure of the modulator
is more restricted than that of the dynamic quantizer and
the obtained modulator is not always optimal. Therefore,
the dynamic quantizer under temporal resolution (switching
speed) and spatial resolution constraints has still to be
optimally designed. The simultaneous consideration of the
two constraints is the particular challenge we address in this
paper.

We propose a numerical optimization method for the
continuous-time dynamic quantizer under switching speed
and quantized accuracy constraints. To achieve the method,
this paper solves the design problem via sampled-data control
framework that has so far provided various results for
networked control problems [7-9]. We refer to the previous
work on optimal dynamic quantizer design [11, 12] and
consider the basic feedforward system in Figurel(a). In
addition to the invariant set analysis [21, 22] similarly to
our previous works [13, 15, 16], this paper utilizes a matrix
uncertainty approach [23, 24] that is proposed in a sampled-
data control framework. Although the obtained results can
be more conservative than those in the previous works on
continuous-time dynamic quantizer [15, 16] from the view-
point of the class of the exogenous input and the applicable
plants, both temporal and spatial resolution constraints can
be addressed in analysis and synthesis, simultaneously. For
the fast switching case, the proposed conditions converge to
the corresponding conditions of our previous works. Finally,
for the slow switching, we compare the proposed and existing
methods [15, 16] through numerical examples. In particular, a
new insight is presented for the two-step design of the existing
continuous-time optimal quantizer.

Notation. The set of n x m (positive) real matrices is denoted
by R™ (R'>™). The set of n x m (positive) integer matrices
is denoted by N (N7T""). We denote by &% the set

v
—E—o—:T% HS —| _,J . :
i Q !
i IeQ Qq i
: — + 1

FIGURE 2: Continuous-time dynamic quantizer with switching
speed h.

of piecewise-continuous functions of p-dimensional finite
vectors such that co-norm of its functions is finite. 0,,,,
and I, (or for simplicity of notation, 0 and I) denote
the n x m zero matrix and the m x m identity matrix,
respectively. For a matrix M, M”, p(M) and g, (M) denote
its transpose, its spectrum radius, and its maximum singular
value, respectively. For a vector x, x; is the ith entry of x.
For a symmetric matrix X, X > 0 (X > 0) means that X
is positive (semi) definite. For a vector x and a sequence of
vectors X := {x}, x,,...}, |x[ and | X|| denote their co-norms,
respectively. Finally, we use the “packed” notation (%‘%) =
C(sI - A)'B+D.

2. Problem Formulation

Consider the discrete-valued input system X, in Figure 1(a),
which consists of the linear time invariant (LTI) continuous-
time plant P and the quantizer v = Qu(u). The system P is

given by
roL2]= e sl B »

where x € R", z € R, u € R™, and v € R™ denote the
state vector, the measured output, the exogenous input, and
the quantizer output, respectively. The continuous-valued
signal u is quantized into the discrete-valued signal v via the
quantizer Q4. We assume that the matrix A is Hurwitz; that
is, the usual system in Figure 1(b) is stable in the continuous-
time domain. The initial state is given as x(0) = x,,.

For the system P, consider the continuous-time dynamic
quantizer v = Q(u) with the state vector x5 € R™ as
shown in Figure 2. Its switching speed h € R, (or its temporal
resolution) is determined by the operator HS, which converts
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the continuous-time signal g into the low temporal resolution
signal g as follows:

HS:g— gG:g(kh+0)=glk],
glk] = g (kh),

That is, tig = HSuq. S is the ideal sampler with the sampling
period h and H is the zero-order hold operator. The spatial
resolution of the quantizer Q, is expressed by the static
quantizer g : R™ — dN" with the quantization interval
d € R,, that s,

(2)
k=0,1,2,3,..., 0. €[0,h).

v=gq(HSug), Ug =u+vq 3)

and the continuous-time LTI filter Q is given by

X Ao B
i | AR

Note that g is of the nearest-neighbor type toward —oo such
as the midtread quantizer in Figure 3 (||q;(tig;) — tigll < d/2
where g; and #i, are the ith row of g and 7,) and the initial
state is given by x5(0) = 0 for the drift free of Q, [11, 12].

Remark 1. In synthesis, our previous works [15, 16]
ignored the operator HS. In implementation, however,
the continuous-time quantizer needs the switching process
discretizing the continuous-valued signal. Of course, the
applicable interval of switching depends on controlled
objects such as narrowband or broadband networked
systems and mechanical systems with on-off actuators.
Therefore, it is important to consider the operator HS in
synthesis.

For the system X, in Figure 1(a) with the initial state x,
and the exogenous inputu € L7, z(t, x, Q4 (1)) denotes the
output of z at the time t. Also, for the system in Figure 1(b)
without Qg , z*(t,x,,u) denotes its output at the time t.
Consider the following cost function:

J(Qq)

== sup sup ||z (. x0, Qg () — 2" (8, x> )| -
(x,u)ER"x L7 teR,U{0}
()

If the quantizer minimizes J(Q,), the system X, “opti-
mally” approximates the usual system P in the sense of
the input-output relation. In this case, we can use the
existing continuous-time controller design methods for the
system in Figure 1(b) without considering the quantization
effect. When the controlled object and its uncertainties
are modeled in the continuous-time domain, therefore, the
continuous-time quantizer can introduce robust control of
the continuous-time setting directly, while the discrete-time
quantizer requires discretization of the whole control system.
Our previous works [15, 16] proposed an optimal dynamic
quantizer for the cost function J(Q,) for the fast switching
case h = 0. That is, only the spatial deterioration has been
considered.

J I @)

!

A

FIGURE 3: Midtread quantization.

On the other hand, the simultaneous consideration of the
temporal and spatial resolution constraints is the problem we
address in this paper. To consider the temporal resolution
constraint caused by the operator HS, this paper modifies the
cost function as follows:

Jus (Qa)

= sup sup  sup ||z (kh+ 6, x4, Q, () ©6)
(xo) €R"x. L™ Oe[0,h) keN, U{0}

-z" (kh + 6, x,u)| .

Fixing 0 = 0 ignores the output error between before and
after the quantizer is inserted over the kth sampling interval
and leads to the cost function setting that is utilized for the
discrete-time optimal dynamic quantizers [11-14]. Therefore,
the optimal quantizer for J;;5(Q,) minimizes the output error
between the systems in Figures 1(a) and 1(b) in terms of
the input-output relation under the temporal and spatial
resolution constraints.

Motivated by the above, our objective is to solve the fol-
lowing continuous-time dynamic quantizer synthesis prob-
lem (E): for the system X composed of P and Q, with the
initial state x, € R" and the exogenous input u € €., suppose
that the quantization interval d € R, the switching speed h €
R,, and the performance level y € R, are given. Characterize
a continuous-time dynamic quantizer Q, (i.e., find parameters
(ng A, Bg, Cq)) achieving Ji5(Q,) < v.

This paper proposes continuous-time quantizers in terms
of solving the problem (E) on the basis of invariant set
analysis and the sampled-data control technique, while other
researchers [11, 12, 14] have proposed the discrete-time opti-
mal ones.

Remark 2. The cost function setting of this paper is more
complicated than the existing continuous-time and discrete-
time cases [11-16], so this paper considers the basic feedfor-
ward system composed of P and Q similar to the previous
works on optimal dynamic quantizer design [11, 12].



Remark 3. The plant P is restricted to be stable because
of the feedforward structure, while the existing results can
address unstable plants. To remove this restriction, we need to
consider a feedback system structure similar to existing ones
[13-16]. This is our future task.

3. Main Result
3.1. System Expression. In this subsection, we consider the

system expression for the quantizer analysis. Define the
quantization error e as

e:=q(lig) - tig = v — g, (7)

From the properties of the quantizer q and the operator
HS,

e(kh+0)=elk] € [—é,é] , k=0,1,2,..., 0€[0,h),

22
(8)
holds where e[k] = e(kh). Then, one obtains
v(kh+0) =vq k] +u[k] +e[k], 9)

where vg[k] = vq(kh) and u[k] = u(kh) for k = 0,1,2,...,
0 € [0,h). In this case, by using the sampled-data control
technique, the following lemma holds.

Lemma 4. Denote by X the state vector of the usual system in
Figure 1(b) and define the signals as follows:

&= [xT— x! xg]T, Z,=2-2" (10)

For the cost function J;5(Qy), the difference between z(kh +
0, x4, Q(w)) and z* (kh+ 0, xo, u) fork = 0,1,2,...,6 € [0, h)
is given by the following system:

(E[k+1] = AE K] + Be [k]
h
A" B (kh + 1)dr
+ hO
J A" B 7 (kh + T)dr (1)
0

z,(kh+0) =€ (0)§ [k] + D (0) e [K]

0
N CI AP Bi (kh + 7)dr,
0
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where £[0] = 0, i(kh + 1) := ulk] —u(kh + 1); the matrices A,
RB, €(0), and D(0) are defined as follows:

- h
Al J eATdrBCQ
_ 0
o = . :
0 et J eAQTdrBQCQ
L 0
-k
j "B
0
B= | ) ; (12)
J e"'drBg,
L 0
- )
€ 0) = |Ce’ cj eATdrBCQ],
I 0

0
2©)=C| ear
0
Proof. See Appendix A. O

We focus on #i(kh + 1) of Z. For the operator HS and the
signal u € 7.,

Jim [IT(T — HS) u] (1)]] #0 (13)

holds. This implies that we cannot ignore the temporal
resolution constraint on the cost function J;(Q,) even if
h — 0.On the other hand, low-pass prefiltering rectifies this
situation [25]. In fact, for the stable LTI system F,

lim [[[(I - HS) Fu] (1)l = 0,
h—0

(%)

holds. For the evaluation of the cost function J(Q,), then
this paper utilizes

(14)

u=HSFr, reZ. (15)
as the exogenous input. Note thatu € &7 if stable F is strictly
properandr € Z7. . For the signal (15), u[k] = u(kh+0) (k =
0,1,2,..., 0 € [0,h)) holds, so the terms of #i(kh + 7) in (11)
are eliminated. Then, X is rewritten as

f&lk+ 1] = HE k] + Be K], 16)
7z, (kh+6) =B (0)E[k] + D (O) e [K].

Also, this paper solves the following synthesis problem (E'):
for the system X, composed of P and Q, with the initial
state x, € R" and the exogenous input u € Zr. in (15),
suppose that the quantization interval d € R, the switching
speed h € R,, and the performance level y € R, are given.
Characterize a continuous-time dynamic quantizer Q, (i.e.,
find parameters (ng, Aq, Bg, Cq)) achieving Jis(Q,) < y.
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3.2. Quantizer Analysis. The quantization error e of (16) is
bounded as mentioned earlier. The reachable set and the
invariant set characterize such a system with bounded input.
Consider the LTT discrete-time system given by

Elk+1] = AE[K] + Bw k], (17)

where £ € R™ and w € R™ denote the state vector and
disturbance input, respectively. We define the reachable set
and the invariant set.

Definition 5. Define the reachable set of the system (17) to be
a set R which satisfies

JkeN, Fw[]eW,
Ry = 4&eR™ |- K&
Ek] = ;d" " Bw i) 18)

W .

{welRm:wTwsl}.

Definition 6. Define the invariant set of the system (17) to be
a set « which satisfies

gex, weW:>d§+<9§w6x. 19)

The analysis condition can be expressed in terms of
matrix inequalities as summarized in the following proposi-
tion [22].

Proposition 7. Consider the system (17). For a matrix 0 <
P = P e R™™, the ellipsoid E(P) = £ € R™ :
E'PE < 1} is an invariant set if and only if there exists a scalar
a€f0,1- p(szf)z] satisfying

T
LPE o (20

[dTﬁd— 1-a)P
B PR - al, |~

BT PoA

Note that the ellipsoidal set E(9°) covers the reachable
set R, from outside. Define the set & := {0 € R : e =
(v/md/2)W satisfies (7)} and rewrite the system (16) as

1z, (kh+6) = € (O E[k] + D () B[K], 2

5 {E[k+ 1] = AE[K] + Bw[K],
where & = (Vmd/2)E, z, = (Vmd[2)Z,, ¢ = (Vmd/2)@,
and @ € &. The left multiplication of 3,5 with /md/2 leads
to 2. The relation & < W clearly holds because e’e <
md? /4 and the set W is an independent bounded disturbance
without the relation (7). That is, the reachable set of iHS with
W € & is no larger than that of ¥, with the disturbance
weW.

Then, this paper utilizes the reachable set to estimate the
influences of the quantization error and the invariant set to
characterize the cost function J5(Q,) by substituting o = &

and % = A into (20). Move on to the matrix exponential e’
of €(0) and L (0) in (21), which is rewritten as

0
Q) :=J ATdr. (22)

0

M =1+Q(0) A,

5
Along with this, zZ, of (21) is also rewritten as
zZ, (kh +0)
= [C+CQB)A CQ(6)BCy)E[k] +CQ(0) T [K]
=(€+C0) D)E[K] +CQO) WK,
€:=[C 0], D:=[ABCy.
(23)
In addition, from the properties of R, and E(%),
Jus (Qa)
<sp sp |[OF+2 @]V
Oc[O.nEeRr  we® 2
< sup  sup ||%(0)§+ D (0)&7|| Vmd (- ECW)
OelOMER  meW 2
< sup  sup "% () E+ D (0) 13” @
0€[0.MEcE(P),weW 2
("Ry SE(9)
< sup sup ”(% + CQ(G)g)g"@
GE[O,h)EGE(gz) 2
"1
+ sup sup [|CQ(0) zﬂH@
0e[0,h)TEW 2
Y2
(24)

holds. Similarly to our previous papers [13, 15, 16], by using
the &#; control technique in [21], we provide the sufficient
conditions for computing y; € R, and y, € R, of (24) as
follows:

¢’ +9" o)t c’

e oo : |0

QO)'C'CQ(6) <y21,, VO e€[0,h).

Remark 8. For the inequalities (25) and any vectors E e R”
and w € R, we have

& PE & (e +2700)c)|
(+CQ 0 9D)E v, -
—E(@rc0®D) (Brca®B)E O

<y PE (- Schur complement)

and @' QO)'CTCQO)T < yzszw. Then, we see that (24)
holds if € € E(%) and @ € W.



The inequalities (25) are difficult to test since we need
to find 2, y,, and y, satisfying (20) and (25) for infinitely
many values of 0 € [0, k). Then, using the matrix uncertainty
technique [23, 24], we consider their sufficient conditions,
which are easy to compute. Considering Q(0) in (22) as
a matrix uncertainty, we introduce the following lemma
regarding the matrix exponential [26, 27].

Lemma 9. For the matrix Q(0) in (22),
Omax (Q2(0)) <80) <8(h), VOe€[0,h), (27)

holds where
e.“(A)e -1
- N A 0)
6@:= 1 uy - HW7
0, u(A) =0,

e
U(A) = maxqA: A €eig — -

Proof. Since amax(eAe) < " (see [26]),

(28)

0 0
O e (Q(0)) < L O max (eA’B)dﬁ < J-O MPag (29)

holds. O]

By using Lemma 9 and the S-procedure [23, 28, 29], the
sufficient condition analyzing the cost function J;(Q,) of
the system X, can be expressed in terms of matrix inequality
as summarized in the following theorem.

Theorem 10. Consider the system X composed of P and Q
with the initial state x, € R" and the exogenous inputu € L7,
in (15). For the quantization interval d € R, and the switching
speed h € R, the upper bound of the cost function Jp5(Qy) is
given by

Jus (Qa) <y (h)

(30)
sty (h) := (y + Opax (C) 8 (h)) @

if there exist 0 < @ = @7 € R""1a) o « g = g7 ¢ g™,
ay, € [0,1/2h — p()?/2h] and y € R, satisfying

©,0 + QD +20,@ T, VhQD]
ry -2a,I,, VAL | <0, (3D
Vho, @ Vi,  -@
@ eE" V8 (h)eD”

€0 yI,-5(hCsCh 0 >0,
_ (32)
V(D@ 0 S
$Q0)=Q(6)S, VO e[oh),
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where the matrices @, and T}, are defined by

T (" 4 1(" 4
—J e TdrA —J e""drBC,
. = hlo hlo
h -~ 1 h . >
I 0 ;ljoe Q'd7 (Ag+ BoCp)
(33)
[ 1Jh AT
—| ¢"drB
r,= | o
h -~ 1 h "
_;Joe ?"d7B,
Proof. See Appendix A. O

Denote by 2 the system T without operator HS. In this
case, the system X is given by

S:EW) =AEWL) + Be(t),

where

z, () =BEW®), (34)

‘a::[A BC, ]

— [B
0 Ag+ByCq .%::[ ] (35)

B

Q
Regarding the definition of £(t), see Lemma 4. An advantage
the condition (31) over conditions (20) is that it can be used
for a small /& without numerical difficulty. This idea comes
from [23, 24]. In the limit of h — 0, (1/h) Joh eMdr - 1

and (1/h) [' e*e"dr — Ihold, so ®), — o and T, — 9B
hold. In the same limit, from 6(h) — 0, conditions (31) and
(32) converge to the analysis conditions of the continuous-
time dynamic quantizer for the system X in [15, 16]. On the

h
other hand, for asmall 4, e — I,e%d" — I, Jo eAdr - 0

and I: ¢“"dr — 0hold, so &/ and B (& and 9ARB) are close
to identity and zero matrices, respectively, and the left side of
(20) is close to zero.

In numerical computation, it is appropriate to fix the
structure of S such that SQ(0) = Q(6)S holds. For example,
we can set S = spl,, sy € R, and this setting leads to the
following optimization problem (Aop):

min
@=Q">0,S=5¢1,>0,1/2h—p()*|2h=a;,>0,>0 (36)
s.t. (31) and (32).

When scalar «;, is fixed, the conditions in Theorem 10 are
linear matrix inequalities (LMIs) in terms of the other
variables. Using standard LMI software and the line search
of oy, we can obtain an upper bound of J;;4(Q,).

3.3. Quantizer Synthesis. The problem (Aop) suggests that
the quantizer synthesis problem (E') is reduced to the
following nonconvex optimization problem (OP):

min 2
0=Q">0,5=s54I,,>0,A ,B,Cqp»1/2h—p()* [2h=0,20,y>0
(37)

s.t. (31) and (32).

That is, if (OP) is feasible, (E) is feasible.
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From the matrix product such as (1/h) j: e“ldr and
Aq+BoCqin (31), the synthesis condition is difficult to derive
from Theorem 10 unlike the continuous-time case without
the operator HS in [15, 16]. Thus, we fixed the parameters as
follows:

o =n, B = B. (38)

The structure (38) does not severely limit the synthesis
because A, and B, of the continuous-time dynamic quan-

tizer for the system 3 in [15, 16] are also (38). See Appendix B.
In other words, Xq = AxQ + Beg, estimates the quantization
influence on the system P. Along with this, we fix @ of (31) as
follows:

_|Yv _ T _ T
@—[V V]’ Y=Y >0, V=V >0. (39)

The structure (39) also does not impose a severe limitation on
the synthesis because an appropriate choice of the quantizer
state coordinates allows us to assume that @ has the special
structure for the full order case ng = n [30].

Under some circumstances (38) and (39), we obtain the
following synthesis condition.

Theorem 11. Consider the system X composed of P and Q
with the initial state x, € R" and the exogenous input u €
&% in (15). Suppose that the quantization interval d € R, the
switching speed h € R, and the performance level y € R, are
given. For a scalar oy, € [0, 1/2h), there exist a continuous-time
dynamic quantizer Q, achieving (30) if one of the following
equivalent statements holds.

(i) There exist matrices 0 < @ = @ € R™"*(11a) o <
S = 8" € R™ and a dynamic quantizer Q satisfying
(31), (32), and (38).

(ii) There exist matrices0 < Y = Y! € R™™ 0 < V =
Vvl e R™ W ¢ R™", 0 < § = §T ¢ R™™

satisfying
O+ Oy, +20,0p O, VhOY,
O, -2a,1,, VhOL, [ <0,  (40)
VhO 4, VhOy, -0
©) ¢ Op,

Oc y'I,-d(hcsct o | =0,

(41)
O 0 S

SQO)=Q()S, VOel0,h),

7
where
_ FY 14 . 1 h AT

®P = LV V:| > \Ilh s z JO € dT’

0. (¥, (AY + BW) ¥, (AV + BW)
AT, (AV + BW) Y, (AV + BW) | (42)

(¥, B
Oy, = ‘PZB]’ @ := [CY CV],

Opy = [\O(h) (AY + BW) /5 (h) (AV + BW)].
In this case, such a quantizer parameter is given by

ng=m  Aq=A, By=B,  Co=WY . (43)
Proof. We fix @ as shown in (39) and introduce the change of
variables W = C,Y. Hence, (31) and (32) result in (40) and
(41). Also, designing Cy, yields oy, € [0, 1/2h] because p(&) is

determined by C;, and [0, 1/2h - p(&)*/2h] < [0,1/2h]. O

In the limit of h — 0; ¥}, converges to I and §(h)
converges to 0; then conditions (40) and (41) also converge
to the synthesis condition of the continuous-time dynamic
quantizer for the system Z in (34). Also, by setting S = s,1,, for
Theorem 11, the quantizer synthesis problem (E') is reduced
to the following optimization problem (Sop):

min
Y=Y>0T,V=VT>0,S=s4I,>0,W,1/2h>a;,>0,y>0 (44)
s.t. (40) and (41).

If (Sop) is feasible, (E') is feasible. Therefore, a continuous-
time dynamic quantizer considering both spatial and tempo-
ral resolution constraints is obtained from Theorem 11.

Remark 12. To consider numerical optimization analysis or
synthesis of a quantizer as shown in (Aop) and (Sop), we
need the signal assumption (15) in Theorems 10 and 11. On
the other hand, for the high speed switching such that h
is very small, the assumption (15) ensures that solutions to
the problem (E') converge to our previous results [15, 16].
Therefore, the results of this paper partly include our previous
results [15, 16] although each class of exogenous signals and
plants is restricted.

4, Discussion

For the slow switching, we compare the proposed method
and existing continuous-time quantizer [15, 16]. Consider the
system Zq,. The plant P is the stable minimum phase LTI

system:
AR R |

In the case without the operator HS, an optimal form of
the continuous-time quantizer Qgp [15, 16] is given by (B.2).




v(t)

Time t(s)
(a)
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z(t)

Time t(s)
(b)

FIGURE 4: Time responses of X, with the proposed quantizer for = 0.01.

Time t(s)
(a)

z(t)

0 1 2 3 4 5 6
Time t(s)
(b)

FIGURE 5: Time responses of X, with (B.2) for h = 0.01.

See Appendix B. The continuous-time quantizer Qgp and its
performance are parameterized by the free parameter f €
R,. For the simulation, we consider a two-step design for
QZP ; we first set f and second insert the operator HS in the
obtained QZP . Also, the achievable performance of | HS(QZIP )
is calculated by (Aop).

For the comparison, we set the switching speed h =

0.01 [s] and the quantization interval d = 2. First, we
set f = 50 and then obtain Q7 with y, = 0.102. Also,

y(h) = 0.219 for ]HS(Q;P ) is obtained from (Aop). Second,
we solve the problem (Sop) and obtain y(h) = 0.219
and the matrix C, = [-19.26 —22.72]. In this case, both
quantizers can approximate well. Figures 4 and 5 illustrate
the simulation results of the time responses of X, with the
proposed quantizer and the quantizers Q;P in (B.2). The
initial state x, = [0 0]7 and the input u(t) = sinnt +
cos 0.7mt are given. In Figures 4 and 5, the thin lines and
the thick lines are for the conventional system in Figure 1(b)
and the system X, in Figure 1(a), respectively. We see that
the controlled outputs of the discrete-valued input systems
with the dynamic quantizers approximate those of the usual
systems even if the quantized outputs are applied. Also, the
two controlled outputs approximated by both quantizers are
exactly the same.

Next, we consider the case h = 0.1. In this case, the two
controlled outputs approximated by the two quantizers differ.
(Aop) for QZP is infeasible. From (Sop), on the other hand, we
obtain y(h) = 0.949 and the matrix C, = [-1.1321 -3.097].
Figures 6 and 7 illustrate the simulation results on the time
responses of X, with (B.2) and the proposed quantizer in
the same fashion. We see that z(¢) of the usual plant P is

approximated by z(t) of the system X, with the proposed
quantizer, while z(¢) of the system X, with (B.2) diverges.
From this example, we see that the proposed method can
address the spatial resolution and the temporal resolution
issues, simultaneously. Also, Theorem 10 verifies whether the
quantizer QZP is applicable to the given switching speed
setting.

Remark 13. In the above numerical experiments, the pro-
posed quantizer is designed and the quantizer QZP is analyzed
for u = HSF(sin7t + cos0.77t), while the time responses
of the quantizers are simulated for u = sinzt + cos0.77t.
That is, this is the conservativeness caused by the signal
assumption (15). However, we see that the above results verify
the effectiveness of the proposed method even if the signal
conservativeness exists.

Here, we focus on the eigenvalues of & for the system
2 with Q7. The eigenvalues for f = 50 and h = 0.1
are {0.741,0.819, 0.550, —4.21} and then & is unstable in the
discrete-time domain. From Theorem 10, (Aop) is infeasible
if p(&) is bigger than 1 (in other words, & is unstable).
{0.741,0.819} are the eigenvalues of e, That is, e?" +
_[Oh eAQTdTBQCQ(:: Aq(h)) for QZP is unstable. Then, we
consider the case in which f = 3and h = 0.1 (y, = 0.707)
such that A (h) is stable. The corresponding eigenvalues are
{0.637,0.354}. In this case, y(h) = 1.085 for Ju5(QY) is
obtained from (Aop).

From the above results, the existing continuous-quantizer
in [15, 16] may be suitable for a two-step design such that
Aq(h) is stable via the parameter f. In terms of the upper
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v(t)

1 2 3 4 5
Time t(s)
(a)

z(t)
\

0 1 2 3 4 5 6
Time t(s)

(®)

FIGURE 6: Time responses of X, with (B.2) for & = 0.1.

Time t(s)
(a)

z(t)

Time t(s)
(b)

FIGURE 7: Time responses of X, with the proposed quantizer for k = 0.1.

bound of cost function (B.3), first, let us consider the problem
(P-1): maximize f for QZP such that

X=X >0 st Agh) XAq(h)-X <0,  (46)
where the parameters (Aq, By, Cq) of Ag(h) are given by
(B.2). This problem is LMI for the line search of f.Forh = 0.1,
its solution is f = 18.9 (y, = 0.173). However, y(h) = 113.148
for J HS(QZP ) is obtained from (Aop). By using Theorem 10,
next, let us consider the problem (P-2):

min
©=Q">0,S=s¢1,>0,1/2h~(p(A)*)/2h=0,>0, f >0,y>0 (47)

s.t. (31) and (32),

where the parameters (A, Bo, Cg) of ¥, and I}, are given by
(B.2). This problem is LMI for the plane search of f and «;,.
For h = 0.1, its solution is f = 5.715 (y, = 0.397) and then
y(h) = 0.949 for ]HS(QZP ) is obtained. This performance is
about the same as that of the proposed quantizer. Therefore,
we see that Theorem 10 is also helpful for the two-step design
of the existing continuous-time quantizer [15, 16] even if the
tractable optimization method instead of the plane search
remains an issue for future work. Such a method correlates
the parameter f with the switching speed h, so its insight
is expected not only to result in a new two-step design but
also to clarify the relationship between the discrete-time and
continuous-time dynamic quantizers. Of course, important
future topics also include considering the quantized feedback
control system with unstable plants and generalizing the
exogenous signal for the evaluation of the cost function.

5. Conclusion

Focusing on the broadbandization and the robustness of
the networked control systems, this paper has dealt with
the continuous-time quantized control. We have proposed
numerical optimization methods analyzing and synthesizing
the continuous-time dynamic quantizer on the basis of the
invariant set analysis and the sampled-data control technique.
The contributions of the proposed method can be summa-
rized as follows.

(i) Both the temporal and spatial resolution constraints
can be simultaneously considered, whereas Ishikawa
etal. [20] considered the two constraints step-by-step
and we [15, 16] previously ignored the temporal con-
straint in synthesis. As a result, the proposed method
is applicable to both the slow and fast switching cases.

(ii) The maximum output difference for each sampling
interval is proven to be evaluated numerically via
the matrix uncertainty approach, while the existing
results [11-14] evaluate that only for each sampling
instance.

(iii) The analysis and synthesis conditions are given in
terms of BMIs. However, the quantizer analysis and
synthesis problems are reduced to tractable optimiza-
tion problems.

(iv) The new insight is presented for the existing
continuous-time quantizer design [15, 16].

Also, this paper has clarified the following areas for future
work.

(i) Because of the feedforward structure, the plant is
restricted to be stable. To address unstable systems, we
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need to propose design methods for feedback control
systems.

(ii) The sensors and actuators are distributed in the
networked control system [31], so it is necessary
to design multiple (decentralized) quantizers rather
than a centralized quantizer similar to the existing
ones [14, 16].

(iii) The class of exogenous signals evaluating the cost
function is restricted. To avoid this conservativeness,
it is necessary to propose the equivalent discrete-
time expression instead of (11) using adjoint operator
similar to sampled-data control [25, 32].

(iv) For networked control applications, it is important
to consider the time-varying sampling period, time
delay, packet loss, and so on similar to [6-10]. For
example, the works [6, 8] using the LMI technique
address time-varying sampling period and time delay,
so it is expected that our method using the LMI
technique also extends to such problems.

Appendix
A. Proof

The proof of Lemma 4 is as follows.

Proof. z(kh + 0) for k = 0,1,2,...,0 € [0,h) (which is the
behavior of z(t) over the kth sampling interval) is given by
the discretized system of P:

h
x[k+1] =eMx[k] + J A" 0By (kh + 1) dr
’ (A1)

0
2 (kh +0) = Ce*x [K] + C J OBy (kh+ 1) dr,
0

where x[k] = x(kh). v(t) is given by (9) and v [k] is given by
the discretized system of Q:

xqlk+1]
h h
_ <eAQh N J eAQTdTBQcQ> xg (k] + J ¢ drB e [K]
0 0

h
+ J eAQ(h_T)BQﬁ (kh + 1) dT,
0

vq [k] = Coxq K], a2
2

where xq[k] = xq(kh). This is because e, is given by
eQz?Q+e+ﬁ—u,

i)Q = HSVQ, ﬁ = HSu. (A.3)
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Then, z(kh + 0,x,,Q4(u)) for k = 0,1,2,...,0 € [0,h) is
expressed by the discretized system of Z:

([ x[k+1]
xq [k +1]
e [xx [flj]] + Be k]
Q
h
J AP By k] dr
0

+ (A.4)

QO

h

J eAQ(h_T)BQﬁ (kh+1)dr
0

z (kh +0)

_ x [k]
=% () [XQ ]

)
+ Cj- A" By (k] dr
k 0

]+9(0)e[k]

Also, z"(kh + 0, x4, u) for k = 0,1,2,...,0 € [0,h) without
the quantizer is given by
£lk+1]

=Mz (k] + JheA(h_T)Bu (kh+1)dr
e Ghve)
= Ce*% [k] + CJ:eA(hT)u (kh+ 1) dr,

(A5)

where X(0) = x, and X[k] = X(kh). From ZdQ and P;, we
obtain the system X in (11). O

For the proof of Theorem 10, we use the S-procedure [23,
28, 29].

Lemma A.1. For the real matrices L, M, and N of appropriate
size, the inequality

L+MAN+NTATMT >0 (A.6)

holds for any matrix A such that o, (A) < 0 if and only if
there exists a matrix S = ST > 0 such that

L-8MSM" V&N

>0, SA=AS. A7
VON S (A7)

Then, the proof of Theorem 10 is as follows.

Proof. We use Lemmas 9 and A.1 with
T

C[2E] we[)

Vg (A.8)

N=[2 o], A=0Q().
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In this case, for the inequalities (25), we obtain their sufficient
conditions as follows:

P &’ V& (D"
€ YL -5(mcscT 0 0
nsy BB o S >0,
SQO)=Q(@0)S, VO € [0,h)
V2 € 0 (O)8(R) st QO)CTCQ(O)
< 0, (C)*8(h)*1,, VO € [0,h).
(A.9)

Then, the upper bound of Jys(Q,) is given by (30). By
substituting & = I + h®;, and & = hI}, into (20), we obtain

[aﬂ@d —1l-0)2? ATPH ]
B PA B'PR — al,

_[a+he) 2(1+ho,) - (1-a)P h(I+ho,)" 2T,
WL P (1 + hy,) W 9T, - al,,

_ i [q>;"9» + PO, +a/hP P, ]
- Ir P ~a/hl,,

+h [\\//_%?TZ] P Vho, VhI,] <o.
h

(A.10)

By Schur complement [29], (A.10) is equivalent to (31) where
6 = 92" and o, = «f2h. Also, (A.9) is equivalent to (32)
where @ = 2. O

B. Continuous-Time Dynamic
Quantizer [15, 16]

For the system ¥ in (34) without the operator HS, we consider
the following non-convex optimization (OP):

_min Ve
P>0,u(H)2020,Aq,Bq,.Cq:Y:>0
AP+ PA+20P 9»%]
s.t. —r <0,
B P ~2al,
{9} %T] .
Z % s
€ yclq
(B.)

The dynamic quantizer without the operator HS is obtained
from (OP’) and J(Q,) < ¥, is achieved. Also, an optimal form
of the continuous-time quantizer [15, 16] is given by

QZP : {XQ = Axq+B(v—-u) (B.2)

v=gq (—(CB)_IC (A+ fT)xq+ u) ,

where its achievable upperbound of J (Q;p ) is characterized
by

d~m
4ylgl (f - 1gl)

g = max {v(A),v(A ~B(CB)'C(A+ fI))},

infy, = Opmax (CB),

(B.3)

1

where ¥(A) := max{Re(1) : A € eig(A)}. The continuous-
time quantizer QZIP and its performance are parameterized by
the free parameter f € R, . Note that the larger values of f
not only provide the better approximation performance, but
also switch the outputs v, more quickly. In other words, the
quantizer from (OP') results in the switching that is too fast
and is sometimes not applicable to the slow switching case.
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Switching Mode Power Supply (SMPS) has been widely applied in aeronautics, nuclear power, high-speed railways, and other areas
related to national strategy and security. The degradation of MOSFET occupies a dominant position in the key factors affecting the
reliability of SMPS. MOSFETs are used as low-voltage switches to regulate the DC voltage in SMPS. The studies have shown that
die-attach degradation leads to an increase in on-state resistance due to its dependence on junction temperature. On-state resistance
is the key indicator of the health of MOSFETs. In this paper, an online real-time method is presented for predicting the degradation
of MOSFETS. First, the relationship between an oscillator signal of source and on-state resistance is introduced. Because oscillator
signals change when they age, a feature is proposed to capture these changes and use them as indicators of the state of health of
MOSFETS. A platform for testing characterizations is then established to monitor oscillator signals of source. Changes in oscillator
signal measurement were observed with aged on-state resistance as a result of die-attach degradation. The experimental results
demonstrate that the method is efficient. This study will enable a method to predict the failure of MOSFETSs to be developed.

1. Introduction

With the rapid development of power electronic technology,
SMPS has come to play an important role in electronic
equipment. Since the 1970s, SMPSs have been widely used
in aeronautics, nuclear power, high-speed railways, and other
areas related to national strategy and security.

The failure of SMPS will lead to downtime in electronic
systems and cause catastrophic accidents. A recent statistic
indicates that approximately 34% of electronic system failures
result from the failure of SMPS [1]. Therefore, predicting the
impending failure of SMPS is a challenging problem.

The increasing dependence on SMPS, particularly in
mission-critical applications, has created an urgent need for
real-time techniques that detect incipient faults. According to
statistics on the failure of devices relating to two topological
structures of DC/DC power supply, the component most
prone to failure in switch-mode drives is the controllable
power semiconductor (i.e., IGBT and MOSFETs) [2]. In this
paper, the focus is on power semiconductors, MOSFETs.

Previous work on MOSFETs has focused primarily on three
aspects. The first is the reliability design of these components
[3]. The second is on predicting the remaining useful life
of MOSFETs using off-line accelerated aging tests [4]. An
accelerated aging system for the prognostics of discrete power
semiconductor devices was built in [5]. Based on accelerated
aging with an electrical overstress on MOSFETs, predictions
by gate-source voltage are made in [6]. In [7], collector-
emitter voltage is identified as a health indicator. In [8], the
maximum peak current of the collector-emitter ringing at
the turn-off transient is identified as the degradation variable.
The third aspect of focus is on the development of degrada-
tion models. Degradation models are set up according to the
function of the usage time based on accelerated life tests [9].
For example, gate structure degradation modeling of discrete
power MOSFETs under ion impurities was presented in [10].
In brief, traditional studies on the degradation of MOSFETs
have focused on analyzing nonreal-time data. Predictions of
the remaining useful life of MOSFETs have been based on off-
line, statistical analyses.



In this paper, the focus is on the detection of incipient
faults and on analyzing aging. The primary goal is to realize
on-line fault prediction and evaluate the remaining useful life
of MOSFETs. The approach that is followed is to use the pulse-
width modulation (PWM) signals. PWM is a succession of
step functions. The natural characteristic response (oscillator
signal) of the source is the output signal. By analyzing
the source signal, the paper establishes key parameters of
failure related to the natural characteristic response. The key
parameters of failure then become the main indicators of the
component’s state of health. Compared with other methods,
the approach has the following several advantages. First, the
primary advantage is that there is no need to bring in addi-
tional signals. Second, not only can real-time measurements
of input and output voltage be realized, but data can also be
synchronously processed. Timely judgments and predictions
can be made about the state of MOSFETs. Finally, the method
is an integration of signal processing with an analytical
model. As far as the degradation of MOSFETs is concerned,
this is a new perspective. This introductory section is followed
by Section 2, which begins by addressing the basic failure
mechanism. A nonidealized model of MOSFETs is then intro-
duced. In Section 3, the generation mechanism of oscillator
signal and the relationship with key parameters of failure are
discussed. In Section 4, the experimental framework is estab-
lished and the testing procedure is described. In Section 5,
the results of the study are summarized and future work is
discussed.

2. The Failure Mechanism and
a Nonidealized Model of MOSFET's

MOSFETs were first developed in the 1970s. They soon
replaced power bipolar junction transistors (BJTs). Unlike
BJTs, which are current controlled, MOSFETs are voltage
controlled and hence require a simple gate driver circuit. Due
to the high current-density capability, low switching loss, and
high input impedance of MOSFETs, they are the key com-
ponents in power conversions. MOSFETs play an especially
important role in high-frequency power conversions.

In SMPS, MOSFETs are mainly used for switching. When
the MOSFETs are in the on-state, they exhibit resistance
between the drain and source terminals. As shown in Figure 1,
this resistance is called R, after the drain-to-source resis-
tance in the on-state. R, is the sum of many elementary
contributions [11].

R, is the source resistance. It represents resistances
between the source terminals of the package to the channel
of the MOSFETs. Ry, is the channel resistance. For a given
die size, it is inversely proportional to the channel width
and to the channel density. For low-voltage MOSFETs, the
channel resistance is one of the main contributors to the
R,,. A great deal of work has been carried out to reduce
the cell size of low-voltage MOSFETs in order to increase
the channel density. R, is the access resistance. It repre-
sents the resistance of the epitaxial zone directly under the
gate electrode, where the direction of the current changes
from horizontal (in the channel) to vertical (to the drain

Mathematical Problems in Engineering

Ry

FiGure 1: Contribution of the different parts of the MOSFET to the
on-state resistance.

contact). R; is the detrimental effect of the reduction in
cell size mentioned above. The P implantations form the
gates of a parasitic transistor that tend to reduce the width
of the current flow. R, is the resistance of the epitaxial
layer. As the role of this layer is to sustain the blocking
voltage, R, is directly related to the voltage rating of the
device. A high-voltage MOSFET requires a thick, low-
doped layer (i.e., highly resistive), whereas a low-voltage
transistor only requires a thin layer with a higher doping
level (i.e., less resistive). As a result, R, is the main factor
responsible for the resistance of high-voltage MOSFETs.
R, is the equivalent of R, for the drain. It represents the
resistance of the transistor substrate and of the package
connections.

In the various aging mechanisms, thermal stress and
electrical overstresses are the most common suspects. Both
of these mechanisms cause the on-state resistance R , to
increase. In the case of thermal stress, the total on-state
resistance increases as a result of a reduction in the mobility
() of the charge carriers [12]. This mobility reduction is
attributed to an increase in the scattering of charge carriers
with temperature. The decrease in mobility with temperature
is based on the material properties and doping levels of the
semiconductor. These changes cause the switch characteris-
tics to change and lead to premature failure. R, is the key
indicator of the degradation and state of health of MOS-
FETs [13]. When MOSFETs degrade, on-state resistance will
increase.

The equivalent circuit model of MOSFETs is shown in
Figure 2 [14]. In the MOSFETs datasheets, when drain and
source terminals are shorted, the input capacitances are often
named C,,. The output capacitances are named C,, (gate

and source shorted), and the reverse transfer capacitances
are named C, (gate and source shorted). The relationship



Mathematical Problems in Engineering

D
Ced
Ron
Diode c
Ideal — N | s
G X > mos -
Cgs
Lps
S

FIGURE 2: Equivalent circuit model of MOSFETs.

between these capacitances and those described is as follows
[15]:

Ciss = Cgs + ng’
Coss = ng + Cds’ (1)
Crss = ng'

Cye» Cga» and Cy are the gate-to-source, gate-to-drain,
and drain-to-source capacitances, respectively [16]. R, is the
on-state resistance. Considering the effect of the distribution
parameters, L, is the source parasitic inductance. Diode is
the body diode.

3. Analysis of the Characterization of
the Source Oscillator Signal

When MOSFETs turn on, the step inputs drive the gate. The
high level of the step signal is set as E. When MOSFETs
are suddenly subjected to step inputs, the parasitic capaci-
tance C,, starts charging. The charging voltage E produces
a relatively high dv/dt. The value of dv/dt is related to
the switching speed. The relationship between these two

quantities can be expressed approximately as

dv E
priaivat 2)
t ty,
E and t_, are the corresponding voltage and conduction
time, respectively. Thus, the source displacement current
introduced by dv/dt can be expressed as:

dv E
i =C,—=C,.—.
IS ngt gSton (3)

Between drain and source, due to parasitic capacitance
C4,» on-state resistance R, and distribution inductance

L, the source will produce an oscillator signal. The source
voltage can be expressed as

Vi (5) =i, - Z (s)

S+ (Ron/Ly,) (4)
ton Ca 8+ (Ron/Ly) S+ (1/L,Car)’

_E G

The characteristic equation (4) is a second-order system.
Z(s) is the system transfer function in the frequency domain.
When the discriminator is less than zero, the Laplace inverse
transform can be expressed as

E C R? _
U () = — 2. \[1-Cy—2 e % sin (wt +0),
ton Cds 4Lps
(5)
where
ROH 1 R(Z)H w
o= , w= - 5 ,0=arctan<—>.
2L, L,Cq 4% Ly o

(6)

Equation (5) represents the damping oscillation curve.
The envelope of damping oscillation can be expressed as

£ . Cgs . e_at.

— 7
ton Cds ( )

y:

The damping coeflicient is shown below in (8) as follows:

ROl’l
a= e ®)

2L,

The oscillation frequency can be expressed as
2
1 Ron

w= - )
Lpsts 4 x Li}s

Because R(Zm/(4 * Lis) is far less than 1/Lpsts, the
oscillation frequency can be expressed as

1
W= . (10)
\/Lpscds

According to (8) and (10), R, can be expressed as

[04

R,,=2- .
on W Cy, (11

When MOSFETs begin degrading, R, will increase. The
oscillation envelope of damping oscillation will change. Thus,
by the real-time monitoring of the source damping oscillation
signal, we can obtain the trend in the variation of the key
parameter R, . From the change in R_,, the paper can
estimate the state of health of MOSFETs. By means of the
above, the prognostics and health management of SMPS are
realized.
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FIGURE 3: Experimental setup.
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4. Physics Experiments and the Results of
the Data Analysis

4.1. Signal Acquisition Experiments. To monitor the oscil-
lation signal and compute the degradation parameter R,
an aging experimental platform is established. The physics
experiments are performed in specialized laboratories. The
experimental setup mainly consists of a gate drive board,
a main board, a PXI device, and a host computer. The
PXI device mainly realizes data acquisition on the basis of
LabVIEW 2012. The host computer realizes data processing
based on MATLAB 7.0. The main board is a Buck circuit.
The input voltage is biased at 6 V dc. The gate drive voltage
is produced by a function generator. The gate voltage is a
square wave signal with an amplitude of 0~10V, a frequency
of 40 KHz, and a duty cycle of 50%. The amplifier is used to
ensure that enough current is available to charge the gate of
MOSFETs.

The main board houses the terminal block for the MOS-
FETs device and the BNC output ports connected to the
terminal block. The source-ground voltage (Vs), gate-ground
voltage (Vg), drain-ground voltage (Vd), and drain-source
current (Ids) are monitored in situ by the LabVIEW that
controls the PXI data acquisition card. In order to ensure
synchronous data acquisition, display, and processing, the
system applies the producer/consumer mode in LabVIEW. In

Source voltage

Butterworth low-

pass filter
Extracting the Fast Fourier
envelope transform

!

Computing on-state

resistance

|

Judging degradation

FIGURE 5: The flow chart for the processing of data.

the circulation of producers, the experimental setup realizes
the function of data acquisition and display. In the circulation
of consumers, it realizes the function of data storage. Thermal
stress is used in the study to cause device damage by applying
a controlled temperature. The experimental setup used for the
acquisition of signals is shown in Figure 3. The data display is
shown in Figure 4.

4.2. Signal Processing Experiments and Degradation Analysis.
The effects of the oscillator signal resulting from degraded
MOSEFETs are evaluated by preprocessing the data. As the
MOSFETs age, R,, will increase. An appreciable increase
in the damping coefficient « is observed. Figure 5 gives the
flow chart for the processing of the data. First, the data
is filtered using a first-order Butterworth low-pass filter.
Second, the envelope of the oscillator signal is extracted.
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FIGURE 6: The oscillator signal of the source and the envelope in
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FIGURE 7: The result of the FFT.

Then, the exponential damping of the “cftool toolbox” is used
to conduct curve-fitting. Finally, according to (11), the value
of on-state resistance is acquired.

After several rounds of processing, an oscillator signal
of the source from MOSFETs in normal working condition
is acquired. The oscillator signal and envelope are shown in
Figure 6. The result of the FFT is shown in Figure 7. The
fitting result is shown in Figure 8.

The fitting expression and goodness of fit when MOSFETs
are in different states are shown in Table 1. The general model
is an exponential model. It is shown in (12) that b, ¢, and d are
coefficients and « is the damping coefficient. The evaluation
standard for curve-fitting consists of SSE, R-square, adjusted
R-square, and RMSE. SSE represents the sum of squares
due to error. R-square is the coefficient of determination.

Envmax versus tm1
— Fit1

FIGURE 8: The fitting result.

—— Normal state
— R, degradation

— L, degradation

FIGURE 9: The oscillator signal of source in different states.

Adjusted R-square represents the degree-of-freedom of the
adjusted coefficient of determination. RMSE is the root-
mean-square error.

Consider

F(x)=b*exp(—a* x)+c*exp(d=*x). (12)

With regard to the failure modes, the potential causes
of failure involve high electric fields and high temperatures.
In this study, MOSFETs are subjected to thermal overstress
to degrade the parts. As the temperature increases, the
oscillator signal and envelope will change. Because parasitic
capacitance Cy, is not prone to damage, when the oscillation
frequency remains the same, this means that the change in
the envelope is mainly caused by R,. In Figure 9, the red
and blue curves, respectively, indicate the oscillation signal in
different R, degradation states. The black curve indicates the
degradation of distribution inductance L ;. When MOSFETs
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TaBLE 1: The results of fitting and goodness of fit.

General model

Goodness of fit

F(x) = b * exp(—a * x) + ¢ * exp(d * x) SSE R-square Adjusted R-square RMSE
F(x) = 1.408 * exp(—1321x) + 1.939 * exp(—6.227x) 0.1662 0.9973 0.9973 0.01689
F(x) = 1.423 * exp(—1408x) + 1.949 * exp(—6.536x) 0.1496 0.9975 0.9975 0.01602
F(x) = 1.493 * exp(—1493x) + 1.925 * exp(—11.35x) 0.1056 0.9984 0.9984 0.01346
F(x) = 1.604 * exp(—1604x) + 1.877 % exp(—1.944x) 0.0846 0.9986 0.9986 0.01212
F(x) = 1.350 * exp(—1832x) + 1.833 * exp(—4.550x) 0.0979 0.9977 0.9977 0.01304
F(x) = 1.368 * exp(~1990x) + 1.799 * exp(~0.300x) 0.1853 0.9953 0.9952 0.01793
TABLE 2: The results of states of health.
« w (Hz) Experiment R, (mQ) Datasheet R, (mQ) Error (%) Health
1321 1.23 % 106 43.66 44 -0.77 Normal
1408 1.23 % 106 46.43 44 5.52 Normal
1493 1.23 % 106 48.35 44 9.89 Degradation
1604 1.23 % 106 58.56 44 33.09 Degradation
1832 1.23 % 106 60.64 44 37.82 Degradation
1990 1.23 % 106 65.77 44 49.48 Degradation
4 120
100 b
80 [ b
2 2 60 ]
2 g
40 b
20 b
1.5 1 1 1 1 1 O 1 T
0 1 2 3 4 5 6 0 2 4 6 8 10
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FIGURE 10: The fitting results in different states.

are different degradation states, the envelope of the oscillator
signal and the result of the FFT are, respectively, shown in
Figures 10 and 11.

Based on the results of curve-fitting, we obtain different
F(x)s. When and C4, are obtained, according to (11), the value
of R, can be determined. The results are shown in Table 2,
with the value of the datasheet given for comparison.

As MOSFETs age, R, will increase. An increasing R,
means that the rate of oscillatory decay will increase. This
means an increase in the damping coefficient a. As seen in
Table 2, when the error is defined as being close to 10%,
MOSEFETs begin to degrade from the state of normal. When
the error is greater than or equal to 50%, MOSFET: fail.

—— Degradation state 1 FFT ~ —— Degradation state 3 FFT

F1GURE 11: The FFT results in different states.

In conclusion, through real-time monitoring and pro-
cessing the oscillator signal of source, we can obtain the
variation tendency of on-state resistance R,,. Thus, we can
predict the state of health of MOSFETs.

5. Conclusions

A nonidealized model and the degradation mechanism of
MOSFETs were described in this paper. In the case of thermal
stress, the total on-state resistance R, increases as a result of
a reduction in the mobility () of the charge carriers. Thus,
in this study, on-state resistance was identified as the key
indicator of the degradation and state of health of MOSFETs.
According to the relationship between the oscillator signal
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and R, in turn-off, on-state resistance R, can be calculated
in real-time. An experimental platform was established for
the purpose of monitoring the oscillation signal and com-
puting the degradation parameter R,,. Without additional
incentives, a standard signal was used to predict the state of
degradation of MOSFETs in a Buck circuit. The bases for, and
a method of, predicting the life and managing the health of
MOSFETs were given in this study. Future work is still needed
to construct a system for automatically predicting and giving
early warnings about the life of MOSFETs.
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This paper investigates the problem of 7 state-feedback control for a class of two-dimensional (2D) discrete-time Markovian
jump linear time-delay systems with defective mode information. The mathematical model of the 2D system is established based
on the well-known Fornasini-Marchesini local state-space model, and the defective mode information simultaneously consists of
the exactly known, partially unknown, and uncertain transition probabilities. By carefully analyzing the features of the transition
probability matrices, together with the convexification of uncertain domains, a new %, performance analysis criterion for the
underlying system is firstly derived, and then the %, state-feedback controller synthesis is developed via a linearisation technique.
It is shown that the controller gains can be constructed by solving a set of linear matrix inequalities. Finally, an illustrative example
is provided to verify the effectiveness of the proposed design method.

1. Introduction

During the past decades, two-dimensional (2D) systems have
drawn considerable attention due to their extensive appli-
cations of both theoretical and practical interests in many
modern engineering fields, such as process control (thermal
processes, gas absorption, water stream heating, etc.) [1],
multidimensional digital filtering [2], and image processing
(enhancement, deblurring, seismographic data processing,
etc.) [3]. In particular, since the well-known Roesser state-
space model and the Fornasini-Marchesini local state-space
(FMLSS) model were proposed, theory on 2D systems has
progressed greatly [4-11].

On the other hand, as a class of stochastic hybrid systems,
Markovian jump linear systems (MJLSs) have been exten-
sively investigated [12-26]. The driving force behind this is
that MJLSs can model different classes of dynamic systems
subject to random abrupt variations in their structures, for
example, manufacturing systems, power systems, and net-
worked control systems, where random failure, repairs, and
sudden environment changes may occur in Markov chains
[27-29]. It is known that MJLSs are described by a set of
classical differential (or difference) equations and a Markov

stochastic process (or Markov chain) [30]. As a decisive fac-
tor, transition probabilities (TPs) in the jumping process
determine the system behavior to a large extent and, so, far,
many studies on the analysis and synthesis of MJLSs have
been carried out in the context of perfect information on TPs
[12-15, 25]. In practice, however, defective mode information
is often encountered especially when adequate efforts to
obtain the accurate TPs are costly or time consuming. Thus, it
is more practical and interesting to study more general jump
systems with defective mode information. Recently, there
have appeared some results on the analysis and synthesis of
M]JLSs with uncertain TPs or partially unknown TPs [26, 31-
38]. To mention a few, the authors in [31] studied the 7,
filter synthesis problem for a class of MJLSs with partially
unknown TPs; The author in [32] considered the robust
stability analysis and stabilization problems for a class of
MJLSs with polytopic uncertain TPs; the authors in [36]
addressed the robust stability analysis problem for a class of
MJLSs with norm-bounded uncertain TPs.

However, the above-mentioned works were only con-
cerned with one-dimensional (1D) systems. Inevitably, when
2D systems are employed to model dynamic systems with
random abrupt changes in their structures or parameters



such as chemical process control, the mathematical modeling
of such physical systems would be naturally dependent on
jumping parameters. For example, information propagation
occurs from pass to pass and along a given pass in a gas
absorption, water stream heating, and air drying [39]. There-
fore, 2D MJLSs emerge as a more reasonable description to
account for the parameter jumping phenomenon and have
a great potential in engineering applications. Recently, the
stability analysis and synthesis of discrete-time delay-free 2D
MJLSs described by Roesser model were reported in [39, 40],
which are obtained based on the traditional assumption of
complete knowledge on TPs. To the authors’ best knowledge,
the analysis and synthesis for 2D MJLSs with state-delays and
defective mode information have not drawn much attention
yet, which motivates us for this study.

In this paper, the 7, control problem for a class of 2D
discrete-time MJLSs with state-delays and defective mode
information will be studied. The mathematical model of the
2D system is established in terms of the FMLSS model subject
to state-delays, and the defective mode information simulta-
neously includes the exactly known, partially unknown and
uncertain TPs. By fully considering the properties of the
transition probability matrices, together with the convexifica-
tion of uncertain domains, a new #, performance analysis
criterion for the closed-loop system will be firstly derived. By
a linearisation procedure, the corresponding 7, controller
synthesis will then be converted into a convex optimization
problem in terms of a set of linear matrix inequalities.
Finally, an illustrative example will be performed to show the
effectiveness of the proposed controller synthesis method.

Notations. The notations used throughout the paper are stan-
dard. R" and R™" denote, respectively, the n-dimensional
Euclidean space and the set of all m x n real matrices; N*
represents the sets of positive integers; the notation P > 0
means that P is real symmetric and positive definite; I and 0
represent the identity matrix and a zero matrix, respectively;
(8, F,P) denotes a complete probability space, in which
& is the sample space, F is the o algebra of subsets of
the sample space, and & is the probability measure on &;
E[-] stands for the mathematical expectation; | - | refers
to the Euclidean norm of a vector or its induced norm
of a matrix; 1,{[0,00), [0,00)} denotes the space of square
summable sequences on {[0,00),[0,00)}. Matrices, if not
explicitly stated, are assumed to have appropriate dimensions
for algebra operations.

2. Problem Formulation and Preliminaries

Fix a complete probability space (&, #, &) and consider the
following two-dimensional (2D) discrete-time Markovian
jump linear systems (MJLSs), described by the Fornasini-
Marchesini local state-space (FMLSS) model with time-
delays in the states:

) :x(i+1L,j+1)=A, (r(i,j+1)x(,j+1)
+A,(r(i+1,j)x(i+1,j)
+A, (r(Lj+1)x(i—-d,j+1)
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+Ap(r(i+1,))x(i+1,j-d,)
+B, (r(i,j+1)u(i,j+1)
+B,(r(i+1Lj)u(i+1,j)
+D (r(i,j+1)w(i,j+1)
+D,(r(i+1,j)w(i+1,j),

z(ij) = C(r (i, j)) x (i, j) + B; (r (i, ) u (s )
+ D (r (i, ) w (i, j)

w
w

)

where x(i, j) € R™ is the state vector; u(i, j) € R™ is the
control input; z(7, j) € R™ is the controlled output; w(i, j) €
R" denotes the disturbance input vector which belongs to
L,{[0,00), [0,00)}; and d; and d, are two constant positive
integers representing delays along vertical and horizon-
tal directions, respectively. A,(r(i,j + 1)), A,(r(i + 1, 7)),
Ap(r(,j + 1), Ap@@ + 1,7), Bi(r(i,j + 1)), By(r(i +
L, 7)), Dy(r(i, j + 1)), D,(r(i + 1, j)), C(r(i, j)), B5(r(i, j)), and
D,(r(i, j)) are real-valued system matrices. These matrices
are functions of #(3, j), which is described by a discrete-time,
discrete-state homogeneous Markov chain with a finite-state
space J :={1,..., N}, and a stationary transition probability
matrix (TPM) IT = [, ] > Where

Ty =Pr(r(i+Lj+1)=n|r(i,j+1)=m)

Vm,n € .7,
(2)

=Pr(r(i+1,j+1) =n|r(i+1,j) = m),

with 7, > 0 and Zfil Ty = L. Forr(i+1,5) = m €
Jorr(i,j+ 1) = m € F, the system matrices of the
mth mode are denoted by (A, A2 A dim> Adams Bims Bamo
D> Dy Cpi> Bsyys Dsyy,), which are known and with appro-
priate dimensions. Unless otherwise stated, similar simplifi-
cation is also applied to other matrices in the following.

In this paper, the transition probabilities (TPs) of the
jumping process are assumed to be uncertain and partially
accessed; that is, the TPM IT = [m,,, ]y, 1S assumed
to belong to a given polytope Pp; with vertices I, s =
L2, M, Py = {1 | =YY all;a >0, YM « =1},
where IT; = [m,,,]yun> 11 € F, are given TPMs containing
unknown elements still. For instance, for system (2) with four
operation modes, the TPM may be as

Ty Thp T3 T
o1 T Ty T4
Tl3) T3y Tl33 Tl3y
Ty Togy Thaz Tlay

»

where the elements labeled with “~” and “~” represent the
unknown information and polytopic uncertainties on TPs,
respectively, and the others are known TPs. For notational
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clarity, for allm € .7, we denote .¥ = .7 my Ty o U T o
follows:

%as

g = {n:m,, is known},
54 5;% := {n: 7, is uncertain}, (4)
jggf .= {n: 7, is unknown}.

Moreover, if o ) + g and J qé @, it is further described as

(m) ,_
TP = {H e Hoy by YISty SN -2,
( )
m
T =AUy .U, b, V1<V, <N,
where #, € N" represents the ¢, th known element with

the index %,  in the mth row of the TPM and %, =€ N”
represents the v, th uncertain element with the index %,
in the mth row of the TPM. Obviously, 1 < ¢, + v(,,) < N.
Also, we denote

= Y &,

(m)
neso o

= ) -

nef(m>

2 T (6)

(m)
nes o

where rr(s) represents an uncertain TP in the sth polytope, for
alls=1,...,M.
The boundary conditions of system (Z) in (1) are defined

by
{x(j)=¢@j), Vjiz0,-d, <i<0},
{x(i,j)=¢(j), Vi=0, -d, < j<0}, (7)
$(0,0) = ¢(0,0).
Throughout this paper, the following assumption is made.

Assumption 1. The boundary conditions are assumed to sat-

isty
Jim € {Z ;d (¢" (i) ¢ G j))}

(8)
T, 0
. T /. . ..
+ lim E {Z > (o (M)‘P(l’]))]’ <00
i=0 j=—d,
In this paper, we are interested in the 7., controller

synthesis for MJLSs (1). The following mode-dependent state-
feedback control law is used:

w(is j) = K (r (i j) x (i, ). )

where K(r(i, j)) € R,

Then the corresponding closed-loop system can be repre-
sented as follows:

(£):x(+1j+1) =4 (r(ij+1)x(j+1)
+ A, (r(i+1,))x(i+1,j)
+ Ay (r(i,j+1)x(i-d,j+1)
+AL(r(i+1,j)x(i+1,j-d,)
+Dy (r(i,j+1)w(ij+1)
+D,(r(i+ L)) w(i+1,j),

z(i,j) = C(r (i, /) x (i j) + Ds (r (& ) w (s j)

(10)
where
Ay (r (i j+1))
=A (r(i,j+1)+B, (r(i,j+1))K(r (i, j + 1)),
Ay (r(i+1, 7))
=A,(r(i+1,)))+B,(r(i+1,j))K(r(i+1,7)),

C(r(i.j)) =C(r (i) + By (r (& ) K (r (i ).
(1)

Before proceeding further, we introduce the following
definitions.

Definition 2. System (10) is said to be stochastically stable if,
for w(i, j) = 0 and the boundary conditions satisfying (8), the
following condition holds:

1

Definition 3. Given a scalar y > 0, system (10) is said to
be stochastically stable with an # ', disturbance attenuation
performance index y if it is stochastically stable with w(i, j) =
0, and under zero boundary conditions ¢(i, j) = ¢(i,j) = 0
in (7), for all nonzero, w € L{[0, 00), [0, 00)} satisfies

||Pv18

§<||x(i,j+ DI + [ G+ 1,j)||2)} <o (12)

IZlle, < yli@l,, (13)

where

IZle, =\|E {§§(||z(i,j+ D + |2 (i + 1,j)||2)},

=0 j=

(=]

i=0 j=0

.

@], = \jz Y (Jwt, j+ D|* + i + 1, H[°)-

(14)



Therefore, the purpose of this paper is to design a mode-
dependent 7, state-feedback controller in the form of (9),
such that the resulting closed-loop system (10) with defective
mode information is stochastically stable with a prescribed
Z o, performance index y.

3. Main Results

In this section, based on a Markovian Lyapunov-Krasovskii
functional (MLKF), a new formulation of bounded real
lemma (BRL) for the two-dimensional (2D) Markovian jump
linear system (MJLS) (10) with state-delays and defective
mode information will be firstly given. Then, via a lineari-
sation procedure, the %, controller synthesis will be devel-
oped.

3.1. # o, Performance Analysis. In this subsection, by invok-
ing the properties of the transition probability matrices
(TPMs), together with the convexification of uncertain
domains, an %, performance analysis criterion for the
closed-loop system (10) with state-delays and defective mode
information is presented, which will play a significant role in
solving the %, controller synthesis problem.

Proposition 4. The 2D MJLS in (10) with state-delays and
defective mode information is stochastically stable with a guar-
anteed I ., performance y if the matrices {P,,,,, P,,,,, Q;, Q,} €
R™" with P,,, > 0, P,,, >0,Q; >0, and Q, > 0,m € .7,
such that the following matrix inequalities hold:

AP+ B, +0, <0,
(15)

me S, nef%'gg, s=1,...,M,

where

®,, = diag{-P,, + Q,-Py, + Q,-Q;,-Q,, —y’L -1},
dm = [Zlm ZZm Adlm Ad2m Dlm DZm]’
C,

€, =| " =
" 0 Cm Oanan

0 OnZXZHX D3m 0
0 Ds,|’

'gb’(j) = Z T (Pln + PZn)

(m)
neJ o

~(s) (ms)

+ Z T (Pin + Py,) + 75 (P + Pyy),
nesyy nes Y,
(ms) . _ ~(s)

Ty =1— Z T — Z T,

(m) (m)
neJ g neJ o,

(16)
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Proof. Consider the following MLKF for the 2D MJLS (10):

V(i j) = ZVk(x(i,j+1),r(i,j+1))

(17)
4
+2Vk(x(i+1,j)>r(i+1>j))’
k=3
where
Vi (x(i,j+1),r(i,j+1))
=x (i, j+1)P (r(i,j+1)x(i,j+1),
V, (x(i,j+1),r(i,j+1))
i—1
= Y X (kj+1)Qux(kj+1),
k=i—d,
(18)

Vi(x(i+1,j),r(i+1,5))
=x (i+1L,j)P(r(i+1,)))x(i+1,7),

Vi(x(i+1,5),r(i+1, 1))

j-1
= Y X (+1L,k)Qux(i+1,k).
k=j—d,

Then, based on the MLKF defined in (17), it is known
that the following condition (19) guarantees that the 2D
closed-loop system (10) is stochastically stable with an 7,
performance y under zero boundary conditions for any
nonzero w(i, j) € ,,{[0, 00), [0, c0)}:

Q= AV (i, j) + |Zlig, -y’ I3 < o, (19)

where

AV (i, j) = [E{ivk(x(i+1,j+1),r(i+1,j+1)) |
k=1
x(i,j+1),r(i,j+1):m]>

4
+UE{ZVk(x(i+1,j+1),r(i+l,j+1))|
k=3

x(i+1,j),r(i+1,j)=m]>
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S Vilx(ij+1), r(ij+1))

k=1

_ ka

x(i+1,j),r(i+1,7j)),

(20)

and |IZ|lg, and [|w]l, are defined in (14).
Taking the time difference of V (i, j) along the trajectories
of the 2D system in (10) yields

AV, =E[Vi(x(i+1,j+1),r(i+1,j+1)) |
x(i,j+1),r(i,j+1)=m]

-Vi(x(i,j+1),r(i,j+1))

=x"(i+1,j+1) <annP1n>x(i+1,j+1)

nesy
—x (i, j+1)Pyx(ij+1)
=x"(i+1,j+1)

(5 mue

(m) (m)
nesg g, neJy,q

S (s)
<Z s~r:n> Pln

=1

+ Z ﬁmnP1n>

(m)
neJ g, o

xx(i+1,j+1)=x" (i, j+1)Px(i,j+1),
AV, =E[V,(x(i+1,j+1),r(i+1,j+1))]
x(i,j+1)>7’(i’j+1):m]
-V, (x(i,j+1),r(i,j+1))
=x' (i j+1)Qux (i, j+1)
—x" (i

—d,j+1)Qux(i-dyj+1),

AV, =E[Vs(x(i+1,j+1),r(i+1,j+1))]
x({i+1,j),r(i+1,j)=m]

(i+1,7))

-Vy(x(i+1,j),r

:xT(i+1,j+1)<ZﬂmnP2n>x(i+1,j+l)

nesy

—x"(i+1,7) Pyx(i+1,))

=x'(i+1,j+1)

(5 e 3

(m) (m)
neJ o neJ o

(Be)r

+ Z ﬁmnP2n>

(m)
nes o o

xx(i+1,j+1)=x" (i+1,§)Px(i+1,j),

AV, =E[V, (x(i+1,j+1),r(i+1,j+1))]
x(i+1,j),r(i+1,))=m]

(i+1,))

=x"(i+1,/)Qx(i+1,7)

YV, (x(i+Lj).r

~x"(i+1,j-d)Qux(i+1,j—-d,).
(21)

Therefore, based on the MLKF defined in (17), together with
consideration of (10) and (21), we have

Q=¢" (i) [y, (Prn+ Pry) A, + €,,,+0,,]

x¢(i,j), mmne.g,
(22)

where

c(ij) = [x"(j+1) x"(i+1,j) x"(i-dpj+1)

xT(i+1,j—d2) wT(i,j+1) wT(i+1,]')]T)

0,, = diag {_le +Qp Py + Qp —Qp, Qs _YZI’ _YZI} >

'dm = [Zlm Z2m Adlm Ad2m Dlm DZm]’

€ o 6m 0 Onz><2nx D3m 0
m T ral ’
0 C,o0

n,X2n,

P ~(s)
'oj-)ln T Z nmnpln + Z <Zas mn) Pln
nej(m nes

U

+ Y AP =12
(m)

nesys,

(23)



Considering the fact that 0 < or; < 1, ZMI a;=1,and0 <
(ms)

Tl Ty < 1, Znej(m) (/705 ms)) =1, (22) can be rewritten
as

< ﬁmn
Q= Z“S Z (ms)

s=1 nej("‘) ﬂ%%

< [¢" (i) [P o, + €),C,,+0,]c ()],

(m) _
meJS, neFyq, s=1,...,M,

(24)
where
() ._ =(s)
gsns T Z T (Pln +P2n) + Z nrfm (Pln +P2n)
neJ(;) nEJ{(Z;'Zé),
(
+ 71?;”}( +P,),
ne]é;”;g
(ms) ~(s)
UK =1- Zﬂmn_ Z mn
nefgl/”) nGJ;”%
(25)

According to (24), it is easy to see that (19) holds if and
onlyif, foralls =1,..., M,
" (ij) [P0 A, + €8, +0,]c (i, j) <0,
(26)
meS, ne J(?g,,

which is implied by condition (15). This completes the proof.
O

Remark 5. By fully considering the properties of TPMs,
together with the convexification of uncertain domains, a
new version of BRL has been derived for the 2D MJLS
(10) with state-delays and defective mode information in
Proposition 4. It is worth mentioning that the results for
Fornasini-Marchesini local state-space (FMLSS) model (10)
could be readily applied to Roesser model after the similar
transformation as performed in [8]. It is also noted that the
condition given in (15) is nonconvex due to the presence of
product terms between the Lyapunov matrices and system
matrices. For the matrix inequality linearisation purpose,
in the following, we shall make a decoupling between the
Lyapunov matrices and system matrices, which will be con-
venient for controller synthesis purpose.

In the sequel, we focus on the 7, controller design based
on the analysis condition given in Proposition 4.

3.2. # ., Controller Synthesis. In this subsection, based on a
linearisation procedure, a unified framework for the solvabil-
ity of the 7, controller synthesis problem will be proposed.
It will be shown that the parametrised representations of
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the controller gains can be constructed in terms of the feasible
solutions to a set of strict linear matrix inequalities (LMIs).

Theorem 6. Consider 2D MJLS (1) with state-delays and
defective mode information and the state-feedback controller
in the form of (9). The closed-loop system (10) is stochastically
stable with an J ., performance vy if there exist matrices
{X 1 X Ris Ry} € R with X, "> 0, X,,, > 0, R, > 0,
and R, > 0 and matrices G,, € R™" and K,, € R™",
m € J, such that the following LMIs hold:

(m)

—qim 0 0
m

-~ 0

* -1 €

*
*
. 7
*

o,
Fou sl

m

% * -0 (27)

m
* * * -R

me .7, nejm), s=1,..., M,
where

l%'(m)

In

= dlag {Xlggl(m) > > Xlzft(m) > Xl?l1(m) yees Xl?(v(m) > Xln} >

I1=1,2,

(OIS [ ( 7
Fm °* [ nmn%l(m) I) r( ) \/ m?ll(m)
~(S) (ms
\/ m,, I pea |
m = [ Dim Doy AgimRy AgymRy Dy Doyl

%m = [%m _0 OnZXan
0 %m onZXan

Y

D,, 0
0 D, |’
®,, = diag{G,, + G, - X,,,G,,

+ Gy = X 2V’ LYT},

R = diag{R, R,},

T
¢ = Gm 0 onXXZ(nx+nw)
m=lo G, 0 :

n,x2(n+n,,)

d,, = A, + B, K

m>

%m :=C,, + B3, K,,»

B 1 3 e 3
n%% = Tl Ton:
) )

nEJm nEJ];"?

(28)

Moreover, if the above conditions have a set of feasible
solutions (X,,,,» Xom» Ry> Ry> G, K,,), then the state-feedback
controller in the form of (9) can be constructed as

K, =K,G,. (29)
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Proof. It follows from Proposition 4 that, if we can show (15),
then the claimed results follow. By Schur complement and

; (m) _ (m) . _
with 77 := {%l(m),...,%t(m)} and J)0 = {%l(my“"
%V(M}, (15) is equivalent to

2y 0 0 pld, 0

* _‘fl‘g:l) 0 Fr(ysz)dm 0

* * -1 6, 0 | <0,

* s x -0, A (30)

* * * * —@7!
meg, ne s s=1,...,M,

AR
where

m .
g‘l(n) = dlag{Xl%l( ),...,Xl%t( ), Xl%l( ),...,

-1
X ’Xln}’ Xim =P

Yom) Im>

(s) ._ =(s)
Fol = [Jﬂm%l(m)l,..., ,”m%t(wl’ \/rrni%(m)l,...,
~(s) (ms)
\/ﬂm?lv(m) L\ ]’

‘Q{m = [Zlm Z2m Adlm Ad2m Dlm D2m]’

I=1,2,

€ — [Em _0 onZXZrlx D3m 0 :|
0 Cm onZXZnX 0 D3m

®,, = diag{X,,, X5, G&Y'LYl}, @=diag{Q,,Q,},

T
A = Inx 0 Onxxz(nXJrnw)
“lo, o '

n,X2(n,+n,,)

(31)

Now, by introducing a nonsingular matrix G,, € R™"
and pre- and postmultiplying (30) by diag{L,(, 1y, +1)n +n,)>
GVTn,G,Tn, QL Q, 1’12(nw +n} and its transpose the following
yields:

_‘%‘(1:7) 0 0 Fr(rsl)gm 0
=2 0 fd, 0
* * -1 €, 0 | <0,
* * * —@m ., (32)
* * * * -

me .S, nejé;"k;[, s=1,...,M,

where

'dm = [Elm EZm Adlle Ad2mR2 Dlm DZm]’
D;, 0
0 D,,|’

T
Gm 0 onxXZ(nK+nw) :|
0 Gm onXXZ(nK+nw) ’

%m = [%m _0 OHZXan
0 %m onz><2nx

g, = [
®,, == diag{GLX;1G, GL X516 By LY, 3D

% = diag {R,, R,},

Elm = Alm + Blme’ Km = Kme’

R =Q", 1=12

and 2, 2 and £ are defined in (31).

It follows from
(X —Gp) X7 (X —G,) 20, 1212, (34)
that
Gy X G < =G, = GL + X, 1=1,2. (35)

Then, it is easy to see that (27) implies (32).

On the other hand, the condition in (27) implies that
~G,, — G} < 0, which means that G,, is nonsingular. Thus,
the controller gain can be constructed by (29). The proof is
thus completed. O

Remark 7. Theorem 6 provides a sufficient condition on the
feasibility of 7, state-feedback controller synthesis problem
for the 2D MJLSs with state-delays and defective mode
information. It is noted that the 7 state-feedback controller
synthesis problem for 2D discrete-time MJLSs has also been
considered in [40]. However, there still are some remarkable
differences between our results and those in [40]. Firstly, in
this paper, the state-delays were introduced in the system
(1), whereas the 2D delay-free MJLSs are considered in [40].
In addition, in Theorem 6, the exactly known, partially
unknown, and uncertain transition probabilities (TPs) have
been simultaneously incorporated into the TPM for 2D
M]JLSs, while in [40], the TPs were assumed to be completely
known. It has been recognized that the scenario containing
time-delays and such defective TPs is more general and the
underlying MJLSs are thereby more practicable for engineer-
ing applications.

4. An Illustrative Example

In this section, we use a simulation example to demonstrate
the effectiveness of the proposed state-feedback controller
design method to two-dimensional (2D) Markovian jump
linear systems (M]JLSs).



Consider a 2D MJLS with state-delays in the form of (1)
with parameters as follows:

Dy,
Ay | A | By | Dy
D

31

—

-05 0 0 0.05|-05] 0.2
0 05(-002 0 |05 ] 0.6
05 11004 0 | 05|05

0 1 0 002 1 [03 |
02 05 051 0.3
0.5 0.6 0.2 |-0.5

12 AdlZ BIZ D12
22 Ad22 BZZ D22

2|

06 0 0 0.05/05] 0.2
0.3 0.5/-0.02 0.04]0.5| 0.6
05 05004 0 [05]0.5

0 0.8]0.04 002(1 |03 |’
0.2 0.5 05| 0.3
0.5 0.6 0.2]-0.5

(36)

05 0 0 0.05/05]| 0.2
0.3 03(-0.02 0.1 |0.5| 0.6
02 05004 0 [05]0.5
0 04| 01 0.02(02|03 |’
0.2 0.5 0.5] 0.3
0.5 0.6 0.21-0.5

A14 Ad14 B14 D14

C4 B34 D34

04 0 0 0.05/03] 0.2
0.5 0.6(-0.02 0.1 [0.5| 0.6
06 05004 0 [05]0.5
0 05| 0.1 0.02{04| 0.3
0.2 0.5 05 0.3
0.5 0.6 0.2]1-0.5

Four different cases for the transition probability matrix
(TPM) are given in Table 1, where the transition probabilities
(TPs) labeled with “~” and “~” represent the unknown and
uncertain elements, respectively. Specifically, Case 1, Case 2,
Case 3, and Case 4 stand for the completely known TPs, defec-
tive mode information (including known, partially unknown,
and uncertain TPs), partially unknown TPs, and completely
unknown TPs, respectively.
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TaBLE 1: Four different TPMs.

Case 1: completely known TPM Case 2: defective TPM1

[03 02 0.1 04 [03 02 0.1 04]
03 02 03 02 iy Ay 03 0.2
0.1 05 0.3 0.1 Ry Ty gy iy
102 02 0.1 05 102 7y, Ay 7yl
Case 3: defective TPM2 Case 4: completely unknown TPM
[0.3 02 0.1 04 (7, R, Az 7|
My 7 03 02 Ty Tl T3 Ty
Ty Tlyy T3z Tl3y Ty Tlyy Ta3 Tl3y

L0.2 7Ty, 7T, 7Ty

L7Ty Tlgp TTy3 TTyy

TaBLE 2: Comparison of minimum %, performance for different
TPMs.

TPMs Case 1 Case 2 Case 3 Case 4

Vinin 0.9884 1.0415 1.0906 2.2398

For Case 2, it is assumed that the uncertain TPs comprise
four vertices I, s = 1,2, 3,4, where the third rows I1 ), s =
1,2,3,4, are given by

iy 0.2 7y 0.4],

|
My = [y 0.5 7y 03],
(37)
[y 03 7y, 0.1],
|

iy 0.1 7, 0.45],

and the other rows in the four vertices are given with the same
elements; that is,

My = [0.3 02 0.1 04],

S
My = [y 7, 0.3 02], (38)

My = [02 7y 7y 7a], s=1,2,3,4

The objective is to design a state-feedback controller of
the form (9) for the above system such that the 2D closed-
loop system is stochastically stable with an % ., performance
y. By applying Theorem 6, a detailed comparison of the
obtained minimum % ., performance indices y,,, by the
state-feedback controller (9) with four TPM cases being
shown in Table 2. It is shown in Tables 1 and 2 that the lower
the level of defectiveness of the TPM is, the better the 7,
performance can be obtained, which is effective to reduce
the design conservatism. Therefore, the introduction of the
uncertain TPs is meaningful.

Specifically, in the following, considering the four TPM
cases shown in Table 1 and by applying Theorem 6, the feasible
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Modes transitions r(i, j)

20 20

FIGURE 1: One possible system mode evolution.

solution of y,;, = 1.0415 for the state-feedback controller is
obtained under Case 2 with controller gains given by

0.2467 -0.7888|,

[
[

(39)

]
0.2125 -0.7064],
]

K, =|-
K, =|-
K5 = [-0.4563 —0.5998],
K, = [-0.2015 —0.7041] .
The feasible solutions for the other three TPM cases in Table 1
are omitted for brevity.

In order to further illustrate the effectiveness of the
designed 7, state-feedback controllers, we present some
simulation results. Let the boundary conditions be

T
[-1 14], o<is<1o,
T
[0 0],
where —4 < t < 0, and choose the delays d;, = 4 (vertical

direction), d, 4 (horizontal direction), and disturbance
input w(i, j) as

x (i) = x (i,t) = (40)

i> 10,

02, 0<i,j<10,

41
0, otherwise. ()

w)- |
With the previous obtained controllers under Case 2 in
Table 1, one possible realization of the Markovian jumping
mode is plotted in Figure 1. The state responses for the open-
loop and closed-loop systems are shown in Figures 2 and 3
and Figures 4 and 5, respectively, and Figures 6 and 7 are the
controlled output trajectories of the closed-loop system. It can
be clearly observed from the simulation curves that, despite
the defective TPs, the performance of the designed controller
is satisfactory.

5. Conclusions

This paper has addressed the problem of 7, control for
a class of two-dimensional (2D) Markovian jump linear
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FIGURE 2: State responses of the open-loop system: the Ist compo-
nent.
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FIGURE 3: State responses of the open-loop system: the 2nd compo-
nent.
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FIGURE 4: State responses of the closed-loop system: the 1st compo-
nent.
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FIGURE 5: State responses of the closed-loop system: the 2nd com-
ponent.
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FIGURE 6: Responses of the controlled output z(3, j) for the closed-
loop system: the 1st component.

Controlled output

FIGURE 7: Responses of the controlled output z(3, j) for the closed-
loop system: the 2nd component.
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systems (MJLSs) with state-delays and defective mode infor-
mation. Such defective mode information simultaneously
includes the exactly known, partially unknown, and uncer-
tain transition probabilities, which contributes to the prac-
ticability of 2D MJLSs. By fully considering the properties
of the transition probability matrices, together with the
convexification of uncertain domains, an %, performance
analysis criterion for the 2D Fornasini-Marchesini local state-
space model has been firstly developed, and then via a lin-
earisation procedure, a unified framework has been proposed
for the state-feedback controller synthesis that guarantees the
stochastic stability of the closed-loop system with an %
disturbance attenuation level. A simulation example has been
given to illustrate the effectiveness of the proposed method.
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