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Despite the growing environmental consequences of cement production, geopolymer concrete now has gradually evolved as an
ecologically sustainable product. �is study experimentally investigates the e�ect of addition of di�erent proportions (0%, 10%,
and 20%) of rice husk ash (RHA) and polypropylene (PP) �bers (0%, 0.1%, and 0.3%) on the mechanical and durability
characteristics of �y ash (FA)-based geopolymer mortars. �e strength property is assessed by testing the mortar specimen by
uniaxial compressive strength and �exural strength while the durability properties were tested with water absorption, water
sorptivity, and acid (10% concentration of H2SO4) resistance tests. �e experimental �ndings revealed that the PP �ber addition is
not signi�cant in improving the compressive strength, while the addition up to 0.3% by volume had shown good improvement in
�exural behavior. Water absorption increases with an increment in the replacement proportion of RHA. Water sorptivity also
increases with an increase in RHA substitution levels. Furthermore, an arti�cial neural network prototype was proposed in this
work to forecast the mechanical and durability properties of �ber reinforced FA-RHA blended geopolymer mortar. �e ANN
architecture was constructed utilizing the mechanical and durability characteristics of FA-RHA blended geopolymer mortar
procured through experimental investigation. �e RHA substitution proportion, sodium hydroxide (NaOH) liquid concen-
tration, and polypropylene �ber content have been employed as input parameters in the construction of ANN framework. �e
predicted strength values of mechanical and durability tests achieved from the ANN framework agree well with experiment
results. Use of geopolymer mortar has a high potential in repairing the structural elements, and further studies can be done on
applying this mortar for the repairs.

1. Introduction

Ordinary Portland Cement (OPC) is commonly used as a
traditional binding material in all concreting projects. �e
manufacturing of OPC consumes a tremendous amount of
energy and disperses a huge proportion of carbon dioxide
into the Earth’s atmosphere. To mitigate carbon dioxide
emissions, a new promising binder known as geopolymer
was introduced [1]. Numerous researches have been carried
out on the e�ective and comprehensive utilization of

di�erent industrial waste materials in the manufacturing
process of geopolymer concrete [2]. Its manufacturing
process includes the formulation of binders from the alu-
mina and silica rich sources acquired from the industrial
byproducts or low-cost materials such as �y ash (FA),
ground granulated blast furnace slag (GGBS), metakaolin
(MK), rice husk ash (RHA), high magnesium nickel slag
(HMNS), palm oil fuel ash (POFA), waste glass powder
(WGP), red mud, etc. using an alkali activator solution
[3–5]. �e presence of binding material in geopolymer
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binder is supplemented by industrial/agricultural wastes that
comprises pozzolanic characteristics comparable to OPC
and abundant in alumina and silica proportions [6–8]. In
order to extract the silica and alumina sourced from the raw
materials, the alkali-activated solution is employed as a
catalyst which contains a mixture of sodium hydroxide
(NaOH) and sodium silicate (Na2SiO3) solutions [9, 10].

FA and RHA are industrial byproducts of thermal power
stations and rice husk burning, respectively. ,e principal
objective of producing a geopolymer composite from an
industrial byproduct is to promote a sustainable alternative
for conventional Portland cement concrete by significantly
lowering greenhouse gas emissions and industrial waste
disposal concerns [11–13]. Earlier studies showed that the
effectiveness and usage of higher molarity of alkaline so-
lution significantly influence the early strength of the geo-
polymer concrete [3, 14, 15]. Literature reported that the
required mechanical properties of the geopolymer concrete
specimens could be achieved in the ambient curing con-
ditions [16, 17]. On the other hand, FA-GGBS based geo-
polymer binders produced excellent mechanical and
microstructural characterizations even after the exposure to
elevated temperatures [18, 19].,e addition of copper slag in
the FA type geopolymer concrete resulted in higher com-
pressive strength results [20, 21]. Partial incorporation of
RHAwith FA in geopolymer concrete resulted in an increase
in durability and mechanical strength properties [22, 23].
Incorporation of RHA as a source material in the slag-based
geopolymer concrete resulted in greater compressive and
split-tensile strength results [24].

ANN is based on machine learning framework that
simulates a network of biological neural networks. It can be
used extensively in the domain of science and engineering to
overcome extremely complex problems [25, 26]. ,e ANN
framework outperforms other techniques in aspects of
nonlinear connection among input parameters [27].
According to recent findings, the ANN structure can be used
successfully in the construction and building materials
stream to estimate their strength properties with precision
[28–30]. Khademi et al. employed multiple linear regression
(MLR), artificial neural network, and adaptive neurofuzzy
inference system (ANFIS) techniques to estimate the 28-day
compressive strength of concrete [31]. Apart from me-
chanical strength, other important parameters like mix
design [32], cement content [33], replacement level of
recycled coarse aggregates [34], drying shrinkage of concrete
[35], slump values [36], etc. can also be predicted with the
help of neural networks along with experimental results.
Several studies described that the compressive, split-tensile,
and flexural (mechanical) properties of FA-based geo-
polymer matrix are predicted with the application of the
ANN framework [37, 38].

Although the usage of FA in geopolymer production is
significantly reported in the kinds of literature, the use of
RHA and fibers is scanty. ,is experimental investigation is
aimed at exploring the influence of fiber and RHA in the fly
ash based geopolymer mortar, since the potential use of
geopolymer mortar as a repair material for the strengthening
of structures. In addition to this ANN framework was

developed using Levenberg-Marquardt (LM) Algorithm in
MATLAB-2018a to estimate the mechanical and durability
strength results of fiber incorporated RHA-FA-based geo-
polymer mortar.

2. Materials and Experimental Program

2.1. Materials and Sample Preparation. In this study, the
materials procured for the geopolymer mortar preparation
were FA and RHA.,e FA and RHA obtained from Kolkata
were used as the source materials. Table 1 presents the
chemical compositions of the geopolymeric precursor
products acquired from X-ray fluorescence (XRF) analysis.
Locally resourced river sand with specific gravity 2.5 was
used as fine aggregate. ,e mixture of commercially avail-
able sodium hydroxide (flakes type) and sodium silicate
(liquid gel type) sourced and supplied by Sharma brothers,
India, was employed as an alkaline activator solution. ,e
alkali activator solution was produced by blending sodium
silicate solution with a molar ratio (SiO2/Na2O) of 2.65 and
sodium hydroxide. ,e specific gravity and molar mass of
the sodium silicate solution and sodium hydroxide pellets
employed were 1.52 and 2.14 and 123 g/mol and 38.8 g/mol,
respectively. ,e source materials present in the FA and
RHA geopolymer mortars were enhanced by the alkali ac-
tivator solution. Commercially available PP fibers and sul-
furic acid were used. Figure 1 illustrates the visual
appearances of the geopolymeric source materials (RHA and
FA) and PP fibers used in this investigation.

A partial replacement of FA was carried out using RHA
(0%, 10%, and 20%) with the addition of polypropylene fiber
of 0.0%, 0.1%, and 0.3% by volume and mixed thoroughly
with alkaline activator solution to obtain uniform slurry.
Fine aggregate was then introduced to the slurry in the ratio
of 1 to FA to obtain geopolymer mortars. Geopolymer
specimens were prepared in two layers using
70× 70× 70mm cubes and vibrated for about two minutes
in table vibrator to remove the entrapped air present in
mortars. ,e geopolymer mortar specimens thus prepared
were cured in the hot air oven for about 24 hours at the
temperature of 110°C and then kept in the ambient con-
ditions until further testing.

2.2. Experimental Approach. ,e various mix proportions
considered for the experimental investigations on FA-RHA
geopolymer mortar influenced with polypropylene fibers are
listed below. ,e mixes with varying % of RHA and the

Table 1: Chemical constituents of geopolymer precursors.

Chemical components (%) Fly ash Rice husk ash
SiO2 63.39 87.42
Al2O3 26.85 2.85
CaO 2.54 0.71
Fe2O3 5.57 0.56
MgO 0.42 0.37
ZnO — 0.02
MnO 0.02 —
LOI 0.30 0.88
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polypropylene fibers resulted in 27 mixes, as reported in
Table 2. ,e strength reported was the average of three
identical specimens. To achieve the preferred workability in
all mixture proportions, the alkaline to binder ratio and
sodium silicate to sodium hydroxide fraction were selected
to 0.5 and 2.5, respectively. For all of the mix composition,
the quantities of fine aggregates, binder content, sodium
silicate solution, and sodium hydroxide flakes selected were
600 kg/m3, 600 kg/m3, 257.15 kg/m3, and 102.85 kg/m3,
respectively.

Universal Testing Machine (UTM) was used for calcu-
lating the uniaxial compressive strength of geopolymer
mortars at 28 days as per IS 516 (1959) provisions. ,e
flexural strength characteristics of fiber reinforced FA-RHA
based geopolymer mortar specimens were ascertained in
accordance with IS 516 (1959) standards using a Universal
Testing Machine of 1000 kN capacity [39]. Prism samples of
size 40× 40×160mm were casted and examined for flexural
performance after 28 days. ,e method monitored for the
determination of water absorption of geopolymer samples
was in accordance with ASTM C 642 standards [40]. After
measuring the weights of 28-day-old geopolymer mortar
samples, they were dried at 110°C for 24 hours before being
immersed in water. ,e specimens were then removed from
the water and wiped clean and directly weighed in saturated
surface dry conditions to find an increase in weight.

Existing literature reports proved that geopolymer
binders were acid resistant, providing them a promising and

alternative construction material for the sewer environment.
,is study examines the durability of FA-RHA based geo-
polymer mortars subjected to 10% sulfuric acid concen-
tration for 56 days and tested for its strength according to
ASTM C 643 standards [41]. ,e rate of capillary rise ab-
sorption by mortar cube is ascertained by the sorptivity test.
,e samples are initially coated with waterproof enamel
paint on all sides except the bottom and top surfaces, so as to
allow capillary uptake of water only from the bottom. ,e
specimens are then conditioned at 110°C for 24 hours to
obtain constant mass. Test samples are made to rest on
supports (a supporting wire mesh in the present case) in a
manner such that only the lowest 2 to 5mm of the cube is
underwater. ,e rise in the mass of the sample with time is
noted. ,en water uptake per unit area of concrete surface I
(g/mm2) is plotted with the square root of time for the
suction periods (t). Hence I�C+ St1/2 where I� increase in
mass per unit area (g/mm2); t� time, measured in minutes at
which the mass is determined; S� sorptivity in g/mm2/
min0.5; C� a constant.

3. Prediction of Strength and Durability
Characteristics Using ANN

ANN is indeed a massively simultaneous computing intel-
ligence processing architecture which operates equivalent to
biological neural systems [42]. It also has the ability to
comprehend and extrapolate mostly from provided

(a)

(a)

(b)

(b)

(c)

(c)

Figure 1: Visual appearance of materials used in the study: (a) RHA, (b) FA, and (c) PP fibers.

Table 2: Details of the geopolymer mortar mixes.

Mix ID FA (Kg/m3) RHA (Kg/m3) Fiber (%) FA (%) RHA (%) Molarity of NaOH
G1-3 600 0 0 100 0 5M, 10M, 15M
G4-6 600 0 0.1 100 0 5M, 10M, 15M
G7-9 600 0 0.3 100 0 5M, 10M, 15M
G10-12 540 60 0 90 10 5M, 10M, 15M
G13-15 540 60 0.1 90 10 5M, 10M, 15M
G16-18 540 60 0.3 90 10 5M, 10M, 15M
G19-21 480 120 0 80 20 5M, 10M, 15M
G22-24 480 120 0.1 80 20 5M, 10M, 15M
G25-27 480 120 0.3 80 20 5M, 10M, 15M

Advances in Civil Engineering 3



information and intended to deliver appropriate responses
even though the group of input variables comprises an
inconsistency or is ambiguous [37, 43]. It comprises several
interlinked engineered neuron-like structures, each of which
delivers a distinct response (Y) from most of the inputs (Xj)
across equation (1) [44]. ,e activation function (f) is as-
sociated with the sum of input parameters procured from the
sum function and determines the neuron’s output. Phrase
(H) illustrates the amount of the input parameters that can
be anticipated using equation (2), and “b” is the bias co-
efficient, which is applied to influence the activation
function.

Y � f(H) �
1

1 + e−H, (1)

S � 􏽘
n

j�1
XjWj + b. (2)

Since the ANN framework constitutes three compo-
nents, it can be regarded as a Multilayer Perception (MLP)
structure, as illustrated in Figure 2. ,e first layer (input
layer) contains three independent variables (RHA/FA ratio,
different molarities, and percent of fibers) that are used for
entering data. ,e second layer is regarded as the hidden
layer or computational layer, whereas the third layer is
recognized as the output layer, from which ANN model

estimates compressive, flexural, water absorption, acid re-
sistance, and water sorptivity values.

Different variables such as RHA/FA ratio, varying
concentrations of NaOH solution, and percentages of
polypropylene fibers have a significant impact on the
strength and durability characteristics of geopolymer mortar
mixes [45, 46]. Hence, the RHA/FA ratio, different molar-
ities, and percentages of polypropylene fibers were preferred
as input parameters for the geopolymer mortar mixes, and
the target variables were compressive strength (CS), flexural
strength (FS), water absorption (WA), water sorptivity
(WS), and acid resistance (AR) of geopolymer mortar
specimens.

,e overall amount of hidden compartments and the
number of neurons in every hidden compartment in the
ANN structure could be ascertained through implementing
the handful of assessments throughout the training and
testing period until the desired outcomes are achieved with
negligible error values. ,e LM algorithm was implemented
in ANNmodel with feedforward backpropagation technique
to estimate the durability and mechanical properties of
geopolymer mortar using an ANN model with two hidden
layers and five neurons in each layer. Out of 27 experimental
test results, 19 were selected for training, 4 for testing, and 4
for validation phase. ,e limits for input and output re-
sponses considered for this study are listed in Table 3. ,e
accuracy of the output responses recorded from the

RHA/FA ratio

Molarities

Fiber Content

Compressive Strength (CS)

Flexural Strength (FS)

Water Absorption (WA)

Water Sorptivity (WS)

Acid Resistance (AR)

1

1 1 1

2

2 2 2

3

3 3 3

4 4 4

5 5 5

Input layer Hidden Layers Output layer

Figure 2: ANN (3-5-5-5) architecture selected for the preset study.

Table 3: ,e ranges of input and output parameters selected in ANN framework.

Si. No. Variables Units Limits Remarks
1. RHA/FA ratio — 0 to 0.25

Inputs2. NaOH concentration M 5 to15
3. Fiber content % 0 to 0.3
4. Compressive strength MPa 40 to 62

Outputs
5. Flexural strength MPa 7.5 to 12.4
6. Water absorption % 0.759 to 4.0
7. Water sorptivity mm/min0.5 0.208 to 1.10
8. Acid resistance MPa 20 to 44
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developed ANN framework were ascertained in terms of
error percentages using the following equation [44]:

error pre di ction(%)

�
experimental results − predicted results

experimental results
× 100.

(3)

4. Results and Discussion

4.1. Compressive Strength. ,e compressive strength de-
velopment of ambient cured (110°C for 24 hours) FA-based
geopolymer mortar samples containing varying proportions
of RHA (0%, 10%, and 20%), polypropylene fibers (0%, 0.1%,
and 0.3%), and NaOH solution concentrations (5M, 10M,
and 15M) was represented in Figure 3. According to Fig-
ure 3, the highest compressive strength value of 62MPa was
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Figure 3: Compressive strength development of FA-RHA based
geopolymer mortars.
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Figure 4: Flexural strength development of FA-RHA based geo-
polymer mortars.
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ascertained for G6 and G9 mortar mixes featuring 100
percent FA. Due to the higher geopolymerization reaction,
equivalent higher compressive strength results were ob-
served for mortar mixes containing 10% and 20% substi-
tution levels of RHA with a 15M concentration of NaOH
solution [47, 48]. In addition, the compressive strength

properties of geopolymer specimens consisting of 10M and
15M concentration of NaOH solution were comparable.
Furthermore, it can be stated that inclusion of different
proportion of PP fibers did not produce significant change in
the compressive strength of FA-RHA based geopolymer
mortars.

Table 4: Percentage of error values obtained from the ANN framework.

Mix ID
Predicted error in percentage (%)

Compressive strength Flexural strength Water absorption Sorptivity Acid resistance
G1 1.91 3.61 −3.36 2.16 2.17
G2 −0.17 −1.11 −2.88 −3.78 −3.89
G3 −2.97 −1.06 −1.48 −3.95 −1.59
G4 1.46 −1.19 −3.76 3.24 2.69
G5 0.17 3.77 −3.39 −2.70 1.82
G6 −0.32 1.74 −4.51 −2.24 0.65
G7 0.19 3.50 −2.52 2.11 −3.27
G8 0.66 2.61 −2.54 −2.70 −3.88
G9 −1.13 −1.61 −2.01 2.97 1.54
G10 −3.21 1.25 −1.97 −0.96 −4.77
G11 0.19 3.41 4.90 −1.84 −2.97
G12 0.69 −3.33 −2.54 −5.77 1.78
G13 1.36 −2.50 −4.61 −0.66 2.63
G14 2.22 −1.96 −4.12 6.33 −0.64
G15 0.35 0.91 −3.94 −2.40 0.69
G16 −0.89 3.09 −5.40 −2.77 −0.21
G17 1.86 −1.79 −1.82 −6.36 −1.00
G18 −0.66 1.67 −5.40 1.98 3.52
G19 −1.50 2.13 −2.75 1.92 −6.15
G20 −1.04 −1.16 −3.08 −0.79 4.17
G21 1.25 −1.15 −4.81 −1.44 1.39
G22 0.95 −4.00 −2.96 2.37 3.24
G23 2.94 2.00 3.33 1.33 −1.03
G24 −1.13 −0.93 1.94 −3.37 0.74
G25 0.43 3.49 −4.00 2.24 −0.23
G26 −0.55 −1.82 −4.55 −1.82 −3.00
G27 0.69 0.85 −2.77 −1.45 2.33
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4.2. Flexural Strength. Figure 4 depicts the flexural strength
characteristics of various geopolymer mortar mixes evalu-
ated in this experimental investigation. From Figure 4, it can
be observed that the incorporation of 0.3 percent poly-
propylene fibers in FA-RHA blended geopolymer mortars
resulted in a marginal increase in flexural strength char-
acteristics for G7, G8, G9, G16, G17, G18, G25, G26, and
G27 mixes when compared to the other mortar mix pro-
portions. ,e maximum flexural strength of 12.4MPa was
recorded for the geopolymer mix G9 comprising 100% FA
and 0.3% polypropylene fiber. Furthermore, the experi-
mental results of flexural tests revealed that a higher con-
centration (15M) of NaOH solution resulted in a significant
increase in flexural strength of geopolymer specimens

[15, 49]. A higher concentration of NaOH solution enhances
the solubility of Al and Si ions from the precursor materials,
resulting in the generation of relatively strong Si–O–Al,
C-A-S-H, and N-A-S-H gels which resulted in the increase
in strength properties. However, the different RHA sub-
stitution levels have no effect on the development of flexural
strength in FA-based geopolymer mortars. ,e increased
proportion of RHA results in a significant concentration of
unreacted RHA granules in the geopolymer mixture,
resulting in a relatively weak and less ductile geopolymer
matrix. ,e enhanced quantity of SiO2 disruptions the in-
teraction of Si and Al particles ultimately results in a lesser
density geopolymer binder with lower flexural strength [50].
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4.3. Water Absorption. Figure 5 demonstrates the water
absorption test results after 240mins for oven cured FA-
based geopolymer mortar specimens with varying levels of
RHA (0%, 10%, and 20%), polypropylene fibers (0%, 0.1%,
and 0.3%), and NaOH (5M, 10M, and 15M). From Figure 5,
it can be observed that G7, G8, G9, G16, G17, G18, G25, G26,
and G27 geopolymer mixes with 0.3 percent PP fiber in-
corporation had lower water absorption than the other
mixes.

,e behavior of the PP fibers restricts the formation of
microcracks, which reduces the water absorption capacity of
the mortar mixes. Furthermore, the PP fiber’s non-
absorbability (hydrophobicity) nature contributed to a de-
crease in waster absorption capacity [51]. Moreover,

introducing 20% RHA replacement levels to FA-based
geopolymer mortar resulted in increased water absorption
test result compared to other combinations.

4.4. Water Sorptivity. Water sorptivity test results for the
series of the FA-based geopolymer mortars substituted with
varying proportions of RHA (0%, 10%, and 20%) and
polypropylene fibers (0%, 0.1%, and 0.3%) under the in-
fluence of different NaOH solution (5M, 10M, and 15M)
were represented in Figure 6. From the test results it can be
observed that the rate of water absorption for geopolymer
mortars containing (100% FA) and (90% FA: 10% RHA)
produced less sorptivity values. On the other hand,
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Figure 13: Assessment of predicted compressive strength results.

8 Advances in Civil Engineering



geopolymer mortar mixes constituting 80% FA and 20%
RHA showed higher rate of water absorption due to the
inferior properties of RHA particles such as higher water
absorption capacity than FA [50].

4.5.AcidResistance. Figure 7 demonstrates the compressive
strength progression of polypropylene fiber (0%, 0.1%, and
0.3%) reinforced geopolymer mortar samples immersed in
10% H2SO4 solution for 56 days with different levels of
RHA (0%, 10%, and 20%) under varying concentrations of

NaOH solution. According to Figure 7, geopolymer mix-
tures with higher molar concentrations of NaOH solution
(10M and 15M) demonstrate a similar phenomenon in
compressive strength results; meanwhile combinations
with a 5M concentration of NaOH produced relatively low
strength values. Consequently, geopolymer mixes featuring
100 FA achieved superior compressive strength perfor-
mance in an acid (10% H2SO4) environment, whereas
mortar samples enclosing 10% and 20% RHA percentages
developed comparatively lower strength results. From the
experimental outcomes, it can be inferred that increase in
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RHA substitution levels in FA-based geopolymer mortar
resulted in the gradual decrease in compressive strength
under acid environment.

5. Prediction of Strength and Durability
Properties Using ANN

,e percentages of error values for the strength and dura-
bility characteristics of geopolymer mortars obtained from
ANN model were listed in Table 4. As seen in Table 4, it can
be stated that the maximum percentages of error observed
for the geopolymer mortar mixes under compressive, flex-
ural, water absorption, sorptivity, and acid resistance test
results were found to be 2.94%, 4.0%, 5.40%, 6.36%, and

6.15%, respectively. ,e error values obtained from (3) are
negligible as the error percentage for all the predicted values
is less than 10 percentage. According to the preceding
sentence, the ANN framework could be utilized to estimate
the mechanical and durability characteristics of fiber
influenced FA-RHA-based geopolymer mortars. ,e com-
parison between the experimental and the predicted values
of compressive strength results for fiber influenced FA-RHA
based geopolymer mortars is expressed in Figure 8. Figure 9
depicts the correlation among the predicted and experi-
mental flexural strength results. In case of water absorption
test results, the variation between experimental and pre-
dicted values is illustrated in Figure 10. Consequently,
Figures 11 and 12 represent the variation of predicted and
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experimental results for sorptivity and acid resistance test of
fiber reinforced FA-RHA blended geopolymer mortars,
respectively. Figures 8–12 demonstrate that the outcomes for
strength and durability evaluated through experimental and
ANN methods were closely similar. According to the pre-
ceding statements, the established ANN (3-5-5-5) structure
can be used to estimate the strength and durability features
of FA-RHA-based geopolymer mortars comprising PF fibers
with a low error percentage. Moreover, the strength values
determined from experimental and predicted studies were
limited by the ratios of RHA/FA, different molarities of
NaOH solution, and percentage of polypropylene fibers
added.

,e cumulative coefficient of correlation (R) for com-
pressive strength results at the stage of training, validation,
testing, and the association of three levels in the ANN
framework was measured as 1, 0.97189, 0.95547, and
0.97808, as seen in Figure 13. For flexural outcomes, the
calculated R values throughout training, validation, testing,
and the combination of three-phased convergence were
computed from Figure 14 as 0.98670, 0.99819, 0.98673, and
0.97317, respectively. Figure 15 illustrates the R values for
water absorption results at the time of training, testing, and
association of three stages as 0.99076, 0.98675, 0.95312, and
0.97874, respectively. Consequently, Figures 16 and 17
demonstrate the regression evaluation and efficiency of
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the water sorptivity and acid resistance results in the form of
R values.

R values larger than 0.9 explicitly indicate a strong as-
sociation among the observed and simulation outcomes
across all instances [37, 38]; the developed ANN structure,
which has been performed using measured data, precisely
anticipated the intended outputs.

6. Conclusions

,e following are the conclusions compiled from the ex-
perimental and predicted test results based on the influence

of RHA substitution levels, concentration of NaOH solution,
and fiber content in FA-based geopolymer mortars:

(i) ,e geopolymer mortars (G5 and G8) containing
10M concentration of sodium hydroxide solution
produced the maximum compressive strength
results of 62MPa.

(ii) Geopolymer mortar strength decreases with rice
husk ash addition (20%). However, the replace-
ment of fly ash by rice husk ash geopolymer mortar
strength is higher than the control mortar.

(iii) Geopolymer mortar with and without fiber does
not vary much in compressive strength, whereas
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higher residual compressive strengths were ob-
tained after the exposure of 10% of sulfuric acid.

(iv) ,e flexural strength characteristics of the FA-
RHA based geopolymer mortar increase with
higher PP fiber (0.3%) proportions.

(v) Water absorption and water sorptivity increase
with an increment in rice husk ash substitution
levels.

(vi) Sustainable geopolymer mortar can be developed
from source materials like FA and RHA, which are
obtained as industrial byproducts.

(vii) Mechanical and durability strength properties of
RHA-FA-based geopolymer mortar could be
predicted with the application of ANN framework
using experimental results.

(viii) ,e ANN structure constructed in this investiga-
tion for assessing the mechanical and durability
characteristics of fiber influenced FA-RHA
blended geopolymer mortar was proved to be ef-
ficient as the predicted results are in comparison
with the actual results.
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Compressive strength of alkali-activated slag (AAS) concrete is in�uenced by multi-factors in a nonlinear way. Both arti�cial
neural network (ANN) and alternating conditional expectation (ACE) models of 3-day (3 d) and 28-day (28 d) compressive
strength of AAS were established in this study by using the data reported in related literature, where alkali concentration of
activator (Na2O%), modulus of activator (Ms), water/binder ratio (W/B), surface area of slag (SA), and basicity index of slag (Kb)
were taken as input parameters. ­e models were employed later to predict 3 d and 28 d compressive strength of AAS concretes,
respectively, and the results were validated by experimental work. ­e results show that both the ANN and the ACE models had
adequate accuracy, no matter 3 d or 28 d compressive strength was considered. Compared to the 3 d compressive strength, due to
data scattering that increased with the increase of data size, both the models did not yield a higher accuracy in the case of 28 d
strength. However, also due to the increase in data size, both the models were more feasible to implement 28 d strength prediction
as a result of su�cient learning and training during modeling. In addition, based on ACE analysis, the weight-in�uencing
compressive strength of AAS decreased in a sequence of Na2O%>Ms>W/B>Kb> SA. If data size was su�ciently large, it was
more suitable to establish an ANN model for compressive strength prediction of AAS concretes. Otherwise, ACE could be
considered as an alternative to yield an acceptable result.

1. Introduction

Alkali-activated slag (AAS), in which alkali activator (such as
sodium silicate solution, known as water glass, WG) blends
with ground granulated blast-furnace slag, has received
widespread attention due to its extremely low CO2 emission
and superior performance [1]. Concrete manufactured by
using AAS instead of Portland cement (PC) is potentially
employed in structural construction. On the other hand,
performance testing of concrete is usually time-consuming
via experimental work. In this context, prediction based on
mathematic models has shown its practical signi�cance. As
one of the most basic and the most important performances
of concrete, compressive strength is largely dependent on
material components and their characteristics. Di¡erent
from PC, whose compressive strength mainly depends on

water-binder ratio, compressive strength dependence of
AAS comes from both alkali activator and slag, as well as
water-binder ratio. Such multi-factor conditions will cer-
tainly bring much more challenges for compressive strength
prediction of AAS.

Bagheri et al. [2] established an arti�cial neural network
(ANN) by using the data obtained from the authors’ ex-
perimental work, followed by using genetic programming
(GP) to conduct a prediction for compressive strength of
boron-based alkali-activated �y ash-slag system. To develop
the ANN model, percentages of �y ash and slag, as well as
ratios of B, Si, and Na in the alkali activator were taken as
input variables. Totally 114 series of data were collected and
70%, 15%, and 15% of the data were used for training, testing,
and validation, respectively. A very low error value of less than
0.1 con�rmed the high accuracy of the model. After a GP
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based on 20 series of experiments, R2 of 0.95 and root mean
square error (RMSE) of 0.07 were obtained, respectively,
implying a good feasibility of the model for such a prediction.
Also, an ANNmodel was developed for compressive strength
of alkali-activated fly ash-slag concretes in the study carried
out by Nagajothi and Elavenil [3]. Twenty groups of data
obtained from their own experiment were used for estab-
lishment of the model, where slag-fly ash ratio and river
sand–manufactured sand ratio were used as input parameters.
Finally, mean absolute error (MAE), RMSE, and mean ab-
solute percentage error (MAPE) of 0.042, 0.094, and 0.001
were obtained, respectively, exhibiting that the model had
high accuracy. Faridmehr et al. [4] also developed an ANN
model for compressive strength of alkali-activated fly ash-slag
self-compacting concretes, where contents of fly ash and slag,
as well as curing age were taken as input parameters. Within
the total 6 groups of data based on their own experiment, 70%
and 30% of the data were used for training and testing, re-
spectively. Reliability of the model was evaluated by com-
paring its error to the ones obtained from multiple linear
regression (MLR) model and genetic algorithm combined
with ANN (GA-ANN) model. Finally, relatively lower MAE
of 1.78, mean squared error (MSE) of 5.98, RMSE of 2.45, and
average absolute error (AAE) of 0.04 were obtained, re-
spectively. Shariatmadari et al. [5] used alkali-activated vol-
canic ash-slag-PC to stabilize sandy soil, and developed ANN
and evolutionary polynomial regression (EPR) models based
on their own experimental results. Replacements of volcanic
ash and slag in PC, concentration of alkali activator, alkali to
binder ratio, Na/Al, Si/Al, curing time, and curing temper-
ature were employed as input parameters. Training, testing,
and validation used 75%, 10%, and 15% of data, respectively.
After several trials, based on RMSE and MAE of 0.0439 and
0.0336, respectively, the ANNmodel with architecture of 8-5-
10-1 was proved as the most accurate one. Zhang et al. [6]
proposed a chemical-informed machine learning model for
compressive strength of alkali-activated fly ash-slag system.
To build the model, relatively comprehensive features were
considered as input parameters, including contents of fly ash,
slag, NaOH, WG, water, fine aggregates and coarse aggre-
gates, reactivity modulus, hydraulic modulus, silica modulus,
alumina modulus, lime modulus, Na2O in WG, SiO2 in WG,
water in WG, relative humidity, as well as age. Training and
testing used 70% and 30% of data (676 groups in total from
literature), respectively. Eventually, high accuracy was
achieved with a low MAE of 3.228MPa.

From the above, it can be seen that ANN has been
successfully used to estimate compressive strength of alkali-
activated materials. Most studies have been carried out on
alkali-activated fly ash-slag and other alkali-activated sys-
tems rather than AAS, which, however, has more important
significance in engineering practice currently. Furthermore,
the data used in most studies were from their own exper-
imental work. *is could have resulted in a relatively small
data size and then followed by a decrease in accuracy and
feasibility when using the local optimum model to solve a
global issue.

In this context, this study will focus on compressive
strength of AAS concretes by using the ANN approach. In

the development of the ANNmodel, data will be collected as
fully as possible from literature. After the model with suf-
ficient accuracy has been established, its feasibility will be
evaluated by using own experimental work. For comparison,
alternating conditional expectation (ACE) analysis will also
be conducted and the weight of the influencing factors on
the compressive strength of AAS concretes will be deter-
mined elementarily by using such method.

2. Data Collection and Modeling

2.1.DataCollection. ANN and ACEmodels were established
in this study to predict compressive strength of AAS con-
cretes with WG as alkali activator. Data used for the model
establishment was collected from related literature published
publicly. *e influence on strength of AAS should be from
both alkali activator and slag, as well as their proportion.
Considering the importance of the influencing parameters,
alkali concentration of WG (Na2O%), modulus of WG (Ms),
water/binder ratio (W/B), surface area of slag (SA), and
basicity index of slag (Kb) were taken as the input parameters
of the models [7–13]. Other parameters, such as binder
content, which are less important and then not typically
considered in the literature, are not adopted in this study for
model establishment. Na2O%, Ms, W/B, and Kb should be
calculated according to formulae (1)–(4) [14–17]. If NaOH
was used in the alkali activator as well together with WG,
NaOH should be treated as a part of WG. *erefore, “WG”
in the formulae means the WG after NaOH adjustment.
Compressive strengths of AAS at curing ages of 3 d and 28 d
were considered as output parameters. Finally, 171 and 309
sets of data were successfully selected for 3 d and 28 d
compressive strength prediction, respectively. Literature
used and input/output parameter values listed in Tables 1
and 2 gives the number of tests, range of variation, and
average and standard deviation values for each of the ref-
erences presented in Table 1. Parts of the data in the Table 1
have same inputs but different output values. *is is because
other influencing factors rather than the five mentioned
above were also considered in the literature, but here only
the five factors were concerned.

Na2O% �
Na2O in WG

slag
∗ 100%, (1)

Ms �
SiO2 in WG

Na2O in WG
, (2)

W

B
�
a d d i tional water + water inWG
slag + SiO2 inWG + Na2O inWG

, (3)

Kb �
CaO + MgO

SiO2 + Al2O3
. (4)

2.2. ANNModeling. ANN is a kind of general mathematical
model to solve nonlinear system problems. It processes
information by imitating human neural network [67]. Due
to its strong generalization ability, it has been applied
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Table 1: Literatures and input/output parameters.

Ref.

Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb

Compressive strength
(MPa)

3 d 28 d

[18]

4.0 0.75 0.47 527 0.96 25.16 43.80
4.0 1.00 0.47 527 0.96 16.44 48.96
4.0 1.50 0.47 527 0.96 — 48.05
4.0 2.00 0.47 527 0.96 — 33.44
6.0 0.75 0.47 527 0.96 31.15 46.71
6.0 1.00 0.47 527 0.96 35.60 53.94
6.0 1.50 0.47 527 0.96 32.29 60.72
6.0 2.00 0.47 527 0.96 12.31 59.82
8.0 0.75 0.47 527 0.96 34.62 51.69
8.0 1.00 0.47 527 0.96 32.60 54.98
8.0 1.50 0.47 527 0.96 23.66 58.44
8.0 2.00 0.47 527 0.96 — 54.83

[19]

4.0 1.50 0.28 485 0.99 — 81.20
4.0 1.50 0.32 485 0.99 50.10 79.10
4.0 1.50 0.37 485 0.99 29.10 74.10
4.0 1.50 0.41 485 0.99 — 62.20
4.0 1.50 0.32 485 0.99 40.30 79.50
4.0 1.50 0.32 485 0.99 46.00 78.10
4.0 1.50 0.32 485 0.99 51.40 82.40
4.0 1.50 0.32 485 0.99 52.10 80.50
4.0 1.50 0.32 485 0.99 48.60 77.10
4.0 1.50 0.32 485 0.99 52.30 77.90
3.0 1.50 0.33 485 0.99 — 55.10
5.0 1.50 0.29 485 0.99 54.30 97.60
6.0 1.50 0.27 485 0.99 46.20 102.60
4.0 1.00 0.33 485 0.99 38.20 73.20
4.0 2.00 0.33 485 0.99 46.10 86.50
4.0 1.50 0.32 313 0.99 41.30 75.80
4.0 1.50 0.32 679 0.99 55.10 85.20

[20]

5.0 1.50 0.46 523 1.14 10.72 20.74
7.0 1.50 0.46 523 1.14 — 27.57
9.0 1.50 0.46 523 1.14 14.73 25.11
5.0 1.80 0.46 523 1.14 — 27.29
7.0 1.80 0.46 523 1.14 19.09 40.19
9.0 1.80 0.46 523 1.14 28.78 57.73
5.0 2.00 0.46 523 1.14 — 28.49
7.0 2.00 0.46 523 1.14 24.57 46.03
9.0 2.00 0.46 523 1.14 50.68 58.92

[21]

5.0 1.50 0.35 462 1.00 — 79.60
5.0 1.50 0.40 462 1.00 — 69.40
5.0 1.50 0.45 462 1.00 — 61.30
5.0 1.50 0.50 462 1.00 — 47.20
5.0 1.50 0.55 462 1.00 — 31.60
5.0 1.50 0.35 462 1.00 — 82.20
5.0 1.50 0.40 462 1.00 — 72.50
5.0 1.50 0.45 462 1.00 — 63.50
5.0 1.50 0.50 462 1.00 — 52.70
5.0 1.50 0.55 462 1.00 — 42.10
5.0 1.50 0.35 462 1.00 — 84.00
5.0 1.50 0.40 462 1.00 — 59.20
5.0 1.50 0.45 462 1.00 — 57.10
5.0 1.50 0.50 462 1.00 — 45.90
5.0 1.50 0.55 462 1.00 — 36.30

[22]
7.0 1.80 0.46 523 0.94 — 40.50
9.0 1.80 0.46 523 0.94 — 60.10
9.0 2.00 0.46 523 0.94 — 62.70
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Table 1: Continued.

Ref.

Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb

Compressive strength
(MPa)

3 d 28 d

[23]

10.0 1.50 0.33 450 1.28 18.70 25.00
12.0 1.50 0.33 450 1.28 19.60 27.20
14.0 1.50 0.33 450 1.28 22.50 29.60
10.0 1.20 0.33 450 1.28 30.20 40.40
12.0 1.20 0.33 450 1.28 36.00 46.80
14.0 1.20 0.33 450 1.28 42.80 50.40
10.0 1.00 0.33 450 1.28 35.60 50.40
12.0 1.00 0.33 450 1.28 49.10 61.00
14.0 1.00 0.33 450 1.28 50.40 64.40
10.0 0.80 0.33 450 1.28 40.10 55.70
12.0 0.80 0.33 450 1.28 44.60 64.60
14.0 0.80 0.33 450 1.28 49.10 65.40

[24] 8.0 1.40 0.28 455 1.04 28.60 57.60

[25]

4.0 0.40 0.51 525 1.10 — 33.27
4.0 0.80 0.51 525 1.10 — 38.95
4.0 1.20 0.50 525 1.10 — 46,77
6.0 0.40 0.50 525 1.10 — 44.07
6.0 0.80 0.49 525 1.10 — 52.36
6.0 1.20 0.48 525 1.10 — 79.70
8.0 0.40 0.48 525 1.10 — 36.76
8.0 0.80 0.47 525 1.10 — 82.68
8.0 1.20 0.46 525 1.10 — 75.26

[26]

4.0 1.00 0.44 515 1.08 31.49 56.56
6.0 1.00 0.36 515 1.08 44.30 73.00
8.0 1.00 0.33 515 1.08 54.33 76.90
4.0 1.25 0.30 515 1.08 24.24 59.91
6.0 1.25 0.35 515 1.08 42.63 76.07
8.0 1.25 0.31 515 1.08 50.43 77.46
4.0 1.50 0.25 515 1.08 17.83 62.41
6.0 1.50 0.34 515 1.08 39.29 78.02
8.0 1.50 0.29 515 1.08 41.24 79.41

[27]
4.0 1.00 0.35 435 0.99 — 24.44
4.0 1.00 0.50 435 0.99 — 20.19
4.0 1.00 0.65 435 0.99 — 18.32

[28]

4.0 2.06 0.44 300 0.84 — 14.40
6.0 2.06 0.47 300 0.84 — 20.30
8.0 2.06 0.45 300 0.84 10.50 24.00
4.0 2.06 0.44 300 0.84 10.90 38.00
6.0 2.06 0.36 300 0.84 28.50 53.90
8.0 2.06 0.31 300 0.84 29.50 52.50
4.0 2.06 0.27 350 0.84 — 15.90
6.0 2.06 0.47 350 0.84 — 22.20
8.0 2.06 0.45 350 0.84 10.80 25.00
4.0 2.06 0.44 350 0.84 — 51.70
6.0 2.06 0.36 350 0.84 27.60 67.10
8.0 2.06 0.31 350 0.84 29.20 68.20
4.0 2.06 0.27 400 0.84 — 16.70
6.0 2.06 0.47 400 0.84 10.30 23.90
8.0 2.06 0.45 400 0.84 11.00 27.30
4.0 2.06 0.44 400 0.84 11.40 54.40
6.0 2.06 0.37 400 0.84 26.80 70.10
8.0 2.06 0.31 400 0.84 33.80 72.40

[29]

2.0 1.25 0.40 400 0.99 65.52 67.63
2.0 0.75 0.40 400 0.99 44.03 51.08
1.5 1.67 0.40 400 0.99 51.43 73.09
1.5 1.00 0.40 400 0.99 36.46 58.83
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Table 1: Continued.

Ref.

Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb

Compressive strength
(MPa)

3 d 28 d

[30]

5.0 2.40 0.23 399 1.01 44.30 59.45
5.0 2.00 0.23 399 1.01 54.35 68.64
5.0 2.00 0.47 399 1.01 54.39 68.44
5.0 2.40 0.47 399 1.01 44.37 59.26

[31]
5.0 2.40 0.53 300 1.01 — 49.75
5.0 2.40 0.53 400 1.01 — 67.64
5.0 2.40 0.53 500 1.01 — 73.09

[32]

6.0 0.50 0.47 446 1.05 56.25 42.03
6.0 1.00 0.47 446 1.05 68.01 54.06
6.0 1.50 0.47 446 1.05 84.14 58.98
6.0 2.00 0.47 446 1.05 87.97 68.55
8.0 0.50 0.47 446 1.05 74.66 55.75
8.0 1.00 0.47 446 1.05 82.05 63.15
8.0 1.50 0.47 446 1.05 92.47 70.55
8.0 2.00 0.47 446 1.05 100.40 78.49

[33]
6.0 1.00 0.47 485 0.93 — 87.30
4.9 1.50 0.47 485 0.93 — 81.11
4.1 2.00 0.47 485 0.93 — 85.31

[34] 4.3 2.00 0.44 385 1.24 — 39.50
[35] 5.0 1.20 0.44 325 0.92 — 83.13

[36]

10.8 3.20 0.45 400 0.99 40.11 59.35
9.6 3.20 0.50 400 0.99 39.25 51.62
10.0 3.20 0.55 400 0.99 28.51 45.65
10.5 3.20 0.60 400 0.99 25.86 36.13

[37]

6.0 1.20 0.35 424 0.90 97.66 118.00
8.0 1.20 0.35 424 0.90 101.30 123.20
10.0 1.20 0.35 424 0.90 84.41 108.70
6.0 1.40 0.35 424 0.90 90.68 111.50
8.0 1.40 0.35 424 0.90 91.30 113.10
10.0 1.40 0.35 424 0.90 89.96 110.10
6.0 1.60 0.35 424 0.90 89.34 114.40
8.00 1.60 0.35 424 0.90 95.40 118.20
10.0 1.60 0.35 424 0.90 87.29 109.00

[38] 4.0 1.25 0.40 370 0.88 — 60.10

[39]
4.0 0.80 0.50 435 0.99 29.80 42.07
5.0 0.80 0.50 435 0.99 32.43 48.10
6.0 0.80 0.50 435 0.99 37.68 51.05

[40]
10.0 1.00 0.45 498 0.91 — 54.82
10.0 1.00 0.45 435 0.93 — 29.66
10.0 1.00 0.45 450 0.94 — 34.55

[41] 9.2 1.25 0.55 385 0.80 32.92 39.55

[42]
4.0 1.50 0.50 450 1.08 — 48.02
6.0 1.50 0.50 450 1.08 — 68.89
10.0 1.50 0.50 450 1.08 — 78.71

[43]

4.0 0.50 0.40 515 1.06 — 45.09
4.0 1.00 0.40 515 1.06 — 50.41
4.0 1.50 0.40 515 1.06 — 56.45
6.0 0.50 0.40 515 1.06 — 55.38
6.0 1.00 0.40 515 1.06 — 55.74
6.0 1.50 0.40 515 1.06 — 63.20
8.0 0.50 0.40 515 1.06 — 47.99
8.0 1.00 0.40 515 1.06 — 56.05
8.0 1.50 0.40 515 1.06 — 61.31
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Table 1: Continued.

Ref.

Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb

Compressive strength
(MPa)

3 d 28 d

[44]
8.0 0.48 0.55 345 1.22 — 18.10
12.0 0.48 0.55 345 1.22 — 34.00
16.0 0.48 0.55 345 1.22 — 39.10

[45]

0.4 0.50 0.33 430 0.99 38.99 41.11
0.4 0.80 0.33 430 0.99 41.78 48.86
0.4 1.20 0.33 430 0.99 27.91 30.02
0.4 1.50 0.33 430 0.99 48.78 55.86
0.4 1.80 0.33 430 0.99 43.77 53.33
0.4 2.10 0.33 430 0.99 42.31 51.87
0.4 2.30 0.33 430 0.99 27.72 41.54
0.4 1.50 0.33 430 0.99 26.42 50.53
0.6 1.50 0.33 430 0.99 45.58 78.29
0.8 1.50 0.33 430 0.99 35.50 60.90
1.0 1.50 0.33 430 0.99 49.36 81.97

[46] 4.3 0.41 0.44 501 1.14 — 28.00
3.9 1.22 0.44 501 1.14 — 46.40

[47]

4.0 0.75 0.28 527 0.66 — 26.08
4.0 1.00 0.28 527 0.66 — 36.32
4.0 1.50 0.28 527 0.66 — 36.80
4.0 2.00 0.28 527 0.66 — 25.65
6.0 0.75 0.28 527 0.66 — 15.57
6.0 1.00 0.28 527 0.66 — 8.91
6.0 1.50 0.28 527 0.66 — 60.00
6.0 2.00 0.28 527 0.66 — 41.20
8.0 0.75 0.28 527 0.66 — 1.28
8.0 1.00 0.28 527 0.66 — 6.24
8.0 1.50 0.28 527 0.66 — 39.68
8.0 2.00 0.28 527 0.66 — 23.73

[48] 3.0 1.00 0.41 405 0.55 38.39 —
4.0 1.00 0.40 405 0.55 53.05 —

[49]

3.7 1.40 0.30 338 1.16 67.10 99.40
3.0 1.70 0.30 338 1.16 52.50 86.50
2.6 1.99 0.30 338 1.16 32.60 77.00
2.3 2.29 0.30 338 1.16 — 65.20
2.0 2.39 0.30 338 1.16 — 44.20
1.8 2.94 0.30 338 1.16 — 53.80
1.6 3.27 0.30 338 1.16 — 55.50
1.4 3.60 0.30 338 1.16 — 52.20

[50]

4.0 0.50 0.45 453 1.07 43.47 84.00
4.0 0.80 0.45 453 1.07 51.58 107.60
4.0 1.00 0.45 453 1.07 53.05 123.80
4.0 1.20 0.45 453 1.07 56.00 126.00
4.0 1.50 0.45 453 1.07 57.47 128.20
4.0 1.80 0.45 453 1.07 47.16 127.50
4.0 2.00 0.45 453 1.07 46.42 126.70
4.0 2.20 0.45 453 1.07 36.84 76.63
4.0 2.50 0.45 453 1.07 — 34.63
2.0 1.50 0.45 453 1.07 — 30.92
3.0 1.50 0.45 453 1.07 27.83 105.90
4.0 1.50 0.45 453 1.07 58.74 128.30
5.0 1.50 0.45 453 1.07 72.66 140.70
6.0 1.50 0.45 453 1.07 81.16 151.50
7.0 1.50 0.45 453 1.07 64.15 116.70
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Table 1: Continued.

Ref.

Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb

Compressive strength
(MPa)

3 d 28 d

[51]

4.0 2.50 0.29 458 0.97 30.88 63.95
4.0 2.00 0.29 458 0.97 49.23 83.25
4.0 1.50 0.29 458 0.97 61.58 102.90
4.0 0.50 0.29 458 0.97 70.88 90.25
4.0 1.00 0.29 458 0.97 68.53 99.10

[52]

2.4 0.50 0.28 461 1.01 — 33.38
2.4 1.00 0.29 461 1.01 — 48.48
2.4 2.00 0.32 461 1.01 — 70.13
2.4 0.50 0.28 420 1.03 — 51.26
2.4 1.00 0.29 420 1.03 — 69.14
2.4 2.00 0.32 420 1.03 — 87.02

[53]
5.0 1.00 0.40 487 1.03 30.94 54.54
5.0 1.50 0.40 487 1.03 38.35 61.76
5.0 2.00 0.40 487 1.03 41.26 70.99

[54]

4.0 0.75 0.50 520 1.10 — 44.97
6.0 0.75 0.50 520 1.10 — 84.09
4.0 1.00 0.50 520 1.10 — 41.72
6.0 1.00 0.50 520 1.10 — 79.69

[55]

2.3 0.55 0.49 420 1.01 — 16.00
2.7 0.75 0.50 420 1.01 11.90 18.30
2.7 0.75 0.50 615 1.08 15.30 23.60
2.7 0.75 0.50 817 1.07 17.30 25.90
3.1 0.85 0.51 420 1.01 12.90 20.40
5.4 0.55 0.50 420 1.01 22.30 35.20
6.6 0.75 0.50 420 1.01 26.70 41.90
6.6 0.75 0.50 615 1.08 28.70 44.60
6.6 0.75 0.50 817 1.07 31.40 48.60
7.9 0.85 0.51 420 1.01 33.50 49.60

[8]

8.0 0.75 0.50 425 0.84 — 81.10
8.0 1.00 0.50 425 0.84 — 80.90
8.0 1.25 0.50 425 0.84 — 58.90
8.0 1.50 0.50 425 0.84 — 57.50

[56]

4.0 0.60 0.43 428 1.03 34.65 62.46
4.0 0.90 0.43 428 1.03 40.15 69.88
4.0 1.20 0.43 428 1.03 33.68 76.98
4.0 1.50 0.43 428 1.03 45.33 81.81
3.0 0.60 0.43 428 1.03 28.70 49.01
3.0 0.90 0.43 428 1.03 27.28 62.35
3.0 1.20 0.43 428 1.03 23.02 68.03
3.0 1.50 0.43 428 1.03 — 68.32

[57]

4.0 0.75 0.50 460 0.93 11.55 24.23
4.0 1.00 0.50 460 0.93 11.70 33.84
4.0 1.25 0.50 460 0.93 11.99 34.51
4.0 1.50 0.50 460 0.93 11.88 28.84
6.0 0.75 0.50 460 0.93 14.36 24.95
6.0 1.00 0.50 460 0.93 12.96 25.51
6.0 1.25 0.50 460 0.93 — 27.46
6.0 1.50 0.50 460 0.93 — 22.16
8.0 0.75 0.50 460 0.93 14.25 36.02
8.0 1.00 0.50 460 0.93 14.25 36.78
8.0 1.25 0.50 460 0.93 11.80 39.08
8.0 1.50 0.50 460 0.93 10.57 32.64

[58]
5.8 1.00 0.47 410 1.02 42.30 67.80
5.8 1.00 0.47 410 1.02 45.30 85.00
5.8 1.50 0.47 410 1.02 55.00 98.00
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Table 1: Continued.

Ref.

Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb

Compressive strength
(MPa)

3 d 28 d

[59]

5.0 1.00 0.28 465 1.04 — 82.75
10.0 1.00 0.28 465 1.04 — 71.23
15.0 1.00 0.28 465 1.04 — 48.12
5.0 1.50 0.28 465 1.04 — 85.04
10.0 1.50 0.28 465 1.04 — 65.85
5.0 2.00 0.39 465 1.04 — 86.83
10.0 2.00 0.39 465 1.04 — 48.84

[60]
3.0 1.00 0.25 600 1.14 52.07 67.08
3.0 1.00 0.25 800 1.14 62.21 91.39
3.0 1.00 0.25 1000 1.14 57.62 77.08

[61] 6.0 0.80 0.38 413 0.91 — 86.00
6.0 1.20 0.38 413 0.91 — 80.80

[62]

2.9 1.00 0.42 502 0.90 — 45.00
2.9 1.00 0.42 503 0.97 — 36.92
2.9 1.00 0.40 499 0.87 — 44.62
2.9 1.00 0.40 507 0.93 — 71.15
2.9 1.00 0.40 501 0.98 — 78.85
2.9 1.00 0.40 502 0.95 — 39.62
2.9 1.00 0.40 496 0.81 — 38.08
2.9 1.00 0.40 499 0.77 — 37.69

[63] 4.0 0.75 0.50 460 0.93 35.07 39.89
[64] 5.1 1.50 0.51 460 1.05 64.25 100.00

[65]

4.0 0.40 0.44 410 0.81 — 54.70
4.0 0.80 0.44 410 0.81 — 59.70
4.0 1.20 0.44 410 0.81 — 58.50
4.0 1.60 0.44 410 0.81 — 52.30
6.0 0.40 0.44 410 0.81 — 62.40
6.0 0.80 0.44 410 0.81 — 78.40
6.0 1.20 0.44 410 0.81 — 74.10
6.0 1.60 0.44 410 0.81 — 71.00
8.0 0.40 0.44 410 0.81 — 75.20
8.0 0.80 0.44 410 0.81 — 76.10
8.0 1.20 0.44 410 0.81 — 87.20
8.0 1.60 0.44 410 0.81 — 88.30

[66]

4.0 1.65 0.48 401 0.98 31.38 57.48
6.0 1.65 0.48 401 0.98 49.27 78.89
4.0 1.00 0.48 401 0.98 29.03 47.80
6.0 1.00 0.48 401 0.98 44.28 60.70

Table 2: Analysis of input/output parameters.

Ref.
Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb
Compressive strength (MPa)

3 d 28 d

[18]

Number of tests 9 12
Range [4.00–8.00] [0.75–2.00] 0.47 527.00 0.96 [12.31–35.60] [33.44–60.72]
Average 6.00 1.31 0.47 527.00 0.96 27.09 51.28

Standard deviation 1.71 0.50 0.00 0.00 0.00 8.29 7.73

[19]

Number 14 17
Range [3.00–6.00] [1.00–2.00] [0.27–0.41] [313–679] 0.99 [29.10–55.10] [55.10–102.60]
Average 4.12 1.50 0.32 487.00 0.99 46.51 79.30

Standard deviation 0.60 0.18 0.03 64.80 0.00 7.23 11.02
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Table 2: Continued.

Ref.
Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb
Compressive strength (MPa)

3 d 28 d

[20]

Number 6 9
Range [5.00–9.00] [1.50–2.00] 0.46 523.00 1.14 [10.72–50.68] [20.74–58.92]
Average 7.00 1.77 0.46 523.00 1.14 24.76 36.90

Standard deviation 1.73 0.22 0.00 0.00 0.00 14.27 14.42

[21]

Number — 15
Range 5.00 1.50 [0.35–0.55] 462.00 1.00 — [31.60–84.00]
Average 5.00 1.50 0.45 462.00 1.00 — 58.97

Standard deviation 0.00 0.00 0.07 0.00 0.00 — 16.50

[22]

Number — 3
Range [7.00–9.00] [1.80–2.00] 0.46 523.00 0.94 — [40.50–62.70]
Average 8.33 1.87 0.46 523.00 0.94 — 54.43

Standard deviation 1.15 0.12 0.00 0.00 0.00 — 12.14

[23]

Number 12 12
Range [10.00–14.00] [0.80–1.50] 0.33 450.00 1.28 [18.70–50.40] [25.00–65.40]
Average 12.00 1.13 0.33 450.00 1.28 36.56 48.41

Standard deviation 1.71 0.27 0.00 0.00 0.00 11.55 14.91

[24]

Number 1 1
Range 8.00 1.40 0.28 455.00 1.04 28.60 57.60
Average 8.00 1.40 0.28 455.00 1.04 28.60 57.60

Standard deviation 0.00 0.00 0.00 0.00 0.00 0.00 0.00

[25]

Number — 9
Range [4.00–8.00] [0.40–1.20] [0.46–0.51] 525.00 1.10 — [33.27–82.68]
Average 6.00 0.80 0.49 525.00 1.10 — 52.42

Standard deviation 1.73 0.35 0.02 0.00 0.00 — 19.49

[26]

Number 9 9
Range [4.00–8.00] [1.00–1.50] [0.25–0.44] 515.00 1.08 [17.83–54.33] [56.56–79.41]
Average 6.00 1.25 0.33 515.00 1.08 38.42 71.08

Standard deviation 1.73 0.22 0.05 0.00 0.00 11.89 8.88

[27]

Number — 3
Range 4.00 1.00 [0.35–0.65] 455.00 1.04 — [18.32–24.44]
Average 4.00 1.00 0.50 455.00 1.04 — 20.98

Standard deviation 0.00 0.00 0.15 0.00 0.00 — 3.14

[28]

Number 12
Range [4.00–8.00] 2.06 [0.27–0.47] [300–400] 0.84 [10.30–33.80] [14.40–72.40]
Average 6.00 2.06 0.39 350.00 0.84 20.02 39.89

Standard deviation 1.68 0.00 0.07 42.00 0.00 9.76 21.10

[29]

Number 4 4
Range [1.50–2.00] [0.75–1.67] 0.40 400.00 0.99 [36.46–65.52] [51.08–73.09]
Average 1.75 1.17 0.40 400.00 0.99 49.36 62.66

Standard deviation 0.29 0.39 0.00 0.00 0.00 12.39 9.70

[30]

Number 2 2
Range 5.00 [2.00–2.40] 0.23 399.00 1.01 [44.30–54.35] [59.45–68.64]
Average 5.00 2.20 0.23 399.00 1.01 49.33 64.05

Standard deviation 0.00 0.28 0.00 0.00 0.00 7.11 6.50

[31]

Number — 3
Range 5.00 2.40 0.53 [300–500] 1.01 — [49.75–73.09]
Average 5.00 2.40 0.53 400.00 1.01 — 63.49

Standard deviation 0.00 0.00 0.00 100.00 0.00 — 12.21

[32]

Number 8 8
Range [6.00–8.00] [0.50–2.00] 0.47 446.00 1.05 [56.25–100.40] [42.03–78.49]
Average 7.00 1.25 0.47 446.00 1.05 80.74 61.45

Standard deviation 1.07 0.60 0.00 0.00 0.00 14.08 11.32

Advances in Civil Engineering 9



Table 2: Continued.

Ref.
Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb
Compressive strength (MPa)

3 d 28 d

[33]

Number — 3
Range [4.10–6.00] [1.00–2.00] 0.47 485.00 0.93 — [81.11–87.30]
Average 5.00 1.50 0.47 485.00 0.93 — 84.57

Standard deviation 0.95 0.50 0.00 0.00 0.00 — 3.16

[34]

Number — 1
Range 4.30 2.00 0.44 385.00 1.24 — 39.50
Average 4.30 2.00 0.44 385.00 1.24 — 39.50

Standard deviation 0.00 0.00 0.00 0.00 0.00 — 0.00

[35]

Number — 1
Range 5.00 1.20 0.44 325.00 0.92 — 83.13
Average 5.00 1.20 0.44 325.00 0.92 — 83.13

Standard deviation 0.00 0.00 0.00 0.00 0.00 — 0.00

[36]

Number 4 4
Range [9.60–10.80] 3.20 [0.45–0.60] 400.00 0.99 [25.86–40.11] [36.13–59.35]
Average 10.23 3.20 0.53 400.00 0.99 33.43 48.19

Standard deviation 0.53 0.00 0.06 0.00 0.00 7.30 9.80

[37]

Number 9 9
Range [6.00–10.00] [1.20–1.60] 0.35 424.00 0.90 [84.41–101.30] [108.70–123.20]
Average 8.00 1.40 0.35 424.00 0.90 91.93 114.02

Standard deviation 1.73 0.17 0.00 0.00 0.00 5.28 4.92

[38]

Number — 1
Range 4.00 1.25 0.40 370.00 0.88 — 60.10
Average 4.00 1.25 0.40 370.00 0.88 — 60.10

Standard deviation 0.00 0.00 0.00 0.00 0.00 — 0.00

[39]

Number 3 3
Range [4.00–6.00] 0.80 0.50 435.00 0.99 [29.80–37.68] [42.07–51.05]
Average 5.00 0.80 0.50 435.00 0.99 33.30 47.07

Standard deviation 1.00 0.00 0.00 0.00 0.00 4.01 4.58

[40]

Number — 3
Range 10.00 1.00 0.45 [435–498] [0.91–0.94] — [29.66–54.82]
Average 4.00 1.00 0.45 461.00 0.93 — 39.68

Standard deviation 0.00 0.00 0.00 32.91 0.02 — 13.34

[41]

Number 1 1
Range 9.20 1.25 0.55 385.00 0.80 32.92 39.55
Average 9.20 1.25 0.55 385.00 0.80 32.92 39.55

Standard deviation 0.00 0.00 0.00 0.00 0.00 0.00 0.00

[42]

Number — 3
Range [4.00–10.00] 1.50 0.50 450.00 1.08 — [48.02–78.71]
Average 6.67 1.50 0.50 450.00 1.08 — 65.21

Standard deviation 3.06 0.00 0.00 0.00 0.00 — 15.67

[43]

Number — 9
Range [4.00–8.00] [0.50–1.50] 0.40 515.00 1.06 — [45.09–61.31]
Average 6.00 1.00 0.40 515.00 1.06 — 54.62

Standard deviation 1.73 0.43 0.00 0.00 0.00 — 5.90

[44]

Number — 3
Range [8.00–16.00] 0.48 0.55 345.00 1.22 — [18.10–39.10]
Average 12.00 0.48 0.55 345.00 1.22 — 30.40

Standard deviation 4.00 0.00 0.00 0.00 0.00 — 10.95

[45]

Number 11 11
Range [0.40–1.00] [0.50–2.30] 0.33 430.00 0.99 [26.42–49.36] [30.02–81.97]
Average 0.51 1.47 0.33 430.00 0.99 38.92 54.03

Standard deviation 0.21 0.52 0.00 0.00 0.00 8.42 15.37
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Table 2: Continued.

Ref.
Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb
Compressive strength (MPa)

3 d 28 d

[46]

Number — 2
Range [3.90–4.30] [0.41–1.22] 0.44 501.00 1.14 — [28.00–46.40]
Average 4.10 0.82 0.44 501.00 1.14 — 37.20

Standard deviation 0.28 0.57 0.00 0.00 0.00 — 13.01

[30]

Number — 2
Range 5.00 [2.00–2.40] 0.47 399.00 1.01 — [59.26–68.44]
Average 5.00 2.20 0.47 399.00 1.01 — 63.85

Standard deviation 0.00 0.28 0.00 0.00 0.00 — 6.49

[47]

Number — 12
Range [4.00–8.00] [0.75–2.00] 0.28 527.00 0.66 — [1.28–60.00]
Average 6.00 1.31 0.28 527.00 0.66 — 26.79

Standard deviation 1.71 0.50 0.00 0.00 0.00 — 17.05

[48]

Number 2 —
Range [3.00–4.00] 1.00 [0.40–0.41] 405.00 0.55 [38.39–53.05] —
Average 3.50 1.00 0.41 405.00 0.55 45.72 —

Standard deviation 0.71 0.00 0.01 0.00 0.00 10.37S —

[49]

Number 3 8
Range [1.40–3.70] [1.40–3.60] 0.30 338.00 1.16 [32.60–67.10] [44.20–99.40]
Average 2.30 2.45 0.30 338.00 1.16 50.73 66.73

Standard deviation 0.77 0.77 0.00 0.00 0.00 17.32 19.19

[50]

Number 13 15
Range [2.00–7.00] [0.50–2.50] 0.45 453.00 1.07 [27.83–81.16] [30.92–151.50]
Average 4.20 1.50 0.45 453.00 1.07 53.58 107.27

Standard deviation 1.15 0.51 0.00 0.00 0.00 14.22 35.90

[51]

Number 5 5
Range 4.00 [0.50–2.50] 0.29 458.00 0.97 [30.88–70.88] [63.95–102.90]
Average 4.00 1.50 0.29 458.00 0.97 56.22 87.89

Standard deviation 0.00 0.79 0.00 0.00 0.00 16.48 15.42

[52]

Number — 6
Range 2.40 [0.50–2.00] [0.28–0.32] [420–461] [1.01–1.03] — [33.38–87.02]
Average 2.40 1.17 0.30 440.50 1.02 — 59.91

Standard deviation 0.00 0.68 0.02 22.46 0.01 — 19.15

[53]

Number 3 3
Range 5.00 [1.00–2.00] 0.40 487.00 1.03 [30.94–41.26] [54.54–70.99]
Average 5.00 1.50 0.40 487.00 1.03 36.85 62.43

Standard deviation 0.00 0.50 0.00 0.00 0.00 5.32 8.25

[54]

Number — 4
Range [4.00–6.00] [0.75–1.00] 0.50 520.00 1.10 — [41.72–84.09]
Average 5.00 0.88 0.50 520.00 1.10 — 62.62

Standard deviation 1.15 0.14 0.00 0.00 0.00 — 22.37

[55]

Number 9 10
Range [2.30–7.90] [0.55–0.85] [0.49–0.51] [420–817] [1.01–1.08] [11.90–33.50] [16.00–49.60]
Average 4.66 0.73 0.50 538.40 1.04 22.22 32.41

Standard deviation 2.16 0.10 0.01 167.03 0.03 8.21 13.07

[8]

Number — 4
Range 8.00 [0.75–1.50] 0.50 425.00 0.84 — [57.50–81.10]
Average 8.00 1.13 0.50 425.00 0.84 — 69.60

Standard deviation 0.00 0.32 0.00 0.00 0.00 — 13.18

[56]

Number 7 8
Range [3.00–4.00] [0.60–1.50] 0.43 428.00 1.03 [23.02–45.33] [62.35–81.81]
Average 3.50 1.05 0.43 428.00 1.03 33.26 67.36

Standard deviation 0.53 0.36 0.00 0.00 0.00 7.71 9.96

Advances in Civil Engineering 11



successfully in the field of civil engineering in recent years
[68–72]. ANN models consist of three layers: input layer,
hidden layer(s), and output layer. *e number of neurons in
both the input and the output layers is just the number of
parameters in the corresponding layers. Determination of
the number of layers and number of neurons in each layer is

relatively complex for the hidden layer(s), which is generally
done by trial-and-error. Connection between neurons
should be implemented by using a linear/nonlinear transfer
function. Input parameters in the input layer are fed to the
output layer through the hidden layer(s). If outputs were not
desired, they would bring error signals to back-propagate

Table 2: Continued.

Ref.
Input parameters Output parameters

Na2O% Ms W/B SA (m2/kg) Kb
Compressive strength (MPa)

3 d 28 d

[57]

Number 10 12
Range [4.00–8.00] [0.75–1.50] 0.50 460.00 0.93 [11.55–14.36] [22.16–39.08]
Average 6.00 1.13 0.50 460.00 0.93 12.53 30.50

Standard deviation 1.71 0.29 0.00 0.00 0.00 1.34 5.66

[58]

Number 3 3
Range 5.80 [1.00–1.50] 0.47 410.00 1.02 [42.30–55.00] [67.80–98.00]
Average 5.80 1.17 0.47 410.00 1.02 47.53 83.60

Standard deviation 0.00 0.29 0.00 0.00 0.00 6.64 15.15

[59]

Number — 7
Range [5.00–10.00] [1.00–2.00] [0.28–0.39] 465.00 1.04 — [48.12–86.83]
Average 8.57 1.43 0.31 465.00 1.04 — 69.81

Standard deviation 3.78 0.45 0.05 0.00 0.00 — 16.42

[60]

Number 3 3
Range 3.00 1.00 0.25 [600–1000] 1.14 [52.07–62.21] [67.08–91.39]
Average 3.00 1.00 0.25 800.00 1.14 57.30 78.52

Standard deviation 0.00 0.00 0.00 200.00 0.00 5.08 12.22

[61]

Number — 2
Range 6.00 [0.80–1.20] 0.38 413.00 0.91 — [80.80–86.00]
Average 6.00 1.00 0.38 413.00 0.91 — 83.40

Standard deviation 0.00 0.28 0.00 0.00 0.00 — 3.68

[62]

Number — 8
Range 2.90 1.00 [0.40–0.42] [496–503] [0.77–0.98] — [36.92–78.85]
Average 2.90 1.00 0.41 501.13 0.90 — 48.99

Standard deviation 0.00 0.00 0.01 3.27 0.08 — 16.47

[63]

Number 1 1
Range 4.00 0.75 0.50 460.00 0.93 35.07 39.89
Average 4.00 0.75 0.50 460.00 0.93 35.07 39.89

Standard deviation 0.00 0.00 0.00 0.00 0.00 0.00 0.00

[64]

Number 1 1
Range 5.10 1.50 0.51 460.00 1.05 64.25 100.00
Average 5.10 1.50 0.51 460.00 1.05 64.25 100.00

Standard deviation 0.00 0.00 0.00 0.00 0.00 0.00 0.00

[65]

Number — 12
Range [4.00–8.00] [0.40–1.60] 0.44 410.00 0.81 — [52.30–88.30]
Average 6.00 1.00 0.44 410.00 0.81 — 69.83

Standard deviation 1.71 0.47 0.00 0.00 0.00 — 12.16

[66]

Number 4 4
Range [4.00–6.00] [1.00–1.65] 0.48 401.00 0.98 [29.03–49.27] [47.80–78.89]
Average 5.00 1.33 0.48 401.00 0.98 38.49 61.22

Standard deviation 1.15 0.38 0.00 0.00 0.00 9.83 12.99

3 d total

Number 171 —
Range [0.40–14.00] [0.50–3.20] [0.23–0.60] [300–1000] [0.55–1.28] [10.30–101.30] —
Average 5.65 1.39 0.40 457.37 1.01 41.62 —

Standard deviation 2.91 0.54 0.08 84.70 0.12 21.40 —

28 d total

Number — 309
Range [0.40–16.00] [0.40–3.60] [0.23–0.65] [300–1000] [0.66–1.28] — [1.28–151.50]
Average 5.59 1.37 0.41 459.05 0.99 — 59.70

Standard deviation 2.72 0.57 0.08 74.84 0.12 — 25.96
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into the input layer to minimize the error by modifying the
weight of each neuron there. In this context, training is very
important in ANN modeling, and sufficient data size is
needed to guarantee its accuracy.

In this study, the five parameters, Na2O%, Ms, W/B, SA,
and Kb, were treated as the neutrons in the input layer, and
compressive strength of AAS was the neutron in the output
layer. *e determination of the hidden layer was made by
trial and error. Both single-layer and double-layer were tried
in this study. For both cases, number of the neutrons in the
hidden layer was equal to root of the sum of input and
output node numbers, plus a constant value less than 10 in
general [73]. After several trials (a sample of performance
comparison is given in Table 3), one hidden layer was de-
termined to be used, and the number of the neutrons in the
hidden layer was 10 and 13 for 3 d and 28 d compressive
strength, respectively, according to the MAE and the RMSE
error evaluations (to be described in section 2.4). *erefore,
ANN model structures of 5-10-1 and 5-13-1 were used
eventually in this study for compressive strength prediction
of AAS at curing ages of 3 d and 28 d, respectively, as shown
in Figure 1. For both the networks, 70%, 15%, and 15% of the
data collected from literature were randomly selected for
training, testing, and validation, respectively. Number of
training period, learning rate, and minimum error of the
training were set as 1000, 0.01, and 0.00001, respectively.
After a comparison between Gradient Descent method and
Levenberg-Marquardt algorithm, the latter was used for
training due to its higher accuracy.*e results to be reported
were the optimum solution after 50 times of training.

2.3. ACE Modeling. ACE nonparametric regression tech-
nique, which has strong feasibility and high accuracy, is
essentially a kind of response surface function. It is usually
used to establish a mapping relationship between inputs and
outputs which are already known by the approach of data
fitting, as given in Ref. [74].

θ(Y) � φ X1( 􏼁 + φ X2( 􏼁 + · · · · · · φ Xn( 􏼁 + ε1, (5)

Y � θ−1 φ X1( 􏼁 + φ X2( 􏼁 + · · · · · · φ Xn( 􏼁( 􏼁 + ε2, (6)

where X1, X2 · · · · · ·Xnare input parameters;
φ(X1),φ(X2) · · · · · ·φ(Xn) are response surface functions of
X1, X2 · · · · · ·Xn; Y is output parameter; θ(Y) is response
surface function of Y; θ−1 is inverse function of θ; ε1 and ε2
are accuracy errors.

As the accuracy error ε is difficult to be determined,
correction coefficient λ is usually introduced to modify

formula (6), and finally, formula (7) is obtained as given
below.

Y � λθ−1 φ X1( 􏼁 + φ X2( 􏼁 + · · · · · · φ Xn( 􏼁( 􏼁. (7)

Furthermore, influencing weight of each input param-
eter on the output parameter could be analyzed elementarily
by using ACE approach as well during the calculation.

In this study, X1,X2 · · · · · ·X5were nominated as Na2O%,
Ms, W/B, SA, and Kb, respectively, as input parameters. *eir
values were collected from literature as detailed in Section 2.1.
Input parameters were imported in ACE calculation software
S-PLUS to calculate their corresponding response surface
function φ(X1), φ(X2) · · · · · ·φ(X5). After that, a mapping
relationship was established between the response surface
functions and output parameters, namely, compressive
strength of AAS at curing ages of 3 d and 28 d, respectively, by
data fitting regression. *e values of the strength were also
collected from literature as detailed in Section 2.1.

2.4. Error Evaluation. Both mean absolute error (MAE)
and root mean square error (RMSE) were used in this
study to evaluate accuracy of both the ANN and the ACE
models. MAE and RMSE values are to be zero when the
values predicted and tested are exactly the same. Error
increases with the increase of MAE and RMSE values.
Calculations of MAE and RMSE are given in formulae (8)
and (9) according to the literature [2–6]. Furthermore,
agreement between predicted and measured values to-
gether with coefficient of determination was also applied
to better assess the applicability of the proposed
networks.

MAE � 􏽘 n
i�1

yi − zi
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

n
(8)

RMSE � 􏽘
n

i�1

yi − yi( 􏼁
2

n
⎛⎝ ⎞⎠

1/2

(9)

where yi (y1, y2, ......yn) are the values tested; zi (z1, z2, ......zn)
are the values predicted; n is the number of data.

2.5. Experimental Validation. Eleven AAS concrete mixes
were prepared in this study, their compressive strength was
tested at curing ages of 3 d and 28 d, respectively, to validate
the results predicted by using both the ANN and the ACE
models.

Table 3: Performance comparison between different network structures (MPa).

5-10-1 5-13-1 5-(6, 6)-1
Training Testing Training Testing Training Testing

3 d compressive strength MAE 7.47 6.78 11.28 9.89 8.01 7.23
RMSE 14.89 18.21 16.34 17.11 16.41 19.62

28 d compressive strength MAE 19.73 7.98 15.64 5.79 16.26 10.15
RMSE 17.25 13.99 14.89 10.95 15.03 11.76
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*e slag used in the experimental work was fromQujing,
Yunnan Province, China, whose Kb and SA were 0.96 and
405m2/kg, respectively. Its chemical compositions are given
in Table 4.

Industrial water glass (with Na2O% and SiO2% of 11.49%
and 31.25%, respectively) supplied by Kunming, Yunnan
Province was used as activator. NaOH (with purity above
96%) from Fuchen (Tianjin) Chemical Reagent Co., Ltd. was
used to adjust the modulus of theWG to the values required.
Crushed limestone with size of 5–25mm (continuous
grading) and manufactured sand with fineness modulus of

2.82 were used as coarse and fine aggregates, respectively.
Tap water was used for mixing.

By using the mix proportion given in Table 5, concrete
specimens were manufactured according to Chinese stan-
dard JGJ/T 439–2018 [75]. After mixing, the concrete
mixture was cast into molds with size of
100mm× 100mm× 100mm in two layers. Vibration was
carried out after each layer was cast. When the concrete
surface was stiff, the specimens with molds were moved into
curing room with temperature of 20± 2°C and RH≥ 95%.
*e specimens were de-molded one day after mixing, and

Ms

X1
Na2O%

X2

W/B X3

SA X4

Kb X5

3d-compressive strength of AAS

Input layer Output layerHidden layer

Y

(a)

Ms

X1
Na2O%

X2

W/B X3

SA X4

Kb X5

28d-compressive strength of AAS

Input layer Output layerHidden layer

Y

(b)

Figure 1: ANN model structures used in this study: (a) 5-10-1 structure for 3 d compressive strength. (b) 5-13-1 structure for 28 d
compressive strength.
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then were moved into the curing room again for continuous
curing to the ages required.

When the specimens reached curing ages of 3 d and 28 d,
respectively, compressive strength test was carried out
according to Chinese national standard GB/T 50081- 2019
[76]. *e strength results to be reported are an average value
of three duplicated specimens.

3. Results and Discussion

3.1. ANN. Regression of ANN modeling for prediction of
3 d and 28 d compressive strength of AAS is given in
Figures 2 and 3, respectively. Correlation coefficient R is
usually used to evaluate the correlation between the data
samples. *e closer the R-value is to 1, the stronger the
correlation. From the figures, it can be seen that both the
predictions have a good correlation between the data
samples in general no matter training, testing, validation,
or all of them are considered as the R-values are higher than
0.8. However, the correlation in the case of 28 d com-
pressive strength is relatively lower in comparison with the
3 d one. It is known that 28 d compressive strength is the
most elementary property of concrete, and therefore has
been extensively reported in the literature. Consequently,
large amounts of data samples on the 28 d compressive
strength of AAS have been collected in this study, namely,
309 sets.*is could have increased the scattering of the data
as a result of different conditions of the specimen, such as
different types and sizes of the specimen, different sources
of slag, different aggregates, different curing conditions,
used in the different studies.

Also, from MAE and RMSE error evaluation results,
as given in Table 6, it can be seen that the error of the
ANNmodels is at a low level, with MAE and RMSE values
less than 20MPa, in both the cases of 3 d and 28 d
compressive strength, which means the models have
sufficient accuracy.

Later, 3 d and 28 d compressive strengths of the 11 AAS
concrete mixes were experimentally measured. Simulta-
neously, the material parameters used in the experimental
work were put in the ANN model to run a prediction
modeling. Comparison of the results measured and pre-
dicted is reported in Table 7, together with the error between
them (100%× |predicted value-measured value|/measured
value). From the table, it can be seen that in comparison to
28 d compressive strength, although the ANN model of 3 d
compressive strength had an equivalent accuracy as dis-
cussed previously, it is less feasible to be employed to run the
prediction. As stated previously, compared to the 309 sets of
data that have been collected for the establishment of the
28 d compressive strength model, only 171 sets were
available in the case of 3 d strength. Furthermore, the ma-
terial parameters reported in the 171 data sets may not have
covered the ones used in the experimental work, resulting in
a lack of corresponding training, and finally in a high error
between measurement and prediction. As can be seen from
Table 1, few literatures consider the effects of 5 parameters
on the 3D compressive strength of AAS at the same time.
*erefore, as a result of insufficient training, the error of the
mix 11 at 3 days is as high as 77.1%, while the larger database
of 28 d compressive strength has supported effective train-
ing. Consequently, the error decreases dramatically to a low
value of 4.6%. In this context, in order to improve feasibility
of the ANN model for prediction, it is necessary to enlarge
the scale of database enabling which could cover circum-
stances as full as possible, to ensure that a sufficient training
could be implemented.

3.2. ACE. Relationship between input parameters X1, X2 · · ·

· · ·X5 and their corresponding response surface function
φ(X1), φ(X2) · · · · · ·φ(X5) is shown in Figures 4 and 5. ACE
fitting curves of compressive strength of AAS at curing ages of
3 d and 28 d were plotted in Figure 6, which have been

Table 5: Mix proportions of concrete.

Mix no. Na2O% Ms W/B
Mix proportions (kg/m3)

Slag WG NaOH Water Coarse aggregates Fine aggregates
1 4.00 1.00 0.45 349.74 60.93 12.15 128.19 1123.24 748.83
2 4.00 1.50 0.45 344.21 89.95 9.05 107.79 1138.80 759.20
3 4.00 2.00 0.45 338.85 118.06 6.05 88.04 1153.87 769.25
4 6.00 1.00 0.45 336.35 87.89 17.52 109.24 1142.65 761.77
5 6.00 1.50 0.45 328.73 128.85 12.96 80.45 1164.49 776.33
6 6.00 2.00 0.45 321.45 168.00 8.61 52.95 1185.36 790.24
7 8.00 1.00 0.45 323.94 112.87 22.50 91.69 1160.62 773.75
8 8.00 1.50 0.45 314.58 164.41 16.54 555.47 1187.97 791.98
9 8.00 2.00 0.45 305.74 213.06 10.91 21.29 1213.78 809.19
10 6.00 1.50 0.40 328.73 128.85 12.96 61.45 1175.89 783.93
11 6.00 1.50 0.50 328.73 128.85 12.96 99.45 1153.09 768.73

Table 4: Chemical compositions of slag (%).

CaO SiO2 Al2O3 MgO TiO2 SO3 MnO Na2O K2O Fe2O3

38.26 31.40 15.71 6.90 2.94 1.43 1.23 0.96 0.53 0.38
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adjusted by introducing correction coe�cientλ as stated in
Section 2.3. After trial-and-error, the values of λ were de-
termined to be 0.90 and 0.85, respectively, for 3 d and 28 d
compressive strength. Eventually, �tting goodness R2 of 0.986
and 0.950 were obtained, respectively, in the case of 3 d and
28 d compressive strength, indicating that the ACEmodel has
very high accuracy for both the cases. While probably due to
the much bigger data size and the resulting increase in
scattering, the ACE model for 28 d compressive strength is
less accurate compared to the 3 d case, which could be seen
from MAE and RMSE error evaluations as given in Table 6.
However, the value is still acceptable for practical application.

In addition, from Figures 4 and 5, it can be seen that the
relationship between X1 (Na2O%) and φ(X1) is much clearer
compared to the others, and with the change of X1 (Na2O%),
φ(X1) varies to a considerable scale. ­ese indicate that
among the �ve in�uencing factors, Na2O%, Ms, W/B, SA,
and Kb, Na2O% took the largest weight-in�uencing com-
pressive strength of AAS, followed by Ms>W/B>Kb> SA.

Similar to the ANN prediction, the ACE model was
also run to predict the 3 d and 28 d compressive strength

of the 11 AAS concrete mixes by inputting the material
parameters used in the experimental work into the
model. Comparison of the results measured and pre-
dicted is reported in Table 6, together with the error
between them. Similarly, it is also found that no matter
the mean error, max. error, or min. error, the value for
28 d compressive strength is lower than that for 3 d
compressive strength, which indicates that compared to
3 d compressive strength, the ACE modeling was much
more feasible to predict 28 d compressive strength, al-
though the model for the latter was less accurate than the
model for the former.

3.3. Comparison between ANN and ACE. From the discus-
sion above it can be seen that when data size is relatively
small, such as in the case of 3 d compressive strength (171
sets of data), although ANN model with a high precision
could be established based on the given data size, its fea-
sibility to predict nontrained data would be limited as ANN
is a kind of statistics of known information in essence. While
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Figure 2: Regression of ANN modeling for prediction of 3 d compressive strength of AAS. (a) Training. (b) Testing. (c) Validation. (d) All.
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ACE is based on �tting technique, its function could be close
to the true values by adjusting the coe�cient of the input
parameters. As a result, from Table 6 it can be seen that in the
case of 3 d compressive strength, nearly half of the error
values of ACE prediction is at a very low level and the
average one is also acceptable although very few predictions
have yielded a high error value.

When data size is su�ciently large, such as in the case of
28 d compressive strength (309 sets of data), the error value
between the results predicted and measured dramatically

decreases as shown in Table 7, for both ANN and ACE,
indicating a great improvement of their feasibility for the
prediction. When applying ANN, there are more samples to
train the model more e�ciently. When a prediction is being
processed, the related memory could be aroused to give a
precise prediction. On the other hand, an increase in data
size is also helpful to improve the precision of �tting, as a
result of which the ACE error value decreases as well.
However, it seems that there is an optimum data size for the
�tting of ACE.When the size is beyond the upper bound, the
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Figure 3: Regression of ANNmodeling for prediction of 28 d compressive strength of AAS. (a) Training. (b) Testing. (c) Validation. (d) All.

Table 6: Error evaluation (MPa).

ANN ACE
Training Testing Training Testing

3 d compressive strength MAE 7.47 6.78 8.99 5.39
RMSE 14.89 18.21 12.00 14.00

28 d compressive strength MAE 15.64 5.79 14.87 7.32
RMSE 14.89 10.95 18.70 15.79
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increase in �tting precision would be limited. Consequently,
in this study, ACE performed not as well as ANN for the
prediction of 28 d compressive strength, but it is worthy to
note that the ACE error values are still in an acceptable range
for practical application. ­erefore, from the discussion

above it can be seen that whenmassive data are available, it is
more suitable to establish an ANN model for compressive
strength prediction of AAS concretes. If data size was in-
su�cient to support a precise ANNmodeling, ACE could be
considered as an alternative to yield an acceptable result.
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Figure 4: Relationship between input parameters and their corresponding response surface functions in the case of 3 d compressive
strength. (a) X1 (Na2O%) and φ(X1). (b) X2 (Ms) and φ(X2). (c) X3 (W/B) and φ(X3). (d) X4 (SA) and φ(X4). (e) X5 (Kb) and φ(X5).
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Figure 5: Relationship between input parameters and their corresponding response surface functions in the case of 28 d compressive
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4. Conclusions

Based on the data collected and modeling used in this study,
the following conclusions could be drawn:

(1) Both the ANN and the ACE models had adequate
accuracy, no matter 3 d or 28 d compressive strength
was considered.

(2) Compared to the 3 d compressive strength, due to
increased data scattering and data size, both the
ANN and the ACE models did not yield a higher
accuracy in the case of 28 d strength. However, also
due to the increase in data size, both the models were
more feasible to implement a 28 d strength predic-
tion as a result of sufficient learning and training
during modeling.

(3) Based on the ACE analysis, among the five influ-
encing factors, Na2O%, Ms, W/B, SA, and Kb,, Na2O
% took the largest weight-influencing compressive
strength of AAS, followed by Ms>W/B>Kb> SA.

(4) When massive data are available, it is more suitable to
establish an ANN model for compressive strength
prediction of AAS concretes. If data size was insufficient
to support a precise ANN modeling, ACE could be
considered as an alternative to yield an acceptable result.
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In this article, we focused on predictive modeling for real data by means of a new statistical model and applying di�erent machine
learning algorithms.  e importance of statistical methods in various research �elds is modeling the real data and predicting the
future behavior of data. For modeling and predicting real-life data, a series of statistical models have been introduced and
successfully implemented.  is study introduces another novel method, namely, a new generalized exponential-X family for
generating new distributions.  is method is introduced by using the T-X approach with the exponential model. A special case of
the new method, namely, a new generalized exponential Weibull model, is introduced.  e applicability of the new method is
illustrated by means of a real application related to the alumina (Al2O3) data set. Acceptance sampling plans are developed for this
distribution using percentiles when the life test is truncated at the pre-assigned time.  e minimum sample size needed to make
sure that the required lifetime percentile is determined for a speci�ed customer’s risk and producer’s risk simultaneously.  e
operating characteristic value of the sampling plans is also provided.  e plan methodology is illustrated using Al2O3 fracture
toughness data. Using the same data set, we implement various machine learning approaches including the support vector
machine (SVR), group method of data handling (GMDH), and random forest (RF). To evaluate their forecasting performances,
three statistical measures of accuracy, namely, root-mean-square error (RMSE), mean absolute error (MAE), and Akaike in-
formation criterion (AIC) are computed.

1. Introduction

In the class of traditional/classical distributions, the Weibull
model is an interesting model. It has been frequently
implemented for dealing and modeling data in di�erent
sectors.  e DF (cumulative distribution function) V(x; ϕ)
of the two-parameter Weibull model is

V(x;ϕ) � 1 − e− σx
κ
, · · · · · · x≥ 0, (1)

where ϕ � (κ, σ), κ> 0, and σ > 0.

 e Weibull model and its di�erent generalized/modi-
�ed variants have been used by researchers for modeling
data in numerous sectors. For example, (i) Ghorbani et al. [1]
and Moreau [2] applied it to the medical science phe-
nomena; (ii) Zaindin and Sarhan [3], Lai [4], Almalki and
Yuan [5], and Singh [6] used it for reliability engineering
applications; and (iii) Ahmad et al. [7] studied its applica-
tions in the �nance sector.

 e probability density function (PDF) v(x; ϕ) of the
Weibull model is
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v(x;ϕ) � κσx
κ− 1

e
− σxκ

, · · · · · · x> 0, (2)

with hazard function (HF) h(x; ϕ) given by

h(x;ϕ) � κσx
κ− 1

, · · · · · · x> 0. (3)

From equation (3), we can see that the HF of theWeibull
model can be (i) constant for κ � 1 (in this case, the Weibull
captures the properties of the exponential model), (ii) in-
creasing for κ> 1 (in this case, the Weibull captures the
properties of the Rayleigh model), and (iii) decreasing for
κ< 1.

)e Weibull distribution provides impressive results
when the failure behavior of the data is either increasing,
decreasing, or constant (i.e., monotonic behavior). However,
in many cases, the HF of the data behaves nonmonotonically
[8]. In such scenarios, the Weibull model is not a popular
distribution to use. In the literature, numerous authors have
addressed different applications in various fields by devel-
oping a flexible version of the Weibull distribution with
additional parameters (see Pham and Lai [9]; Nadarajah
et al. [10]; and Wais [11]).

Here, we introduce a new method, namely, a new
generalized exponential-X (for short “NGExp-X”) family to
obtain modified versions of the existing distributions. )e
NGExp-X family is introduced by implementing the ex-
ponential distribution with PDF e− t and mixing it with the
T-X distribution approach [12].

If X has the NGExp-X family, then its DF F(x; φ, δ,ϕ) is
given by

F(x;φ, δ,ϕ) � 1 −
φ[1 − V(x;ϕ)]

φ + V(x;ϕ)
􏼠 􏼡

δ

, · · · · · · x ∈ R, (4)

where φ> 0, δ > 0 and V(x; ϕ) is a baseline DF with pa-
rameter vector ϕ.

In order to show that F(x; φ, δ, ϕ) is a compact DF, we
have the following two propositions.

Proposition 1. For the expression F(x;φ, δ, ϕ) in equation
(1), we must prove that limx⟶− ∞ F(x;φ, δ,ϕ) � 0 and
limx⟶∞ F(x;φ, δ, ϕ) � 1.

Proof.

lim
x⟶ − ∞

F(x; φ, δ,ϕ) � lim
x⟶ − ∞

1 −
φ[1 − V(x;ϕ)]

φ + V(x;ϕ)
􏼠 􏼡

δ⎧⎨

⎩

⎫⎬

⎭,

� 1 −
φ[1 − V(− ∞;ϕ)]

φ + V(− ∞;ϕ)
􏼠 􏼡

δ

,

� 1 −
φ[1 − 0]

φ + 0
􏼠 􏼡

δ

,

� 1 − 1,

� 0,

(5)

And

lim
x⟶∞

F(x;φ, δ,ϕ) � lim
x⟶∞

1 −
φ[1 − V(x;ϕ)]

φ + V(x;ϕ)
􏼠 􏼡

δ⎧⎨

⎩

⎫⎬

⎭ ,

� 1 −
φ[1 − V(∞;ϕ)]

φ + V(∞;ϕ)
􏼠 􏼡

δ

,

� 1 −
φ[1 − 1]

φ + 1
􏼠 􏼡

δ

,

� 1 − 0,

� 1.

(6)

□

Proposition 2. Be DF F(x;φ, δ,ϕ) is differentiable and RC
(right continuous).

Proof. By taking the differentiation of equation (1), we get

d
dx

F(x;φ, δ, ϕ) � f(x; φ, δ,ϕ). (7)

From the proofs of Propositions 1 and 2, it is obvious
that the function F(x;φ, δ, ϕ) provided in equation (4) is a
valid DF.

For x ∈ R,φ> 0, and δ > 0, the PDF f(x; φ, δ, ϕ) and HF
h(x; φ, δ, ϕ) � f(x; φ, δ, ϕ)/1 − F(x; φ, δ,ϕ) of the NGExp-
X family are given by

f(x; φ, δ,ϕ) �
δφδ

(φ + 1)v(x;ϕ)[1 − V(x;ϕ)]
δ− 1

[φ + V(x;ϕ)]
δ+1 , · · · · · · v ∈ R,

(8)

and

h(x; φ, δ,ϕ) �
δ(φ + 1)v(x;ϕ)[1 − V(x;ϕ)]

− 1

[φ + V(x;ϕ)]
, · · · · · · v ∈ R, (9)

respectively. □

2. A New Generalized Exponential-
Weibull Distribution

Let X be the proposed NGExp-Weibull distribution with
parameters φ> 0, σ > 0, δ > 0, and κ> 0, if its DF
F(x; φ, σ, δ, κ) and PDF f(x; φ, σ, δ, κ) are given by

F(x;φ, σ, δ, κ) � 1 −
φe− σxκ

φ + 1 − e− σxκ􏼠 􏼡

δ

, · · · · · · v≥ 0, (10)

and

f(x;φ, σ, δ, κ) �
δκσφδ

(φ + 1)x
κ− 1

e
− δσxκ

φ + 1 − e
− σxκ

􏽨 􏽩
δ+1 , · · · · · · v> 0, (11)

respectively.
Corresponding to F(x;φ, σ, δ, κ) and f(x; φ, σ, δ, κ), the

SF SF(x; φ, σ, δ, κ) � 1 − F(x; φ, σ, δ, κ), HF
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h(x;φ, σ, δ, κ) � f(x; φ, σ, δ, κ)/S(x; φ, σ, δ, κ), and CHF
H(x;φ, σ, δ, κ) � − log S(x; φ, σ, δ, κ) are given by

S(x;φ,σ,δ,κ) �
φe− σxκ

φ+1 − e− σxκ􏼠 􏼡

δ

, · · · · · ·x>0,

h(x;φ,σ,δ,κ) �
δκσ(φ+1)x

κ− 1

φ+1 − e
− σxκ

􏽨 􏽩
,x>0,

(12)

and

H(x; φ, σ, δ, κ) � − log
φe− σxκ

φ + 1 − e− σxκ􏼠 􏼡

δ

, · · · · · · x> 0, (13)

respectively.
Different visual behaviors of f(x; φ, σ, δ, κ) for (i) κ �

4.5, σ � 0.1, δ � 2.5,φ � 4.5 (gold curve), (ii) κ � 1.8, σ � 1,

δ � 1.2,φ � 0.5 (blue curve), (iii) κ � 3.5, σ � 0.4, δ � 1.8,φ
� 3.9 (red curve), and (iv) κ � 0.5, σ � 0.4, δ � 1.8,φ � 3.9
(green curve) are presented in Figure 1.

From the visual illustration of f(x; φ, σ, δ, κ) in Figure 1,
we can see that f(x; φ, σ, δ, κ) possess different behaviors.
For example, it takes (i) the left-skewed form (gold curve),
(ii) the right-skewed (blue curve), (iii) the symmetrical shape
(red curve), and (iv) the reverse-J shape (green curve).

3. Modeling the Al2O3 Data Set

)is section offers a practical illustration of the NGExp-
Weibull distribution by analyzing data from the engineering
sector. We implement the NGExp-Weibull distribution to
analyze the Al2O3 (in the units of MPa m1/2) data set (see
Nadarajah and Kotz) [13]. )e data set is given by 5.5, 5, 4.9,
6.4, 5.1, 5.2, 5.2, 5, 4.7, 4, 4.5, 4.2, 4.1, 4.56, 5.01, 4.7, 3.13, 3.12,
2.68, 2.77, 2.7, 2.36, 4.38, 5.73, 4.35, 6.81, 1.91, 2.66, 2.61,
1.68, 2.04, 2.08, 2.13, 3.8, 3.73, 3.71, 3.28, 3.9, 4, 3.8, 4.1, 3.9,
4.05, 4, 3.95, 4, 4.5, 4.5, 4.2, 4.55, 4.65, 4.1, 4.25, 4.3, 4.5, 4.7,
5.15, 4.3, 4.5, 4.9, 5, 5.35, 5.15, 5.25, 5.8, 5.85, 5.9, 5.75, 6.25,
6.05, 5.9, 3.6, 4.1, 4.5, 5.3, 4.85, 5.3, 5.45, 5.1, 5.3, 5.2, 5.3, 5.25,
4.75, 4.5, 4.2, 4, 4.15, 4.25, 4.3, 3.75, 3.95, 3.51, 4.13, 5.4,5, 2.1,
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Figure 1: A visual behavior of f(x; φ, σ, δ, κ) for different values of φ, σ, δ > 0, and κ> 0.
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4.6, 3.2, 2.5, 4.1, 3.5, 3.2, 3.3, 4.6, 4.3, 4.3, 4.5, 5.5, 4.6, 4.9, 4.3,
3, 3.4, 3.7, 4.4, 4.9, 4.9, and 5.

Corresponding to the Al2O3 data, the summary mea-
sures are as follows: minimum� 1.680, 1st quartile� 3.850,
median� 4.380, mean� 4.325, 1st quartile� 5.000,
maximum� 6.810, variance� 1.037332, range� 5.13, stan-
dard deviation� 1.018495, skewness� − 0.4167136, and
kurtosis� 5.13.

)e box plot and histogram of the Al2O3 data are
sketched in Figure 2. Additionally, the corresponding curve
of the TTT (total test time) is also displayed in Figure 2.

)e NGExp-Weibull model is applied to the Al2O3 data,
and its results are compared with (i) the exponentiated
Weibull (Exp-Weibull) model with DF given by
F(x; κ, σ, η1) � (1 − e− σxκ

)η1 , v≥ 0, and (ii) Kumaraswamy
Weibull (Kum-Weibull) model with DF given by
F(x; κ, σ, η1, η2) � 1 − [1 − (1 − e− σxκ

)η1]η2 , v≥ 0.
Furthermore, to figure out a suitable model for the Al2O3

data, three statistical tests with p-value are considered.)ese
tests are given by (i) AD (Anderson–Darling) test given by
AD � − k − 1/k 􏽐

k
a�1(2a − 1)[logV(xa) +

log 1 − V(xk− a+1)􏼈 􏼉], (ii) CM (Cramer–von Mises) test
expressed by CM � 1/12k + 􏽐

k
a�1 [2a − 1/2p − M(xa)]2,

and (iii) Kolmogorov–Smirnov (KS) test obtained as
KS � supv [Vk(x) − V(x)].

Corresponding to the Al2O3 data, the values of
􏽢κ, 􏽢σ, 􏽢φ, 􏽢δ, 􏽢η1, and 􏽢η2 are provided in Table 1. In the same table,
the standard errors (SEs) (numerical values in the paren-
theses) of 􏽢κ, 􏽢σ, 􏽢φ, 􏽢δ, 􏽢η1, and 􏽢η2 are also presented.

Corresponding to the Al2O3 data, the p-value along with
the selected tests CM, AD, and KS of the fitted models is
provided in Table 2. Based on the results of CM, AD, KS, and
p value in Table 2, it is clear that the NGExp-Weibull model
has the smallest values of CM, AD, and KS, and largest
p-value. )e values of these statistics show that the NGExp-
Weibull model is the best competitor. In addition to the

numerical illustration, a visual display of the performances
of the NGExp-Weibull model is provided in Figure 3.

4. A New Acceptance Sampling Plans

In the usual practice of life testing experiment, the test will be
terminated by the pre-assigned time t0 and the number of
failures observed. To establish a lower confidence limit on
the mean life/percentile lifetime is the aim of the experi-
ments. To protect the consumer’s risk, the test has to es-
tablish the definite mean life with a certain probability.)ere
are various methods for testing in the literature of accep-
tance sampling. Epstein [14] was first considered truncated
life tests in the exponential distribution. Several authors
described about truncated life tests for various distributions,
for example, Soble and Tischendrof [15]; Gupta and Groll
[16]; Gupta [17]; Baklizi and El-Masri [18]; Tsai andWu [19];
Balakrishnan et al. [20]; and Kantam et al. [21].

In fact for life distributions, percentiles furnish more
information than the mean life does. When the given life
distribution is symmetric, the mean life, the median, and the
50th percentile are alike. )us, developing acceptance
sampling plans based on the mean life is a generalized case of
developing the acceptance sampling plans based on per-
centiles of life distribution. Balakrishnan et al. [20] suggested
that the acceptance sampling plans could be used for the
quantiles and derived the formulae, whereas Lio et al.
[22, 23] established for the acceptance sampling plans for
any other percentiles of the Birnbaum–Saunders (BS) and
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Figure 2: A visual sketching of the Al2O3 data.

Table 1: )e numerical values of 􏽢κ, 􏽢σ, 􏽢φ, 􏽢δ, 􏽢η1, 􏽢η2, and their SEs.

Model 􏽢κ 􏽢σ 􏽢φ 􏽢δ 􏽢η1 􏽢η2
NGExp-Weibull 4.99058 (0.32556) 0.01412 (0.01143) 0.030667 (0.02670) 5.59645 (NaN) — —
Exp-Weibull 3.47923 (0.18832) 0.00696 (0.00236) — — 1.76624 (0.26376) —
Kum-Weibull 2.25647 (0.39147) 0.01436 (0.00793) — — 2.64266 (0.49563) 12.99694 (14.37373)

Table 2: )e analytical measures of the fitted models for the Al2O3
data.
Model CM AD KS p-value
NGExp-Weibull 0.08555 0.52371 0.07204 0.56730
Exp-Weibull 0.16151 1.00382 0.09560 0.22600
Kum-Weibull 0.12816 0.79910 0.08058 0.42220
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Burr type XII models. )ey have developed the acceptance
sampling plans for percentile by replacing the scale pa-
rameter by the 100qth percentile.

Rao and Kantam [24] developed acceptance sampling
plans from truncated life tests based on the log-logistic and
inverse Rayleigh distributions for percentiles. Balamurali
et al. [25] developed acceptance sampling plans based on
median life for exponentiated half logistic distribution. Rao
et al. [26] developed a new acceptance sampling plans based
on percentiles for odds exponential log logistic distribution.
)is persuades to develop the acceptance sampling plans
(ASP) based on the percentiles for NGExp-Weibull distri-
bution, and it is a skewed distribution.

)is section deals with study of new acceptance sampling
plans (ASP) based on new distribution proposed in Section
2. )e 100p-th percentile of NGExp-Weibull distribution is
given by

t
k
p � −

1
σ
log

(1 − p)
1/δ

(1 + φ)

φ +(1 − p)
1/δ

⎛⎝ ⎞⎠. (14)

)e expression in equation (14) can also be written as

t
k
p �

τp

σ
, (15)

where

τk
p � − log

(1 − p)
1/δ

(1 + φ)

φ +(1 − p)
1/δ

⎛⎝ ⎞⎠. (16)

Hence, the quantile tp given in equation (16) at a specified
value of φ � φ0, δ � δ0, and k � k0, the quantile tp is a
function of the scale parameter σ, and at a prespecified value
of tp, which say t0p, we may obtain the value of σ, which say σ0
as σ � τp/tk

p. It is remarkable that σ0 could rely on φ0, δ0, and
k0 to develop ASP for the NGExp-Weibull distribution
determine that tp exceeds t0p equivalently σ exceeds σ0.

At this juncture, the aim of the study was to obtain the
minimum sample size needed to acquire percentile life if the
life test ended at predestined time t0p and if the amount of
nonconformities noticed does not go beyond agreed ac-
ceptance number c. )e judgment method is to accept a lot
only if the given percentile of the lifetime is recognized with
a pre-assigned high probability α that furnishes security to
the consumer. )e life testing arrives ended at the time at
which (c + 1)th failure is observed or at quantile of time tp,
whatsoever is prior.

)e chance of accepting lot based on the number of
failures is given by

L(q) � 􏽘
c

i�0

n

i
􏼠 􏼡q

i
(1 − q)

n− i
, (17)
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Figure 3: Visual performances of the NGExp-Weibull model for the Al2O3 data.
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where n is the sample size, c is the acceptance number, and q

is the chance of receiving a failure within the life test
schedule time t0. If the product lifetime follows an NGExp-
Weibull distribution, then q � F(t0). Frequently, it would be
suitable to define the testing conclusion time t0 as t0 � ς0pt0p
for a constant t0p and the targeted 100p-th lifetime percentile,
t0p. Suppose tp is the true 100p-th lifetime percentile. )en, q

can be transliterated as:

q � 1 −
φ exp − τp ς0p􏼐 􏼑

k
/ tp/t0p􏼐 􏼑

k
􏼒 􏼓􏼒 􏼓

φ + 1 − exp − τp ς0p􏼐 􏼑
k
/ tp/t0p􏼐 􏼑

k
􏼒 􏼓􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

δ

. (18)

In this study, we adopt two points on the OC curve
methodology by means of taking into account the both
consumer’s and producer’s risks to obtain the design pa-
rameters of the proposed ASP. In this plan, the ratio of
percentile lifetime to the lifetime, (tp/t0p), is measured the
quality intensity of the product. From producer’s opinion,
the chance of lot acceptance must be at least 1 − α at the
acceptable reliability level (ARL), that is, q1. Hence, the
producer requires that a lot must be accepted at different
levels, say tp/t0p � 2, 4, 6, 8, 10 in equation (18). On the other
hand, from consumer’s point of view, the chance of rejection
of a lot must be at most β at the lot of tolerance reliability
level (LTRL), q2. )us, the consumer believes that a lot must
be rejected when tp/t0p � 1.

)erefore, from equation (18), we get

L q1( 􏼁 � 􏽘
c

i�0

n

i
􏼠 􏼡q

i
1 1 − q1( 􏼁

n− i ≥ 1 − α, (19)

and

L q2( 􏼁 � 􏽘
c

i�0

n

i
􏼠 􏼡q

i
2 1 − q2( 􏼁

n− i ≤ β, (20)

where q1 and q2 are given, respectively, by

q1 � 1 −
φ exp − τp ς0p􏼐 􏼑

k
/ tp/t0p􏼐 􏼑

k
􏼒 􏼓􏼒 􏼓

φ + 1 − exp − τp ς0p􏼐 􏼑
k
/ tp/t0p􏼐 􏼑

k
􏼒 􏼓􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

δ

, (21)

and

q2 � 1 −
φ exp − τp ς0p􏼐 􏼑

k
􏼒 􏼓

φ + 1 − exp − τp ς0p􏼐 􏼑
k

􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

δ

, (22)

where

τp � − log
(1 − p)

1/δ0 1 + φ0( 􏼁

φ0 +(1 − p)
1/δ0

⎛⎝ ⎞⎠. (23)

)e design parametric measures for different values of
parameters φ � 2, δ � 2, and k � 2 are constructed. )e
parameter of the suggested sampling design under the
truncated life test at the pre-assigned time t0 with
φ � 2, δ � 2, and k � 2 is attained for the given producer’s

risk α � 0.05 and test termination scheduled time t0 with
ς0p � 1.0, 1.5, 2.0, 2.5, 3.0 according to the consumer’s con-
fidence levels β � 0.25, 0.10, 0.05, 0.01 for 50th percentile,
and the OC values are determined, and the results are given
in Tables 1–3. )e design parameter value is tabulated in
Tables 3 and 4, for φ � 2, δ � 2, k � 2 and φ � 0.5, δ � 1.5,

k � 1.5 with 50th percentiles, while Table 5 displays the
design parameter for 􏽢φ � 0.0307, 􏽢δ � 5.59645 and
􏽢k � 4.9906 is the maximum-likelihood estimates from the
Al2O3 fracture toughness data set at 50th percentile. It is
noticed that from Tables 3–5 that the (a) when parametric
values are increases the sample size decreases and (b) when
the percentile ratio increases the sample size decreases.

4.1.Descriptionof theProposedPlan. To ensure that, the 50th
percentile life of products under inspection is at least 1000
hours β � 0.25 under the assumption that the producer
wants to enforce a single sampling plan at the percentile ratio
(tp/t0p). Researcher needs to run this life test for 1000 hours.
If the lifetime of the product follows NGExp-Weibull dis-
tribution observed from the previous data with φ � 2, δ � 2,
and k � 2. )e best plan from Table 3 for stated demands
such as β � 0.25,φ � 2, δ � 2, k � 2, (tp/t0p), and ς0p � 1.0 is
attained as n � 12 and c � 4 with the probability of accep-
tance, which is 0.9651. Most of the researchers are studied
earlier based on one point on the operating characteristic
curve method for assuringmean or percentile life time under
various life distributions. )e present study is deal with
sampling plans based on two-point approach on the oper-
ating characteristic curve approach for ensuring percentile
lifetime of the products under NGExp-Weibull distribution.

4.2. Real Data Illustration. Here, we consider the suggested
ASP application for NGExp-Weibull distribution using
Al2O3 fracture toughness (in the units of MPa m1/2) data
set. )e goodness of fit for the given model is shown in
Table 2, and to emphasize the goodness of fit, we have proved
the visuals in Figure 3. )e MLEs of the parameters of
NGExp-Weibull distribution for the Al2O3 fracture
toughness data set are 􏽢φ � 0.0307, 􏽢δ � 5.59645, 􏽢k � 4.9906,
and 􏽢v � 1.7443 and the Kolmogorov–Smirnov test we found
that the maximum distance between the data and the fitted
of the NGExp-Weibull distribution is 0.07204 with p-value
0.56730.)is shows that Al2O3 fracture toughness data set is
well fitted for NGExp-Weibull distribution with estimated
parameters, and the plan parameters for these estimated
parameters are given in Table 3.

Let us fix that the consumer’s risk is at 25% when the true
50th percentile is fracture toughness 2 units ofMPam1/2 and
the producer’s risk is 5% when the true 50th percentile is
fracture toughness 4 units of MPa m1/2. For 􏽢φ � 0.0307,
􏽢δ � 5.59645, 􏽢k � 4.9906, the consumer’s risk is 25%, ς0p � 1,
and (tp/t0p) � 2. )e minimum sample size n � 5 and ac-
ceptance number c � 1 are given from Table 3. )us, the
design can be implemented as follows: we select a sample of 5
fracture toughness units, and we will accept the lot when no
more than 1 fracture toughness 2 units. Hence, by applying
the proposed sampling plan, the fracture toughness lot has
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been rejected because there is more than one unit before the
termination fracture toughness 4 units.

5. Data and Modeling Procedures

)e Al2O3 forecasting is very crucial and attributes re-
markable growth to the country’s economy. Knowing its
future trajectory is beneficial for the government and pol-
icymakers. )erefore, this section provides the multistep
ahead forecast of Al2O3 by applying different machine

learning algorithms, namely, support vector machine
(SVM), group method of data handling (GMDH) neural
network, and random forest (RF).

5.1. Support Vector Regression. )e SVR method was first
introduced by Cortes and Vapnik [27], and to date, it is
frequently used for regression and classification problems.
)e SVR is based on statistical theory and structured risk
minimization principle, due to which it circumvents the

Table 3: )e plan parameters and OC values for NGExp-Weibull distribution for φ � 2, δ � 2, and k � 2.

β (tp/t0p)
ς0p � 1.0 ς0p � 1.5 ς0p � 2 ς0p � 2.5 ς0p � 3

c n L(q1) c n L(q1) c n L(q1) c n L(q1) c n L(q1)

0.25

2 4 12 0.9651 4 7 0.9573 6 8 0.9648 7 8 0.9673 11 12 0.9549
4 1 5 0.9819 1 3 0.9736 1 2 0.9728 2 3 0.9855 2 3 0.9645
6 1 5 0.9961 0 1 0.9555 1 2 0.9940 1 2 0.9860 1 2 0.9728
8 0 3 0.9663 0 1 0.9747 2 1 0.9555 1 2 0.9953 1 2 0.9906
10 0 3 0.9783 0 1 0.9837 2 2 0.9712 0 1 0.9555 1 2 0.9960

0.10

2 5 17 0.9518 6 11 0.9642 6 11 0.9673 10 13 0.9562 11 12 0.9549
4 1 7 0.9641 1 4 0.9506 2 4 0.9843 2 2 0.9855 2 3 0.9645
6 1 7 0.9921 1 4 0.9888 1 3 0.9829 1 2 0.9860 1 2 0.9728
8 0 4 0.9554 1 4 0.9963 0 2 0.9555 1 2 0.9953 1 2 0.9906
10 0 4 0.9712 0 2 0.9677 0 2 0.9712 0 1 0.9555 1 2 0.9960

0.05

2 6 21 0.9544 8 15 0.9719 9 13 0.9539 10 12 0.9562 17 19 0.9511
4 1 8 0.9536 1 4 0.9506 2 4 0.9843 2 4 0.9527 2 3 0.9645
6 1 8 0.9896 1 4 0.9888 1 3 0.9829 1 2 0.9860 1 2 0.9728
8 0 8 0.9966 1 4 0.9963 1 3 0.9942 1 2 0.9953 1 2 0.9906
10 0 5 0.9641 0 3 0.9519 1 3 0.9976 0 1 0.9555 1 2 0.9960

0.01

2 8 30 0.9523 10 20 0.9660 11 16 0.9616 13 16 0.9532 17 19 0.9511
4 2 14 0.9778 2 7 0.9763 2 5 0.9655 2 4 0.9527 3 5 0.9570
6 1 11 0.9803 1 6 0.9736 1 3 0.9675 1 3 0.9614 2 4 0.9843
8 1 11 0.9934 1 6 0.9910 1 3 0.9888 1 3 0.9865 1 3 0.9736
10 0 7 0.9501 1 6 0.9962 1 3 0.9952 1 3 0.9942 1 3 0.9885

Table 4: )e plan parameters and OC values for NGExp-Weibull distribution for φ � 0.5, δ � 1.5, and k � 1.5.

β (tp/t0p)
ς0p � 1.0 ς0p � 1.5 ς0p � 2 ς0p � 2.5 ς0p � 3

c n L(q1) c n L(q1) c n L(q1) c n L(q1) c n L(q1)

0.25

2 7 18 0.9589 9 16 0.9618 9 13 0.9539 11 14 0.9582 5 18 0.9529
4 2 7 0.9784 2 5 0.9667 2 4 0.9571 3 5 0.9664 4 6 0.9690
6 1 5 0.9751 1 3 0.9753 2 4 0.9904 1 2 0.9651 2 3 0.9870
8 1 5 0.9888 1 3 0.9888 1 3 0.9753 1 2 0.9837 1 2 0.9735
10 0 2 0.9507 3 3 0.9941 1 3 0.9866 1 2 0.9912 1 2 0.9855

0.10

2 10 28 0.9540 13 24 0.9685 14 21 0.9608 18 24 0.9573 19 23 0.9593
4 2 9 0.9551 3 8 0.9717 3 6 0.9697 4 7 0.9681 4 6 0.9690
6 1 7 0.9512 1 4 0.9536 2 5 0.9784 2 4 0.9776 2 4 0.9571
8 1 7 0.9775 1 4 0.9786 1 3 0.9753 1 3 0.9554 2 4 0.9849
10 1 7 0.9879 1 4 0.9885 1 3 0.9866 1 3 0.9753 1 3 0.9599

0.05

2 12 35 0.9505 15 29 0.9591 18 28 0.9564 — — — — — —
4 3 13 0.9724 3 9 0.9555 4 9 0.9617 4 7 0.9681 5 8 0.9635
6 2 11 0.9825 2 7 0.9784 2 6 0.9612 2 5 0.9517 2 4 0.9571
8 1 8 0.9707 1 5 0.9657 1 4 0.9536 1 3 0.9554 2 3 0.9849
10 1 8 0.9842 1 5 0.9813 1 4 0.9744 1 3 0.9753 1 3 0.9599

0.01

2 17 52 0.9533 — — — — — — — — — — — —
4 4 19 0.9725 4 13 0.9532 5 12 0.9586 6 11 0.9753 6 10 0.9610
6 2 14 0.9895 2 9 0.9551 3 8 0.9836 3 7 0.9737 3 6 0.9697
8 2 14 0.9886 2 7 0.9847 2 7 0.9784 2 6 0.9693 2 5 0.9667
10 1 11 0.9704 1 7 0.9631 1 5 0.9593 1 4 0.9536 2 5 0.9855

Note. (—) indicates that the parameters cannot be found to satisfy conditions.
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problem of overfitting, and produces an accurate forecast. In
practice, it can precisely approximate the linear and non-
linear problems in the real world [28]. )e performance of
SVR is based on the kernel function to be utilized. Kernel
functions are utilized to carry out operations in the input
space instead of higher-dimensional space. Various kernel
functions are appeared in past studies, namely, linear,
polynomial, splines, and sigmoid radial basis functions [29].
RBF has achieved great attention due to its outstanding
performance in capturing nonlinear association [30, 31].)e
SVR helps to disclose the margin of error, which is ac-
ceptable in a model [32, 33]. Let we have a set of training
data, having output and input variables. Mathematically, the
SVR seeks to find a function that fitted the data more ap-
propriately. In other words, it minimizes the error between
output variable and predicted values in the following way:

f(δ) � (Ω, (δ)) + β, (24)

where Ω is a weight parameter, (δ) represents the nonlinear
function, and β is a constant parameter. In equation (25), the
loss functions demonstrate the ε-insensitive model, where
the loss tends to 0, if the difference between actual values and
predicted values is less than c, and is illustrated by the
Vapnik’s e-insensitive loss function

Rε(f(δ), P) �
|f(δ) − P| − ε if |f(δ) − P|≥ ε

0 otherwise
􏼨 􏼩. (25)

)e problem of SVR is then constructed as the following
optimization problem.

minΩ,β,ℵj,ℵ∗j
1
2
Ω + D 􏽘

h

j�1
ℵj + ℵ∗j􏼐 􏼑, (26)

whereℵ∗j andℵj represent the slack variables describing the
lower and upper training errors subject to the error tolerance
ε, and D is a positive constant that discovers the extent of
penalized loss when a training error occurs. In our case, we
set the values of D and E are 1 and 0.01, respectively.

Ω � 􏽘
h

m�1
θm − θ∗m( 􏼁Q δm, δ( 􏼁. (27)

)e set of Lagrange multipliers including θm and θ∗m is
utilized for optimization problem solution. )us, the ap-
proximate function is illustrated as follows:

Pt � 􏽘
h

m�1
θm − θ∗m( 􏼁Q δm, δ( 􏼁 + ω, (28)

where δm represents the support vector, h represents the size
of support vector, Q(δm, δ) represents the kernel function,
and ω represents the threshold value. Herein, the radial basis
function (RBF) with a parameter π2 is expressed as follows:

Q δm, δn( 􏼁 � exp −
δm − δn

����
����
2

2π2
⎛⎝ ⎞⎠, (29)

where ‖δm − δn‖2 indicates the Euclidean distance between
the two predictors in squared form, and π2 indicates the
width of RBF [34]. Hence, in this study, we focus on the RBF
kernel function for SVR.

5.2. Random Forest. Breiman [35] developed a nonpara-
metric approach known as random forest (RF). )e de-
velopment of the RF approach is based on decision tree
algorithms; however, this is the modified form of classifi-
cation and regression trees (CART). )e RF is, therefore, to

Table 5: )e plan parameters and OC values for NGExp-Weibull distribution for φ � 0.0307, δ � 5.59645, and k � 4.9906.

β (tp/t0p)
ς0p � 1.0 ς0p � 1.5 ς0p � 2 ς0p � 2.5 ς0p � 3

c n L(q1) c n L(q1) c n L(q1) c n L(q1) c n L(q1)

0.25

2 1 5 0.9950 1 2 0.9749 4 5 0.9688 18 19 0.9546 — — —
4 0 3 0.9978 1 2 1.0000 0 1 0.9771 1 2 0.9954 1 2 0.9749
6 0 3 0.9997 1 2 1.0000 0 1 0.9969 0 1 0.9907 0 1 0.9771
8 0 3 0.9999 1 2 1.0000 0 1 0.9993 0 1 0.9978 0 1 0.9945
10 0 3 1.0000 1 2 1.0000 0 1 0.9998 0 1 0.9993 0 1 0.9982

0.10

2 1 7 0.9898 1 2 0.9749 4 5 0.9688 18 19 0.9546 — — —
4 0 4 0.9971 0 1 0.9945 0 1 0.9771 1 2 0.9954 1 2 0.9749
6 0 4 0.9996 0 1 0.9993 0 1 0.9969 0 1 0.9907 0 1 0.9771
8 0 4 0.9999 0 1 0.9998 0 1 0.9993 0 1 0.9978 0 1 0.9945
10 0 4 1.0000 0 1 0.9999 0 1 0.9998 0 1 0.9993 0 1 0.9982

0.05

2 1 8 0.9867 1 2 0.9749 4 5 0.9688 18 19 0.9546 — — —
4 0 5 0.9964 0 1 0.9945 0 1 0.9771 1 2 0.9954 1 2 0.9749
6 0 5 0.9995 0 1 0.9993 0 1 0.9969 0 1 0.9907 0 1 0.9771
8 0 5 0.9999 0 1 0.9998 0 1 0.9993 0 1 0.9978 0 1 0.9945
10 0 5 1.0000 0 1 0.9999 0 1 0.9998 0 1 0.9993 0 1 0.9982

0.01

2 1 11 0.9750 2 4 0.9860 4 5 0.9688 — — — — — —
4 0 7 0.9949 0 2 0.9890 0 1 0.9771 1 2 0.9954 1 2 0.9749
6 0 7 0.9993 0 2 0.9985 0 1 0.9969 0 1 0.9907 0 1 0.9771
8 0 7 0.9998 0 2 0.9997 0 1 0.9993 0 1 0.9978 0 1 0.9945
10 0 7 0.9999 0 2 0.9999 0 1 0.9998 0 1 0.9993 0 1 0.9982
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be utilized for handling both types of issues, classification,
and regression. In general, the RF is a part of the supervised
learning class and its output is based on decision trees’ forest.
)e forecast for the RF approach is basically obtained by
taking the mean of various trees. A large number of trees in
the forest can help to improve the forecasting accuracy and
prevent the problem of overfitting.)e RF algorithm utilizes
the popular procedure of bagging, also known as bootstrap
aggregation, in order to train the tree learners. )e random
sample is taken repeatedly (M time) with replacement of the
training set and estimates the trees to each repeated sample
[32]. To estimate the RF, we utilize three hyperparameters
including number of tress, number of nodes, and sample
repetition. )e number of tress and nodes is used as 500 and
3, respectively.

5.3. Group Method of Data Handling (GMDH). )e GMDH
neural network (GMDH-NN) was initially introduced by
Ivakhnenko [36] in analyzing complex systems, which in-
corporates an output and a set of inputs. )e core aim of
GMDH-NN is simply to formulate a function in a feed-
forward network based on second degree transfer function.
)e productive input variables, the set of neurons and layers
within a hidden variable, and the optimal model framework
are established automatically in the GDMH algorithm [37].
In our study, we select these parameters through error and
trial approach, followed by Peng et al. [38]. )e mapping
amid target and input variables is carried out via GMDH-
NN, and a nonlinear function is so-called Volterra series,
given in equation (30) as follows:

􏽢P � θo + 􏽘
h

m�1
θmym + 􏽘

h

m�1
􏽘

h

n�1
θm,nymyn

+ 􏽘
h

m�1
􏽘

h

n�1
􏽘

h

s�1
θm,n,symynys + . . . .

(30)

For two variables, the Volterra series can be described in
terms of second-degree polynomial in equation (31) as

M ym,yn( 􏼁 � θo +θ1y1 +θ2y2 +θ3y
2
1 +θ4y

2
4 +θ5y1y2, (31)

where M(ym, yn) denotes an output of the model, yi(i �

1, 2) denotes the input variables, and the corresponding
weight is shown by θ.

)e network neurons are recursively connected to each
other through the partial quadratic equation, which reveals
the nexus while estimating the unknown parameters using
the training data. )e key aim of GMDH is to find out the
unknown coefficients provided in equation (31), as they
demonstrate the least difference amid the actual data and
forecasted values. )e unknown parameters are computed
utilizing the regression tool [39, 40]. )us, under the rule of
principle of least square error, the parameters of each
quadratic equation are optimized in the following way:

E �
􏽐

N
j�1 Pj − Wj􏼐 􏼑

2

N
. (32)

We seek to reduce the squared difference (E) between
predicted valued and actual values; in order to achieve an
accurate forecast, we have

P � Bθ, (33)

where P is the response variable, θ is the vector of unknown
parameters to be estimated from the data at hand, and B is
computed as follows:

B �

1 θ1p θ1q θ21p θ212 θ1pθ1q

1 θ2p θ2q θ22p θ212 θ2pθ2q

1 θ3p θ3q θ23p θ21q θ3pθ3q

. . . . . .

. . . . . .

1 θNp θNq θ2Np θ2NQ θNpθNq

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (34)
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Figure 4: Histogram and line chart of Al2O3 data.

Advances in Civil Engineering 9



5.4. Out-of-Sample Al2O3 Forecasting. )e Al2O3 data are
utilized in this work to assess the predictive capability of
different ML algorithms. )e data consist of 119 observa-
tions. For estimation and prediction, the data set is
decomposed into two parts: for model estimation, we use the
data points from 1 to 95, and 96 to 119 for evaluating the
models’ multistep ahead out-of-sample predictive accuracy
utilizing the expanding window methods. )is study adopts
popular three statistical measures, namely, root-mean-
square error (RMSE), mean absolute error (MAE), and
Akaike information criterion (AIC) to evaluate the fore-
casting accuracy of ML algorithms. )e smaller the values of
RMSE, MAE, and AIC, the better the forecast. Mathemat-
ically, they can be, respectively, illustrated as

MAE � mean 􏽢Pt − Pt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑, RMSE �

��������������

mean 􏽢Pt − Pt􏼐 􏼑
2
,

􏽲

AIC � n log
sse

n
􏼒 􏼓 + n∗ k,

(35)

where n shows the number of observations, sse indicates the
sum of squared error, k indicates the number of parameters,
Pt represents actual value of Al2O3, and 􏽢Pt represents the
predicted values of Al2O3.

Figure 4 indicates the Al2O3 data trend, which does not
follow any particular pattern and is highly uncertain. )e
Al2O3 data are plotted in Figure 4 where the vertical blue
dotted line separates the estimation (80 percent) and out-of-
sample forecasting (20 percent) parts. )e accuracy mea-
sures for the Al2O3 data are reported in Table 6.

)e accuracy measures for the Al2O3 data are reported in
Table 6. )e RMSE and MAE values for ML algorithms
include GMDH, SVR, and RF. It can be observed that SVR
beats the rival counterparts. )e RMSE and MAE values
associated with SVR are 0.07 and 0.031, the RF resulted in
0.09 and 0.064, and the GMDH resulted in 0.233 and 0.159,
respectively. In addition, according to AIC, the best model is
SVR among the all.

6. Concluding Remarks

In this piece of study, a new generalized exponential-X
family of distributions is well thought-out as a real-life data
model. )e attempts in this paper lead to another approach
to developing a new statistical model. Employing the pro-
posed model, a new modification of the Weibull model
called a new generalized exponential Weibull model is
studied.)e effectiveness of the new generalized exponential
Weibull model is shown by considering the fracture
toughness of the Al2O3 data set. A statistical product control
application of the developed model is also studied by de-
veloping the new single acceptance sampling plan based on

the NGExp-Weibull distribution. )e plan parameters are
determined such that both consumer’s risk and producer’s
risk satisfy simultaneously. Some tables are given for in-
dustrial application purposes. )e developed plan is ex-
emplified by the Al2O3 fracture toughness data set, which is
well fitted for the proposed NGExp-Weibull. Furthermore,
using the same data set, we implemented several ML al-
gorithms including SVR, GMDH, and RF. )e out-of-
sample forecast accuracy was assessed using three statistical
measures of accuracy, namely, the RMSE, MAE, and AIC.
After the analysis, we found that the SVR produces a more
efficient forecast than the competitor counterparts. )e
findings clearly reveal that the predictive power of the SVR
method is superior in a class of ML algorithms while pre-
dicting the Al2O3 data.
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Destructive, semidestructive, and nondestructive methods are used to assess the compressive strength of concrete and its
substantial mechanical property. In the destructive method, samples of concrete are crushed and treated under compression to
determine its compressive strength. As such, the impact is seen on test results like the method of casting and compaction.�e tests
on concrete become limited in the destructive method and are con�ned to predict compressive strength, �exural strength, etc. To
overcome its limitations and to study concrete matrix, semidestructive and nondestructive test methods came into limelight.
Among nondestructive methods, strength prediction can be carried out using Schmidt’s rebound hammer test, ultrasonic pulse
velocity test, image analysis techniques, radioactive tests, etc. Consequently, an advanced technique to predict the strength of the
structural element using digital image processing technique has been introduced, and one can have a glimpse of the enlarged
image, which quanti�es and is used to assess the strength. �e various characteristic features associated with the image help to
calculate the strength of the structural element. A high-pixel camera is used to take images of concrete cube samples, and they are
analyzed with digital image processing techniques and a tool inMATLab or directly bymaking use of ImageJ software. In addition,
digital image processing techniques are being implemented in various �elds such as medical, industrial, remote sensing, and
engineering. �e present paper proposes to cast 150×150×150mm-sized M30 grade concrete cube samples and to study their
strength after a period of 7 days and subsequently after 28 days. Destructive and nondestructive methods are used, and the samples
are analyzed with digital image processing techniques using ImageJ software. �e observed �ndings are discussed in the paper.

1. Introduction

Concrete is an incredibly vital construction material known
for its durability and possesses several attributes that make it
the best option for use in buildings and structures. �e
concrete is widely available, is inexpensive, and enjoys quite
signi�cant properties. Destructive, semidestructive, and
nondestructive tests are available today to assess the
properties of concrete [1]. Certain mechanical properties of
concrete can be measured with conventional nondestructive
methods such as rebound hammer test and ultrasonic pulse
velocity test. In the case of rebound hammer test, after
analyzing the data for more than 65 years, it has been

concluded that the estimated compressive strength deter-
mined with the rebound hammer is higher than that of the
destructive procedures [2]. Factors such as compaction,
curing environment of concrete, temperature variations, and
water-cement ratio in�uence the rebound index, which
ultimately impacts the compressive strength of concrete.
�erefore, it is imperative to modify or limit or develop the
nondestructive test standards [2]. However, in the case of
ultrasonic pulse velocity test, a few factors like its dry state or
saturated condition and the type of cement used in�uence
the results to a certain extent [3]. In recent times, structural
health monitoring (SHM) became the buzzword in the �eld
of structural engineering, which includes the study of both
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concrete and steel. Various NDT techniques such as sweep
frequency approach, infrared techniques, camera-based
techniques, and sensor techniques are available to monitor
the quality of structures of both concrete and steel. Among
all, use of sensors is the best approach, which gives caution in
case of any invisible damages like cracks and corrosion of
bars and further monitors the strength of the structures
[4, 5].

Different types of NDT techniques can be performed on
various elements of construction, but all methods will not
arrive at accurate results. For instance, the ultrasonic pulse
velocity test and acoustic test are more suitable and accurate
for historical stone masonry; radar methods and penetrating
radiation methods may be used in case of brick material; and
the ultrasonic pulse velocity test may be used for concrete
[6]. Assessment of strength is influenced by hardness, re-
sistance against penetration, rebound capacity, and ability to
transmit ultrasonic pulses and X-rays. At present, ANN
(artificial neural network) and IP (image processing) are in
use to solve engineering problems, and as noticed here, there
exists high correlation between ANN, IP, and actual test
results, where the variance is between 97.18 and 99.87%. It is
therefore proved that combination of the above techniques
will always lead to satisfactory outcomes [7]. %e difference
between the test results offered by destructive and nonde-
structive tests declined within 28 days. In the ultrasonic
pulse velocity test, results declined with respect to the in-
crease in W/C ratio because it increases porosity in the
concrete samples and the dynamic modulus of elasticity
decreased with an increase inW/C ratio [8]. NDTtechniques
like rebound hammer and ultrasonic pulse velocity tests
were conducted in nuclear power plants where High
Strength Concrete whose Compressive Strength was more
than 40MPa, and the results were acceptable with the
strength correction factor [9]. In recent times, rebound
hammer results have become accurate by applying artificial
neural networks in predicting compressive strength of in situ
concrete [10].

Digital image processing is one of the important areas of
electronics and computer science engineering as the two
significant tech brothers revolutionized all the fields, and
with digitalization, many developments are being noticed.
Growth of digital image processing has led to numerous
innovations in the area of digital imaging. In reality, many
engineering fields are predominantly using analog tech-
niques and slowly paving way to advanced digital imaging.
Civil engineering is one of the oldest engineering sectors,
and entwined with digital technology, it has been producing
unpredictable results. Recently, many inventions were
proposed in civil engineering with digital image processing
techniques [11]. %e compressive strength of concrete, es-
pecially concrete made up of cement replacement materials
(CRMs), i.e., fly ash and silica fumes, is predicted with image
processing and artificial neural networks (ANNs) modeling.
%e predicted compressive strength is found to be very
accurate up to 98.65% in destructive tests [12]. %e image
processing algorithms were proposed and applied to assess
the strength, and the error rate was about a mere 1-2% [13].
Digital image processing can be used to detect the

construction progress by adopting a suitable algorithm,
which can detect the structural elements and their defaults at
site [14]. In building materials, digital image processing
techniques were applied to determine the quality of the
marble stone in industry. In marble industry, quality, tex-
ture, and basic composition of stone can be verified and
classified through image processing techniques [15]. Image
analysis techniques are used to decide the strength and
durability of the age-old historic constructions. Historic
stones were captured on the digital camera, and the images
were analyzed on the system using digital image processing
techniques. %e results were compared using the direct
compression test. %e two test results were similar, with an
error margin of + -2% [16]. In GIS and remote sensing,
images of a certain large area are captured using satellites
and digital image techniques are applied to the images to
generate digital thematic maps [17].

In case of tests on coarse aggregate, the shape of coarse
aggregate can be determined with digital images. %e coarse
aggregate is spread over an area, and digital images are taken;
furthermore, the images are analyzed to determine the
particle size of the coarse aggregate. %e flakiness of coarse
aggregate can also be determined by the same process
[18, 19]. %e cement content in concrete, which plays a key
role in attaining good compressive strength, can be predicted
by image analysis using ImageJ software, which helps in
estimating the chlorine content in cement [20]. %e com-
pressive strength of concrete can also be predicted by using
digital image processing techniques; the outer surface of the
concrete is captured on a high-resolution digital camera,
images are converted to greyscale, and the histogram of the
image is generated. By analyzing this picture using the
MatLab technique, the compressive strength of the concrete
is predicted and compared with that of the conventional
method [21]. Besides concrete, digital image processing
techniques are used even in other specializations of civil
engineering, like environmental engineering, in predicting
pH value and settling velocity of water [22, 23].

Accordingly, the above case studies helped the authors
to progress toward digital image processing techniques to
be used in predicting the compressive strength of concrete
along with conventional destructive and nondestructive
procedures. %is paper aims to study compressive strength
property of M30 grade concrete with nondestructive tests
such as rebound hammer test, SonReb method (combi-
nation of rebound number and ultrasonic pulse velocity),
and a new approach digital image processing as one of the
techniques, and the results are compared with the de-
structive procedure. Pros and cons of the nondestructive
tests and the suitability of using digital image processing
techniques in predicting the compressive strength of
concrete have been discussed. %e test procedures are as
follows.

2. Materials

For the experimentation procedures, ordinary Portland
cement of grade 53 is used. Preliminary experiments on
cement were conducted, and the initial and final settings of
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(a) (b)

(c)

Figure 1: (a) Compression testing machine. (b) Schmidt’s rebound hammer test apparatus with a digital display. (c) Pundit’s ultrasonic
pulse velocity test.
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cement were 60 and 480min, respectively. Standard con-
sistency of the cement sample is 32% with a fineness of
3.5%. All the properties of cement are satisfactory as per
Indian Standard Code 12269-1987 [24]. Locally available
sand has been procured for experimentation, and it is
confirmed to Zone-II according to Table 4 of Indian
Standard Code 383-1970 [25]. %e specific gravity test is
conducted on the fine aggregate, and the result is found to
be 2.63. Locally available crushed granite is used as the
coarse aggregate in the experimentation, and its specific
gravity is 2.62. Potable water from the local sources, which
is suitable for mixing and curing of concrete, has been used
for experimentation.

3. Analyzing Digital Images

In recent era, drastic changes have been taking place in the
digital world. Even in the civil engineering field, analysis of
digital images has replaced the regular conventional method
of assessment with interdisciplinary studies. Conventional
images or photos have to be captured during the casting and
testing, but these cannot be analyzed properly. Digital im-
ages can be captured during the casting and testing of
concrete samples, analyzed, and used for various purposes
like prediction of strength, study of bonding, study of ITZ
(interfacial transition zone), and finding permeability of
concrete. Every system has a basic component from which
the whole system is made up of, and just like atom is the
basic unit of matter, “pixel” is the basic component of the
digital image. A digital image is a combination of number of
unit cells called “pixels.” Usually, digital camera specifica-
tions are defined in “megapixels.” For example, the digital
camera has specifications of 1 megapixel which implies that
the image, which is captured, consists of 1 mega (106)
number of pixels, to say that the image has 1 million of pixels
and each pixel has a pixel number. For a color image, there
will be RGB colors. Each color has 8 bytes (red� 28,
green� 28, and blue� 28). %e pixel number varies from 1 to
28 × 28 × 28, i.e., from “0” to “16777215” (numbering starts
from “0” onwards), but analyzing such a large number of
data may be tedious and conclusions cannot be drawn in
profound form. So, the color image must be transformed to
greyscale, and after this conversion, the pixel number varies
from 1 to 28. %e pixel number can vary from 0 to 255. As a
rule, “0” value indicates black and “255” indicates white.
Grey tones with different shades are formed among these
values.

Steps for analyzing the image using ImageJ software:

(i) Opening ImageJ software
(ii) Adding or uploading the digital image to the

software
(iii) Cropping the image by cutting down the unnec-

essary edges of the image
(iv) Converting the RGB color image into greyscale

image
(v) Analyzing the image and extracting the histogram

of the image

4. Methodology to Determine the Compressive
Strength of Concrete

4.1. Destructive Tests. %e destructive test procedure is one
of the oldest and conventional methods to determine the
various strengths and study the quality of concrete after
destruction. Mechanical properties of concrete can be
determined by destructive tests such as compressive
strength test, splitting tensile strength test, and flexural
strength test, which are regular type of destructive tests on
concrete. Among all these tests, compressive strength test is
frequently performed on concrete cubes and cylinders. %e
analog testing procedure consists of casting cubes or cyl-
inders of different grades of concrete samples and curing
them in a water tank. %e sample is tested using the
compression test machine (CTM) shown in Figure 1(a),
and the uniform rate of loading is applied until the
specimen crushes.

4.2. Nondestructive Tests. %e nondestructive test implies
the prediction of properties of concrete without any
damage or destroying the specimen sample or structure,
and there are different types of tests based on the principles.
Some of the NDT techniques are Schmidt’s rebound
hammer test, Pundit’s ultrasonic pulse velocity test,
combined ultrasonic-rebound hammer test, and digital
image processing method. %e advantages of the NDT
techniques are as follows:

(i) Man force required for NDT techniques is very less
compared to destructive tests

(ii) Preparatory works in destructive testing require
more labor than in NDT

(iii) No portion or very small portion of the structure is
damaged in NDT compared to destructive testing

(iv) Probability of structural damage is very low, which
may cause the need for reinforcement

(v) In special cases like thin walls and dense reinforced
concrete structures, sample extraction in destructive
test has no scope, whereas NDTcan overcome such
hurdles in reality

(vi) Handy tools and less-expensive equipment may be
used for nondestructive tests compared to de-
structive tests

However, the advantages are valuable only if those re-
sults lead to accuracy in reality [26].

Table 1: Classification of concrete by the ultrasonic pulse velocity
test [28].

Range of ultrasonic pulse velocity results
(km/s)

Classification of
concrete

>4.5 Excellent
3.5–4.5 Good
3.0–3.5 Medium
<3.0 Doubtful
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4.2.1. Schmidt’s Rebound Hammer Test. Among all the
nondestructive tests on concrete, Schmidt’s rebound hammer
test is the most commonly used test carried out on concrete,
as shown in Figure 1(b). %e rebound hammer test directly
relates to the compressive strength of concrete, and the test
results can be obtained instantly. %e basic principle behind
this test is the rebound nature of an elastic mass (concrete in
the present scenario), which depends on the hardness of the
surface against which the mass impinges. %e energy which is
absorbed by the concrete is directly related to its compressive
strength property. Even though the test procedure is simple,
the test involves complex problems of impact and is asso-
ciated with stress-wave propagation [26].

4.2.2. Pundit’s Ultrasonic Pulse Velocity Test. %e ultrasonic
pulse velocity method, as shown in Figure 1(c), is one of the

NDTs (nondestructive tests) conducted on concrete speci-
mens to determine the mechanical properties of concrete
without any destruction. In this method, the time taken by
ultrasonic pulse to pass through the concrete is recorded,
which ultimately gives the velocity of the ultrasonic pulse in
that particular concrete specimen. %is method is a litmus
test for any concrete specimen, by which one can determine
whether the concrete has good properties or not in terms of
density, homogeneity, uniformity, etc. In this method, ul-
trasonic waves are passed through the concrete cube spec-
imen and ultrasonic waves or sound waves, which travel
through a medium having frequency more than 20000Hz,
cannot be detected by human ear. Humans can hear sounds
with frequency ranging from 20Hz to 20,000Hz. %e ul-
trasonic pulse velocity test is more significant as it studies the
internal structure of the concrete specimen. %e results of

(a) (b)

(c) (d)

(e)

Figure 2: Digital image of (a) a concrete cube, (b) the concrete cube after cropping in RGB color, (c) the concrete cube after converting into
greyscale, (d) the histogram, and (e) the profile of the rectangular section of the cube surface.
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ultrasonic pulse velocity test reflect whether the compaction
of concrete is done properly or not at the time of casting.
Poor results imply that a honeycomb type of structure is
formed in the concrete.

(1) Analysis of Ultrasonic Pulse Velocity Test Results.
According to the Indian Standard Code 13311 (Part 1) 1992
[27], based on the range of results to justify its quality, the
concrete can be classified as excellent, good, medium, and
doubtful based on ultrasonic pulse velocity result as shown
in Table 1 [28].

4.2.3. SonReb Method. %e SonReb method is one of the
important methods used to predict the compressive strength
of concrete. %e name itself implies that the method is a
combination of both ultra“Son”ic pulse velocity and “Re-
b”ound hammer tests. %e principle involved in the SonReb
method is rebound number (RN) and the ultrasonic pulse
velocity as input and the compressive strength as output.%e
SonReb method is significant as it is a combination of both
the rebound hammer test and ultrasonic pulse velocity test.
%e rebound hammer test gives the strength of the concrete

(a) (b)

(c) (d)

LED Lights Opening to Take
Images

Closed Black
Tent

Concrete
Cube

(e)

Figure 3: (a) Test setup to take digital images: (b) concrete cube after placing in the setup; (c) capturing images of concrete cube surfaces
from the top; (d) the digital image captured; (e) block diagram of the test setup for capturing digital images.
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specimen near the surface, whereas the ultrasonic pulse
velocity test reflects the interior properties of concrete. So, by
considering various correction factors, the SonReb method
achieves accuracy.

Many authors contributed different empirical formulas
to correlate the compressive strength of concrete with
rebound number (RN) and ultrasonic pulse velocity. %ere
are numerous types of relationships, such as linear, poly-
nomial, power, exponential, and logarithmic, based on
which empirical formulas are developed [29–31]. %e
following are some of the most reliable equations among all
methods [32]:

fck � 7.695 × 10− 11
×(RN)

1.4
×(V)

2.6
, (1)

fck � 1.2 × 10− 9
×(RN)

1.058
×(V)

2.446
, (2)

fck � 0.0286 ×(RN)
1.246

×(V)
1.85

. (3)

fck � compressive strength of concrete (N/mm2), RN � re-
bound number, and V � ultrasonic pulse velocity (in m/s).

Based on the given three formulations, another for-
mulation is proposed based on Technical Standards of
Tuscany region, which is the mean value calculated by the
three formulations and the mean value is considered as
SonReb results in this paper.

4.2.4. Digital Image Processing Method. %e digital image
processing test is one of the latest techniques to de-
termine the compressive strength of the concrete
without any destruction. %ere are several relationships
between the compressive strength and all the other
mechanical properties of concrete. In this technique, the
concrete surface is captured with in a closed setup to
avoid errors of light reflection by using a high-resolution

digital camera as shown in Figure 2(a). A digital image,
which has been captured, is analyzed with MATLab,
SCILab, ImageJ etc., for digital image analysis pro-
cessing. %e image is to be cropped up to the clear
surface cutting down the unrelated things in the
background as shown in Figure 2(b). As explained
above, a digital image is a grouping of very small units
called pixels. Each pixel has a pixel value depending
upon light intensity while light rays strike the object. As
specified in the earlier description, a color image has a
very large variation of data and in order to have fea-
sibility to analyze data, the image should be converted
into greyscale as shown in Figure 2(c) [16]. After con-
version into grey scale, the image is analyzed using the
appropriate software and histograms as shown in
Figure 2(d). A histogram is the graphical representation
of the number of pixels in the whole image representing
the same pixel value. By histogram data, 0 � 0 pixels,
1 � 2 pixels, 2 � 5 pixels. . . 255 � 3254 pixels are
extracted. %en, the threshold pixel number is to be
determined for air voids, cement, and aggregates. For
this purpose, the grey value of a small section is to be
obtained across the concrete cube surface image as
shown in Figure 2(e). So, the concrete composition of air
voids, cement, and aggregates in percentages is ob-
tained. By these values, compressive strength of concrete
is determined by the application of empirical formulas,
which were obtained by previous researchers by con-
ducting numerous experiments [21, 33].

fck �
(aggregate)0.021

(cement)− 1.004 − (air voids)− 1.251
. (4)

fck � compressive strength of concrete in N/mm2.
(1) Flowchart for 'Prediction of Compressive Strength of

Concrete by Digital Image Processing Technique

Concrete Taking Digital Image Uploading the Image to 
ImageJ software

Cropping Image up to 
Concrete Surface

Applying the values to 
predict Strength

Finding percentage of Air 
voids, Cement & Aggregate

Extracting Histogram 
values of the Image

Analyzing Grey 
Image in ImageJ 

Software

Conversion of RGB 
Image to Grey Scale 

(8 bit)
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5. Experimental Program

5.1. Design Mix. According to the Indian Standard Code
10262–2009 [34], a mixed design is prepared for M30
grade concrete with proportion 0.45 : 1 : 1.46 : 2.26 (water:
cement: fine aggregate: coarse aggregate) by weight. To
obtain better workability at the time of mixing of concrete,
graded aggregates are used in two fractions as 60% of

20mm and 40% of 12.5mm of coarse aggregate in con-
crete composition.

5.2. Sample Preparation and Curing. Weigh batching is fol-
lowed as per the mixed design proportion of M30 grade
concrete, and twelve cube samples of size 150×150×150mm
are cast. As per the Indian Standard Code 456-2000 [35], six

(a) (b)

(c)

Figure 4: Testing of concrete cube samples: (a) ultrasonic pulse velocity, (b) rebound hammer test, and (c) crushing under CTM.

8 Advances in Civil Engineering



samples were tested at the age of 7 days of curing and the other
six samples were tested at the age of 28 days of curing.

6. Testing Procedures

As mentioned in the methodology and as per Indian
Standard Code 456-2000 [34], after the completion of the
curing period, the samples were tested in CTM by the de-
structive nature and the results are tabulated in Table 2.
Before destruction, NDTwere completed and carried over to
the destruction of concrete cube samples.

6.1. Nondestructive Test Procedures. %e given steps were
followed during the test procedure.

6.1.1. Capture of Digital Images and Analysis. Digital images
of test samples are to be captured in a separate environ-
ment having no other effects which may influence the
histogram of the image. For this purpose, a special envi-
ronment is created as shown in Figure 3(a). %e special
environment consists of a tent having opening on the side
and top and two LED lights to have equal focus while
taking images. %e cured specimens are shifted into the
tent and placed on a flat surface as shown in Figure 3(b).
Digital images are taken on all six sides of the cube
specimen in order to avoid and nullify errors, as shown in
Figure 3(c). As explained in the methodology, the captured

images are analyzed using ImageJ software. Figure 3(d)
shows the digital image of the concrete cube sample after
28 days of curing.

6.1.2. Schmidt’s Rebound Hammer Test. After capturing
digital images of the specimens, samples are to be examined
by Schmidt’s rebound hammer test. It works on the principle
of the surface hardness of the concrete sample. Hence,
Schmidt’s rebound hammer is to be handled carefully to
extract the rebound number (RN) of the sample. In the test
procedure, it is mandatory to select a better surface on the
concrete for the testing operation. A fixed amount of energy
is applied on the concrete surface by pushing the hammer
against the concrete surface. %e plunger through which the
energy is applied on the concrete must be permitted to strike
perpendicularly on the test surface. %ere should not be any
inclination to the surface of the sample during the appli-
cation of plunger as any slight angle of inclination may also
influence results. After the application of energy, the re-
bound hammer is locked by pressing a button provided and
the rebound number as generated on the rebound hammer is
noted as shown in Figure 4(b). %ere is no direct relation
between the hardness of the surface to the compressive
strength of concrete, but an empirical relation is developed
as determined by previous research, where the compressive
strength is determined by establishing a relationship be-
tween the rebound number (RN) and the compressive
strength of concrete. %e test is repeated to avoid mistakes

Table 2: Comparison of compressive strength obtained by destructive and nondestructive tests.

Sample
no.

No. of days of
curing

Compressive strength by
CTM (in N/mm2)

Rebound
hammer

Ultrasonic pulse
velocity test

Compressive strength as per
the SonReb method

Image
analysis

fck in N/mm2 RN fck in N/
mm2 Velocity (m/s) fck in N/mm2 fck in N/

mm2

1 7 days 20.444 21 14.5 4545.5 21.72 22.95
2 7 days 17.778 20 14.0 4622.5 21.27 16.90
3 7 days 19.555 20 14.0 4713.5 22.25 19.49514
4 7 days 19.111 21.5 16.5 4651.5 23.56 18.82616
5 7 days 18.889 23.5 18.5 4587 25.41 17.96898
6 7 days 19.555 24 19.5 4492 24.84 25.56

Average 19.222 16.166 23.175 20.28
7 28 days 32.444 30.5 29.00 4833.5 39.36 27.26081
8 28 days 36.889 30.0 28.00 4792 37.81 32.54504
9 28 days 28.444 25.50 22.50 4870 32.20 26.6878
10 28 days 37.7778 24.00 19.50 4818 29.19 33.91921
11 28 days 39.111 27.00 24.00 4757 32.70 34.9321
12 28 days 31.111 27.50 25.00 4788 33.95 31.1603

Average 34.298 24.40 34.20 31.08
∗fck � compressive strength of concrete in N/mm2.

Table 3: Comparative difference between destructive and nondestructive tests.

No. of curing days Destructive test
Nondestructive tests

Rebound hammer SonReb method Image analysis
% diff % diff % diff

7 days 19.222 16.166 − 15.89% 23.175 +20.56% 20.28 +0.055%
28 days 34.298 24.40 − 28.85% 34.20 − 0.0028% 31.08 − 9.382%
∗% diff indicates the percentage difference between average compressive strength of destructive and particular nondestructive tests.
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and errors in the process of testing and to reach the accurate
compressive strength of concrete [36].

6.1.3. Pundit’s Ultrasonic Pulse Velocity Test. For the ul-
trasonic pulse velocity test, Pundit’s ultrasonic pulse velocity
testing machine is used, which consists of an electrical pulse
generator and two transducers having one transmitting
transducer and another receiving transducer. %e amplifier,
an electromagnetic timing device, is used to determine the

velocity of wave propagation. Meanwhile, the concrete
specimen cube is placed on the table surface. Two trans-
ducers are to be rubbed initially with grease or petroleum
jelly or kaolin or liquid soap. %e concrete surface is made
smooth at the place of application of transducers, and ul-
trasonic waves are propagated through the concrete speci-
men from the transmitter transducer to the receiver
transducer. %e sound waves propagate through the con-
crete medium, and the time taken for travelling is noted
down to be displayed on the electronic timing device
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Figure 5: Results of compressive strength (in MPa) of M30 grade concrete obtained by destructive method, rebound hammer test, SonReb
method, and digital image processing. (a) 7 days of curing and (b) 28 days of curing.
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attached to the apparatus. %e length of the specimen and
time are noted down from the device. %e velocity of the
propagating waves is calculated and recorded as shown in
Figure 4(a). %ere is no direct relation between compressive
strength of concrete and ultrasonic pulse velocity, but the
SonReb method correlates rebound hammer results with
ultrasonic pulse velocity results and is helpful in determining
the compressive strength. Results of the SonReb method are
calculated as per the formula specified in equations (1)–(3),
and their average values are presented in Table 2.

6.2. Destructive Test Procedures. Destructive testing con-
ducted on the compressive testing machine (CTM) is as per
Indian Standard Code 516 [37]. Samples are to be tested by
using CTM, and the compressive strength has been tabulated
in Table 2. %e crushed sample is shown in Figure 4(c).

7. Results and Discussion

After curing for 7 and 28 days, six samples of M30 grade
concrete cube specimens have been casted and tested for the
study. All types of tests as discussed above are conducted
step by step, and the results are summarized and presented
in Tables 2 and 3. Graphs comparing the compressive
strength of concrete (fck) cubes in all the test procedures of
7 days and 28 days are shown in Figures 5(a) and 5(b).

8. Conclusions

Interlinking of different applications as discussed in the
present study has proved to save time and money, and
precise incremental results have been obtained. Civil
engineering is one of the oldest branches of engineering,
and application of other engineering branches into civil
engineering has been shown as a new approach to solve
many civil engineering problems. %ere are many con-
ventional experiments in civil engineering, which can be
interconnected technologically by using digital image
processing techniques, a solution for numerous prob-
lems. In the present study, twelve M30 grade concrete
samples are casted. Of the twelve, six samples are tested at
the age of 7 days of curing and the rest of the samples are
tested at the age of 28 days. Conclusions drawn based on
the results of destructive and NDT procedures are as
follows:

(1) %e rebound hammer test, which works on the
principle of surface hardness, is the most effective
procedure for testing samples at 7 days compared to
28 days.

(2) Gradual increase in the results of ultrasonic pulse
velocity can be seen from 7 days to 28 days samples.
It may be because of the reaction occurring in the
C-S-H gel from 7 to 28 days.

(3) %e SonReb method is one of the finest methods
interlinking both RBH and ultrasonic pulse velocity
results with compressive strength and bestows ac-
curate results when results are considered in average.

(4) Digital image processing techniques are helpful in
the prediction of the compressive strength of
concrete by analyzing the surface images.

(5) “ImageJ” software, one of the free software pack-
ages, is user-friendly and most flexible to extract
histograms of digital images.

(6) A unique pattern is observed in all histograms when
grouped as 7 days and 28 days.

(7) Relationship (4) used for predicting the compres-
sive strength of concrete by digital image processing
is satisfactory in obtaining results.

(8) Compressive strength results obtained by digital
image processing techniques are almost similar to
the results obtained by destructive procedures and
SonReb method.

(9) %e average compressive strength of concrete samples
at 28 days is almost equal to the results of the SonReb
method with a difference of − 0.0028% and results of
the image analysis method with − 9.382% difference.

(10) %e image analysis method fetches accurate results
as it studies the concrete surfaces to the maximum
extent using modern digital image processing
techniques.

(11) Digital image processing techniques can be applied
to higher grades of concrete cube samples in order
to generalize the procedure towards emerging of a
new nondestructive test of concrete.
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Technological advancements in electronic storage have been trending for cloud computing. �e revolution of this computer
technology with machine learning and arti�cial intelligence has created prodigious platforms to the various disciplines of science
and technology. Civil engineering is the oldest discipline, and due to the never-ending demand of this domain, it is rapidly
adapting to newer computer techniques like image processing, deep learning, big data analysis, neural networks, building in-
formation modeling (BIM), unmanned aerial vehicle (UAV) system, digital image correlation (DIC), and many more. In the
current paper, we portrayed the primary research and achievements of AI and image processing applications in the civil domain.
�e paper is divided in two parts. �e �rst part provides analysis of existing methods along with examples relevant to the civil
domain where it is incorporated. �e second part elaborates scientometric study constituting 605 documents (Science Direct
database) published in the last two decades. �e bibliometrics are further used for producing analytical frameworks based on
publications, citations, top journals, top institutions, and funding sources. �is study serves as a guide for readers to identify
research gaps and use the review for potential future study.

1. Introduction and Background

Paper forms have been a fundamental mode of transferring
and storing data, but with technology advancements elec-
tronic storage has been trending for cloud computing. �e
revolution of this computer technology has created prodi-
gious platforms to the various �elds of science and tech-
nology which make researchers extend these techniques
across all �elds. However, when it comes to using digitali-
zation to provide trustworthy data and enhance decision-
making processes, the construction industry lags behind
other industries [1]. According to Committee for European
Construction Equipment (CECE), the civil industry is the
least digitized sector. �e climatic, environmental, eco-
nomic, and sociopolitical challenges within civil projects
make it di�cult in digitization within the construction in-
dustry. Since last decade, computer-based monitoring

systems and simulations using image processing, AI, ML,
and others have piqued the interest among civil engineering
community as a cost-e�ective and unobtrusive solution for
image and video data collection and analysis in many
construction organizations [1–13]. As a result, several ap-
plications were targeted by previous researchers in 3D
imaging technologies for construction management, prog-
ress monitoring [9, 10], safety [14], and quality control
[15, 16]. �is review paper concisely emphasises imaging
trends and techniques used for applications in civil
engineering.

Computer vision has evolved into a broad subject that
includes everything from capturing raw data to extracting
picture patterns and interpreting data [17]. Image processing
involves analysis improving the pictorial information for
better interpretation. Digital image processing (DIP) is
concerned with performing systematic analysis of images
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using computers, whereas computer vision is concerned
with creating models, data extraction, and information from
photos [18]. DIP and computer vision technologies have
been coupled in a wide range of research and project-based
applications [19–21]. Figure 1 outlines evolution of image
processing and its applications in diverse fields, starting
from newspaper printing in 1920, while modern image
processing with computing technology began in 1960 in the
field astronomy, remote sensing, etc. [22]. Further devel-
opments were achieved in medical imaging, industrial in-
spection, and forensic applications in the early 2000s. In the
twenty-first century, computer-based applications and im-
age processing have become the need for a wide range of
applications across all disciplines.

Mirsalar Kamari used a hand drafted and computer
drawing for development of pattern recognition algorithm
to understand structural notations marks from building
pictures, and the knowledge was linked to analyze perfor-
mance of structures. Here programming interface provides
the freedom to integrate algorithms with software [23].

Wei et al. carried out feasibility studies on using 3D
imaging for construction and infrastructure management
[24]. Likewise, Mróz et al. (2020) modelled the usefulness of
digital image correlation (DIC), for testing concrete’s sus-
ceptibility to fire spalling [25]. While Zhang et al. verified the
feasibility of DIC for quantifying displacement and strain
fields in gravel particle breakage process under uniaxial
process [26], del Rey Castillo et al. (2019) modelled the be-
haviour of fiber reinforced polymer (FRP) for obtaining
displacement and strain field with DIC, where displacement
measurement was satisfactory, but strain correlation showed
dependency on direction of fibers (coincident with parallel
direction of fibers and divergent for any other direction) [27].

Globally, the interaction of new technologies is changing
continuously, and with AI andML systems it must cope with
a variety of difficulties such as optimization and precise
prediction. *e advancement of image processing is pro-
viding innovative solutions to key challenges, achieving
more reliable results at lower cost and time, opening new
possibilities, and enabling the acquisition of accurate in-
formation from hypothesis testing systems. With digital
cameras and sensors of high resolution, connectivity, and
network communication, it is easy to upload the clicked
photographs of construction activities [10] which are used
for planning, monitoring, etc.

*erefore, comprehensive guidance from literature re-
view on DIP applications in civil engineering is presented
herein. *e purpose of this paper is to introduce the audience
to the research by describing the potential of image processing
in civil engineering. *e following is a brief description of the
sections in this paper. *e advancement of image processing
is generating a new philosophy in civil engineering, which is
explored in Section 2. Section 3 provides a detailed scien-
tometric study of two-decade publications in this field, while
Section 4 examines this research in terms of language, cita-
tions, top journals, top institutions, and funding agencies.
Finally, Section 5 discusses the challenges and future scope of
image processing before concluding with Section 6 with
extracted outcomes and scope.

2. Civil Engineering Approach in
Image Processing

*e recent surge in the high demand for development and
thrust for rapid infrastructure development has created an
impact in modern technological advancements in this do-
main.Many researchers are working on finding the solutions
to the problems raised at that society, technical expertise,
and managers. Traditional methods for inspection or su-
pervision involve visual assessment. However, a thorough
inspection can disclose information that can be used tomake
various connections in order to determine structural in-
tegrity. *is provides countless subdivisions to develop
image processing applications (Figure 2).

2.1. Remote Sensing and GIS in Geological Applications.
Remote sensing (RS) and GIS are linked feature extraction
and analysis of ground surface data without coming in
physical contact with the surface. It is utilised for urban
planning, resource distribution, planning of water retention
structures, detecting changes, hazards monitoring and
mapping extent, estimating the damages [28], and so on.
Despite the advances in RS technology, the applications in
infrastructure and construction industry are limited [29].
Geotechnical information is imported for effective decision
making [30]. In tunnel work, 2D geotechnical maps provide
information of location and directions of weak planes.
Particularly, complexity of tunnel work location and use of
heavy machines like TBM (tunnel boring machines) make
remote monitoring necessary. To overcome costly and time-
consuming investigation, the image processing approach is
adopted by researchers.

Image acquisition of tunnel facing, its processing is used
for rock mass rating, geological features (faults, joints, etc.),
and interpolation technique on two consecutive images
established in 3D visualization [31].

In this context, Schindler et al. performed a virtual reality
environment with 4D visualization by satellite and terrestrial
based settlement data [7].
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Figure 1: Evolution of image processing.
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One of the studies focused on the 1st of its trial on rock
face characterization using images. *e images on the rock
surface provide comprehensive geological mapping. Addi-
tional rock mass parameters obtained by mapping are useful
for tunnel stability estimation and support steps [32].

2.2. Hydrology and Water Resource Engineering.
Management of earth’s water mass distribution and its
interaction with natural and engineering material is es-
sential for sustainable development. Computing technol-
ogy offers a framework for interpretation as well as
simulating the behaviour of water bodies along with their
surroundings.

Land use land cover (LULC) classification [33], changes
detection [11, 12, 34–38], and its impact on water reservoirs
were studied by Musaoglu, Moniruzzaman to help au-
thorities and decision makers in changing quality conditions
of reservoirs [39, 40].

Chang et al. studied river behaviour using image
processing technique on river-bed digital photographs.
An image processing method was applied by fusing
feedback pulse couple neural network (FPCNN) [41–44]
and multilevel thresholding for image segmentation and
grain size distribution [41]. In a similar context, Robert
et al. have used image processing to establish gran-
ulometry of riprap. Along with rivers, the design of
geotextile filters for water/soil retaining structures, drains,
etc. requires morphological data where digital image
processing is effectively applied for nonwoven geotextiles
by Shobha in 1993 [19].

Moreover, for applications in stream gauging, Lewis et al.
evaluated the potential of unmanned aerial system (UAS) for
quantifying flow in rivers [45].

2.3. Constructional Material. Construction engineering
starts with study of construction material properties to
acquire desired strength as per design requirement. *e
behaviour of any material is dependent on its morphological
properties, and image processing is a very powerful tool to
gather this information [46]. Digital image correlation (DIC)
was used by McCormick et al., and Suleiman et al. measured
deformation and strain by analyzing a pair of images of
specimen surfaces taken before and after under various
loading conditions [47, 48]. Image analysis for civil engi-
neering materials, in the process of sampling and counting
particles using specific methods for estimation of quanti-
tative parameters, is useful for analyzing functions related to
size distribution and anisotropy [46]. DIC has versatile
abilities in adapting to any scalable applications allowing it
to extend use in structural health monitoring [49].

Aggregate gradation: in the construction sector, few are
the key building materials such as cement, steel, and sand.
Aggregates are one of the essential materials, and they play a
vital role in asphalt pavements. Rutting of pavement gives
major distress in pavement where aggregate gradation
characteristics have a significant role in improving its per-
formance [50]. *e time-consuming methods aggregate
gradation gives the motivation to the simple approach of
image processing techniques. *e method comprises curve
fitting and image processing techniques to detect aggregates

Profile

2D/3D
Maps

Water
Retaining
Structure

Structural
Cracks

Repair &
Maintenance Real

Time
Monitoring

Pavement
Cracks

Defect
Detection

System

Morpho-
logy

Strength Safety

Construction
Material

Construction
Execution

Rip-rap
Analysis Hydroglogy &

Water
Resource

Remote
Sensing
Geology

Figure 2: Image processing applications in civil engineering.
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from cross-section images of cylindrical samples [51].
Anding et al. applied intelligent image processing algorithms
in optical identification and analysis of mineral aggregates
from construction and demolition waste [52].

2.4. Construction Execution and Safety. Execution work
where there is major involvement of people and machinery
together deals with site conditions, simultaneous activities,
safety aspects, real-time progress, etc. Nowadays, drone
technology is becoming very effective in making various
surveys. Although the technology was introduced in risk
assessment, disaster monitoring, etc., it is becoming famous
in civil engineering works as well. *e data gathered from
these surveys can be analysed for civil engineering appli-
cations. Liu et al. used unmanned aerial vehicles (UAV) for
construction execution [53]. *e leading safety concerns at
construction sites have attracted the researchers for smart
techniques of safety assessment. *is approach conducts
dynamic measurement in the field of civil engineering
through morphological operators for image filtering and a
feature extraction technique: Hough Transform [14].

2.5.RepairandMaintenance. Every constructed structure, at
some point of period, will require care in order to extend its
lifespan. *is part of the period focuses on the maintenance
work of structures. Infrastructure challenges for con-
structing and maintaining the work include checking,
making reports, and if required deciding what actions to be
taken. Hence, the maintenance part requires the involve-
ment of more people. In the major civil structures like
bridges, high rise buildings, roads, etc., the crucial job is
detecting the current state of structure and necessary
maintenance. Due to vastness of the section, it is further
categorized into two parts.

2.5.1. Assessment of Structural Cracks. All structural as-
sessment starts with crack detection, location, pattern, etc.
However, the current evaluation techniques depend on
people which attract more error and cost of execution.
Valença et al. have developed image processing and laser
scanning method to survey the cracks in bridges, while Kong
et al. used DIP for fatigue crack detection in infrastructure
[54]. Valença [55] usedMCrack-TLS which is a combination
of two technologies: image processing for crack detection
(MCrack) and terrestrial laser scanning (TLS). In this
technique, images are captured with different equipment
depending on the location and type of structure, and further
laser scanning helps to orthorectify the images for pro-
cessing. Fangfei invented a comprehensive evaluator of
defect detection in civil engineering structure [56]. *e
detailed module is shown in Figure 3.

2.5.2. Pavement Crack Monitoring and Analysis. Under
pavement monitoring, asphalt resurfacing or overlay is a
basic method of asphalt repair, and asphalt chip seals are the
most common preventative maintenance technique
employed by transportation/road agencies around the

world. *is requires precise percent aggregate in a thin
bitumen sheet to avoid bleeding or aggregate loss. Ozdemir
invented a standard procedure that uses digital image
analysis to quantify the percent aggregate embedment in the
bitumen layer [57].

Further pavement monitoring entails the traditional
assessment of pavement cracks via manual observation. To
overcome the errors and drawbacks of conventional
methods, a new automated method has been proposed for
evaluation of crack sealing performance [58] while Chun in
2015 developed a semiautomatic method for asphalt pave-
ment crack detection based on crack ratio [59]. Pavement
surface drainage is a major concern to avoid hydroplaning in
wet weather conditions. Mataei et al. created a pavement
evaluation system that simulates the surface saturation
condition from acquired images, and image processing
generates indices to assess drainage quality [60].

Uneven background illumination makes it challenging
for automatic pavement defects detection and segmentation.
For this, Oliveira and Correia (2014) recommended an
image normalization approach [61]. *is maintains the
average intensities of the defect-containing regions while
balancing the average intensities of defects-free regions.
Figure 4 depicts image preprocessing for pavement. It is
clear that background noise and sealed cracks are filtered to a
large extent while pothole regions are kept for enabling
further segmentation. *e image-closing operator is one of
the morphological operators used to improve segmented
pothole shapes. *is operator is illustrated in Figure 3 for
extracting pothole shapes from pavement.

*e visual appearance of an object by the projective
integral (PI) method is a one-dimensional pattern acquired
by the addition of a set of pixels along the representative
direction. PI is used to characterize the different forms of
cracks based on the arithmetic mean computation of row or
column pixels [63]. Figure 5 shows PI for longitudinal,
transverse, and alligator forms of cracks and also a state of no
crack.

An image of adhesive loss and pull-out failure was used
to identify the distress of a sealed crack. As shown in Fig-
ure 6, the complement of the image has developed to rep-
resent a region of distress, further converting it to grayscale
image for efficient computation which is further used to
represent gradient mask by distinguishing texture of other
regions from a uniform texture to sealed crack. A dilation
operation is conducted on this for simplifying the sealed
crack region from the background region (similar to mor-
phological operation). *e hole-filling method fills the noisy
holes left over from the dilation process in the noncrack
region. *e finished image is binarized into black and white
and compared to the binarized original image, resulting in
the display of failure zones in sealed fractures.

2.5.3. Real-Time Monitoring. *e large scale civil engi-
neering structure itself demands maximum monitoring to
reduce risk of failure or disaster management by providing
early warnings. In this context, Vasileva et al. and Fukuda
et al. came up with real-time and long-term remote
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monitoring of dynamic responses of major civil structures
[5, 6]. Fukuda et al. used structure of target panel (predefined
marks) transferring the signal in terms of movement cap-
tured by a connected camcorder. *ese signals are extracted
in dynamic responses by the digital image processing
software to compute displacement in real time while
Vasileva et al. used FGPA (Field Programmable Gate Array)
for high performance. Furthermore, Ehrhart et al. developed
dynamic deformation monitoring by total station (for 3D
movements) and image assisted total station (IATS) to
compute absolute 3D coordinates and calculate structure’s
natural frequencies [3]. However, to extract vibration be-
haviour of structure, sensors like accelerometers are used.
*e method uses IATS and marked targets fixed to the
object. Total station telescope camera enabled real-time
video streams with 10fps and 2”/px angular resolution. *e
electronic distance measurement (EDM) integrated in the
total station gives precision to transform angular terms
received from image processing to length units.*e accuracy
in case of dynamic application achieved better than 0.2mm
and for static applications better than 0.05mm possible [4].

In 2018, Huang used stiffness coefficient and numerical
analysis of a loaded structure for the life prediction module
[65].*is evaluation system in predicting the life of structure
involves a drone module for collecting data through image
which is processed under image acquisition module.

3. Review of Image Processing Tools
and Algorithms

*e summary of image processing tools researchers have
used with their usefulness in their study is shown in Table 1.
In summary, notable researchers in the field of material
image processing have used wavelet transformation
methods, although the method has the limitation that
particle diameters cannot change by more than a factor of
two in area analysis [66].*is necessitates particle separation
prior to picture acquisition. In addition, the researchers’
software selection scenario reveals a preference for MAT-
LAB software. *is could be due to the image processing
library’s built-in tools, which include standard algorithms,
visualization functions, and applications.

Figure 4: Example of pothole extraction by 2D image pre- and postprocessing [62].
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Adhesive loss

Pull-outs
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Figure 6: Crack sealing performance analysis from image processing (distress region extraction of sealed cracks) [58]. (a) Original figure.
(b) Complement of image. (c) Grayscale image. (d) Binary gradient mask. (e) Dilated gradient mask. (f ) Binary image with holes filled.
(g) Binary image from the original figure. (h) Final extraction of the distress of a sealed crack.

(a) (b)

(c) (d)

Figure 5: Images and SF response for various forms of cracks [64]. (a) Transverse crack. (b) Longitudinal crack. (c) Alligator crack. (d) No
crack.
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Image processing starts with the image acquisition
process either with powerful camera capturing images
[19, 47, 48] or video recording [66, 67]. *e typical image
analysis procedure can be summarized: (i) image acquisi-
tion, (ii) image preprocessing, (iii) image enhancement, (iv)

image segmentation, (v) image postprocessing, and (vi)
detection or prediction. Image preprocessing can be done
with various algorithms with image graying like single
component method, maximum weighted method, best
weighted average method [2], etc. Further image filtering

Table 1: Image processing tools in civil engineering applications.

Researchers Tools and techniques Tool application Usefulness in research

Sou-Sen Leu
et al. (2005) [31] Borland C++, Slice dicer

Borland C++ developed an image
processing subsystem while Slice
dicer integrated 3D reconstruction
and visualization in the main system

Technique can effectively guide
aspirants to visualize geological features

from tunnel excavation

Yoshio Fukuda
et al. (2010) [5]

Digital camcorder and a notebook
computer equipped with DirectShow
technology (Microsoft corporation)

software using C++ language

Image processing modules were
implemented with DirectShow

software. *e module helps to detect
geometric patterns with
trigonometric transforms

System is capable for real-time dynamic
response measurement and ideal for

monitoring civil engineering structures

Nick
McCormick
et al. (2012) [47]

ARAMIS software

*e deformation measurement was
initially done on integer and further
targeted in subpixel interpolation by

2D spline fitting and Newton
Raphson technique

Full-field deformation measurements of
civil structures with DIC is effective and
can be tested for various sites with

sensors

Morteza Vadood
et al. (2013) [51] MATLAB R2006a

Distance and modified watershed
transform methodology with Canny’s

filter

*e method effectively detects aggregate
gradation

Katharina
Anding et al.
(2013) [52]

Halcon 8.0.3
A machine vision software with
feature algorithms for supervised

learning classifier

Algorithms integrated for sorting
optical aggregates in construction

demolition waste (CDW)

Peter Liu et al.
(2014) [53]

Unmanned aerial vehicle (UAV),
ground controlling station (GCS)

UAV acquires aerial perspective info
and GCS software performs

simulations function

Potential use of UAV in mapping
methods, geometric analysis, and civil

engineering applications
Hyon-Sohk
Ohm et al. (2014)
[66]

MATLAB R2013a
Image analysis method using wavelet
transformation coded in software
gives sediment size distribution

Sedimaging and sieving test for nine
soils give identical results on soil
gradation plot by both methods

Behrouz Mataeia
et al. (2017) [60] Innovative device & software

Device consists of several parts:
imaging, saturation, constant lighting,
temperature recorder, and movement

arrangement. Image processing
software using sharelet transform

Pavement surface drainage quality was
examined and classified into “good,”

“normal,” and “bad”

Can Wang et al.
(2018) [67]

Particle flow code (PFC) 3D
(version 5)

Software allows three-dimensional
mapping of restitution tests for
mapping segregated mixture

Material heterogeneity from digital
image processing generates discrete

element model which helps to examine
influence of particle properties on

segregation

Saghafi et al.
(2019) [68] Img. Pro. Plus 6

Software measurement feature counts
total aggregate loss by summing up

pixels with loss area

Abrasion of slurry seal mixtures was
investigated to find out loss of aggregate

and bitumen

Faria Borges
et al. (2019) [69]

SkyScan reconstruction software
(CTAn)

Software was capable of scanning
hundreds of 2D images and combined

to project 3D image

Algorithm generated supervised
information (grain size, void ratio, and

soil tortuosity) through material
microtomography for sandy material

Bidgoli et al.
(2020) [70] MATLAB R2014a

MATLAB code was developed to
determine the percentage of pixels for

each surface fracture

Damage investigation between binder
and aggregate was done by moisture
susceptibility of asphalt mixture by

registration image-processing method

Detcev et al.
(2014)

Eight digital cameras and two
projectors

Camera was used for capturing
concrete beam which is being
deformed by actuator loading.

Projectors were used for performing
3D reconstruction and point cloud

processing for deflection
measurement

Precise deflection measurement of
concrete beam loaded by hydraulic

actuator
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processes usually retain useful characteristics of image by
removing noise. It can be done by mean filtering method,
median filtering method, and morphology filtering method.
Segmentation process labels every pixel for a certain char-
acteristic which is useful for object recognition, edge de-
tection, etc. Table 2 provides the summary of such
algorithms and their briefing for getting insights of
algorithms.

4. Scientometric Analysis of Image Processing
Applications in Civil Engineering

Scientometrics is the analysis of quantitative qualities and
qualities of science and scientific study. *e location of
emphasis is on inquiries which concentrate on the processes
and mechanisms of science that are explored using statistical
mathematical approaches. Scientometrics is the area of study
that is concerned with the collection, analysis, and evalua-
tion of academic publications. *e application of the
methodologies used in bibliometrics (i.e., scientometrics) is
a subfield of bibliometrics. *ere are several concerns in
major research that need to be examined, including the study
of the influence of research articles and academic journals,
the comprehension of scientific citations, and the utilisation
of research measurements in policy and management. Al-
though there is some overlap, in practice there is a strong
overlap between the areas of scientometrics and other sci-
entific topics such as information systems, information
science, science of science policy, sociology of science, and
metascience. *ere have been critics who suggest that an
overreliance on scientometrics has established a system of
perverse incentives, which has produced a publish or perish
atmosphere that encourages low-quality research. In 1969,
Vasily Nalimov, in his capacity as the Chairman of the
Russian Academy of Sciences’ Institute of Scientific Infor-
mation, proposed that the field of scientometrics be renamed
Naukometriya, which translates to “Scientometrics” in
English [54, 75–77]. In modern scientific methodology,
nearly all of the effort is focused on the work of Derek J. de
Solla Price and Eugene Garfield. Later on, this individual
established the Scientific Index and started the Institute for
Scientific Information (also known as ISI).*is is commonly
used for scientometric analysis. In 1978, the Scientometrics
journal was launched for committed researchers only. *e
expansion in the industrialization of science led to an in-
crease in publications and research outputs, as well as the
rise of computers, which allowed for effective analysis of the
data. While the focus of the sociological study of science was
on the conduct of scientists, the focus of the scientometric
study was on examination of publications [78]. Similarly,
science and technology analytics are referred to as the sci-
entific and empirical examination of science and its
outcomes.

In this work, we had tried to analyze the progress of
research in the image processing applications vertical to
understand the quantum of research work being undertaken
in various levels and its field implications. We had used
SCOPUS core collection, a product of Elsevier Co for the
analysis fully to understand how much research work is in

progress. Amultilevel bibliometric information retrieval was
done on SCOPUS website on single day June 4, 2021, to
avoid bias caused by updates of open databases. First, a
search was made on SCOPUS with the following query:

((TITLE-ABS-KEY(image processing) AND TITLE-
ABS-KEY(civil engineering)) AND PUBYEAR >1999)

*e search comprises a total of 605 documents, con-
taining various open access journals and articles in which all
peer-reviewed scholarly articles are online and available
without restriction. *e distribution is shown in Figure 7.

*e documents are collected with details of year of
publication, type of document like conference, editorial,
book chapters, etc., keywords, name of author(s) with af-
filiation(s), and country. *e bibliometric analysis was
carried out for identifying trends, leading authors, funding
agencies, and countries. *e major key points in the pub-
lication datasets which relate to the civil engineering field
were “deformation,” “construction equipment,” “concrete
crack,” “structural health monitoring,” “building material,”
etc. as shown in Figure 8(a). For the dataset, key points with
computer techniques were “digital image correlation,” “al-
gorithm,” “data processing,” “image enhancement,” “image
segment,” etc. as shown in Figure 8(b).

5. Database Analysis

5.1. Type of Document Analysis with Language. For the +20-
year period of 2000 to 2021, researchers globally published
604 documents related to image processing in civil engi-
neering. Using this SCOPUS data, we performed categorial
analysis based on year of publication, type of document,
language, and country origin. Figure 9 shows that research
conducted over two decades has consistently contributed the
most to conference papers, followed by articles. Data shows
that the highest record was 370 (61.25828%) documents
from conference paper followed by articles 173 (28.64238%),
followed by conference review 37 (6.12582%) and review 11
(1.82119). *e remaining 13 documents (2.152317%) were
published as book, book chapters, editorial erratum, and
short survey which constitute 1392 citations due to one
Springer book having the highest citation of 1343. *e
maximum number of papers 574 (95.03%) was published in
English language followed by Chinese 22 (3.64%). Hence,
around 98.67% are in these two languages out of total
documents findings. *e remaining 1.49% were scattered in
5 different languages “GJSPT” around the globe constituting
the language with papers: German (3), Japanese (2), Spanish
(2), Portuguese (1), and Turkish (1). However, one of the
papers is available in two languages, English and Japanese.
By looking at the overall scenario in Figure 9, it can be
concluded that image processing in the civil engineering
field comprises the maximum number of papers in English
language with very few documents from other 6 languages.

5.2.PublicationAnalysis. In the publication analysis process,
bibliometrics allows us to perform statistical projection in
acquiring reliable indicators. Along with the number of
research publications, citations have been one of the most
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Table 2: Algorithmic analysis for civil engineering application.

References Application Algorithm Brief

[29, 58, 59, 61, 64] Intelligent approach in pavement
crack classification

Image processing and machine
learning algorithms

Image processing tool: nonlocal means,
steerable filter, projective integral, and image
thresholding machine learning tool: support
vector machine and artificial colony bee

[2] Crack detection algorithm for
crack skeleton

Zhang-Suen skeleton extraction
algorithm

OTSU automatic threshold, gamma filtering,
and gamma image enhancement

[71] Damage evaluation through
tunnel crack

Image threshold segmentation
algorithm based on fuzzy set Image analysis with cracks characteristic

[22, 46] Image analysis for civil
engineering materials

Probabilistic models: tessellation
and polyphase

Image acquisition, extraction of feature,
segmentation, and binary image treatment

[72] Interphase contact angle for
unsaturated geomaterial

Image-based contact angle
measurement

Zero-intercept approach compared with
liquid pixel approach and regression

approach

[73] Aggregate gradation Laser imaging and neural network Wavelet transform to extract features of
material gradation

[51] Separate aggregate from bitumen
mastic and split joint aggregate

Numerical and image processing
techniques such as fitting equation

and colour space system

Binary images with colour space method can
accurately and easily remove bitumen from
cross-sections images compared to the shape
method. *en, the distance and modified
watershed transform was applied on the
obtained binary images, and the aggregate

gradation was extracted from images

[52] Optical identification of recycled
aggregates from CDW

Intelligent image processing
algorithms

Feature extraction and machine learning
classifiers

[66] Size distribution of coarse-
grained soil (0.075–2.0mm)

Image analysis based on wavelet
transformation

Wavelet transformation decomposes soil
image of kth pixel size into k decomposition

level to produce size distribution

[57] Quantifying aggregate embedded
in asphalt binder

Peak valley method, embedment of
each aggregate method, and
surface coverage area method

A digital image analysis to calculate percent
aggregate embedded in asphalt

[4, 5]
Displacement measurement

system for real-time monitoring
for large civil structures

Image processing algorithm for
target panel detection

Geometry of target panel analysis by position
of white spots on panel

[2, 4, 47, 74] Measurement of deformation of
structure

Processing pair of images under
different loading conditions

High resolution cameras for displacement
measurement
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important indicators for research quality. Citations are a
form of scientific performance metric that measures the
impact of an article. Figure 10 depicts the multiple axis (4Y)
combination to one axis (X) for better understanding of
publication and citation trends from research output in

image processing in civil engineering during the period
2000–2021. *e median for the publications is 22, while the
deviation value for publication is 20. *e average publica-
tions were 27 per year, and the highest number of documents
published was 70 in 2012. It indicates that the global growth
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Figure 9: Publication overview with language and country for the period from 2001 to 2021.
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Figure 8: (a) Key points related to civil engineering. (b) Key points related to image processing.
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rate is constant in the period from 2000 to 2008. *e data
output shows stagnant growth in the first 10 years, and
suddenly it reached a peak in 2011, which stayed there for the
next 2 years.

5.3. Top Journals Contributing More Research. Targeted at
analyzing the research contribution from top sources,
Figure 11 shows most article contributed journals ranking
in the top ten list. Journal named “Applied Mechanics &
Materials” is conducting the most rigorous research in the
field of image processing for civil engineering.*e scientific
explanation could be that they prefer to publish compre-
hensive volumes on specific topics rather than individual
papers by authors. With around 30+ papers gap, the
remaining sources come into the view like SPIE proceed-
ings (dedicated to advancing the science and application of
light and light-based technologies), Advanced Materials
Research, etc.

5.4. Top Universities or Institutions. *e world of scientific
research has become more collaborative with research
papers by authors from multiple affiliations (same or dif-
ferent country, continent). *is affiliation represents re-
search integrity of paper and also the place of research
conducted. China and the United States of America (USA)
continue to be the most prolific vendors in generating
quality research output. Figure 12 shows the ranking of top
15 affiliations by researchers, where 60% of researchers’
affiliations are with universities from China, followed by
USA (20%).

5.5. Top Funding Sources. Research funding is a common
feature for all mature innovation systems. *e data pre-
sented in Figure 13 does not focus on the quantity of money
that agencies have given, but rather on the number of re-
search entities that have been supported. *e majority of the
articles in this scientometric study were funded by China’s
National Natural Science Foundation, which promotes and
finances basic research and applied research in China. *e
second largest agency is from the USA, “National Science
Foundation,” which supports fundamental research in the
nonmedical field of science and engineering.

6. Challenges and Future Suggestions (Gap
and Issues)

Technical reliability of image processing addresses the un-
certainty of construction sites, severity of weather condi-
tions, and real-time image acquisition for smooth
application in the civil domain. Despite the fact that civil
engineering has a plethora of subdivisions, some of them
have excelled in image processing applications. Some of
these subdivisions come from “infrastructure repair and
maintenance,” which has been extensively researched by
researchers in conjunction with computer vision. For deep
understanding between the research gap and presenting it in
a narrative manner, a network visualization graph of key-
words is helpful. Network visualization graph in Figure 14
features the relevance for major image processing research
work carried out on the basis of keywords. *e graphics use
colour, geometry for interfacing, and overall reasoning. *e
thematic study results in major work in areas of remote
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sensing, motion or deformation estimates, and disaster
analysis. However, due to technical limitations such as
restricting the image frame and depth to which data ex-
traction is necessary, some domains such as geotechnical
engineering and concrete technology remain unexplored.

On one hand, civil work is responsible for developing
the most efficient structures using modern equipment in
order to deal with harsh site circumstances, while on the
other hand, it is also responsible for maintaining and
repairing ageing infrastructure [73]. *e versatile nature of
civil work makes it more complex to develop one tool or
algorithm for a particular job and standardize for future
similar works. As civil engineering activities are carried out
in the field, a picture frame for this sort of work comprises a
lot of noise and extraneous items, making it challenging for
image acquisition and training the model for object de-
tection. *is makes image classification difficult, as each
class requires hundreds of images. For better performance
of the model, large amounts of data with accurate labelling
are required. As a result, it is crucial to operate on the best
hardware that supports the complex operations and pro-
cessing of images.

7. Extraction Outcome and Potential Scope

In civil engineering, computer vision refers to artificial in-
telligence and machine learning, and further it can be closely
related to image processing. *e imaging applications give
opportunity to civil engineers for the challenges of handling
simultaneous work. From this automation, major benefits
can be acquired by construction material companies.

Various image processing techniques have been developed
and used in the civil engineering field, yet so many areas are
untouched.

*is paper provides an up-to-date review of image
processing applications in the field of civil engineering.
Image acquisition that has been used in controlled indoor
setup and on-site equipment is described. Developing trends
toward portable devices like digital camera, UAV, and
mobile camera to acquire images are noted. From the re-
search carried out in this article, it can be seen that digital
imaging research in the context of civil engineering has
heavily focused on object tracking like crack identification,
classification, etc., and activity recognition like displacement
or deformation, etc. *e benefit of this approach is that it
allows you to analyze the deformations without direct
physical contact with structure. *e applications of auto-
mation from image processing can save time and cost in
some tedious jobs like material characterization in CDW,
measuring strain, strength, and displacements. *e future
scope of this study can be considered as the use of handy
tools (mobile camera) for image acquisition, transferring,
and processing image data. In addition, one of the potential
areas is making an image cloud database for civil engineering
work. *is will help multiple aspirants to easily access data
and collaborate for the work in developing algorithms for
more better results.

Finally, this research paper is projection of progress and
trends of image processing in virtue of civil engineering.*is
will help researchers to get background, challenges, and
future scope of using image processing work in civil
engineering.
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In order to achieve resource conservation, protect the environment and realize the sustainable development of the construction
industry, the low energy resource utilization of construction waste was explored. In this paper, the effect of air bubble swarm
admixture, recycled brick powder admixture, water to material ratio, and HPMC content on the physical and mechanical
properties of recycled brick powder foam concrete was investigated by conducting a 4-factor, 5-level orthogonal test with recycled
brick powder as fine aggregate, and the effect of each factor on the physical and mechanical properties of recycled brick powder
foam concrete was derived, and the optimum ratio of recycled brick powder foam concrete was determined by analysing the
specific strength. Five machine learning models, namely, back propagation neural network improved by particle swarm opti-
mization (PSO-BP), support vector machine (SVM), multiple linear regression (MLR), random forest (RF), and back propagation
neural network (BP), were used to predict the compressive strength of recycled brick powder foam concrete, and the PSO-BP
model was found to have obvious advantages in terms of prediction accuracy and model stability. -e experimental results and
prediction models can provide experimental and theoretical references for the research and application of recycled brick powder
foam concrete.

1. Introduction

With the development of urbanization, the amount of
construction and demolition waste is increasing rapidly. In
China, about 1.8 billion tons of construction waste are
generated every year [1]. In the past, construction waste was
often dumped or landfilled, which not only wasted land and
resources but also polluted the environment. Xiao et al. [2]
reported that, about 80% of construction waste was reusable
construction waste, such as waste concrete, bricks, and glass.
-erefore, it has become an effective way to use construction
waste as recycled aggregate for cement-based materials.
Recycled concrete aggregates are equipped with similar
properties to natural aggregates, which have been widely
used in concrete production. Previous studies [3–5] have
reported that recycled brick powder (RBP) has similar
characteristics as supplementary cementitious materials,
such as high content of SiO2 and Al2O3. However, waste clay
brick aggregates are of high crushing value and water

absorption, which limits their large-scale application in
concrete. -erefore, the effective utilization of clay bricks
recovered from construction waste has become a top
priority.

Foam concrete takes the cement-based cementitious
materials, admixtures, and so on, as the main cementing
materials. -e admixtures and water, or some granular
lightweight aggregates, are added to make slurry. It is a
lightweight concrete material that contains a large number
of tiny, independent, and evenly-distributed bubbles formed
by casting and curing at the construction site or in the
factory [6]. In recent years, foam concrete has been widely
used in the field of civil engineering as a building material
with excellent performance. Foam concrete consumes a large
amount of cementitious material [7], with more expensive
costs and lower strength than structural concrete. Reducing
the amount of cementitious materials while maintaining its
light weight and increasing strength is an important di-
rection for studying the mix ratio of foam concrete [8].
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Studies have shown that adding fillers and improving the
pore structure can effectively increase the strength of foamed
concrete [9–13]. Domestic and foreign scholars have ex-
plored the possibility of replacing cementitious materials
with various materials [14–18]. However, few reports have
emerged on using recycled brick powder as a filler for foam
concrete.

In this paper, recycled brick powder was prepared based
on the waste clay bricks produced by demolishing houses in
rural areas. Based on the test of ordinary foam concrete,
recycled brick powder and hydroxypropyl methyl cellulose
ether (HPMC) foam stabilizer was added to explore the
influence of bubble group content, recycled brick powder
content, water-to-material ratio, and HPMC content on the
compressive strength of recycled brick powder foam con-
crete. -e pore size distribution and microscopic mor-
phology were observed, the parameter sensitivity of various
factors were analyzed through neural network and machine
learning theory, and the compressive strength of recycled
brick powder foam concrete cubes was predicted.

2. Experiment Overview

2.1. Raw materials

2.1.1. Cement. -e cement should also have high strength
and not compromise the stability of the foam, based on
compliance with the Chinese standard “General Silicate
Cement” (GB175-2007) [19]. Conch brand P.O.42.5 ordi-
nary Portland cement was used in this experiment. -e
chemical composition and basic properties of the cement are
shown in Table 1.

2.1.2. Recycled Brick Powder. Crush the waste clay bricks to
Table 2 particles of about 4.75mm with a hammer crusher
and use a ball mill to grind them for one hour to obtain
regenerated recycled brick powder particles of 10 to 80 μm.
Figure 1 shows the waste clay bricks, and Figure 2 shows the
recycled brick powder.

2.1.3. Foaming Agent. -e HT composite foaming agent
produced by Henan Huatai Building Materials Co., Ltd., was
used, while its physical properties are shown in Table 3.

-e foaming agent performance test was carried out in
accordance with the Chinese standard “Technical Regula-
tions for Air-bubble Mixed Lightweight Soil Filling Engi-
neering,” and the results showed that the HT compound
foaming agent diluted 30 times had the lowest water se-
cretion and the smallest settling distance. -e preparation
process is shown in Figure 3.

2.1.4. Foam Stabilizer. HPMC produced by Fuqiang Fine
Chemical Co., Ltd., was adopted, and its physical perfor-
mance indicators are shown in Table 4. Figure 4 shows a
photograph of the hydroxypropyl methyl cellulose ether
(HPMC).

2.2. Calculation of mix Ratio. -e commonly-used methods
of concrete mix design comprised the volume method and
mass method. Due to the light mass of bubbles, the volume
method was adopted in this research after a comprehensive
consideration [20]. According to formula (5.2.1-1) in the
Chinese standard “Technical Specification for Foamed
Mixture Lightweight Soil Filling Engineering,” the mix ratio
calculation is conducted, and the expression is as follows:

Table 1: Chemical composition of cement.

Component SiO2 Fe2O3 Al2O3 CaO MgO SO3

Content (%) 22 4.2 5.2 63 1.5 2.2

Table 2: Basic properties of cement.

Item Index Results Judgement
Initial set time (min) ≥60 176 Qualified
Final set time (min) ≤600 310 Qualified
3d flexural strength (MPa) ≥3.5 4.2 Qualified
28d flexural strength (MPa) ≥6.5 7.1 Qualified
3d compressive strength (MPa) ≥17 22.3 Qualified
28d compressive strength (MPa) ≥42.5 48.2 Qualified

Figure 1: Waste clay bricks.

Figure 2: Recycled brick powder.
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mc

ρc

+
mw

ρw

+
mf

ρf

+
mf

ρf

� 1. (1)

In the formula, mc: cement dosage per cubic meter of
foam concrete (kg); ρc: cement density (kg/m3); mw: water
consumption per cubic meter of foamed concrete; ρw density
of water (kg/m3), taking 1000 kg/m3; mf.: amount of air
foams per cubic meter of foam concrete (kg); ρf.: density of
air foams (kg/m3); mm: mixture amount of foam concrete
per cubic meter (kg); ρm: density of the admixture (kg/m3).

2.3. Mixture Ratio Data of Ordinary Foam Concrete. To
explore the performance difference between recycled brick
powder foam concrete and ordinary foam concrete, ordinary

foam concrete test blocks were made as a control group. -e
ordinary foam concrete adopted the orthogonal test of two
factors and five levels, and the change range of the bubble
swarm content was 3% to 7%, while the change range of the
water-cement ratio was 0.45 to 0.65. -e data is shown in
Table 5.

2.4. Test Pieces Preparation andTestMethods. Ordinary foam
concrete specimens were made according to the following
process: (1) Accurately weigh the quality of cement; (2) Add
water of accurate quality into the mixer, and then quickly stir
for 150 seconds; (3) Add the foaming agent aqueous solution to
the cement foaming integrated machine, pressurize the air to
foam, prepare to measure the mass of the bubble group, and
quickly add it to the cement slurry of construction waste, and
stir for 120 seconds. When the mixing is uniform and no
bubbles have emerged on the surface of the slurry, the fluidity
test is conducted immediately. After meeting the requirements
of 160 to 200mm, quickly pour it into a 100mm×

100mm× 100mm mold, and gently flip the mold to prevent
irregular test blocks: (4) After standing for 36 hours, scrape the
surface of the mold and remove it with an air gun. To fulfill the
strength requirements, it needs to be stored in a standard
curing room with a temperature of 20± 2°C and a humidity of
95% or more, as well as normal curing for 28 days.

-e process of making recycled brick powder foam
concrete specimens (1) was as follows: Accurately weigh the
quality of cement, recycled brick powder and HPMC, and
drily mix with a mixer for 150 seconds. -e process from (2)
to (4) was the same as that of the control group. -e
preparation process for the recycled brick powder foam
concrete specimens in this paper is shown in Figure 5.

Table 3: Physical performance indicators of HT composite foaming agent.

HT Appearances Density
(g/cm3)

Solid content
(%) pH value Dilution ratio Settlement distance for 1 h (mm) Bleeding rate for 1 h (%)

Dark brown 1.05 23.8 9.2 15∼30 ≤50 ≤70

Foam generator Foam

Compressed air + water + Foaming agent

Figure 3: Foam preparation process.

Table 4: Physical performance indicators of HPMC.

Indicator results Appearances Viscosity (Pa s) PH value Water content (%)
White powder 150 6.5 2.1

Figure 4: HPMC.
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-e dry density of the control and experimental group
specimens were measured according to the Chinese standard
“Foam Concrete” [21]; the determination of the compressive
strength of the control group and the experimental group
could refer to the Chinese standard “Standard for Test
Methods of Mechanical Properties of Ordinary Concrete”
and “Test methods of Autoclaved aerated Concrete” [22].

2.5. Orthogonal Mix Ratio Design. Recycled brick powder
foam concrete adopted an orthogonal test of 4 factors and 5
levels, that was, the orthogonal test table was L25 (45). -e
four factors of bubble group content, recycled brick powder
content, water-to-material ratio, and HPMC content were
used, respectively, for experimental research. -e specific
level factor data is shown in Table 6.

3. Experimental Results and Analysis

3.1. Orthogonal Experiment Results. -e orthogonal test
results of recycled brick powder foam concrete are shown in
Table 7.

-e orthogonal test results of ordinary foam concrete are
shown in Table 8.

According to the orthogonal test results in Tables 7 and
8, the compressive strength is analyzed through the ex-
tremely poor method [23]. -e larger the range value is, the
greater the influence of this factor on the compressive
strength would be. -e results are shown in Tables 9 and 10.

-e influence order of various factors on the com-
pressive strength of recycled brick powder foam concrete
can be obtained from Table 9 as follows: bubble vol-
ume> recycled brick powder volume> the ratio of water to

Table 5: Mixture ratio data of ordinary foam concrete.

Group number Bubble volumes (%) Water cement ratio Cement (g) Bubble groups (g) Water (g)
1 3 0.45 728.55 21.86 327.85
2 3 0.50 702.95 21.09 351.48
3 3 0.55 679.08 20.37 373.49
4 3 0.60 656.78 19.70 394.07
5 3 0.65 635.90 19.08 413.34
6 4 0.45 635.90 25.44 286.16
7 4 0.50 616.30 24.65 308.15
8 4 0.55 597.88 23.92 328.83
9 4 0.60 580.52 23.22 348.31
10 4 0.65 564.15 22.57 366.70
11 5 0.45 564.15 28.21 253.87
12 5 0.50 548.73 27.44 274.37
13 5 0.55 534.02 26.70 293.71
14 5 0.60 520.13 26.01 312.08
15 5 0.65 506.95 25.35 329.52
16 6 0.45 506.95 30.42 228.13
17 6 0.50 494.42 29.67 247.21
18 6 0.55 482.49 28.95 265.37
19 6 0.60 471.12 28.27 282.67
20 6 0.65 460.28 27.62 298.18
21 7 0.45 460.28 32.22 207.13
22 7 0.50 449.93 31.50 224.97
23 7 0.55 440.03 30.80 242.02
24 7 0.60 430.56 30.14 258.34
25 7 0.65 421.48 29.50 273.96

Raw materials Mixer Mold Standard
curing room

Recycled brick
powder foam

concrete specimens

Figure 5: Test piece preparation process for recycled brick powder foam concrete.
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Table 6: Orthogonal test factor level of experimental group.

Level
Factor

Bubble volumes (A) (%) Recycled brick powder volume (B) (%) Water to material ratio (C) (%) HPMC content (D)
1 3 10 0.45 0.03
2 4 20 0.5 0.04
3 5 30 0.55 0.05
4 6 40 0.6 0.06
5 7 50 0.65 0.07

Table 7: Orthogonal test results of recycled brick powder foam concrete.

Group
number

Dry density
(kg/m3)

28 d compressive strength
(MPa)

Specific strength
(N·m·kg−1) Group number Dry density

(kg/m3)
28 d compressive
strength (MPa

Specific strength
(N·m·kg−1)

1 1171.10 6.07 5185.30 14 710.85 0.84 1186.89
2 1210.25 5.80 4792.61 15 838.75 2.37 2830.70
3 988.00 5.76 5833.35 16 806.80 2.11 2621.41
4 1072.75 4.55 4241.30 17 952.50 2.82 2955.64
5 1039.45 3.09 2975.81 18 857.60 2.47 2882.64
6 997.15 5.17 5183.17 19 647.65 1.74 2686.56
7 854.25 4.23 4947.38 20 889.40 1.25 1404.43
8 680.85 3.11 4570.76 21 769.50 2.15 2794.67
9 937.55 2.26 2410.22 22 975.85 2.58 2645.59
10 1071.20 3.04 2838.83 23 851.15 1.51 1777.36
11 988.20 5.31 5369.92 24 675.20 1.96 2901.14
12 1008.45 2.76 2736.92 25 786.60 0.96 1226.04
13 721.45 1.46 2020.72

Table 8: Orthogonal test results of ordinary foam concrete.

Group number Dry density (kg/m3) 28 d compressive
strength (MPa)

Specific strength
(N·m·kg−1)

Group
number

Dry density
(kg/m3)

28 d compressive
strength (MPa)

Specific strength
(N·m·kg−1)

1 743.55 2.290 3079.82 14 591.6 1.182 1997.97
2 722.38 2.229 3085.63 15 590.3 1.014 1717.77
3 707.6 1.998 2823.63 16 644.1 1.734 2692.13
4 714.9 2.012 2814.38 17 628.7 1.548 2462.22
5 639.4 1.668 2608.70 18 584.1 0.949 1624.72
6 536.0 0.880 1641.79 19 599.7 1.212 2021.01
7 735.2 2.109 2868.61 20 550.3 0.919 1670.00
8 797.1 2.408 3020.95 21 608.4 1.229 2020.05
9 648.6 0.853 1315.14 22 500.1 0.875 1749.65
10 567.4 0.830 1462.81 23 672.7 1.462 2173.33
11 713.8 1.657 2321.38 24 592.8 1.073 1810.05
12 638.2 1.471 2304.92 25 567.4 0.951 1676.07
13 615.9 1.631 2648.16

Table 9: Analysis of extreme differences in compressive strength of recycled brick powder foam concrete.

Bubble volumes Recycled brick powder volume Water to material ratio HPMC content
K1 5.06 4.16 3.00 2.77
K2 3.56 3.64 3.32 2.88
K3 2.55 2.86 3.70 3.11
K4 2.08 2.27 2.70 3.16
K5 1.83 2.14 2.36 3.17
Extreme difference value R 3.22 2.02 1.35 0.40
Rank 1 2 3 4
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material>HPMC content. Table 10 shows that the amount
of bubble exerts a greater effect on the compressive strength
of ordinary foam concrete.

-e data in Tables 9 and 10 is visualized, as shown in
Figure 6.

Figure 6(a) shows that the compressive strength of
recycled brick powder foam concrete and ordinary foam
concrete both show a decreasing trend with the increase of
the amount of air bubble, which drop by 63.6% and 45.1%,
respectively. -e increase in the bubble volume poses a
significant effect on reducing the compressive strength of
recycled brick powder foam concrete. -e main reasons are
as follows: (1) the increase in the bubble volume is ac-
companied by the decrease in the amount of cementitious
material, which are the main source of the strength of
recycled brick powder foam concrete; (2) the increase in the
bubble volume will increase the pore volume and produce
numerous harmful pores, which will make the pore distri-
bution in the specimen uneven and reduce the strength.

Figure 6(b) shows that the compressive strength of
recycled brick powder foam concrete is decreased by 48.6%
with the increase in the amount of recycled brick powder.
-e main reasons are as follows: (1) the increase in the
amount of recycled brick powder is accompanied by the
decrease in the amount of cement, which leads to the re-
duction of C-S-H hydration products and the decrease in
strength; (2) the reduction of cement content has led to the
deformation of a dense skeleton in part of the recycled brick
powder; (3) the main component of recycled brick powder is
glassy SiO2, which is an inert material. Although it contains a
small amount of Al2O3, most of the substances do not
participate in the early hydration reaction of cement-based
materials, while the increase in the substitution rate will
reduce the strength; (4) the mixture of recycled brick powder
poses a dilution effect on the cement and increased the
effective water-cement ratio.

Figure 6(c) shows that the compressive strength of
recycled brick powder foam concrete and ordinary foam
concrete are increased at first and then decreased with the
increase in water-to-material ratio. -e reasons are as fol-
lows: (1) when the water-to-material ratio is within the range
of 0.45 to 0.55, the compressive strength of recycled brick
powder foam concrete is increased with the increase of the
water-to-material ratio. As recycled brick powder is of a
certain pozzolanic activity, the water demand is more than
that of virgin materials. As the amount of water is increased,
the pozzolanic activity of recycled brick powder helps in
generating more C-S-H gel, which further improves the

microstructure of recycled brick powder foam concrete,
thereby increasing its strength [24]. (2) When the water-to-
material ratio is between 0.60 and 0.65, the compressive
strength of recycled brick powder foam concrete is decreased
as the water-to-material ratio is increased, which is mainly
due to the following: (1) the amount of water is excessive.
Due to the different densities, the denser components in the
recycled brick powder are left underneath, and the bubbles
and remaining cementitious materials are on the top, leading
to delamination; (2) excessive water thickens the bubble
group liquid film, which will accelerate the bleeding under
the action of gravity, leading the bubble group to bursting
prematurely or forming numerous harmful holes, thereby
reducing the strength.

Figure 6(d) shows that the compressive strength of
recycled brick powder foam concrete is increased with the
increase of HPMC content, while the increasing rate is
gradually slowed. -e reasons are as follows: with the in-
crease in the HPMC content, the performance of the bubble
group is improved, the shape of the pores, the distance
between the holes, and the pore diameter are all improved.
Moreover, the bubble group is uniformly distributed in the
slurry. -erefore, the strength is improved. However, as the
strength of recycled brick powder foam concrete is mainly
derived from cementitiousmaterials, the upward trend tends
to be flat.

3.2. Determination of the Optimal Mix Ratio. -e specific
strength is the ratio of the strength of a material to its dry
density, and it is an important indicator to measure the light
weight and high strength of the material [21].-e greater the
specific strength is, the better the light-weight and high-
strength performance of the material would be [25]. Table 7
shows that the specific strength of the test blocks under the
mix ratios in the 3rd group is the largest, as the level of
recycled brick powder foam concrete that fulfilled the re-
quirements of light weight and high strength is A1B3C3D3.
-at is, the optimal mixing ratio is 3% of the bubble group
content, 30% of the recycled brick powder content, 0.55 of
the water-to-material ratio, and 0.05% of the HPMC con-
tent. It can be concluded from Table 8 that the specific
strength of the test block is the largest under the mix ratios in
the 2nd group, that is, the optimal mix ratio of ordinary
foam concrete is 3% of the bubble group content and 0.50
water-cement ratio.

For the optimal mix ratio of recycled brick powder foam
concrete, the water-to-cement ratio is 0.55, while for the
optimal mix ratio of ordinary foam concrete, the water-
cement ratio is 0.50. -at is, adding recycled brick powder
requires more water to promote the complete hydration of
the cementitious material. -e dry density of the 3rd group
of specimens in Table 7 is 988 kg/m3, while the 28 d com-
pressive strength is 5.76MPa; -e dry density of the 2nd
group of specimens in Table 8 is 722.38 kg/m2, and the 28 d
compressive strength is 2.229MPa. -e compressive
strength of recycled brick powder foam concrete with 28 d
compressive Strength is 2.58 times that of ordinary foam
concrete, while the compressive strength of dry density

Table 10: Analysis of extreme differences in compressive strength
of ordinary foam concrete.

Bubble volumes Water cement ratio
K1 2.04 1.56
K2 1.42 1.65
K3 1.39 1.69
K4 1.27 1.27
K5 1.12 1.08
Extreme difference value R 0.92 0.61
Rank 1 2
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recycled brick powder foam concrete is 1.37 times that of
ordinary foam concrete. Although the addition of recycled
brick powder will increase the dry density of foam concrete,
the increase in compressive strength is even greater.

3.3.MicroscopicMorphologyAnalysis. -e optimal mix ratio
test piece can be observed by the SU8100 scanning electron
microscope, and the test results are shown in Figure 7.

-e pore diameter of the samples was measured by the
NanoMeasure software. Figure 3 shows that the average pore
diameter of the ordinary Figure 8 foam concrete is

109.73 μm, and the average pore diameter of the recycled
brick powder foam concrete is about 72.17 μm, a reduction
of 34.2%. -e pore wall thickness in Figure 7(b) is obviously
greater than that in Figure 7(a). Obvious micro-filling effects
can be found. -erefore, the added recycled brick powder
refines the pores, increases the compactness of the concrete
matrix, and improves the compressive strength of the
recycled brick powder foam concrete. When the multiplying
factor is 50x, the pore diameter is large with obvious con-
necting holes in Figure 8(a). In Figure 8(b), the pore di-
ameter is smaller, the pore structure is more uniform, the
wall between the pores is dense, the communicating pores
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Figure 6: Changes in the influence of various factors on compressive strength.
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are less, and the closed pores are more. As a foam stabilizer,
HPMC reduces the occurrence of harmful pores such as
connecting holes in the test piece, and makes the pore
distribution more uniform.

3.4.CorrelationAnalysis ofVariousFactors andRecycledBrick
Powder Foam Concrete. To investigate the correlation be-
tween the compressive strength of recycled brick powder
foam concrete and the bubble volumes, the amount of
recycled brick powder, the water-to-material ratio, and the
HPMC content, the Pearson correlation coefficient was used
for analysis. -e Pearson correlation coefficient [26] (also
known as covariance correlation or Bravais–Pearson corre-
lation) describes the degree of correlation between two fixed-
ratio, linearly correlated variables (measurement value series)
that are not less than affected by their units (also known as
tightness). -e Pearson correlation coefficient is calculated
based on the covariance and product of mean difference of
two variables, and its calculation formula is as follows:

r �
cov(x, y)

Sx•Sy

�
􏽐

n
i xi( − x( 􏼁• yi − y( 􏼁

n•Sx•Sy

.

(2)

In the formula: cov(x, y) is the covariance of variables x

and y; Sx and Sy are the variances of variables x and y; n is
the number of variables; x and y are the mean values of
variables x and y, respectively. -e value of the correlation
coefficient is generally between −1 and 1. -e greater the
absolute value of the correlation coefficient is, the stronger
the correlation of 2 variables would be. If the absolute value
of the correlation coefficient is close to 1, it indicates that a
perfect linear correlation exists between the two variables; if
it is close to 0, no linear correlation exists between the two
variables [27].

In the Figure 9, X1, X2, X3, and X4 represent the volume
of bubble volumes, the volume of recycled brick powder,
water-to-material ratio, and HPMC content, respectively. Y1
represents the compressive strength of recycled brick
powder foam concrete.-e order of correlation is as follows:
bubble volume> recycled brick powder volume> the ratio of
water to material>HPMC content, which is consistent with
the results from the orthogonal test analysis. -e amount of
bubble volume poses a significant effect on the compressive
strength of recycled brick powder foam concrete.

3.5. PSO-BP (Back Propagation Neural Network Improved by
Particle Swarm Optimization) Prediction. For the recycled
brick powder foam concrete, due to the increase in its
components, the hydration reaction mechanism is not

57.14 μm

87.19 μm

79
.56

 μm64.79 μm

Figure 7: Photograph of 28 d hydration of the specimen when scanned by electron microscope at 500x.

Figure 8: Photograph of 28 d hydration of the specimen when scanned by electron microscope at 50x.
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completely clear. -e influencing factors are complex and
interactive, which manifests as a specific high-dimensional
nonlinear law [28]. -e BP neural network is an effective
method to solve high-dimensional nonlinear problems.
Among them, the PSO-BP [29] neural network defines the
initial weights and thresholds of the BP neural network as
the particles in the particle swarm optimization algorithm.
All particles form a group, and the optimal solution is found
through cooperation and information-sharing between in-
dividuals in the group. -e defects of multiple local extreme
points in the BP neural network and difficulty in establishing
mathematical models can be avoided. -e PSO-BP model
consists of the following steps [29].

Step 1. Enter the mix ratio and compressive strength data of
recycled brick powder foam concrete and randomly assign
70% of the data as the training set and 30% of the data as the
test set.

Step 2. Initialize the parameters of the BP neural network.

Step 3. -e initial weights and thresholds are extracted from
the BP neural network, encoded as a set of particles in the
PSO (group size N). Initialize the number of iterations t,
maximum number of iterations tmax, inertia weight W, and
acceleration factor c1 and c2.

Step 4. Assume the position of each particle Xi and the
velocity of each particle Vi in space.

Step 5. Evaluate the fitness value of all particles and obtain
the best personal solution pbest and the best group solution
gbest.

Step 6. Use pbest and gbest to correct the velocity of each
particle Vi(t+ 1).

Step 7. Correct the position of each particle Xi(t+ 1).

Step 8. Repeat Step 4 to Step 6 until t≥ tmax.

Step 9. -e optimized position gbest can be obtained.

Step 10. -e optimized BP neural network model is trained
with the training set, and the accuracy of the model is
verified with the test set.

-e establishment process of the PSO-BP neural
network in this paper is shown in Figure 10.

Taking cement quality, bubble group quality, recycled
brick powder quality, water and HPMC quality as input
independent variables, and the compressive strength of
recycled brick powder foam concrete as output dependent
variables, a 5-1-11-1 PSO-BP neural network was estab-
lished. -e prediction of the cubic compressive strength of
recycled brick powder foam concrete and the strength of the
specimen are compared as shown in Figure 11.

Figure 11 shows that the predicted compressive strength
of the PSO-BP model is close to the actual value, that is, the
prediction result of the PSO-BP model is more accurate,
with small errors and high fitting accuracy.

3.6. Model Performance Comparison. -e prediction per-
formance of the PSO-BP model was compared with various
models, including the support vector machine (SVM),
multiple linear regression (MLR), random forest (RF), and
artificial neural network (BP) models. -e fitting effect is
shown in Figure 12.

Figure 12 shows that most of the scattered data of the
prediction model of PSO-BP are concentrated in and around
the 100% regression line. While SVM, MLR, RF and BP
scattered point data are very discrete, the data in Figure 11 is
fitted according to the form of y � a0x + a1.. Compared with
the four models in the control group, the a0 value of the
PSO-BPmodel is closer to 1 and a1 values are closer to 0.-e
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Figure 9: Heat map of the correlation between each factor and the compressive strength of the cube.
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prediction accuracy of the PSO-BP model is higher and the
error is smaller.

3.7. Statistical Indicators of the Model. In this paper, five
statistics were selected to evaluate the prediction accuracy of
the PSO-BP model and the control model, as the coefficient
of determination (R2), the mean square error (RMSE), the
mean error (MAE), the calculation formula of the average
absolute deviation percentage error (RMAE), and benefit
coefficient (E) [30–32]. -e calculation formula is shown in
Table 11.

According to the evaluation index formula describes in
Table 11, the calculation results are shown in Table 12.

-e coefficient of determination R2 is widely used in
regression problems to estimate the correlation between the
target value and the predicted value; RMSE and MAE are
two standards used to measure the average error between the
target and the predicted output; RMAE represents the av-
erage percentage size of the total absolute deviation error
between the target value and the predicted output; the ef-
ficiency coefficient E (%) represents the prediction accuracy
of the model. -e value of R2 is close to 1, the values of
RMSE, MAE, and RMAE are close to 0, and the value of E is

Establish a 5-11-1-1 BP
neural network

Extracting initial weights
and thresholds

Obtain optimal weights
and thresholds

Training Model

Get initial size,
initial position,
initial velocity

Training Model

Calculate pbest and
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individual particles

Whether the end
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and compressive
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Figure 10: Establishment process of PSO-BP neural network.
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more than 90%, which mean that the accuracy of the model
is higher [33]. Table 12 has shown that the PSO-BP pre-
diction model is of higher R2 and E (%) values than other
models, as well as lower RMSE, MAE, and RMAE values.
-at is, the PSO-BP model can accurately predict the
compressive strength of recycled brick powder foam
concrete.

As can be seen from Figure 13, the relative error values of
the PSO-BP model are mostly concentrated around the value
of 0, and its performance is relatively stable, while the relative
error values of the other models fluctuate widely. Combined
with Figure 13 and Table 12, it can be seen that the PSO-BP
model can make more accurate predictions and its perfor-
mance is significantly better than the rest of the models.
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Figure 12: Scattered distribution diagram of predicted and actual values of each model.

Table 11: Calculation formula of statistical indicators.

Measure Calculation
Coefficient of determination (R2) R2 � 1 − 1/N 􏽐

N
i�1 (Yi − Y)2/1/N 􏽐

N
i�1 (Yi − Y)2

Root mean square error (RMSE) RMSE �

����������������

1/N 􏽐
N
i�1 (Yi − Y)2

􏽱

.

Mean absolute error (MAE) MAE � 1/N 􏽐
N
i�1 abs(Yi − yi).

Root mean absolute error (RMAE) RMAE � 100•MAE/y
Coefficient of efficiency (E) E(%) � 1 − 􏽐

N
i�1 (Yi − Y)2/􏽐

N
i�1 (Yi − Y)2.

yi was the actual target value, y was the average value of yi; Yi was the predicted value, Y was the average of Yi; and N was the number of model data.

Table 12: R2, RMSE, MAE, RMAE, and E (%) results of different models.

Model R2 RMSE MAE RMAE E (%)
PSO-BP 0.957 0.466 0.352 11.673 90.867
SVM 0.782 0.634 0.482 15.979 77.391
MLR 0.853 0.599 0.464 15.399 85.296
RF 0.611 0.827 0.689 22.858 71.945
BP 0.888 0.472 0.372 12.325 87.094
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4. Conclusion

In this paper, experimental research on the mechanical
properties of recycled brick powder foam concrete was
carried out, and a neural network model was established to
accurately predict the compressive strength based on the
compressive strength data of recycled brick powder foam
concrete, and the main conclusions reached are as follows.

(1) -e range analysis was conducted on the orthogonal
test data of recycled brick powder foam concrete, and
the results have shown that the influence of various
factors on the compressive strength of recycled brick
powder foam concrete in descending order is the
bubble volumes, the amount of recycled brick
powder, water-to-material ratio, and HPMC
content.

(2) Comparing the specific strength of each group of
recycled brick powder foamed concrete finds that the
optimal mixing ratio of recycled brick powder foam
concrete fulfilling the requirements of light weight
and high strength is 3% bubble group content, 30%
recycled brick powder content, 0.55 water-to-ma-
terial ratio, and 0.05% HPMC content.

(3) With the increase in the bubble volumes, the com-
pressive strength of recycled brick powder foam
concrete is decreased, while the reduction effect is
significant; with the increase in the amount of
construction waste, the compressive strength of
recycled brick powder foam concrete exhibits a slow
decline; with the increase in the water-to-material
ratio, the overall compressive strength of recycled
brick powder foam concrete is increased and de-
creased; with the increase in HPMC content, the
compressive strength of recycled brick powder foam
concrete is gradually increased, but the increased
amount is not as huge.

(4) Two improvements of the compressive strength of
recycled brick powder foam concrete is analyzed
from a microscopic point of view. One is that the
added recycled brick powder refines the pores and
increases the compactness of the concrete matrix.
Moreover, the foam stabilizer HPMC reduces the
damage of the bubble group during the preparation
of the test piece and reduces the generation of
harmful holes, such as connecting holes.

(5) -e PSO-BP model predicts the compressive
strength of recycled brick powder foam concrete
with high prediction accuracy and data reliability. It
provides an effective method for exploring the
changing law of the strength of recycled brick
powder foam concrete under multiple factors.

While the work in this paper is beneficial to the progress
of subsequent foam concrete research, the following issues
remain to be further explored due to the time and conditions
of the tests and some human uncontrollable factors.

(1) Although the pore structure of recycled brick powder
foam concrete has been observed by electron micros-
copy scanning in this paper, only a few specimens have
been studied and future experiments related to the pore
structure need to be designed in order to derive the
specific influence of pore structure characteristics on the
performance of recycled brick powder foam concrete.

(2) Due to time and equipment constraints, a large database
was not constructed for neural network model training.
With the continuous research on recycled brick powder
foam concrete, a large amount of experimental data
should be used to train the neural networkmodel in the
future, thus supporting the application of the con-
structed neural network model to engineering practice.
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Rainfall-induced landslide is one of the major natural disasters in the Western Ghats of India. Kerala state in southern India
received unprecedented heavy rainfall from July to August 2018.(e rainfall received was higher than the average for the past 100
years. (e present study discusses the investigation of vertical cut failure at Kaithakunda, located in Malappuram district, Kerala,
India. It was due to the series of medium rainfall followed by a short period of extremely heavy rainfall.(e heavy rainfall triggered
the slope failure, which led to the damage of the building and the death of three residents of the building. (e index and
engineering properties of the soil were evaluated from the laboratory tests. (e tests revealed that the soil was silty sand (SM) with
low permeability. Tests on the mineral composition and microstructure fabric nature of the soil revealed that the soil was formed
due to the weathering action of the parent charnockite rock.(e finite element analysis of the slope was carried out using PLAXIS
3D.(e analysis was carried out in two stages.(e original slope before the vertical cut was modelled as the first stage.(e vertical
cut was modelled in the second stage to study the actual site condition before failure.(e failure occurs due to the increase in pore
water pressure in the soil, thereby reducing the matric suction and shear strength of the soil. (e vulnerability of the building
located near the cut slope is studied using the Support VectorMethod to investigate the effect of material on the failure.(e results
showed the importance of the material properties in the increase of building resistance to 20%.

1. Introduction

Rainfall-induced landslide is a major threat to mountainous
slopes all around the globe. (e uprising frequency of de-
velopment in landslide-prone areas increases the risk of
landslides [1, 2]. India is among the top ten countries with
the highest percentage of landslide fatalities for the years
2003, 2007, and 2008 [3, 4]. When rainfall exceeds the
nominal rainfall in the monsoon season, the risk for land-
slides also increases [5]. (emain factors for the initiation of
landslides are antecedent rainfall and infiltration, as de-
scribed by [6]. (e leading cause of the rainfall-induced
landslide is the increase in pore pressure and the reduction
in mean effective stress in the slopes [7–13]. Two mecha-
nisms are observed in rainfall-induced landslides [14]. First

is the development of positive pore pressures in the soil-
bedrock interface and hence the soil in the interface fails
[15]. (e second mechanism is due to the wetting of the soil
in the slope, which causes the reduction in matric suction
resulting in shallow landslides [16, 17].

Kerala is the third densely populated state in peninsular
India. Nearly 47% of its land area is surrounded by the
Western Ghats [18]. Kerala is divided into three distinct
regions geographically: eastern highlands, central low lands,
and coastal midlands. Precambrian and Pleistocene are the
predominant geological formations covering most moun-
tainous terrain with khondalite, gneisses, and charnockite
rocks [19]. (e landslides in the Western Ghats are mainly
due to the climatic condition and the depth of the loose
unconsolidated soil due to weathering. (e soil stratum
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consists of unconsolidated colluviums, lateritic soils, and
lithomargic clay over Charnockite and Gneisses [19].

Very heavy rainfall in 2018 Southwest monsoon resulted
in floods and landslides across Kerala. According to the
Geological Survey of India (GSI), more than 67 major
landslides and hundreds of minor landslides are reported.
Among the 14 districts in the state, 13 of them were affected
due to landslides of various types, scales, and dimensions
[20]. More than 400 people died due to floods and landslides
[21]. Average rainfall of 771mm was recorded from the
period of 1st to 20th August, and it is 140% more than the
normal amount of rainfall [22], which caused many land-
slides and debris flow resulting in fatalities and heavy loss to
infrastructure.

Nemmara landslide in Palakkad district, Peringavu and
Kaithakunda landslides in Malappuram district, Karinchola
landslide in Kozhikode district, and Upputhode landslide in
Idukki district are some of the significant landslides that
occurred during the 2018 southwest monsoon. (e present
study discusses the detailed investigation of the Kaithakunda
slide by geotechnical characterization of the soil slope and
the influence of weathering in the slope and slope stability
analysis using a 3D finite element model.

(e physical vulnerability of the building to slope failure
is essential for the risk definition [23]. It is the degree of loss
of an element or a given set of elements in a hazard area [24].
For assessing the structural loss, the vulnerability of the
building at risk is obtained by analyzing the damage degree
from the type and intensity of landslide [25]. Studies were
carried out to find the vulnerability using vulnerability
curves and matrices, but they neglected the building
properties that led to the vulnerability [26].(ere are studies
related to finding the residual lateral thrust on the footing
sides of the wall through nominal codal provisions but no
deterministic studies to find the parameters required for the
probabilistic analysis are carried out till now [26, 27]. (ere
are very few studies related to the vulnerability of buildings
in the cut slope, and hence a detailed study of the vulner-
ability of the buildings is needed. (is study helps in vul-
nerability assessment in terms of mechanics and its effect on
vertical cut slope failure. (e method used will be helpful to
planners and engineers on the variables that make the
structure vulnerable during cut slope failures.

2. Building Failure in Kaithakunda

(e slope failure occurred at Kaithakunda (11°10′ 59.59″N,
75°53′ 48.37″E) located in Malappuram district, Kerala state
of India (Figure 1).(e slide occurred at 1 AM on August 16,
2018, and damaged a house, as shown in Figures 2(a) and
2(b). It led to the death of 3 people [28]. (e failure of the
slope is observed as a vertical cut failure, as shown in
Figures 2(c) and 2(d). Figures 2(e) and 2(f) show the
mudslide into the house that led to the death of three people.
(e overall plan of the area and the longitudinal section of
the slope are shown in Figures 3(a) and 3(b), respectively.

(e building is a load-bearing structure and the material
used for the construction is laterite block obtained from the
local area. (e building is a single-storey building with two

columns to support the front porch of the building.
Figure 2(b) shows the tilting of the column in the portico of
the building and wide cracks in the building. As can be
observed from Figure 3(b), the building was constructed
after cutting the original slope vertically for about 11.5m. No
stabilization measure was adopted for the vertical cut. (e
building was located 3m from the vertical cut. (e vertical
cut of the slope extended up to 20m in width. At the top of
the cut, another building applied the surcharge load on the
vertical cut. (e main reason for the occurrence of the slide
is the heavy rainfall experienced in the area. (e rainfall
occurred in two stages, with the 1st stage of very light rainfall
between June and July 2018. (e second stage of rainfall
occurred from August 1 to August 14. (e third stage
consists of very heavy rainfall during and August 15–16,
2018.

3. Rainfall Data

(e rainfall in Kerala consists of two monsoons, namely, the
Southwest monsoon and Northeast monsoon. (e South-
west monsoon starts in early June and ends in August. (e
Northeast monsoon starts in October and ends in November
[29]. (e location of rain gauge stations in the Malappuram
and Kozhikode districts is depicted in Figure 4(a). Two rain
gauge stations are located near the site: one at Karipur
Airport in Malappuram district and the other at Kozhikode
in Kozhikode district. Rainfall data from the rain gauge
station at Karipur airport is considered for further analysis
due to its proximity to the site. Cumulative rainfall of
Malappuram district during the Southwest monsoon 2018 is
compared with the average cumulative rainfall data of the
previous 50 years, as shown in Figure 4(b) [22]. Cumulative
rainfall data for the event year (2018) is 2600mm, 44%
higher than 50 years average rainfall (1800mm). Daily
rainfall recorded at Karipur airport during August 2018 is
depicted in Figure 4(c). (e landslide occurred at 1 AM on
August 16, 2018. As can be observed from Figure 4(c), the
daily rainfall on the event day is 175mm. (e importance of
antecedent rainfall in triggering the landslide can be ob-
served as the heavy rainfall on the event day was preceded by
heavy rainfall on the 14th and 15th of August 2018.

4. Tests on Soil Samples

(e top layer of the soil extends up to a depth of 6m from the
ground surface. (e second layer extends from 6m to the
bedrock. (e top layer is highly weathered in nature and
reddish compared to the second layer of soil, which is white.
(e slip surface is found in both the top and second layers of
the soil, as can be seen from Figure 2(d). (e geological map
of the Malappuram district, as developed by the Geological
Survey of India [30], is depicted in Figure 5. (e figure
indicates the occurrence of charnockite rock in the study
area [31]. (e geology and geomorphology of the site lo-
cation indicate that the soil is formed due to the weathering
action of the parent charnockite rock.

(e soil samples were collected from the slip plane: one
at 1.5m depth in the topsoil and the other at 6.5m depth in
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the second layer (Figure 2(d)). (e characteristics of the soil
layer are found through laboratory tests. Index and engi-
neering properties of the soil samples are evaluated by
carrying out laboratory tests as per ASTM standards. Sed-
imentation analysis was carried out to identify the amount of
clay and silt content.

(e mineral composition and the microfabric nature of
the soil were identified by X-ray Diffraction (XRD), Field
Emission Scanning Electron Microscopy (FE-SEM), and
Energy-Dispersive X-ray spectrum (EDX).

5. Analysis Using the Finite Element Method

(e finite element analysis is carried out using PLAXIS 3D.
(e analysis is carried out in three phases.

5.1. Analysis of the Original Slope. To understand the be-
haviour of the natural slope, the analysis is carried out on
a model of the original slope. Figure 6 shows the model of
the original slope with two layers of soil and one layer of
rock. Slope with dimensions of 104 m length, 30 m width,
and 33m height is considered in the analysis. (e
properties of soil and rock are presented in Table 1. (e
soil is modelled as 10-node tetrahedral elements. (e soil
is modelled as Mohr–Coulomb elastic perfectly plastic
model [32]. (e hydraulic boundary condition (X, Y),

Zmin are considered as open for the analysis and all other
directions with respect to Z are closed. (e undrained
shear strength of the soil is modelled using effective
stress analysis with the effective shear strength param-
eters. Fully coupled flow deformation analysis is carried
out to study the coupled effect of flow and deformation in
the unsaturated soil due to the change in hydraulic
boundary conditions with respect to time [33]. (e initial
stage of the calculation is carried out with gravity loading
for the attainment of the geostatic equilibrium of the
slope [34].

5.2. Infiltration Analysis. For the infiltration analysis, the
soil condition is taken as unsaturated and Soil Water
Characteristic Curve (SWCC) is considered to describe the
hydraulic parameters of the groundwater flow in the un-
saturated soil. (e infiltration analysis is carried out by the
van Genuchten method [35]. Se is the effective saturation
and is given by

Se �
S − Sres

Ssat-Sres
.and,

Se �
1

1 +(φ/α)n􏼢 􏼣

l

.

(1)
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Figure 1: Geographical location of slope failure at Kaithakunda, Malappuram district, Kerala, India.
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And Sres is the residual saturation in the soil and Ssat is
the full saturation level in the soil. Soil saturation is a de-
creasing function of the matrix potential. van Genuchten

(1980) provides the relation between effective saturation and
matric suction potential, where φ is the matric suction
potential and α, n, and l are the curve fitting parameters.(is

(a) (b)

(c)

Top soil

Slip plane

(d)

(e) (f)

Figure 2: View of building failure. (a) View of the damaged house with vertical cut. (b) Elevation of damaged building. (c) Sliding part of the
failed cut. (d) View of vertical cut failure. (e) Detailed view of the damaged portion. (f ) Outside view of the damaged portion.
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can be found out by Soil Water Characteristic Curve (van
Genuchten, 1980). Based on the suggestion of [36], the
typical capillary curve for silty material and sand was ob-
tained from [37]. (e van Genuchten parameters for sandy
silt and sand were obtained from the unsaturated soil hy-
draulic database (UNSODA) [38, 39]. (e van Genuchten
fitting parameters (α, n, l) of the topsoil and bottom soil are
0.010, 0.45, 0.089 and 0.029, 0.47, 0.069, respectively.

5.3. Analysis of Vertical Cut. Finite element analysis of the
site condition that existed before failure (Figure 3(b)) is
carried out to evaluate the mechanism of failure. Figure 7
shows the geometry of the model before slope failure. It
shows the vertical cut in the slope and the building located
very close to it. (e structure is a single-storey building with
load-bearing walls. (e building is modelled as a plate el-
ement. Beam elements are used to transfer the load from the
roof to the plates (load-bearing walls) (Figure 7). (e
foundation of the building is considered as a plate element to
transfer the load to the soil. (e plate and beam elements are
modelled with a unit weight of Reinforced Cement Concrete
(RCC).(e width and length of the building are taken as 8m

and 15m, respectively (Figures 8, 2(a), and 3(a)). (e beam
and plate elements are considered with a minimum
thickness of 125mm and 75mm, respectively.(e effect of
a tiled roof building located above the vertical cut
(Figure 3(b)) is considered as a surcharge load (20 kN/m2)
in the analysis.

(e modelling and properties of soil and the method of
analysis were already discussed in the previous section.
Infiltration analysis was carried out to study the effect of
slope on the building. (e rainfall data were used for in-
filtration in surface groundwater flow boundary conditions.
(e rainfall data obtained from the Indian Meteorological
Department (IMD) are shown in Figures 4(b) and 4(c). (e
analysis was carried out in three stages. (e first stage
considered continuous rainfall of low intensity (cumulative
rainfall of 1770mm) from June to July 2018. (e second
stage considered intense rainfall from the 1st of August to
the 14th of August 2018. (e rainfall recorded during the
second stage (August 1–14) is 2800mm. Since the failure of
the slope was observed on August 16, the third stage of
analysis was carried out by considering the rainfall that
occurred on the 15th and 16th of August with a very high
intensity of 187.5mm/day (Figure 4(b)).
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Figure 3: Geometry of the slope with vertical cut and buildings: (a) plane and (b) longitudinal section.
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6. Vulnerabilityof theBuildingLocatednear the
Vertical Cut

To evaluate the vulnerability of buildings during vertical
cut failure, the forces acting on the building are required
to be calculated. Factors such as geological and structural
features of buildings play a vital role in physical vul-
nerability. (e vulnerability based on indicators is used to
define the vulnerability of the building. (e process used
in this analysis is the calculation of the residual thrust

force of the slope failure through Finite Element Analysis
(FEA). In FEA, the residual force acting on the sides of the
building is calculated by considering the interface ele-
ments between the soil and the structure [40]. (e
building thrust force, height, length, width, and material
properties of the building are used as indicators to find the
vulnerability of the building for this particular type of soil
surroundings [41–44]. (e indicators are selected based
on the available characteristics and the results from the
deterministic model.
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Figure 4: Rainfall data. (a) Rain gauge stations near Kaithakunda. (b) Cumulative rainfall for south-west monsoon 2018 (after IMD 2018).
(c) Daily rainfall recorded at Karipur airport in August 2018 (after IMD 2018).
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Figure 6: Finite element representation of the original slope geometry.

Table 1: Properties of soil and rock.

Property Layer 1—soil Layer 2—soil Layer 3—rock
Specific gravity (G) 2.48 2.57 —
Liquid limit (w1) (%) 49 49 —
Plastic limit (wp) (%) 34 29 —
Plasticity index (Ip) (%) 15 20 —
Soil classification SM SM Soft rock
Coefficient of permeability (k) (m/s) 5.54×10−8 1.88×10−7 —
Effective cohesion (c′) (kN/m2) 10.90 9.86 0
Effective friction angle (φ′) (°) 20.06 22.10 55
Elastic modulus (E) (kN/m2) 14×103 16×103 70×103

Poisson’s ratio (]) 0.325 0.325 0.35
Dry unit weight (c) (kN/m3) 18.55 19.90 26
Dilatancy angle (ψ) (°) 0 0 0
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(e undrained soil parameters are given as input for the
deterministic analysis in the numerical model. (e
groundwater infiltration was carried out using the rainfall
data for June–August 2018. (e vulnerability of the building
based on the inclination of the building is used in the study.
(us, when the vulnerability value reaches 1, then the
building is subjected to failure and when the vulnerability is
less than 0.2, it is safe [26, 27].

Vulnerability based on the inclination of the building is
used to define the degree of damage to the building [45]. (e
inclination is calculated with respect to the deflection of the
building. Analytically, the Timoshenko function of deflec-
tion for a uniform loaded beam is used to find the deflection
[27, 46].

ym �
5qL

4

384EI
+

3qL
2

16GA
, (2)

where ym is the maximum deflection of the beam, q is the
lateral thrust of the structure, and L andW are the length and
width of the structure. E and G denote the elastic and shear
modulus of the building material.

6.1. Inclination and Lateral 7rust Calculation. (e incli-
nation of the building is the ratio of horizontal deflection to
the vertical height of the wall. (e inclination of the building
is defined as

i �
ym

H
, (3)

where i is the inclination of the building, ym is the horizontal
deflection of the building, and H is the vertical height of the
building. According to [47], the allowable deflection is
1.6 cm, and this is classified as safe.

Surcharge Load = 20 kN/m2

R.C.C Building

x

Figure 7: (e geometry of the model existing site condition before failure.
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Figure 8: X-ray diffraction pattern for (a) the topsoil layer and (b) the bottom soil layer.
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(e lateral thrust is calculated from the finite element
model by considering the interface between the structure
and the soil. Interfaces are used to study the interaction
between the structure and soil [33, 47]. (e interface de-
scribes the friction between the structure and the soil, which
is usually 2/3 of the soil friction angle. (e interface element
helps to obtain the effective horizontal stress acting on the
structure, which are the lateral Earth pressures acting on the
structure [33].

6.2. Damage Degree of Inclination. (e ratio of the incli-
nation of the building to the threshold value (im) is defined as
the damage degree, which is the physical vulnerability (v)
[48, 49]. (e degree of damage can be evaluated by pa-
rameters such as cracks, inclination, and maintenance cost
[50, 51]. (e vulnerability in the vertical cut slope failure is
developed with the inclination, which is defined as the
function of building lateral thrust, building material prop-
erties, dimension of the building, and the height of the
building. Vulnerability of building is given by [27]

v �

i

im
�
1 5qL

4/384EI + 3qL
2/16GA􏼐 􏼑

Him
,

1,

i< im

i≥ im

⎛⎝ ⎞⎠,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(4)

where im is the permissible inclination of the building.
According to Kotlicki andWysokinski, the permissible value
of deflection is 25mm for the masonry building with
reinforced concrete slabs and beams, and the im value is
limited to 0.008.

(e vulnerability (v) is from 0 to 1, where 1 indicates
severe damage and 0 indicates being safe.(e deformation of
the building is calculated with the help of unsaturated soil
parameters and hence the soil deformation is studied to give
real-time vulnerability of the building.

6.3. Vulnerability Using the Support Vector Method. (e
optimization or calibration of the parameters used for the
vulnerability analysis is analyzed through the Support
Vector Method (SVM) in machine learning. Khalil et al.
compared different machine learning techniques for ap-
proximating groundwater models, which are complex
whereas SVM was found to reduce the error in the fitting of
the indicators. SVM solves both optimization and regression
problems. Many of the SVM applications have predicted
very good results [52–56].

In this study, SVM is used to predict the vulnerability of
buildings in the vertical cut slope failure. For the regression
problem, two subsets are used, and they are as follows: (1)
training subsets to construct the model and (2) a testing
subset to estimate the model performance [57]. (e training,
testing, and normalization techniques are used for the
prediction. (e input parameters are q (lateral thrust of the
structure), H (height of the structure), E (elastic modulus of
the building material), L and W (length and width of the
structure), and v (vulnerability) is the output of the model.

RStudio platform is used for conducting the regression
analysis in this study.

7. Results and Discussion

7.1. Properties of Soil. (e particle size distribution curve
for the soil samples is shown in Figure 9. Properties of soil
evaluated from lab tests are presented in Table 1. Both soils
are identified as silty sand (SM) as per USCS classification
[58]. Hydraulic conductivity of the soil sample is evaluated
as per the Indian Standard Code [59] and the permeability
values for both the soil samples are in the range of 10−7 to
10−8m/s. (e Proctor compaction test is carried out to
determine the maximum dry density of the soil. Consoli-
dated drained (CD) direct shear tests on the soil samples are
conducted as per [60]. (e effective shear strength param-
eters obtained from the tests are presented in Table 1.

7.1.1. Weathering Characteristics. Figure 10 depicts FE-
SEM images of both layers of soil. Figure 10(a) indicates
that the topsoil layer was governed by silt/clay size clusters
with voids on the soil particle surface and a highly porous
structure due to the high weathering. (e degree of
weathering reduces with the increase in depth as the
presence of clay minerals and pore volume decreases
(Figure 10(b)). (e FE-SEM images of both soil layers show
the presence of kaolinite clay mineral with many pores in it,
which is well supported by EDX and XRD analysis, as shown
in Figures 8 and 11. EDX and XRD results indicate the
presence of kaolinite clay mineral (Al2Si2O5(OH)4) along
with quartz and calcium carbonate (CaCO3) in the topsoil
(Figures 8(a) and 10(a)) [61, 62]. (e presence of calcium
carbonate in the soil indicates the weathering process in the
soil [62, 63]. (e second layer of soil has a very less amount
of kaolinite clay due to the incomplete weathering process
(weathering degree-VI according to [64]) in the soil [63, 65]
(Figures 8(b) and 11(b)).

Charnockite rocks are the parent rocks present in the
Malappuram district and the weathering action of the rocks
results in laterite soil, which is reddish brown [66]. (e
second layer of the sample is white due to the formation of
calcium carbonate (CaCO3) in the soil (Figure 2(d)).
Charnockite is a felsic rock present in the lower crust
containing minerals, such as orthopyroxene and garnet [67].
(e property of the bedrock is shown in Table 1. Most of the
laterite soil in the region covers up to 25mm depth and is
underlain by charnockite rocks [68]. Due to the granulite
facies metamorphic event, the felsic magmas are hydrated to
form the charnockite rock [67].

7.2. Results of Finite Element Analysis

7.2.1. Original Slope. Rainfall data from June to August 2018
(Figure 4(b)) were considered for the infiltration analysis.
(e rainfall with low intensity and high intensity were
carried out in separate stages (the cumulative rainfall of the
first stage (June to July 2018) is 1770mm and the second
stage (August 1–14) is 2800mm). At the end of the first
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stage, there was no significant displacement. (e pore water
pressure and the displacement of the original slope at the end
of the second stage are shown in Figures 12(a) and 12(b),
respectively. (e pore pressure, as observed in Figure 12(a),
indicates that the matric suction of the soil is more and
hence negligible displacement in the slope, as shown in
Figure 12(b) [69]. (is indicates the stability of the original
slope.

7.2.2. Results of Vertical Cut Analysis. (e details of the
beam and plate elements are given in Table 2. (e deformed
mesh is shown in Figure 13(a). (e deformedmesh indicates
the caving of the vertical cut. (e shape of the deformed
mesh indicates the failure of the vertical cut. (e dis-
placement profile of the slope (Figure 13(b)) indicates that
the maximum displacement occurred at the top of the
vertical cut. It depicts the slip surface of failure as observed
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Figure 10: FE-SEM images of (a) topsoil and (b) second-layer soil.
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from the field (Figure 2(c)) and indicates the displacement of
the soil node as 1.20m.

Figure 14(a) shows the maximum displaced nodal po-
sition of the model. (e calculation is carried out with in-
filtration analysis and the maximum value of the displaced
soil node is found to be 1.210m at the position of the node
(40, 9.737, −8.9), as shown in Figure 14(a). (e figure shows
that the maximum displacement of the soil from its original
position before deformation is 4.1m. (e rotation of the soil
node is found to be 4.667 degrees. As the distance between
the vertical cut and the building is 3m (Figure 3(b)), the

displacement of soil, flow pattern, and plastic points of soil
observed from Figures 13(a), 13(b) and 14(a) and 14(b), the
sliding soil reaches the building, which caused tilting and
severe damage of the building (Figures 2(e) and 2(f )) and
hence the building wall is deformed to a distance of 45 cm
from its original position, which is visible from Figure 2(d).
Figure 14(b) shows the plastic points of the model slope with
the failure points occurring at the toe of the cut and it
progresses to the topsoil layer. (e tension cut-off point
refers to the movement of the soil due to the failure. (e red
cube indicates the development of failure stress in the failure

Table 2: Building properties.

Property
Building

Plates Beam
Density (kN/m3) (c) 25 25
Elastic modulus (kN/m2) (E) 30×106 30×106

Poisson’s ratio (]) 0.2 0.2
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Figure 13: View of vertical cut failure. (a) Deformed mesh. (b) Displacement profile for vertical cut.
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envelope and the tension point is a point that fails in
tension [33]. (e results indicate that the soil displace-
ment at the top of the vertical cut is more. As can be
observed from Figures 3(b), 13(a), 14(a), and 15(a), the
saturation level of soil cross section close to the vertical
cut at X � 39.55m and Z � −8.9m indicates that the soil at
the top level is saturated more. It can be observed from the
figure that the saturation level of soil reaches up to 100%
of the soil located at the top of the vertical cut. (e
saturation contour at a level of −20.90m indicates the
saturation level of nearly 65% and this leads to the increase
in pore water pressure and a decrease in the effective stress
as shown in Figure 15(b).

(e effective stress for the soil at various stages of rainfall
indicates the reduction in stresses due to the increase in pore
pressure, and it can be visible that the effective stresses
decrease and reach constant value for all three stages
(Figures 15(b) and 15(c)) [12]. (e pore water pressure for

different stages of rainfall is depicted in Figure 15(d). (e
first stage of rainfall indicates the suction pressure is more
due to the unsaturated state of soil and hence the slope is
stable. (is is due to the increased shear strength of the soil.
(e second stage (August 1–14) and the third stage (August
15–16) denote the fact that the pore water pressure increases
at the top of the soil due to the increase in saturation level
(Figure 15(a)). (e increase in the pore water pressure at the
third stage results in the reduction of effective stress
(Figure 15(b)) and thereby, it reduces the shear strength of
the soil at the vertical cut. (is leads to the failure of the
slope, as shown in Figures 13(a) and 13(b). (e values from
the numerical analysis were validated against the analytical
values (Bishop’s effective stress) used in the PLAXIS 3D
software to emphasize the importance of the reduction in the
effective stress at the end of the third stage. Figure 15(c)
shows a slight variation from the numerical analysis in the
analytical formula and this is due to the assumption that

Building

Damaged Building z

4.1 m

4157

(a)

Plastic points (Time 1.000 day)

Failure point

Tension cut-off point

(b)

Figure 14: Detailed view of (a) maximum displaced node (node no. 4157) and (b) plastic points in the model.
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pore air pressure used in PLAXIS is zero at the reference
level [33].

(e slope is stable at the end of the first stage of rainfall
(Figure 15(d)) and this is due to the increase in matric
suction in the soil. (is is well supported by the increase in
the effective strength of soil (Figure 15(b)). During the
second stage of rainfall, the slope gets saturated and thereby,
the pore water pressure increases. (e increase in pore water
pressure causes the effective stress to be reduced. (e third
stage causes the slope to be saturated (saturation up to 80%)
for a depth of 8m from the ground surface of the vertical cut.
(is causes the soil to develop an intense increase in pore

water pressure (Figure 15(d)) of 35 kN/m2, which is ac-
companied by a decrease in effective stress of 25 kN/m2.(is
reduction in the effective stress of the slope results in its
failure (Figure 13(a)). (e displacement of the soil is found
to be 4.1m from the top of the vertical cut (Figures 14(a) and
14(b)) and hence the displaced soil from the vertical cut
caused the building to fail as observed from Figures 2(e) and
2(f ).

7.3. Results of Vulnerability Analysis. (e model used for
the analysis uses the polynomial kernel, which has an R2
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accuracy of 0.93 in training and 0.79 in testing (Figures 16(a)
and 16(b)). (e testing data is less than the training data,
which shows that the SVMmodel does not overfit the model
and helps in attaining valuable predictions [57]. (e input
parameters such as the lateral Earth thrust and the angle of
inclination of the building are calculated from the finite
element analysis. (e length and the width of the building
are set as 15m and 10m for the analysis.(e elastic modulus
of the building is set for the masonry building parameters.
Table 3 shows the parameters used for the model. (e tests
were carried out to find the performance of the building
when they have different heights and elastic modulus of the
building.

(e test was conducted to find the efficiency in the
material properties (E� 10000MPa) and R2 accuracy of the
building performance is found to be 0.99 for both training
and testing (Figures 16(a) and 16(b)). (e modulus of

elasticity of RCC is considered to study the vulnerability of
the building. (e results showed that the vulnerability of the
building decreased due to the increased material properties
with all other properties being the same as before iteration.

Reference [70] provides guidelines for the selection of
the site for buildings in the hilly region. (e building
considered in this study was built at a distance of 3m from
the vertical cut.(e vertical cut height is 11m, which is more
than the codal provisions and, hence, is not safe. (e
building had a height of 4m and the lateral thrust force
acting on the wall is 1200 kN/m2. (e vulnerability
according to equation (4) shows the vulnerability is 1.
Figure 16(c) shows the relation between vulnerability and
elastic properties of the building. It shows the vulnerability
value of different building elastic properties ranging from
2250MPa to 10000MPa. (e building height considered for
the analysis is 3m and the lateral thrust acting on the
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building is 300 kN/m2. (e value of vulnerability reduces
from 0.7 to 0.3 and the building resistance is increased to
20%.(is is the case observed in this study for an inclination
value of 0.01. (is study shows that proper guidelines are to
be framed, designed and the construction of the building
should be according to the codal provisions.

8. Conclusions

(e numerical investigation and vulnerability analysis of the
building failure due to the vertical cut slope failure were
carried out. (e parameters used for the numerical inves-
tigation were obtained from the laboratory investigations
and it revealed that the soil along the slip plane is silty sand
(SM) and has a very low permeability coefficient. (e low
permeability of the soil is explained using Field Emission
Scanning Electron Microscopy (FE-SEM), Energy-Disper-
sive X-ray spectrum (EDX), and X-ray diffraction analysis
(XRD). FE-SEM images of both soil layers show the presence
of kaolinite clay mineral with a large number of pores in it,
which is well supported by EDX and XRD. EDX and XRD
results indicate the presence of kaolinite clay mineral
(Al2Si2O5(OH)4) along with quartz and calcium carbonate
(CaCO3) in the topsoil.(e presence of calcium carbonate in
the soil confirms the weathering process in the soil. (e
second layer of soil has a significantly less amount of ka-
olinite clay due to the incomplete weathering process in the
soil. (us, the topsoil experiences a low coefficient of per-
meability. (e reddish colour in the topsoil explains the
presence of ferrous content in the soil. (e ferrous content
helps in the attainment of soil/strength in the dry season due
to the formation of ferrous aluminium silicates.

(e vertical cut slope failure mechanism is studied based
on the transient seepage condition and coupled analysis to
identify soil deformation behaviour based on the flow
condition. (is helps in studying the effect of slope failure in
the building. (e analysis is carried out by considering the
actual rainfall in three stages. (e first stage of rainfall is
considered from June to July 2018. Results from the first
stage revealed that the matric suction of the soil is more and
hence there is a negligible displacement in the slope.
Analysis results from the second stage of rainfall (1 to 14
August 2018) emphasize the significance of antecedent
rainfall in increasing the degree of saturation and pore
pressure, thus leading the slope from stable to unstable. (e
third stage involves heavy rainfall during 15th and 16th of
August 2018, with an average rainfall intensity of 187.5mm/
day. (e large excess rainfall during the event day increases
the pore water pressure and saturation of the soil above the

slip surface to 35 kN/m2 and 80%, respectively. (e increase
in the saturation of the soil and the reduction in matric
suction led to the reduction in the effective stress and shear
strength of the soil. (us, the cut slope failure occurred and
damaged the building located nearby. Results from the
numerical analysis match reasonably well with the failure
pattern observed at the site.

(e vulnerability of the building is studied with the
physical parameters obtained from the finite element
analysis and it is predicted using the Support Vector Method
of regression. (e testing data showed that the predicted
value and the observed value of vulnerability fitted very
efficiently. (e values showed the importance of the material
properties in the increase in building resistance to 20%. (is
showed there should be proper guidelines and the building
should be built according to codal provisions to avoid such a
failure in the future.

Any one of the vertical cut stabilization measures needs
to be considered before the construction of a building near
the vertical cut. Soil nailing, Reinforced Earth (RE) walls,
and slope stabilizing piles are useful stabilization measures.
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Support vector regression (SVR) has been applied to the prediction of mechanical properties of concrete, but the selection of its
hyperparameters has been a key factor affecting the prediction accuracy. To this end, hybrid machine learning combines the SVR
model and grid search (GS), namely, the GS-SVR model was proposed to predict the compressive strength of concrete and
sensitivity analysis in this work.*e hybrid model was trained and tested on a total of 98 datasets retrieved from literature, and the
model performance was compared with the original SVR model under the same datasets. *e obtained results in terms of R of
0.981, MSE of 3.44, RMSE of 1.85, MAE of 1.17, and MAPE of 0.05 demonstrate that the GS-SVR model proposed can be a
candidate method for compressive strength prediction in subsequent related studies. Additionally, a graphical user interface
(GUI) was developed to conveniently provide some initial estimates of the outcomes before performing extensive laboratory or
fieldwork. Finally, the effect of each variable on the compressive strength in a random environment was analyzed.

1. Introduction

As the most consumedmaterial in the construction industry,
cement has brought great convenience to the construction
industry. But the bad news is that it also puts enormous
pressure on the environment. Since the production and
utilization of cement are accompanied by a large amount of
greenhouse gas emissions, many scholars have started to
focus on research related to mineral admixtures that can be
used to replace cement [1–5]. Among them, the use of fly ash
as an auxiliary cementitious material for the production of a
large amount of fly ash concrete is one of the important ways
to reduce environmental pollution and realize the re-
sourcefulness of fly ash. Moreover, it is also an effective
means for concrete producers to enhance and improve the
performance of concrete in all aspects, reduce the use of
cement, and lower the cost of concrete [6, 7]. *e incor-
poration of fly ash not only ensures the quality of concrete
and reduces the cost of manufacturing concrete but also
improves the compatibility, durability, and strength, thus

becoming the most widely used alternative and receiving
great attention [8].

*e importance of concrete materials for the con-
struction industry needs no more introduction [9–11].
Concrete is used as a constructionmaterial worldwide due to
its various properties such as strength, durability, stiffness,
and fire resistance. Among these properties, compressive
strength is considered to be the most important one because
it seriously affects the safety and durability of concrete
members. Understanding the early behavior of concrete
allows appropriate measures to be taken to avoid problems
such as cracking and deformation of concrete members,
formwork failure, and rework. In addition, early strength
prediction and monitoring are important for assessing
construction safety, determining structural maturity, and
predicting later strength development. *e main reason for
different compressive strength values of concrete is that
concrete is a nonhomogeneous material consisting of
binders, aggregates, water, and admixtures. In such a
complex mix, it is difficult to find or predict the compressive
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strength of concrete accurately. *e compressive strength of
concrete can be assessed in the laboratory by crushing a
standard size cylinder or cube. However, such laboratory
tests are supposed to be inefficient and uneconomical, as well
as labor-intensive and time-consuming. Traditional
methods of concrete strength prediction are mainly based on
a statistical analysis of linear or nonlinear regression
equations, but obtaining accurate equations is difficult and
requires a great deal of skill and experience. Due to the large
number of concrete ingredients, it seems difficult to establish
an explicit equation between the compressive strength and
each ingredient as a way to predict its compressive strength.

To address these issues, machine learning techniques are
used to predict the compressive strength of concrete. In fact,
with the development of artificial intelligence, various
machine learning algorithms such as artificial neural net-
work (ANN), support vector machines (SVM), random
forest, and extreme learning machine (ELM) have been
applied to predict the mechanical properties of concrete
[12–23]. Ly et al. [24] employed an optimal deep neural
network model on a database of 223 experimental data to
predict the 28 days compressive strength of rubber concrete
and achieved a high prediction accuracy of R� 0.9874. Han
et al. [25] utilized an optimized random forest approach on
1030 data samples collected from published literature to
predict the compressive strength of high-performance
concrete. Furqan et al. [26] used the ANN, SVM, and gene
expression programming (GEP) on 300 datasets to predict
the compressive strength of self-compacting concrete.
Zhang et al. [27] employed nine machine learning models to
predict the compressive strength of concrete at the age of 7
days and found that the nonlinear models had better pre-
dictive performance than the linear models. Khoa et al. [28]
employed deep neural networks (DNNs) and ResNet models
for compressive strength prediction of green fly ash-based
geopolymer concrete. *e results showed that ResNet is
superior and indicated that these two machine learning
methods can be useful for the mixed design of geopolymer
concrete. From the published studies, it can be found that
these machine learning algorithms outperform traditional
empirical formulations by enabling the capture andmapping
of multidimensional nonlinear relationships. It is possible to
extract unknown relationships and data information be-
tween input and output variables [29].

However, these models also have limitations, and many
models require parameter tuning to get better performance.
For support vector regression (SVR), the selection of
hyperparameters has a great impact on the accuracy of the

prediction results. In other words, the prediction accuracy of
a single SVR model is limited. To better understand and
apply the SVR method, further exploration is still needed in
this area using different datasets and optimization algo-
rithms. For this reason, this study aims to propose a hybrid
machine learning that combines the SVR model and grid
search (GS), namely, the GS-SVR model, to achieve an
accurate prediction of the compressive strength of fly ash
concrete. Based on the model, the effect of random variation
of individual variables on compressive strength is investi-
gated as a reference and guide for concrete mix design and
strength prediction.

2. Methodology

2.1. Support VectorRegression. *e objective of the SVR is to
find a linear regression equation that fits all sample points
and minimizes the total variance of the sample points from
this regression hyperplane. *ere is a sample training set
E � (xi, yi)|i � 1, 2, . . . n􏼈 􏼉, xi ∈ Rn, yi ∈ R. A function f (xi)
is probed on Rn, such that yi � f (xi), and there is always a
corresponding y-value for any input x. Such a function f (xi)
is called a regression function, and f (xi) can be described as
follows.

f xi( 􏼁 � ω · ϕ xi( 􏼁 + b, (1)

where ω ∈ Rn is the weight vector, ϕ(xi) is a nonlinear
mapping which serves to map the data from the space Rn to
the higher feature space, and b is the bias. Equation (1) can be
fitted to all sample points at precision ε.

yi − ω · ϕ xi( 􏼁 + b􏼂 􏼃
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≤ ε, i � 1, 2, . . . , n. (2)

Since there is a certain fitting error, the slack variables
(ξi, ξi
∗) and the penalty parameter C are introduced. *e

regression fitting problem is changed to an optimization
problem.

min R ω, ξi, ξ
∗
i( 􏼁( 􏼁 �

1
2
ω · ω + C 􏽘

n

i�1
ξi + ξ∗i( 􏼁,

s.t.

yi − ω · ϕ xi( 􏼁 + b􏼂 􏼃≤ ε + ξi,

ω · ϕ xi( 􏼁 + b − yi ≤ ε + ξ∗i ,

ξi, ξ
∗
i ≥ 0.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

Using Lagrange multipliers for equation (3), the
Lagrange function is introduced to obtain its dual form.
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n
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0≤ αi, α
∗
i ≤C, i � 1, 2, . . . , n,
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⎪⎪⎪⎩
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n

i�1
αi − α∗i( 􏼁ϕ xi( 􏼁.

(4)

*e core of optimization at this point is to first determine
the feature space and find the flattest function in that space
that satisfies the conditions and then use that function to
solve the nonlinear problem. For this reason, the kernel
function K(xi, xj), K(xi, xj) � ϕ(xi) · ϕ(xj) is introduced.
*e regression fitting function at this point is

f xi( 􏼁 � 􏽘

n

i,j�1
αi − α∗i( 􏼁K xi, xj􏼐 􏼑 + b. (5)

*ere are many choices of kernel functions, and the
commonly used RBF function (Figure 1) is chosen in this
study [30].

2.2. Grid Search Method. It is well known that the identi-
fication results depend heavily on the selection of hyper-
parameters of the SVR model. Since the parameters are
highly nonlinear, a large number of experiments are often
required to determine the combination of parameters, such
as the penalty parameter C and the kernel parameter g.
Although Lin et al. [31, 32] have done much extensive re-
search to simplify the application of SVM, such as proposing
LIBSVM, the selection of parameters C and g still depends
on experience. *erefore, there is an urgent need to im-
plement automatic tuning of parameters to obtain the op-
timal value once the parameters are entered. *e grid search
(GS) method can solve these problems. *e GS method is to
computationally evaluate the impact of each parameter
combination on themodel performance by iterating through
all the candidate parameter choices in a loop to obtain the
optimal combination of hyperparameters [33]. *e flow-
chart of parameter selection is shown in Figure 2.

3. Dataset Description

3.1. Input andOutputVariables. In this study, 98 sets of data
were retrieved from the literature. Each dataset consisted of
six constituents (cement, fly ash, water, super, plasticizer,
coarse aggregate, and fine aggregate) and age as input
variables and the compressive strength as output variable.
*e distribution of the input and output variables is shown
in Figure 3, and the statistical characteristics of these var-
iables are given in Table 1. It can be seen that the compressive
strength varies greatly for different combinations of input
variables. Additionally, Pearson correlation coefficients
between input and output variables were plotted, as shown

in Figure 4. Within the current dataset, linear correlation
between any of the input and output variables is weak, which
indicates a complex nonlinear relationship between com-
pressive strength and these input parameters. *erefore, the
relationship between compressive strength and these pa-
rameters is difficult to reflect by an explicit equation.

3.2. Performance Criteria. To describe and compare the
performance of the models, five evaluation metrics, linear
correlation coefficient (R), mean squared error (MSE), mean
root error (RMSE), mean absolute percentage error
(MAPE), andmean absolute error (MAPE), were introduced
[34]. *ese metrics are defined as follows.
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(6)

where n is the number of samples, ye is the experimental
value of compressive strength, and yp is the predicted value.
When R is closer to 1 or the other four error indicators are
closer to 0, the prediction performance of themodel is better.

4. Model Performance

Initially, GS is used for the selection of hyperparameters in
the SVR. For the GS-SVR model, C and g are searched in an
exponential grid of [2−8, 28] with step 20.1. *e evolution of
the parameters is shown in Figure 5. *e model is trained
using 10-fold cross-validation.
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To highlight the superiority of the proposed method in
this study, the original SVR model and GS-SVR model were
performed on the same training and test set. *e model
results are shown in Figure 6. It can be clearly observed that
compared with the SVR model, the GS-SVR model results
have a closer distribution of data points along the diagonal,
indicating that the predicted values match better with the
experimental values, and the correlation coefficient R ex-
ceeds 0.98 for both the training and test sets.

For comparison and evaluation purposes, Figure 7 shows
the predicted and experimental values for the training and
test sets in more detail. At each sample point, the predicted
values agree well with the experimental values, demon-
strating the accuracy and effectiveness of the GS-SVR model

in capturing the complex nonlinear relationships between
the seven input variables and the compressive strength. *e
error metrics for model training and test are shown in
Figure 8. It can be clearly observed from both sets that the
four error indicators of the GS-SVR model are smaller,
further validating the accuracy and generalization capability
of the proposed GS-SVR model.

5. Sensitivity Analysis

*e model results in Section 4 show that the compressive
strength depends on the input vector consisting of six
ingredients and age. However, these variables have al-
most no deterministic values in a stochastic

Y

X

Gaussian kernel

Figure 1: Schematic diagram of support vector machine and Gaussian kernel.
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Figure 2: Flowchart of the SVR model using the GS method and cross-validation.
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Figure 3: Distribution of input and output variables.
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environment. *is uncertainty may cause the deviation
of the predicted and actual values of the concrete
compressive strength. *erefore, this section focuses on
the effect of the random variation degree of each input
variable on the compressive strength. According to the
statistical characteristics of the dataset given in Table 1, a
set of input vectors with deterministic configurations is

given in Table 2. *e input variables are assumed to be at
three different values of degree of stochasticity
S0 � (0.05, 0.1, 0.15). In each stochastic setting, 104
samples were generated using MATLAB. To quantify and
compare the degree of influence on the output variable,
the sensitivity of the random input to the compressive
strength is defined as follows [35, 36].

Table 1: Statistical characteristics of variables.

Cement Fly ash Water Super plasticizer Coarse aggregate Fine aggregate Age Compressive
strength

Training set

Unit kg/m3 kg/m3 kg/m3 kg/m3 kg/m3 kg/m3 d MPa
Count 78 78 78 78 78 78 78 78

Maximum 376 163.3 216.7 18 1118 905.4 90 72.11
Minimum 136.1 92.1 141.1 0 801 700 3 9.49

Standard deviation 54.22 9.68 18.12 4.65 67.60 44.70 29.72 13.37
Mean 243.95 123.54 177.77 6.46 1010.62 800.34 34.06 31.85

Skewness 0.25 −0.05 −0.18 −0.07 −0.97 0.63 0.97 0.63
Kurtosis −0.75 9.44 −0.81 −0.88 0.79 0.23 −0.40 0.02

Test set

Count 20 20 20 20 20 20 20 20
Maximum 349 168.3 220.5 16.1 1111.6 856.5 90 41.64
Minimum 144 95.7 158.2 0 801.1 687 3 9.55

Standard deviation 59.46 11.81 17.50 5.79 75.95 43.85 25.71 9.53
Mean 231.28 125.19 182.27 5.77 969.55 771.99 32.70 25.49

Skewness 0.46 1.78 0.51 0.34 −0.29 −0.17 1.52 0.21
Kurtosis −0.80 10.57 −0.11 −1.47 −0.05 −0.73 1.65 −1.20
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Figure 4: Correlation coefficient of the dataset.
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Figure 6: Correlation between predicted and experimental values of two models. (a) SVR model. (b) GS-SVR model.
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CV �
σ
μ

, (7)

where σ and μ are the standard deviation and mean values of
the compressive strength, respectively. *e distribution of

compressive strength for the three randomness settings is
shown in Figure 9.

As the randomness S0 increases, the sensitivity of
compressive strength for the three cases is higher. Addi-
tionally, among the seven variables, fly ash and coarse
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SVR train SVR test GS-SVR train GS-SVR test
0

2

4

6

8

10

12

14

16

Pe
rfo

rm
an

ce
 cr

ite
ria

Model type
MSE
RMSE

MAE
MAPE (%)

Figure 8: Performance criteria of the models.

Table 2: Deterministic values of configuration parameters.

Variable Unit Value
Cement kg/m3 230
Fly ash kg/m3 125
Water kg/m3 180
Superplasticizer kg/m3 6
Coarse aggregate kg/m3 1000
Fine aggregate kg/m3 800
Age d 28
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aggregate resulted in a more discrete distribution of pre-
dicted compressive strength values, where fly ash has the
greatest influence on the predicted uncertainty of com-
pressive strength values. *is insight might also be observed
in Figure 9(d). Designers should take more attention to the
design of mix design and compressive strength prediction of
concrete with fly ash admixture in stochastic environments.

6. GS-SVR Model-Based Interactive Graphical
User Interface

Nowadays, structural designers and engineers prefer to
develop more robust and user-friendly software to gain
wider applicability. In fact, to ensure that the model de-
veloped in this study is useful and practical and for ease of
use, a graphical user interface (GUI) was compiled using
MATLAB as shown in Figure 10. *e whole interface is

divided into two main parts: the optimization of hyper-
parameters and the prediction of output results with known
input parameters. *e operation of the GUI can be obtained
by clicking on the Help menu, and the whole process
consists of four main steps.

Step 1. Click the Initialize setting button to get the default
values of the parameters; these values can also be modified
manually.

Step 2. Click the Optimization button to obtain the optimal
values of parameters C and g

Step 3. Manually enter each input parameter

Step 4. Click the Predict button to get the final output value
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Figure 9: Distribution of the predicted values of compressive strength at different random degrees. (a) S0 � 0.05. (b) S0 � 0.1. (c) S0 � 0.15.
(d) Sensitivity.
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Finally, the compressive strength of fly ash concrete is
displayed directly by clicking the Predict button. *is GUI
was developed mainly for the dataset used in this study, and
future optimization of the user interface such as adding new
datasets and other influencing parameters can be considered
to make the model predictions more accurate.

7. Conclusions

In this work, a hybrid machine learning model GS-SVR was
employed to predict the compressive strength of concrete
with fly ash admixture and quantity the sensitivity of the
compressive strength in the stochastic environment. *e
main findings are as follows.

(1) *e proposed GS-SVR model can accurately capture
the complex nonlinear relationship between the
seven input parameters and the compressive strength
of concrete with an accuracy R of over 98% in both
the training and test phases

(2) From the performance criteria, the prediction per-
formance of the proposedmodel is better than that of
the original SVR model, which is a promising can-
didate for evaluating the compressive strength of fly
ash concrete

(3) In the stochastic environment, for the dataset used in
this study, the compressive strength of concrete with
fly ash admixture is most sensitive to fly ash, followed
by the coarse aggregate, and the sensitivity to the
other five input variables is weak.

(4) As the randomness of variables increases, the dis-
tribution range of compressive strength becomes

wider and the dispersion becomes larger, and de-
signers and engineers should pay more attention to
the effect of random variation of fly ash and coarse
aggregate on strength uncertainty.

(5) *is study provides a newGUI that can be easily used
to predict the compressive strength of fly ash con-
crete. *is tool has been proven to be very successful,
exhibiting very reliable predictions. Otherwise, it is
idealistic to have some initial estimates of the out-
comes before performing any extensive laboratory
work or fieldwork.

*is work also exhibits several limitations that need to be
investigated in the future. First, the dataset used in this study
is not large enough, and the effects of aggregate size and
water reducing agent type on model prediction accuracy are
not studied due to the lack of the dataset. Second, other
machine learning algorithms or hybrid models can also be
developed appropriately if higher prediction accuracy can be
obtained. Finally, the current GUI is relatively simple and
rough. As new datasets are added, the model needs to be
retrained, and the GUI needs to be further updated and
improved.
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