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In recent years, Internet of Medical Things (IoMT) and machine learning (ML) have played a major role in the healthcare industry
and prediction of in time diagnosis of diseases. Heart disease has long been considered one of the most common and lethal causes
of death. Accordingly, in this paper, a multiple-step method using IoMT and ML has been proposed for diagnosis of heart disease
based on image and numerical resources. In the first step, transfer learning based on convolutional neural network (CNN) is used
for feature extraction. In the second step, three methods of distributed stochastic neighbor embedding (t-SNE), F-score, and
correlation-based feature selection (CFS) are utilized to select the best features. In the end, a combination of outputs of three
classifiers including Gaussian Bayes (GB), support vector machine (SVM), and random forest (RF) according to the majority
voting is employed for diagnosis of the conditions of heart disease patients. The results were evaluated on the two UCI
datasets. The results indicate the improvement of performance compared to other methods.

1. Introduction

According to the World Health Organization (WHO) statis-
tics, cardiovascular disease is one of the leading causes of death
worldwide, accounting for 17.9 million deaths each year [1].
The main causes of heart disease are various unhealthy activ-
ities such as high cholesterol, obesity, an increase in triglycer-
ide levels, and high blood pressure, among others. Sleep
problems, irregular heartbeat, swollen legs, and, in some cases,
weight gain of 1 to 2 kilograms per day all increase the risk of
heart disease [2, 3]. All these symptoms are common within
various diseases leading to death in the near future; therefore,
the correct diagnosis is difficult.

Smart healthcare presents healthcare platforms which
make use of tools such as IoT, wearable appliances, and
wireless Internet connection for signing in health evidences
and resource connection, organizations, and individuals.
IoT, artificial intelligence (AI), big data, cloud networks,
5G, and advanced biotechnology are some of the smart
healthcare networks used in disease screening and diagnosis
and medical research [4].

As previously mentioned, IoT and IoMT play a great
part in the healthcare in prediction of time and chronic ill-
ness diagnosis. The volume of information required by the
healthcare, security factors, power of processing, and accu-
racy of information is very important in terms of diagnostic
prediction for many illnesses. To tackle these challenges, AI
algorithms in previous researches are used to increase the
precision of patients’ data [5].

IoMT refers to disease diagnosis without human inter-
vention through the development of intelligent sensors,
smart devices, and advanced lightweight communication
protocols. IoMT-based healthcare, swallowable sensor track-
ing, mobile health, smart hospitals, and improved treatment
of chronic diseases have been shown in [6].

IoMT is a new network-based technique for connecting
medical devices and their applications to healthcare infor-
mation technology systems. In [7], in addition to providing
treatment to orthopedic patients, the IoMT approach exam-
ines the possibilities of facing with COVID-19 pandemic.

In the recent years, ML is widely utilized in healthcare
industry to analyze big data for initial prediction of diseases
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leading to the improvement of the quality of healthcare [8,
9]. ML can be used to solve complex health issues and give
accurate results. Healthcare industry is one of the largest
industries in which ML has shown to be functional. Creating
accurate and multidimensional datasets are very important
and play a critical role in the functionality of ML algorithms.
IoMT enables medical facilities and healthcare products to
share real-time data to create a great volume of data for
ML [10].

Lately, large amount of research data and patients’ cases
have become accessible. There are many open sources for
gaining access to patients’ records, and research can be done
to be able to use computer technologies for patient identifi-
cation and accurate disease diagnosis in order to prevent
the lethality of these illnesses. Today, ML and AI are well
recognized to play major roles in healthcare industry, and
various models of ML and deep learning (DL) can be
employed to classify and diagnose diseases or to predict
results. Complete analysis of genome data can easily be done
using different models of ML [11–13].

Several studies have utilized different models of ML for
classification and diagnosis of heart diseases. CART auto-
matic classifier based on classification and regression of con-
gestive heart failure [14], using deep neural network for best
feature selection and ECG performance improvement [15],
proposing a clinical decision support system for diagnosis
of heart failures and its prevention during initial stages of
the disease [16], and also rule-based natural language pro-
cessing (NLP) [17] are among these researches.

In today’s digital age, healthcare generates a large
amount of patient data. For physicians, manual control of
these data is difficult, whereas IoT can manage the produced
data very efficiently. IoT records large amounts of data and
is capable of diagnosing diseases using machine algorithms
with the purpose of applying different methods of ML on
the produced data. A ML approach is proposed for initial
heart disease prediction in relation to IoT [10].

Cardiac image processing approaches which are
obtained from DL manage and supervise large medical data
gathered by the IoT. Deep IoMT is a common DL and IoT
platform that is in charge of extracting precise cardiac image
data of usual instruments and devices. Energy depletion,
finite battery life, and high PLR (packet loss ratio) are critical
issues that must be addressed in universal medical care.
Wearable devices must be stable (i.e., have a longer battery
life), energy efficient, and valid in order to improve an
affordable and inclusive healthcare environment. In this
regard, a new efficient approach based on the consciously
enhanced efficient-aware approach (EEA) of self-adaptive
power control to decrease energy utilization while increasing
validity and battery life is proposed in [18]. For remote car-
diac imaging of elderly patients, a new common DL-IoMT
framework (DL-based layered architecture for IoMT) has
also been proposed.

Medical image classification is critical in the prediction
and early detection of critical illnesses. Medical imaging is
the most essential record of patient’s health which helps to
control and cure illnesses, which is one of the important
applications of IoMT. In [19], an improved classification of

optimal DL for the lung cancer classification, brain imaging,
and Alzheimer’s disease is introduced. The researches show
that medical image classification is based on optimal feature
selection using the DL by combining preprocessing, feature
selection, and classification. The primary goal of model
extraction is to select an effective feature for medical image
classification. The opposition-based crow search (OCS)
approach is recommended to enhance the efficiency of the
DL classifier. In addition, multitextured, gray-level features
are chosen for analysis. Finally, it is claimed that the optimal
features made better the result of classification.

This study presents a method based on data collected by
IoT. In this regard, a general method is presented for numer-
ical and image data. At first, the proposed method examines
the type of data resource. If input data were from image
resources, in the first step, features are extracted from this
type of resource using transfer learning. CNN-based deep
network is used for this purpose. Fully connected layer has
been utilized for feature extraction, whereas if the input data
were from numerical sources, the first step is ignored. The
proposed method’s next steps include feature selection and
classification phases, which are independent of the input
resource. In the feature selection step, three methods of dis-
tributed stochastic neighbor embedding (t-SNE), F-score,
and correlation-based feature selection (CFS) have been
used. An individual classifier has been trained for each
method of feature selection. In this paper, three classifiers
of SVM, GB, and RF have been employed. In the end, voting
is used for final label selection. The results demonstrate that
the proposed method performs well.

The rest of this paper is organized as follows. Section 2
discusses previous research in this area. Section 3 examines
the proposed method and its details. Section 4 compares
the performance of the proposed method to some of the suc-
cessful models in this field, and Section 5 concludes the
paper.

2. Literature

With the recent advances in medical data processing and
machine learning, many researchers have been consistently
active in this field. One of the most challenging medical data
is data related to heart diseases which have drawn many
researchers’ attention. In [20, 21], multiple machine learning
methods were examined for the prediction of heart diseases
in which recursive neural network (RNN) and decision tree
(DT) were reported to have gained the best results.

In [22], deep neural network (DNN) with the name of
Heart Evaluation for Algorithmic Risk-reduction and Opti-
mization five (HEARO-5) was proposed. This method which
is consisted of regularization has shown positive results on
UCI dataset. In [23], for classifying imbalanced clinical data,
a neural network with a convolution layer was used. This
study takes advantage of a two-step approach feature weight
based on least absolute shrinkage and selection operator
(LASSO) and then identification of critical features based
on majority voting for achieving more accuracy in classified
imbalanced data.
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In [24], to increase the performance of the classifier,
feature selection approaches based on fast correlation-
based feature selection (FCBF) were used to choose effi-
cient features. In this method, classification is done using
K-nearest neighbor (KNN), SVM, Naive Bayes (NB), RF,
and multilayer perceptron (MLP) optimized using particle
swarm optimization (PSO) with ant colony optimization
(ACO) [25]. NB, SVM, and RF methods were employed
for extraction and classification of the most relevant fea-
tures in [26, 27].

A k-means method with particle swamp was proposed in
[28] for detecting hazard factors in coronary heart disease
treatment (CAD). The extracted data are classified using
MLP, multinomial logistic regression (MLR), and algorithms
of phase rule, as well as C4.5. It was claimed that the results
demonstrated the appropriate accuracy of the proposed
method on the datasets presented by medical college in
India. In [29], heart disease prediction has been done using
methods of data mining, ML, and DL, and neural network
method was claimed to be more functional than other
methods. In [30], genetic algorithms and neural networks
were employed for diagnosis of heart disease.

3. Proposed Method

The general procedure of the proposed method is shown in
Figure 1. As it can be seen, this method is made up of three
major steps. In the first step, two different approaches with
respect to the input resource are used. If data are numerical,
only feature vector gets used for the next step; however, if
data are image, the feature vector must be extracted. For
the purpose of extracting features from images, transfer
learning based on CNN has been used. In this stage, fully
connected layer is utilized after convolution layers for fea-
ture extraction. The second step of the proposed method is
made up of feature selection. This step is independent of
the input resource. Three methods of t-SNE, F-score, and
CFS have been put to use for feature selection. In the third
step of the proposed method, for each feature vector of the
previous step, three different classifiers of SVM, GB, and
RF are used. In the end, majority voting has been used for
selection of the favorable output. Labels of the three classi-
fiers used in the last step are the input of the current step.
Eventually, the final input label is selected. In the following,
different sections of the proposed method will be described.

3.1. Feature Extraction Based on Image Resource. The extrac-
tion of features is a critical issue in classification [31]. As
illustrated in Figure 1, one of the main steps of the proposed
method is feature extraction. In the step of feature extrac-
tion, if the resource is image, it must turn into a feature vec-
tor. Methods based on DL are among the most successful
methods for feature extraction; however, unfortunately, the
numbers of images related to heart diseases are very low;
therefore, in this step, transfer learning has been utilized
for feature extraction (Figure 2). A pretrained CNN network
is used in this step as well. This network is merely used for
feature extraction that the output of fully connected layer
is selected as the feature vector.

Transfer learning is an issue of great significance which
focuses on knowledge retention of problem-solving and its
usage to solve a different but related problem. Since datasets
are not sufficiently available, CNN network is not initially
trained; thus, pretrained network weights aid to solve more
issues concerning feature extraction or configuration. Very
deep networks are costly to be trained. More complex
models require more time for training using hundreds of
systems with expensive CPUs.

Transfer learning maps a model that has already been
trained in specific areas to a new model in new domains;
thus, the time required for training by using this method is
reduced [32]. Furthermore, in complex models, transfer
learning decrease the need for a large number of training
samples. Because the number of images available in the field
of heart disease is limited, this method is used to compute
the initial weights from the well-known ImageNet dataset.
The ResNet, AlexNet, VGG-16, and VGG-19 architectures
trained on ImageNet are evaluated based on a set of valida-
tions. VGG-16 architecture has shown the best performance
due to experimental results. As shown in Figure 2, this paper
uses CNN-based transfer learning to extract features.

3.2. Feature Selection. As it is shown in Figure 1, in this sec-
tion, the feature vector extracted from the previous step is
used as the input for feature selection. In this step, three
methods of feature selection including t-SNE, F-score, and
CFS are used which are further elaborated in the following.

3.3. Correlation-Based Feature Selection (CFS). As a filter
method, CFS classifies and evaluates feature subsets based
on subsets that are highly correlated with the class but unre-
lated to one another [33]. Irrelevant features should be
ignored if they have a low correlation with the class. Aside
from that, the duplicated features can be identified because
they are closely related to the remaining ones. The feature
can be accepted if it predicts the label that no other features
predict. The evaluation function of CFS’ feature subset is as
follows:

Ms =
krcf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k + k k − 1ð Þrf f
q

: ð1Þ

In this equation, Ms shows the heuristic “merit” of a fea-
ture subset S including k features, and also, rcf

�! and rf f rep-
resent the mean feature-class correlation (f ∈ S) and the
average feature intercorrelation, respectively. The calculation
from this equation has the usage to predict not only the fea-
ture subsets but also the redundant ones [34].

3.4. F-Score. F-score by evaluating the difference between
two real numbers sets presents a simple feature selection fil-
ter method [35] which for feature i is calculated as follows:

F − score ið Þ = ∑m
k=1 �xki − �xi

� �2

∑m
k=1 1/nk − 1

� �

∑nk
j=1 xkj,i − �xki
� �2 : ð2Þ
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Figure 1: An overview of the proposed method.
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In the above equation, m refers to the number of classes,
nk shows the samples number of class k, �xi presents the
mean of feature i among data, also �xki demonstrates the
mean of feature i in class k, and xkj,i shows the amount of fea-
ture i in the sample j of the class k. If F-score related to a fea-
ture is high, it shows that the respected feature includes
proper information which belongs to classification.

3.5. Distributed Stochastic Neighbor Embedding (t-SNE).
This method is an unsupervised nonlinear method which
is used for discovery and reduction of data dimensions. In
other words, it will provide the user with an understanding
of the manner of data organization in a high-dimensional
space. This method has been introduced in 2008 by Laurens
van der Maatens and Geoffery Hinton [36]. The main differ-
ence between this method and principal component analysis
(PCA) is that PCA is a method of reducing the linear dimen-
sions which attempts to maximize the variance and preserve
the large distance between the pares, while t-SNE preserves
PCA in preserving the small distance between pares by using
local similarities. t-SNE algorithm computes a similarity
measure between the pare of samples in large-dimensional
data and low-dimensional space. Then, it attempts to opti-
mize these two similarity measures using a cost function.

This process is undertaken through three main steps. They
are as follows:

(1) In the first step, the interpoint similarity in high-
dimensional space is measured. To better under-
stand this, suppose a set of scattered data points in
a two-dimensional space. For each data point of xi,
the Gaussian distribution is spread around that point
by the user. Then, the density of all xi points will be
computed based on that Gaussian distribution.
Then, renormalization is applied to all data points.
This will result in a set of Pij probabilities for all data
points. These probabilities are proportional to their
similarities. This actually means that if x1 and x2
data points possess a similar value under the Gauss-
ian circle, their proportions and similarities will be
equal consequently; hence, the local similarities will
hold true in the structure of high-dimensional space

(2) The second step is quite similar to the first; but con-
versely, Student’s T-distribution with one level of
freedom is used instead of Gaussian distribution
which is also known as the Cauchy distribution. This
will result in a second set of Qij probabilities in a
low-dimensional space

(3) The last step is associated with the reflection of high-
dimensional space probabilities Pij through low-
dimensional space probabilities Qij in the best possi-
ble manner. The basic requirement here is the simi-
larity of the two mappings. The difference between
two-dimensional space probability distributions is
computed through the Kullback-Leibler (KL) diver-
gence criteria. This study does not elaborate upon
KL. The only point to be considered is that it is an
asymmetrical approach in which the effective com-
parison of Pij and Qij values does not suffice. Eventu-
ally, the optimal value of the KL cost function is
found using gradient descent

3.6. Classification. An ensemble classifier is used on the
reduced feature vector. In these types of classifications,

Input

Imagenet

Feature learning
Transfer learning

knowledge

Pre-trained
CNN

Flatten Fully

Classfication

So�max

Labels

Features

Model

connected

Figure 2: Using transfer learning to extract features form image resources.

Table 1: Hyperparameters of the basic classifiers.

Methods Parameters Amounts

SVM

C_SVM 1

Kernel_SVM Radial basis function (RBF)

Degree_SVM 3

Gamma_SVM Scale

Coef0_SVM 0

GB
Priors_GB None

Var-smoothing_GB 1e-08

RF
Min_samples_split_RF 2

Min_samples_leaf_RF 1
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combination of a number of basic classifiers creates an accu-
rate and robust classification. One of the most common
ways to combine classifiers is majority voting. As shown in
Figure 1, since the diversity of the consisting classifiers gives
rise to the power of an ensemble classifier, the SVM, BG, and
RF are suggested as basic classifiers. Therefore, it is expected
that the sample data to be covered in the maximum range
and the generalizability of the classification to be increased.
It is better not to use the classification with the similar
results in group classification. In order to reduce the classifi-
cation error, it is important to choose the appropriate classi-
fier and combination strategy.

Support vectors in the SVM model are the most impor-
tant component of the model, which is obtained through
convex optimization. In this model, the classification margin
creates the maximum distance within classes. The main

assumption in Bayesian classifier is statistical independence
between features and in most cases maximizes the perfor-
mance of the acquisition. In this classifier, model parameters
are estimated with a small set of training data. Random for-
est is a simple machine learning technique that usually pro-
duces outstanding results even when its hyperparameters are
not adjusted. This technique is one of the most extensively
used machine learning algorithms for both regression and
classification because of its simplicity and usability [37, 38].
This method works based on building a large number of
decision trees. In the proposed method, the classifications
are combined by voting according to label repetitions. The
main reason for choosing three different classifiers, SVM,
BG, and RF, as the basic classifier which is the main compo-
nent in constructing ensemble classifiers is “diversity.” All of
these classifiers are trained differently leading to the increase
of the level of classification diversity and ensemble
generalization.

4. Experimental Results

This section summarizes the results of experiments con-
ducted to evaluate the suggested method’s performance. It
should be noted that all the presented methods and analysis
of their results are done on same datasets and similar hard-
ware. All the implementation is done on a computer with
Core (TM) i7 M620 CPU, 4GB memory card, and T4
graphic card with Python as programming language as well
as Keras framework. It also should be mentioned that
Scikit-learn-0.22.0 toolbox has been used for classification
and all the parameters in this toolbox also have been utilized
by default. For instance, SVC employs the “one vs. one”
approach for ensemble classification. Table 1 shows the
main classifier parameters.

4.1. Database. The Cleveland dataset from UCI is used to
evaluate the proposed method. This dataset is available at
http://archive.ics.uci.edu/ml/datasets.php. Cleveland dataset

Table 2: Description of Cleveland dataset [39].

No. Name of attribute Description

1 Age Age in years

2 Sex Male is equal 1 and female is equal 0

3 CP Type of chest pain

4 Trestbps A criterion which shows resting blood pressure

5 Chol A criterion which shows serum cholesterol

6 FBS A variable which is boolean, when fasting blood sugar > 120mg/dl is true otherwise it is false

7 Restecg A criterion which shows resting electrocardiographic results

8 Thalach A criterion which shows maximum heart rate

9 Exang A binary variable which shows exercise-induced angina

10 Oldpeak A criterion which shows ST depression

11 Slope A criterion which shows the peak exercise ST segment

12 CA A criterion which shows major vessel number

13 Thal A criterion which shows heart rate

14 NUM A criterion which shows heart disease status

Figure 3: Sample image from dataset.
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owns 76 attributes and 303 samples. Nonetheless, only 14
attributes of Cleveland dataset were put to use for training
and testing. These features are further elaborated in
Table 2. These types of data have been used as numerical
resources in the present paper.

In the following, echocardiogram images have been
employed as image resources. Figure 3 shows some examples
of these images. The suitable attributes are described in
Table 3. UCI database was used for echocardiography image
retrieval using 66 normal images from 30 participants and
66 abnormal images from 30 subjects [4]. When the vari-
ables of “survival” and “still-alive” are combined together,
it shows whether the patient has stayed alive at least one year
after the heart attack or not.

In the experiments performed to evaluate the proposed
method, 10-fold cross-validation was used. The steps for
building a training and test set are described in Figure 4.
Accordingly, in each repetition, 10% of the data were used
as a test set and the rest as a training set. In addition, 10%
of the training image sets have been used to create the vali-
dation set.

4.2. Evaluation Criteria. Several quantitative criteria includ-
ing specificity (Spe), accuracy (ACC), recall (sensitivity)

(RE), precision (PR), and F1 are used to show the perfor-
mance of the proposed method [40].

Generally, accuracy (ACC) refers to a model’s ability to
accurately predict the output label. Equation (3) depicts the
accuracy criterion. It also should be mentioned that variance
and mean in 10 numbers of repetitions are considered to cal-
culate accuracy for 10-fold cross validation. This criterion
examines the training level and functionality of the model,
although it has no further information regarding the model
accurate functionality.

Accuracy = TP + TN
total examples

: ð3Þ

In equation (4), precision criterion is shown that is
appropriate for amounts with high false positive.

PR =
TP

TP + FP
: ð4Þ

In equation (5), recall (sensitivity) criterion is shown that
is appropriate for amounts with high false negative.

RE =
TP

TP + FN
: ð5Þ

In equation (6), specificity criterion is shown.

Spe =
TN

TP + FN
: ð6Þ

F1 criterion is shown in equation (7). This criterion also
contains accuracy and recall (sensitivity) criteria. F1
approaches 0 and 1, respectively, in its worst and best cases.

F1 =
2 ∗ RE ∗ PR
PR + RE

: ð7Þ

In the aforementioned equations, TP presents the num-
ber of images which is correctly allocated to Ci class by

Table 3: Descriptions of echocardiogram dataset [4].

Name of attribute Description

Survival This variable indicates the number of months the patient survives

Still-alive A variable which is binary, still-alive is shown by 1 and dead by 0

Age at heart attack Age of heart attack occurrence (in years)

Pericardial effusion A variable which is binary. Fluid around the heart is shown by 1 and no fluid by 0

Fractional shortening A criterion which measures contractility around the heart

Epss Another criterion which measures contractility (E-point septal separation)

Lvdd A criterion which measures the size of the heart (left ventricular end-diastolic dimension)

Wall motion score A criterion which measures the movement of the left ventricle segments

Wall motion index This criterion depends on number of segments seen that can be used instead of the wall motion score

Mult An ignorable var which is derivative

Name Patient’s name

Group Meaningless

Alive at 1 A variable which is boolean, patient was dead after one year is shown by 0 and patient was alive at one year by 1

0 20 40 60 80 100

Class

1
0

Group

Sample index

Training set

Testing set

CV
 it

er
at

io
n

Shuffle split

Figure 4: Stages of sample selection in testing and training sets.
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classifier and FN presents the number of images from class
Ci which are wrongly allocated to other classes using classi-
fier. FP presents the number of images belonging to class Ci
which are allocated to other classes. TN criterion is the num-
ber of images which do not belong to class Ci nor allocated
to this class using classifier.

4.3. Results. In this section, we investigate the proposed
method’s performance on two datasets with varying input
resources. In the first dataset, data are numerical and
extracted from Cleveland dataset. As it was previously men-
tioned, these types of data directly go into the step of feature
selection as inputs. In this section, in order to show the influ-
ence of each attribute, the attributes of this dataset are exam-
ined. Figure 5 illustrates the histogram of the number of

patients per attribute. As it is evident, the amount of most
attributes is imbalanced among patients.

Figure 6 shows the frequency of attributes according to
the individuals’ condition (healthy or sick). With respect to
the aforementioned figure, it is certain that amounts of some
of the attributes have more significant relationships with the
condition of samples and show more separability toward
individuals’ conditions. This relationship and separability,
however, is less noticeable in some of the attributes.

The system’s performance can be influenced by choosing
the right features. Three feature selection approaches are
employed in this case: t-SNE, F-score, and CFS.

As stated in the proposed method, for the three classi-
fiers SVM, RF, and GB, the extracted features based on t-
SNE, F-score, and CFS methods have been used, respectively.

Heart disease data
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Each classifier’s features are chosen using a validation set.
Table 4 displays the outcomes of each approach in the valida-
tion set. It should be noted that the mean accuracy for 10 iter-
ations is reported in this table. According to the results

obtained in both types of input sources (image or numerical),
the t-SNE feature has the best performance in the SVM classi-
fication, the F-score feature in the RF classification, and the
CFS feature in the GB classification, respectively.
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Table 4: Results of different classifiers based on different feature selection methods in validation set.

Type of data Method
Accuracy

t-SNE F-score CFS

Numerical resources

SVM 90.12 (±0.032) 88.34 (±0.570) 81.22 (±0.0078)
RF 85.12 (±0.0322) 86.43 (±0.120) 83.11 (±0.056)
GB 90.21 (±0.0167) 78.45 (±0.077) 88.25 (±0.110)

Image resources

92.60(±0.570) 93.12 (±0.061) 95.65 (±0.018) SVM

94.16(±0.420) 96.32 (±0.045) 89.32 (±0.130) RF

95.78(±0.220) 86.25 (±0.190) 90.74 (±0.470) GB

Table 5: Results of the proposed method in comparison with other methods based on numerical resources in Cleveland dataset.

Method Accuracy Precision Recall Specificity F-score

Logistic regression [8] 83.3 — 86.3 82.3 —

K-neighbors [8] 84.8 — 85.0 77.7 —

SVM [8] 83.2 — 78.2 78.7 —

Random forest [8] 80.3 — 78.2 78.7 —

Decision tree [8] 82.3 — 78.5 78.9 —

DL [8] 94.2 — 82.3 83.1 —

K-nearest neighbor [5] 75.73 — — — —

Decision trees [5] 72.45 — — — —

Random forest [5] 75.73 — — — —

Multilayer perceptron [5] 67.54 — — — —

Naïve Bayes [5] 76.26 — — — —

Linear support vector machine [5] 77.73 — — — —

Faster R-CNN with SE-ResNeXt-101 [4] 98.00 96.16 98.47 96.02 97.58

Proposed method 98.7 96.61 99.18 96.65 98.48
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Figure 7: The initial results based on different architectures in image classification.
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The proposed method’s results are shown in Table 5. As
is obvious, the proposed method outperformed all of the
other methods.

In the following, the performance of the proposed
method based on the image resource is examined. It was
noted in the proposed method section that the choice of
convolutional network design affects the method’s perfor-
mance; hence, four different architectures were investigated:
AlexNet, ResNet, VGG-16, and VGG-19. Training occurs
solely in the fully connected layers, which is identical to an
MLP network used for classification, and the convolutional
layers needed to extract the feature are not learned due to
the usage of transfer learning. The output layer has the same
number of layers as the number of classes and is made up of
two layers. The accuracy performance of each type of archi-
tecture with 50 repetitions to train fully connected layers is
shown in Figure 7. This comparison shows that the VGG-
16 architecture performs better, and as a result, this architec-
ture has been used to extract features. The results show that
a fully connected neural network (e.g., MLP) reports accu-
racy of 96.4% for image classification, and this approach
can improve performance.

Table 6 shows the results of the proposed method, and as
it can be seen, the proposed method has proved to have a
suitable performance on these types of data.

In this section, the voting method is evaluated with two
different perspectives. In the proposed method, the same
weight for each classifier is considered. Table 7 shows the
results obtained from the proposed method based on
weighted majority voting with different weights for each
classifier. As can be seen in the below table, the proposed
method has performed better.

5. Conclusion

Many researchers have been interested in using ML to diag-
nose heart diseases in recent years. In this paper, IoMT is

used for receiving input data based on numerical and image
resources. In this paper, to diagnose the condition of heart
disease patients, a hybrid method based on feature extrac-
tion from images using transfer learning, feature selection
using t-SNE, F-score, and CFS, and classification using the
combined output of three classifiers including GB, SVM,
and RF using majority voting is used. It was indicated that
feature selection or a subset of suitable features is a funda-
mental part of these types of systems and highly influences
the accuracy of their performance.
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To examine the correlation between worker safety, workplace interpersonal problems, and individual flexibility within a
cyberphysical human system (CPHS), we employed a stacked autoencoder (SAE) approach and a cloud-based computing
environment. The study’s statistical population includes construction companies in Mashhad, Iran. To collect data, descriptive
surveys and applied research approaches are employed. Thus, data is collected using a cloud-based platform, data processing
tools, and information analysis methods. It is our main objective to figure out how to reduce construction accidents and make
people safer. Our study used a sample of 200 people to study the entire study population because it is difficult to study the
entire study population. There were 151 valid questionnaires collected after the questionnaire distribution. We developed a
28-item questionnaire as part of the study in addition to the Questionnaire on Experience and Evaluation of Work
(QEEW). Implementing an optimized SAE network can reduce dangerous situations, physical injuries, supervisor conflict,
workplace stress, interpersonal conflict, and colleagues’ involvement. As a consequence of the large amount of data needed
for quick analysis and mechanism construction, cloud computing performed admirably. The study of interpersonal conflicts
and individual flexibility among construction workers was necessary because only limited research had been conducted on
these topics.

1. Introduction

To achieve the company’s goals in the urban and mass
construction industries and to establish a successful CPHS
ecosystem, human resources (HR) are crucial [1]. These
businesses would not be able to accomplish their objectives
if people’s demands were not taken into account [2]. Human
resources play a crucial part in the growth of urban centers
and mass construction as a result of this. By employing a
sound HR management philosophy, businesses may strike
the right balance between employee and management needs
[3]. The key goal of this phase is to establish a pleasant
working atmosphere and provide employees with adequate

working circumstances. Workplace safety is a hot concern
in HR management [4, 5]. According to the evidence,
employers, contractors, and employees may have been negli-
gent. It is critical not to overlook the current flaws and legal
loopholes [6]. Occupational psychologists have focused their
emphasis on the stress and pressures linked with the work-
place in recent decades [7]. The majority of mental illnesses
and tension problems are caused by occupational stress. As a
result, it is critical to address this problem and better under-
stand workplace stress.

Depending on the nature of their employment, human
resource professionals may be exposed to a number of men-
tal health difficulties. Due to stress, an individual’s capacity
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to do work and its needs may have a disproportional rela-
tionship [8].

Due to workplace inequities, workplace conflicts or
interpersonal disagreements are likely. People’s thoughts
and attitudes are influenced by their psychological, social,
and personality qualities [9]. As a result of these professional
problems, personal conflicts emerge [10, 11]. Because of
interpersonal disputes, there may be a lot of tension, dread,
and distrust in the workplace [12, 13]. These interpersonal
conflicts have profound behavioral and functional effects.
Workplace interpersonal conflict has been demonstrated to
negatively influence productivity and employee morale
[14], as well as organizational commitment [15].

Adaptability is a must-have skill in today’s world of
developmental pathology and mental health. Flexibility was
once thought to result from a person’s ability to be self-
aware and adaptable. In the face of adversity, people are
capable of adapting and reaching beneficial outcomes. Exter-
nal influences, on the other hand, play a role in resilience.
Researchers now consider various factors when evaluating
individual flexibility, such as problem-solving skills, person-
ality, temperament, environmental events, and challenges.
Flexibility is a dynamic procedure that includes adaptation
in the face of adversity. As a result, a flexible person pos-
sesses several outstanding qualities. These abilities include
the ability to take calculated risks and improve conditions.
Positive attributes from the inside and out, as well as other
factors, can help to improve a situation. In light of the pre-
ceding, this study was aimed at looking at conflicts between
construction site supervisors and coworkers. When it comes
to physical and mental health concerns, the study will look
at characteristics such as gender, age (male or female), chal-
lenging work situations, work experience, and job features to
see if there is a link between these factors and physical, men-
tal, and health problems.

In order to improve the accuracy of software systems’
predictions without requiring explicit requests, machine
learning (ML) is used [16, 17]. Predictions about future out-
put values are generated by ML algorithms based on histor-
ical data. In addition, cloud computing refers to Internet-
based services that are delivered to users over the Internet
[18, 19]. This type of resource consists of data storage and
retrieval devices, networks, and software. In recent years,
the integration of machine learning and analysis-oriented
methodologies has simplified information processing in the
field of networking. Cloud computing allows anyone and
everyone access to numerous technologies without being
an expert in each. Using the cloud will benefit consumers
since they can focus on their main business rather than wor-
rying about technology (IT).

Accidents and fatalities are common in the construction
industry, making safety a crucial concern. Occupational con-
flicts and injuries are common in construction, which is a
high-risk occupation. However, to meet the current develop-
ment and progress challenges, quality human resources are
crucial. Given the risks workers face in this industry, human
resources need to be of higher quality. Due to these diver-
gent viewpoints and attitudes, conflicts and disagreements
often arise regarding how resources should be used. In addi-

tion, how to account for the performance of artisans,
employees, and supervisors is crucial to examine the relation
between flexibility and interpersonal conflicts. Because the
study was aimed at investigating interpersonal conflicts
and flexibility, the research was aimed at address the fol-
lowing issues: (1) academic level, (2) daily job hours, (3)
intellectual background and mental, and (4) adaptability
skills.

A deep neural network (DNN) [20] is a method ofML that
can self-learn and produce outputs independent of their
inputs. Rather than storing data in databases, data is now
stored in networks. Cloud computing provides the perfect
platform for deep learning. Automation of large-scale data
analysis is made possible by using deep learning and cloud
computing. Furthermore, it enables employees to store infor-
mation related to interpersonal conflicts at work securely.

The preceding cases examine interpersonal conflict. To
be able to minimize the impact of interpersonal conflict, a
suitable and accurate process must be created using a fusion
and deep hybrid model of an optimal deep neural network
structure.

The research and analysis of various studies may
include additional significant components. Can individual
flexibility affect interpersonal conflicts? This study was
aimed at answering that question.

We consider individual adaptability, interpersonal ten-
sions, and autoencoding of the output through fusion-
hybrid algorithms.

We examine the correlation between interpersonal
difficulties at work and physical safety utilizing a fused auto-
encoder model (stacked autoencoder) and cloud environ-
ment. In our previous study, artificial neural networks were
used to examine workplace conflict and individual flexibility
by collecting cloud-based information and integrating neu-
ral networks [21]. In light of this, we employ autoencoder
network fusion rather than neural network fusion. After
studying the relationship between worker safety, workplace
conflict, and individual adaptability, we also developed our
high-performance computerized system.

The following aspects have been significantly improved
as a result of our initiatives:

(1) An enlarged deep decision-making structure was used
to investigate the relationship between physical safety
outcomes and workplace interpersonal differences

(2) This study examines the association between
workplace interpersonal conflicts and job tension
and stress by employing an optimal deep decision-
making model

(3) The enhanced-fusion deep SAE used by cloud com-
puting has improved data integration and security

In the second section, we discuss related efforts. In
Section 3, an optimization technique is applied to study
the relationship between interpersonal disagreements and
individual flexibility. Section 4 delves more into the findings
and conclusions. Section 5 concludes with a synopsis of the
major issues and conclusions.
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2. Related Work

Interpersonal conflicts are considered a violation of an
organization’s norms, regulations, and formal procedures.
In addition, an aim-based systematization approach allows
it to be further subdivided into conflicts with coworkers
and conflicts with the organization. The result may be
understaffing, absenteeism, furniture and equipment dam-
age, and bizarre conduct toward coworkers and strangers.
Conflict-related emotional states and attitudes have caused
aberrant behavior in individuals and settings for many years
[22]. Conflict in relationships has a cascading effect on all
parties involved. The avoidance of this situation is not only
impossible, but instead, it fosters greater appreciation for
the origins and significance of human connections. Relation-
ships with no conflict are not as interested as those with
conflict [23].

Long-term problems can result in violence if they remain
unresolved. A harmful effect of emotions, anxiety, and
defense on initial bonds links interpersonal conflict inextri-
cably [24]. The term interpersonal conflict refers to conflicts
with other people. A dispute of this kind weakens relation-
ships by causing tension, anxiety, and other unpleasant
emotions that compromise one’s ability to perform daily
tasks. Relationship difficulties are associated with a higher
incidence of self-harm. Interpersonal conflicts can be exacer-
bated by a variety of factors, such as disagreements about
ideas, priorities, values, and motivations, as well as cultural
differences [25, 26]. The construction industry shares spe-
cific characteristics with organizational conflicts. Disputes
occur when individuals try to accomplish objectives that
oppose one another, resulting in a waste of money and time.
It is necessary to understand the subject in order to deter-
mine if a conflict exists. Conflict can have detrimental effects
on human resources [27, 28].

According to research, deviant behavior is more preva-
lent when people are at odds with their coworkers or supe-
riors [29]. “Work stress,” which can be triggered by a
range of conditions, is one of the most prevalent types of
conflict-related stress. The causes of workplace stress may
include inadequate reward systems, poor payment systems,
job insecurity, fear of job loss, physical characteristics, a
low or high workload, or night shifts. Engineering and build-
ing involve such a broad range of operations that conflicts
resulting from them are particularly common. Construction
is one of the most dangerous industries in the world due to
the high rate of accidents and the absence of workplace con-
trol. Although it contributes to a significant part of the
global economy, it is unreliable because of its complexity,
danger, and unsanitary working conditions [30]. Construc-
tion site accidents are second only to mine accidents in
terms of frequency. According to current figures, the
construction industry is responsible for around 30% of all
occupational accidents in the country. Accidents in this
industry result in a 15% fatality rate, which is a notable fig-
ure. On the other hand, the bulk of these occurrences is tied
to job conflicts and the stress that accompany them.

Stress at work is commonly attributed to interpersonal
conflicts at work (ICW) [31]. Conflicts between ICWs and

their managers and coworkers are two of the most common
ICW types on construction sites. Also examined were factors
that differentiate interpersonal disputes from aberrant
behaviors, as well as direct and indirect effects of interper-
sonal conflicts on deviant behavior. A key component to this
equation is personal adaptability. There is no universally
accepted definition of personal flexibility despite substantial
research on the topic. Although it was first investigated
about four decades ago with a peak of interest in the mid-
1980s, academics have studied it for years. As well as partic-
ipating in meaningful activities regularly, psychological well-
being is characterized by a positive attitude toward oneself
and others [32]. Also, it requires adapting one’s thoughts
and actions to continually changing conditions [33].

3. The Suggested Procedure

Figure 1 illustrates the general framework of the proposed
method for recognizing conflicts created in the workshop
environment. Following is a description of each section of
the method.

3.1. Statistical Characteristics and Data Collection. Statistical
methods are used to analyze the numerical data collected
from samples. There are two primary characteristics of
quantitative analysis: (1) Evaluating individual and organi-
zational characteristics by collecting data and (2) experimen-
tal studies, correlational studies, and surveys can all be used
to conduct comparative research. It is possible to classify
quantitative research as descriptive (comparative and corre-
lational), relational (comparative), or practical (quasiexperi-
mental, real, and single case).

In the paper, which is based on the process analysis
method developed by Chen et al. [34], safety precautions
and stress levels of construction workers are discussed.

The results of the analysis are generalized after data col-
lection and sample examination. These methodologies need
to produce scientifically generalizable and probabilistic
results after data collection and sample examination. Many
strategies exist for selecting samples for this purpose [35].
We used a judgmental sampling approach in our study.
Although certain facilities are easy to access, this sampling
strategy probably limits generalizability, but it is the only
way to gather data from specific individuals in a statistical
population. It is necessary to use a full system with specific
properties in order to collect the relevant data. We chose
research subjects based on the following criteria:

(1). A construction project that is progressing at a rate
greater than 60%. In addition to the fact that many people
work in such an environment on a daily basis, many con-
struction projects are underway to further realism

There must be a minimum of 10,000 square meters of
infrastructure. The single criterion led to the exclusion of
many traditional structures from the list.

(2). The project involves construction over four stories in
height. The purpose of this criterion is to ensure that the
selected structures are at least a certain height above the sur-
rounding ground. Altitude, however, increases the likelihood
of errors and hazards. Operators at heights must pay more

3Wireless Communications and Mobile Computing



attention to safety instructions due to the increased level of
attention required

In conclusion, determining the sample size for research
is an important step that should be taken at the beginning
of a project. Insufficient samples make it impossible to gen-
eralize the results to the statistical population; however, even
large samples are not necessarily indicative of reality, which
is why monitoring is fundamental. In order to avoid wasting
money, labor, and other resources during a study, the sam-
ple size should not be excessive. According to the aforemen-
tioned criteria, twenty construction sites in Mashhad, Iran,
were selected for the study’s sample of construction workers.
Ten questionnaires were provided to each construction site,
and 151 questionnaires were returned by participants.

A standard questionnaire with items on a five-point
Likert scale is the primary data collection tool. Typically,
respondents were asked to fill out a written questionnaire.
As construction workers are often illiterate, the researcher
or his assistants could also fill out the forms by interviewing
them. We can be reached in a variety of ways, including by
phone, email, or any other method. Questionnaires can be
mailed and then returned. The questionnaire should be dis-
tributed and received online in a web-friendly format or via
email if the necessary facilities are available. As a result, the

number of respondents increases, while the speed and preci-
sion with which the survey is conducted, received, evaluated,
and reported increases. During the fieldwork phase of the
study, the authors explained the questions to participants
and instructed them how to answer them.

3.2. Analysis Procedure. A questionnaire and statistical
approaches were used in the current study. Data from the
survey was imported into MATLAB before SPSS was used
to analyze it. Lastly, a cloud server can be used to update
the processing tools. When Van Weldon and Meyman
developed their own questionnaire in 1992 and 1994, they
drew inspiration from the QEEW [34, 35]. Studying work-
place health was conducted for the purpose of gaining a
better understanding of it. The 28 items in this survey are
divided into seven subcategories (i.e., conflict with col-
leagues, unsafe events, physical injuries, conflict with
supervisors, physical safety outcomes, job stress, and
interpersonal conflict). A questionnaire’s validity can be
determined by Cronbach’s alpha coefficient. Validity and
reliability refer to the consistency of results over time and
similar circumstances.

In order to determine the skewness of one’s opinions,
attitudes, and beliefs, Cronbach’s alpha coefficient can be
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Figure 1: As shown in the figure, the proposed method consists of two common parts: data collection and processing.
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used. Scales can be used to quantify the consistency with
which respondents answer survey questions. Diverse indi-
viduals, things, and actions are assigned numerical values
along a continuum. Since it is based on the concept of com-
parability, the Likert scale is the most commonly utilized
scale in social study. The components of the survey have
been assigned a numerical value (e.g., a Likert scale of 1-5).
An individual’s proclivity is determined by the sum of their
scores. There is a formula for computing Cronbach’s alpha
in the following section:

α = 1 − σ−2 × 〠
k

i−1
S2i

 ! !
× k × k − 1ð Þ−1, ð1Þ

where σ, S2, and k represent the variance of the total scores,
the variance of item i, and the number of scale items, respec-
tively. In light of the definition of Cronbach’s alpha, the
following conclusion can be reached:

(i) According to Cronbach’s alpha, the strength of
the relationship between the questions can be
determined

(ii) When the mean variance is large, it is difficult to use
Cronbach’s alpha

(iii) With an increase in the number of items, Cron-
bach’s alpha changes either positively or negatively
according to the type of relationship between the
questions

(iv) As sample size increases, Cronbach’s alpha increases
since mean-variance decreases

3.3. Fusion of Autoencoder Models. Automatic encoders are
used to create stacked autoencoders (SAE). An autoenco-
der’s hidden layers are connected to the hidden layers of
the next autoencoder in a neural network. Training requires
that the previous autohidden encoder layer be used as an
input to the following one. The SAE architecture that was
used in this experiment is shown in Figure 2. The SAE can
be used to create new abstractions by stacking existing ones
on top of each other. Following the reconstruction of the
hidden layer using data collected via questionnaires and sta-
tistical analysis, the final output combines the high-level
characteristics of employees and coworkers. Properties
determine an object’s conductivity distribution. Logistic
regression is used to determine the conductivity distribution.

High-level characteristics are presented regarding the
DNN. U = fGð1Þ, Gð2Þ,⋯, GðMÞg is one of the symbols
used, while M (training set number) and GðkÞ ∈ ½0, 1�m are
the other two (normalized characteristics). The letter m
denotes an unknown number of attribute values in a collec-
tion of randomly generated attribute sequences.

3.4. Cloud Computing. The mean, standard deviation, vari-
ance, and median of a set of data were calculated using
SPSS software. SPSS also includes data management and
mining. MATLAB can also be used to create mathematical
and statistical software as well as user interfaces. Debug-

ging, creating m-files, and modifying workspace variables
are also available. MATLAB 2021b was the only version
that included Fusion SAE and design analysis capabilities
to users. Our qualitative research was carried out using
SPSS.

Since data may be sent from a mobile device to a cloud
computing center, mobile cloud computing can be imple-
mented into the structure. Base stations develop and operate
network and device interfaces to be simple to use (which
may be transformers, access points, or satellites). Servers
connected to mobile network services get information about
workers’ whereabouts and identities in a mobile work
environment. Mobile networks can monitor data such as
employee authentication and access privileges within this
important context. On-the-job experts can access databanks
holding critical information about agents and subscribers.
Furthermore, industry experts strongly recommend data
movement from the Internet to the cloud. Customers can
make identical cloud service requests using their mobile
devices thanks to cloud controllers in the cloud. Web
servers, apps, and databases can all be constructed using
virtualization and service-oriented architecture (SOA).

4. Experimental Results

This study focuses on Iranian construction workers in
Mashhad. The descriptive information we use in our study
include gender, work hours, employment history, and age.
Figure 3 shows the data on work experience, hours worked,
and age factors, but there are no female construction
workers.

Moreover, Figure 3 shows that 44.8 percent and 45.7
percent of those surveyed who worked between 6 and 8
hours a day experienced fatigue and decreased safety, respec-
tively. With 17.9% of those aged 20 and below, 33.1% aged
21-30, and 28.5% aged 31-40, and there are 20.5 percent of
those over 40 in the study, as shown in Figure 3. As shown
in Figure 3, only 15.9% of workers have less than five years
of work experience, 27.2% have six to ten years, 23.8% have
eleven to fifteen years, and 33.1% have more than fifteen
years, respectively.

4.1. Software Environment Setting. Analytical and statistical
tests were conducted in the 2020 MATLAB programming
environment, and the results of the simulation of a software
model were included in the statistical testing. Intel (R), Core
(TM), and Core i7 CPUs, 8GB of RAM, and a 64-bit oper-
ating system power the modeling system.

In order to minimize overfitting, ten different architec-
tures were tested, each utilizing the DNN with a few modifi-
cations in the first hidden variable layer (among the tested
folds) in order to find the design with the lowest mean
square error (MSE). Thus, if the mean error square factor
is less than a predetermined value (0.05), the selected net-
work is chosen as a starting point; if it is larger, the least
MSE and corresponding structure is chosen.

It is crucial that the DNN model has a sufficient number
of hidden layers in order to be able to learn. Our models are
often fine-tuned by varying the learning rates and number of
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iterations for each layer. Generally speaking, we construct
networks of 3 to 5 layers. A minimum of 150 nodes were
present in all three layers of the hidden and input layers,
respectively. Pretraining learning rates decreased by approx-
imately 0.1 to 0.01 based on the training stage. We fine-
tuned the system by iterating between one and five hundred
times. In the pretraining session, each ten-person group was
subjected to 100 epochs of training in the same network con-
figuration, among others. At this point, the batch size was
reduced to 40. The MSE was used to evaluate the perfor-
mance of the network.

4.2. Inferential Outcomes. To assess the relationship between
variables, we used the correlation matrix (CM) test. Table 1
demonstrates the correlations among the various variables.
In this table, Var1, Var2, Var3, Var4, Var5, Var6, and
Var7 are conflict with colleagues, insecure events, physical
injuries, conflict with observers, physical safety results, job
stress, and interpersonal conflict, respectively.

Statistically, all the factors have a significant correlation.
An association exists between injuries, risky situations,
unhappiness with coworkers, interpersonal conflict, and
conflicts with observers. Individuals with high degrees of
interpersonal conflict, including conflict with supervisors
(r = 0:362), unsafe working conditions and injuries
(r = 0:351), and conflict with coworkers (r = 0:354), are
more likely to report high degrees of stress in the workplace.

Anxiety in the workplace is closely associated with con-
flicts with supervisors (r = 0:718), injuries, accidents, and
other dangerous situations (r = 0:856), as well as disagree-
ments with coworkers (r = 0:926). Insecure situations
(r = 0:646), physical injuries (r = 0:642), and disagreements
with coworkers (r = 0:689) all have strong correlations.
Workplace issues seem to have a strong correlation. The cor-
relation coefficient (r = 0:830) shows that coworker insecu-
rity and disagreement are related.

The descriptive statistics and relationships between vari-
ables are presented in Table 1. These results reveal that the
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Bottleneck hidden layer

Output layer

Decoder2

Encoder2
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Figure 2: The configuration of the suggested model as SAE classifier.
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Figure 3: Participants’ frequency distribution demographic scheme of respondents based on the working hours, age, and work experience.
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variables management commitment to safety, observer per-
ception of safety, peer perception of safety, safety knowledge,
and individual adaptability all have a negative correlation
with symptoms. On a bodily level, they are affected by
dangerous events and stress-related ailments. Positive
relationships were found between occupational stress and
overtime, dangerous occurrences, and psychological stress
indicators. Table 1 demonstrates a strong correlation
between management commitment to safety, observer safety
perception, peer safety perception, safety knowledge, and
individual adaptability. Overtime was found to be positively
associated with job stress. Positive correlations were found
between physical symptoms, dangerous incidents, and work
stress. To summarize, management commitment to safety
and observer perception of safety showed the strongest
negative correlations with physical symptoms and risky
incidents; peer perception of safety had the strongest nega-
tive correlations with psychological stress symptoms. Work
stress was found to have the most negative associations with
physical symptoms, dangerous incidents, and psychological
stress.

In the final evaluation of the generated models, we look
at the impact of various input factors on error amounts. Sen-
sitivity analysis is required for every SAE model to get rid of
superfluous input. The information cost of the model drops
when this data is deleted, and the accuracy of the model
increases. Goal functions are supposed to target safety out-
comes for employees. The variables or control parameters
affect the output function based on the input information
(e.g., physical injuries, interpersonal conflict, unsafe events,
job stress, conflict with supervisors, and conflict with
colleagues). Every phase has its own set of control variables
that affect how quickly and thoroughly the input layers
and hidden input function are examined. Several variables
other than the dependent variable were examined to test
the key hypotheses.

4.3. Model Analysis. In comparison to other approaches
within the same family, the SAE network is a lot more accu-
rate at classifying attributes. We provide the root mean
square error (RMSE), convergence, and loss functions, as
well as the smallest RMSE. Further, the layer-wise reduction
factor might be increased to reduce complexity. Besides, a
small change in RMSE means that the features in a
decision-making and segregation network are not properly

separated. Through the SAE network and a few repetitions,
a very large data set from workplaces can be reduced to
the most significant patterns. In real-time or near-real-
time applications, feature values may be beneficial, but
they may not be necessary in other cases. For each set of
workplace scenarios, Figure 4 shows the convergence and
loss functions.

4.4. Discussion. Knowledge of risk, risk management,
safety regulations, and procedures influences construction
workers’ attitudes toward safety. According to the introduc-
tion, there is a link between these attitudes and workers’
safety-related activities. According to Chen et al., [34] there
is a lack of research on worker safety and interpersonal con-
flict, particularly in underdeveloped nations. The authors
used the data from building workshops to examine how an
individual adapts and conflicts with colleagues.

Questions for the questionnaire’s safety component were
derived from prior studies conducted in high-risk industries
like construction. It was determined that seven variables
needed to be considered before the final questionnaire could
be developed. People’s proclivity for interpersonal conflict is
influenced by many factors, including the amount of stress
they experience at work, the hazards they encounter while
working, and their relationship with their supervisors.
Physical injuries, unsafe environments, and clashes with
coworkers can exacerbate interpersonal conflict. This study
also incorporates earlier research findings. Road construc-
tion and injuries are two factors contributing to unsafe
behavior. Employees’ attitudes toward safety, as well as their
adherence to and participation in it, are assessed in this
study. Additionally, staff commitment and involvement
were found, as well as an understanding of the importance
of workplace safety [36].

According to a review of the articles, some research sup-
ports the comparison of safety findings across industries.
According to Chen et al. [34], the building industry in
Ontario has a safety environment of 35. The highest score
for the overall safety climate was “neither agree nor dis-
agree,” which received 3.69 out of a possible 5. As a result,
construction employees do not work in an environment that
promotes safety. The disparity in overall safety environment
rankings could also be explained as a result of the high value
placed on safety in the US based on various methodologies
or sample sizes. It is likely that these two variables are

Table 1: This table shows the CM test between various variables.

No. Var. Avg. STD 1 2 3 4 5 6 7

1 Var1 9.73 2.41 0.387∗ 0.918∗∗ 0.844∗∗ 0.712∗∗ 0.838∗∗ 0.835∗∗ 1

2 Var2 9.42 2.56 0.289∗ 0.858∗∗ 0.783∗∗ 0.644∗∗ 0.739∗∗ 1 —

3 Var3 9.96 2.40 0.367∗ 0.833∗∗ 0.794∗∗ 0.676∗∗ 1 — —

4 Var4 9.76 3.03 0.356∗ 0.712∗∗ 0.674∗∗ 1 — — —

5 Var5 9.85 2.65 0.328∗ 0.848∗∗ 1 — — — —

6 Var6 9.91 2.45 0.362∗ 1 — — — — —

7 Var7 9.88 2.23 1 — — — — — —

Moreover, the star sign is p < 0:005, and the double star sign is p < 0:001 correlations.
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Figure 4: Continued.
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responsible for the disparity between the total scores in the
safety environment. The comparison will help ensure that
the workshop’s safety culture remains strong by managing
the field of safety training based on the work procedures that
are regularly employed. Construction and manufacturing
industries use this practice regularly.

When developing safety training programs, more atten-
tion should be paid to changing employees’ attitudes about
risky acts and environmental hazards they have to pass
through. Injuries related to this job are likely due to the
nature of the working relationship. A lack of interest by
management in addressing unsafe situations may have
encouraged those who work in hazardous environments to
keep doing so. A risky act or a danger already present in
the workplace could cause it. Using workers’ own personal
experiences, researchers can infer their reactions to poten-
tially hazardous situations. Even if they have not been
involved in a personal accident, they are still at risk. But they
had no idea what was happening.

According to a study by Chen et al. [34], workers’ safety
performance is directly linked to psychological stress. As
part of a study of construction disasters, Haslam et al. [37]
conducted focus groups. Approximately, 70 percent of the
incidents were caused by worker or team issues; 56 percent
were caused by equipment (including personal protective
equipment); 27 percent were caused by the propriety and
condition of materials; and 27 percent were caused by
inadequacies in risk management. Steel construction
workers were studied for their safety behavior and coping
mechanisms. The researchers found a significant correlation
between an individual’s age and their safety behavior
(p = 0:016; r = 0:301).

The correlation (p = 0:260; r = 0:315) did not mention
the relation between education level and safety behavior.
The researchers found a relationship between tenure and
safe work practices (p = 0:001; r = 0:422). Therefore, the
association (p = 1:0; r = 0:015) was insufficient to define cop-
ing strategy and safety behavior appropriately.

There is some evidence between psychological stress
(such as workplace stress and job satisfaction) and safety
performance, according to a study by Siu et al. [38].
Examples include accident rates reported by workers and
workplace injuries. A questionnaire was given to construc-
tion workers in 27 Hong Kong development zones. Worker
safety in hazardous situations can be enhanced by recogniz-
ing a variety of stressors that affect two distinct categories of
workers, said Leung et al. [39]. Study participants were
divided into two groups based on the type of stress they were
experiencing: work-related stress or emotional stress.
Construction workers’ emotional stress was found to be
the most influential risk factor for occupational injury
events, while job overload and interrole conflict predicted
emotional stress.

As demonstrated in this section, which focuses on corre-
lations between single elements, there is no link between
workers’ well-being and interpersonal conflict. At the p <
0:05 significance level, work-related stress, conflicts with
supervisors, physical injuries, dangerous accidents, and
colleague participation all had a significant association.

4.5. Our Inferences. The study’s findings verified a number of
the study’s assumptions, including the following:

(i) Interpersonal conflicts in the workplace have a
beneficial effect on physical safety

(ii) ICWs are associated with occupational stress

(iii) ICWs and bodily injury are inextricably linked

(iv) Workplace injuries are related with conflict among
coworkers

(v) ICW conflict is positively associated with instances
of occupational insecurity

(vi) There is a correlation between increased workplace
stress and supervisor engagement
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Figure 4: This figure depicts the RMSE convergence and loss function of the workplace flexibility analysis, (a) and (c) are the RMSE
calculation based on train and test samples, and (b) and (d) are the LOSS computation based on train and test samples.
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(vii) There is a correlation between insecurity and con-
flict with observers (ICWs)

The following concerns have been identified as a result of
this analysis:

(1) A weak safety culture is inextricably connected to a
lack of success in adopting safety measures. In the
absence of a safe environment, dangerous behavior
may be encouraged. Unfortunately, construction
workers have learned their craft by trial and error,
which has resulted in the spread of detrimental prac-
tices using the workplace as a model

(2) This study discovered a high correlation between
construction site accidents and a lack of knowledge
of potentially hazardous conditions

(3) When it comes to ML and cloud computing, data
security is critical. Cloud computing, which refers to
a shared pool of programmable computer resources,
can be utilized to establish a demand-based network.
Additional alternatives include collocated application
programming interface (API), API-enabled pro-
grams, and cloud computing services such as cloud
desktop storage and cloud data gateways. This means
that it is simple to install and manage, taking only
a few minutes. Cloud computing, the study found,
has a considerable impact on the creation of
employee ties

Historically, safety criteria were not generally accepted,
and cultural differences were shown to affect them. Since dif-
ferent entities enforce different management and safety
requirements, they influence elements in one business that
may be wrong in another. This study was placed on a con-
struction site in an underprivileged country such as Iran.

Due to the particular nature of construction manage-
ment approaches and circumstances, such as the presence
of contractors, workers who are primarily involved in exper-
imental building, and employees who lack technical skills,
establishing a safety culture in construction workshops is
challenging. Safety will become much more critical in this
field of employment. Corporate culture and employee atti-
tudes can contribute to the removal of safety barriers. To
enhance workplace safety, it is critical to identify areas for
improvement and then work to reinforce those areas. When
safety procedures are followed properly, workplace incidents
decrease, and safety initiatives are more successful. Both
management and employees must adjust to these develop-
ments. The authors’ recommendations for more research
are aimed at addressing the study’s limitations:

A toolbox meeting is being portrayed as a training ses-
sion. Daily, workshop employees are exposed to potentially
hazardous situations and are taught how to recognize them.
Worker safety seminars should be held to educate employees
on safety programs and build their trust in management’s
ability to perform them.

When workers are educated experimentally to work in
experimental environments, these behavior patterns are

abolished, and workers are encouraged to engage in appro-
priate actions when confronted with hazardous conditions;
they are less likely to engage in insecure behaviors. Priority
is given to employee well-being over all other issues:
accountability and duty on the part of managers for promot-
ing safer working environments and procedures. Any busi-
ness should prioritize training its employees on potential
workplace hazards and how to avoid them. Regular interac-
tion between managers and employees, as well as cloud-
based technologies that make it simple to get safety-related
information at work, should be established as a way of acces-
sible workplace safety communication. Each job has unique
safety equipment that must be kept on hand at all times.
Cloud computing offers the ability to improve responsive-
ness and precision in issue solving while also saving money
and time.

DL should be utilized to address problems and chal-
lenges such as low accuracy in different ML systems rather
than traditional ANN [40]. Even though artificial neural
network outputs are intended for learning, DL has been
employed to overcome a variety of categorization difficulties.
According to industry experts, cloud-based data processing
should also be more accurate and secure.

Concerns about cloud computing’s complexity are legit-
imate. Before embarking on any cloud computing strategy or
implementation, it is necessary to conduct a thorough study
of all data sets, services, and workloads [41]. Automation
and abstraction were employed to handle the cloud comput-
ing tools and information management. This section of the
manual discusses procedures and field tools, as well as data
entry and justification for resource deletion or update.

4.6. Challenges and Future Aspects. Data management and
analysis were shown to be protected by machine learning
and cloud computing in this study. A demand-based net-
work can be built using cloud computing, a shared collection
of programmable computer resources. More options for
cloud computing include APIs for web services or API-
enabled programs such as cloud desktop storage and cloud
data gateways. Getting this up and running will only take a
few minutes. The study found that cloud computing has a
significant impact on the development of employee connec-
tions. Before this discovery, there was no consensus on safety
issues because of cultural differences. Different management
and safety standards can impact the influencing elements in
one industry. An impoverished nation like Iran was the
setting for this study. The challenge of establishing a safety
culture in a construction workshop is due to construction-
specific management approaches and conditions such as
the presence of contractors, experimental workers, and
employees who lack technical skills. In this line of work,
safety will become increasingly imperative.

Safety barriers can be reduced by changing organiza-
tional culture and employee attitudes. It is most effective to
identify the areas that can be improved in order to promote
workplace safety. As a result, workplace accidents are
reduced, and safety initiatives are more effectively imple-
mented. Both management and the workforce must adopt
these changes. In addition to pointing out the study’s
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weaknesses, the authors have made recommendations for
future research: a training session called a “toolbox meeting”
is being conducted. The factory workers are constantly
exposed to potentially hazardous conditions, and they are
taught to recognize them.

In order to provide workers with a better understanding
of safety procedures, training sessions should be scheduled.
As a result, workers will feel more confident about manage-
ment’s ability to enforce them. Workers in a dangerous envi-
ronment must experiment to learn effective skills and avoid
ingrained ineffective habits. This is why it is imperative to
train them in this way. Employees’ health and happiness
must always come first. It is the management’s responsibility
to ensure the safety of workers. Companies should focus on
educating employees about workplace hazards and how to
prevent them.

Regular employee and management interactions, as well
as cloud-based services that make it easy to obtain safety-
related information, should be implemented to facilitate
accessible workplace safety communication. Regardless of
the time of day or night, safety equipment should always
be readily available for any job. In addition to improving
responsiveness and problem-solving capabilities, cloud com-
puting reduces costs and enhances timeliness. For problems
like low accuracy when it comes to machine learning sys-
tems, deep learning should be used instead of traditional
artificial neural networks. In addition to addressing many
categorization problems, deep learning was developed to
develop the outputs of artificial neural networks for learning.
Experts believe that cloud computing should improve data
processing accuracy. Cloud computing plans and implemen-
tations must begin with a thorough analysis of all data sets,
services, and workloads [41]. The guidebook discusses cloud
computing, data management, and workflows in this section.
Workflows and field tools are also included, as are adding
data and justifying changes to resources. We will investigate
different conflicts between workers in the workshop and use
new methods such as deep transfer learning [42] and long
short-term memory (LSTM) structures in the future. In
other words, these structures can be trained in advance
and used for classification and prediction in various fields
of workplace flexibility analysis.

5. Conclusion

Construction employees’ attitudes toward safety are influ-
enced by procedures, safety rules, and risk management.
People who hold these views are more likely to engage in
safe work practices, according to previous research. There
are, however, surprisingly few studies examining the
relationship between interpersonal variability, individual
flexibility, and construction workers’ safety outcomes, par-
ticularly in developing countries. Numerous studies have
examined the effects of individual flexibility and interper-
sonal variance on construction site safety.

In this study, behavioral and safety questionnaires were
used. The questionnaire’s first few items were based on
research on construction workers and other high-risk occu-
pations. It was developed based on seven distinct criteria fol-

lowing an initial evaluation. Conflict can arise from various
factors, such as disagreements between coworkers, work-
related stress, injuries, and risky incidents. As a result, past
investigations have been made public. People’s behavior is
influenced by a variety of factors, such as physical injury
and inefficient road design. Furthermore, this study exam-
ines how employees feel about safety and their willingness
to engage and commit to it. With cloud computing, it is pos-
sible to gain a better understanding of individual and work-
place flexibility, as well as construction worker safety and
interpersonal variability.

With deep learning, authors will be able to deal with
issues like low accuracy in ML systems. The output of ANNs
was easy to understand, which made machine learning con-
venient for them. Using cloud computing, the authors’ data
can be managed more accurately and securely. LSTM struc-
tures and deep transfer learning will be used in the future to
develop a system for investigating conflicts between work-
shop workers.
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Agriculture can benefit from urea fertilizer because it contains a lot of nitrogen at a reasonable cost. Urea fertilizer can be stored
easily and does not pose a fire hazard over time. Due to its acidifying properties, urea fertilizer is an ideal fertilizer for many plants.
Input and feed of the urea unit are taken from the output of the ammonia unit (CO2 and NH3). Hence, in this study, two methods
of CO2 recovery from combustion gases and CO2 recycling in ammonia units will be used to increase urea production to realize
low-carbon and industrial systems (including green agriculture). CO2 recovery also reduces environmental pollution, which is a
very important factor in sustainable cities and societies. The results showed that CO reduction increases the overall efficiency
compared to the data reported in the world for the same process, which is due to the reduction of CO input to methanize.
Collecting information around the globe for constructing the same green system considering various conditions in each
environment makes complicated situations in terms of how to design the process and the observed outcomes. However, we
could find a new smart design to build the green system in our case study where it is completely acceptable compared to the
same systems’ outputs. The obtained results indicate that the temperature of the shift reactor can be brought closer to 365°C
without reducing the selectivity of the catalysts, which in turn would increase the CO conversion rate, the CO2 output, and the
overall efficiency of the unit. Finally, it is shown that the rate of CO escape from shift reactors is decreased.

1. Introduction

Nowadays, green industry concept is becoming a major
challenge in modern societies [1]. In this regard, the human
population is expected to reach 9,500,000 by 2050. It means
food shortages occur as per capita demand almost doubles.
Also, the number of acres of agricultural land is declining
as a result of economic growth, residential development,
and climate change [2].

A large number of fertilizers especially nitrogen fertil-
izers like urea (NH2CONH2) are needed to have a modern
society as well as a green industry [3]. As it is obvious, urea
is high in nitrogen and nitrogen is a vital nutrient source for
plant product development. In fact, chlorophyll, proteins,

and protein-carrying compounds are all made from nitrogen
[4]. Compared to other nutrients, nitrogen is a primary and
continuous nutrient for plant growth [5, 6]. Nitrogen con-
tributes initially to rapid growth of roots and leaves and
chlorophyll production and also increases biomass accumu-
lation and yields [7, 8]. Agricultural products need nitrogen
during critical growth stages, which is usually provided by
conventional urea fertilizers [9, 10].

In order to achieve sustainable agriculture, it is essential
to use pesticides and chemical fertilizers in the minimum
amount and optimally [9]. Globally, about 200 million tons
of urea fertilizer are produced each year [11, 12]. Since urea
can be combined with other solid fertilizers, this fertilizer
has become the most widely used fertilizer in the world
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[13–15]. In this way, we can further the development of the
green industry through its optimal production of fertil-
izer [5].

Among all solid nitrogen fertilizers, urea contains the
most nitrogen (46.7%) [16] and it is hydrolyzed to ammonia
and carbon dioxide in the soil. Bacteria in the soil oxidize
ammonia produced in this process into nitrate, which can
then be absorbed by plants. Often, urea is used in multicom-
ponent formulations of solid fertilizers. Since urea is highly
soluble in water, it is also very suitable for use in fertilizer
solutions [17].

Urea is produced industrially by the reaction of ammo-
nia and carbon dioxide at high pressures (13 to 30MPa)
and high temperatures (170 to 200°C) [18]. Interestingly,
urea was first chemically produced by Farben in 1920 [19].
Urea fertilizer has been produced since the early 1950s.
The advantages of urea have led many researchers to inves-
tigate how to improve conversion rates and the quality of
products [20].

Nowadays, several technologies including chemical sol-
vent adsorption, biological stabilization, membrane separa-
tion, and hydrate-based separation are used to recover CO2.

With the growing population of the world and a need to
meet its food needs, agriculture has become increasingly
challenging despite the limited amount of land available to
grow food. The total ammonia emissions from agriculture
can be attributed to mineral nitrogen fertilization (especially
urea). To reduce ammonia emissions and increase fertilizer
efficiency, it is crucial to minimize ammonia evaporation.
As such, it is necessary to reduce the negative impact of
human pressure on the environment, including air pollu-
tion, soil erosion, and water pollution [21, 22]. The propor-
tion of ammonia to carbon dioxide produced in ammonia
production units is higher than the ratio required in its
downstream unit (urea unit) due to the lightness of the feed
gas. Accordingly, in this study, the CO2 shortage will be
compensated by the CO2 recovery from flue gas or CO2
absorption tower was increased in order to increase the urea
production capacity. Green systems can be categorized into
different parts. We will have green energy, for example,
when we find ways to reduce energy consumption. By
requiring fewer materials to produce something, we have
green materials as well. Air pollution reduction is also one
of the most important uses of green systems. Hence, the pro-
posed framework has the potential to achieve green indus-
trial policy. In fact, the proposed framework benefits from
economic, social, and environmental aspects.

Considering the importance of this topic, the purpose of
this article is as follows:

(I) CO2 recycling in ammonia unit and combustion
gases

(II) Investigating how to reduce air pollution in petro-
leum units

(III) Increasing the production of urea fertilizer

Gathering the different data for the green systems is a
challenging issue when we attend to the outputs and compli-

cated processes in each scenario. Fortunately, we could find
a smart solution to make the green system in our case study
where it is considerable in comparison to other similar sys-
tems’ outputs.

2. Materials and Methods

In order to facilitate readers, ammonia and urea production
procedures are described in Sections 2.1 and 2.2, respec-
tively. Moreover, Section 2.3 depicts the reaction of CO2
with aqueous ammonia and Section 2.4 describes CO2
hydration in an aqueous solution, while Section 2.5 demon-
strates how to increase the amount of urea. It should be
noted that this research was experimental, and data were
collected from experiments. A data mining approach is then
used to preprocess the collected data. Statistical methods are
used to determine the applicability of the proposed frame-
work. Our entire process was carried out on a laptop with
the following configuration:

(i) Core i7

(ii) 8GB ram DDR4

(iii) NVIDIA graphic with 2GB ram

2.1. Ammonia Production Process. Ammonia was first dis-
covered in the 8th century by Jabir Ibn Hayyan as salt
[23]. Valentinus Basilius investigated that ammonia can be
obtained by alkaline reactions on ammonia salts in the
15th century [24]. The development of new technology
and a need for nitrogen and nitric acid fertilizers as the basis
for explosives led scientists to reformulate these compounds
from oil and gas [25]. Various industries and agriculture
have developed in different countries as a result of ammonia
production, including agriculture in Iran, which is now a
major market [26, 27]. Nitrogen (ambient air) and hydrogen
(hydrocarbons or water electrolysis) are combined to pro-
duce ammonia. Equation (1) depicts the general reaction
for the production of ammonia [28]. Furthermore, Figure 1
illustrates the schematic of the ammonia production process.

N2 + 3H2 ⟶ 2NH3ΔH700 = −52:5 kJ/mol ð1Þ

2.2. Urea Production Process. According to Equation (2),
urea is formed when the mixture of ammonia liquid and car-
bon dioxide gas is pressured at 143 kg/cm2 and heated to
about 170-180°C. It should be noted that this process is cal-
orific and rapid, converting ammonia and carbon dioxide
into liquid ammonium carbamate (NH2COONH4), while
urea (NH2CONH2) and water are extracted in a slow inter-
action that is depicted in Equation (3). Consequently, it is
essential to provide the conditions in this unit for perform-
ing the above two reactions.

2NH3 + CO2 ↔NH2COONH4 ð2Þ

NH2COONH4 ↔NH2CONH2 + H2O ð3Þ
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The urea unit receives ammonia and carbon dioxide
from the ammonia unit. Pumps dispense liquid ammonia
under a pressure of 160 kg/cm2, and compressors compress
carbon dioxide under a pressure of 146 kg/cm2 [29]. Then,
these two streams enter the unit that synthesizes urea. This
unit must have the potential to operate at these temperatures
and pressures. During the reaction of ammonia and carbon
dioxide in a carbamate maker, high-pressure fuels form
ammonium carbamate. The reaction is very fast and exother-
mic, and the generated heat is used to create low-pressure
steam (4.5kg/cm2). Steam is used in several parts of the unit
that the ammonium carbamate is then converted to urea and
water. The urea production process is shown in Figure 2.

2.3. The Reaction of CO2 with Aqueous Ammonia. Carbon
dioxide and ammonia react mainly in the liquid phase of
the gas-liquid interface. Furthermore, Equation (4) illus-
trates this chemical reaction.

CO2 gð Þ + 2NH3 aqð Þ ⟶NH2COONH4 aqð Þ ð4Þ

As a matter of fact, Equations (5) and (6) consist of two
steps as below.

CO2 gð Þ + NH3 aqð Þ ⟶NH2COONH aqð Þ ð5Þ

NH3 aqð Þ + NH2COOH aqð Þ ⟶NH+
4 aqð Þ + NH2COO−

ð6Þ
NH2COONH4 is then decomposed in solution to pro-

duce free ammonia

H2O +NH2COO− ↔NH3 + HCO−
3 ð7Þ

NH3 + H2O↔NH4 + OH− ð8Þ
Equation (5) is very swift and irreversible, whereas Equa-

tion (6) is momentary and sudden. Also, Equation (7) is rel-
atively slow and does not affect the absorption intensity
directly. Therefore, the reaction between aqueous ammonia
solution and carbon dioxide is primarily controlled by
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Figure 2: Urea production unit flowchart.

Ammonia
plant Urea plant

CO2

Ammonia
plant Urea plant

NH3

CO2

NH3

Urea

Urea

Additional CO2

Figure 3: NH3/CO2 production ratio.

Desulfurization Reforming Shift reaction

Ammonia
synthesis Metanitor CO2 separation

Natural gas

Ammonia

Figure 1: Schematic of the ammonia production process.
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Equation (5). CO2 and NH3 are, respectively, quadratic and
first-degree reactions with a temperature of -257.85°C; the
constant value of velocity k2 is about 300 (L/mol·s).

2.4. CO2 Hydration in Aqueous Solution. Ammonia solution
has very weak alkalinity. As a result, immersion in the aque-
ous solution of CO2 will occur in the liquid phase

CO2 + H2O↔HCO−
3 + H+ ð9Þ

CO2 + OH− ↔HCO−
3 ð10Þ

At 24.85°C the contribution of Equations (9) and (10) to
the total reaction rate is very small, since k = 0:026 s−1.
Therefore, they can usually be ignored. However, at 20°C,
the value of kOH− is 5747.9m3/kmol.

2.5. Increasing the Capacity of Urea Production Unit. The
output of the ammonia unit (CO2 and NH3) constitutes
the input and feed to the urea unit. There is often excess
ammonia in urea units that cannot be converted into urea
due to a lack of CO2. In fact, the ratio of ammonia and

CO2 production is not independent of each other. The ideal
ratio of CO2 to NH3 in the production of ammonia from
pure methane (CH4), air, and water is 1/14 ðt/tÞ [30]. How-
ever, depending on the components of the natural gas and
the losses during the process, this value can be lower or
higher in the actual process. In contrast to the approximate
amount, one unit of urea consumes more carbon dioxide
and ammonia [31–33]. As mentioned, there is always extra
ammonia; hence, the major challenge is insufficient CO2
production. It means that additional CO2 to utilize all of
the ammonia available for urea production is required
(Figure 3).

As follows, this paper suggests two methods for prepar-
ing the needed CO2.

2.5.1. CO2 Obtained from CO2 Recycling in Ammonia Unit.
Typically, the CO2 feed for urea production is obtained by
separating CO2 from the synthetic gases in the CO2 separa-
tion section [34]. Hence, by transferring more synthetic
gases through this unit, the amount of CO2 in this area can
be increased. Therefore, the low output current from the
CO2 separation unit, which contains additional synthesis
gas, is not required for ammonia production and is ignored
and sent to the reformer, where it is used as a gaseous
fuel. In this process, the gaseous fuel consumption per unit
increases, resulting in higher throughput and therefore more
work in areas such as desulfurization, reforming, and heat
loss recovery. Meanwhile, the natural gas is returned to the
reformer as fuel, reducing the consumption of natural gas.
Natural gas consumption is still expected to increase as it is
illustrated in Figure 4.

CO shift

NG feed

Reforming CO2 removal Purification Synthesis

NG fuel

CO2 flue gas CO2 to urea

Syngas return as reformer fuel
NH3

Figure 4: IncreasingCO2 production by returning synthesized gas.

CO shift

NG feed

Reforming CO2 removal Purification Synthesis

NG fuel

CO2 flue gas

CO2 to urea

NH3

CO2 recovery

Figure 5: CO2 recovery from combustion gases and flue.

Table 1: Comparison of two methods of CO2 production.

CO2 recovery from
combustion gases

CO2 obtained from CO2
recycling in ammonia unit

New
equipment

✓ ×

Investment High Low

Cost High High
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2.5.2. CO2 Recovery from Combustion Gases. As shown in
Figure 5, CO2 recovery unit is connected to the exhaust gases
from the reformer. The combustion gases from reformers
and boilers have a high carbon dioxide content making them
another potential source of CO2 for urea production units.
The combustion gases of ammonia unit reformer furnaces
contain 12% carbon dioxide. By separating CO2 from this
smoke and providing it to the downstream unit, which is
urea, we can prevent its release into the atmosphere and
air pollution.

During this process, the flue gas passes through a large
tower, called an absorber tower. As a result of the adsorption
process, exhaust gases are exposed to adsorbent fluid
(amines dissolved in water), which creates a weak chemical
bond between carbon dioxide and the amines. This carbon
dioxide is then transferred to a tower known as a stripper,
where the solvent is heated and CO2 is separated from
amines. Amines are then reused to reabsorb CO2. The
remaining ammonia in the CO2-free output stream is
removed in the wash tower. Additionally, fans and pumps
are used to compensate for the pressure drop in the absorp-
tion tower. They are also used to pump the amino solution
and to cool the water, as well as to compress or cool the
CO2 before it is transferred [35].

It should be noted that the CO2 recovered in this way is
of high quality and can be mixed with the existing CO2 input
to the CO2 compressor to participate in the urea synthesis.
Additionally, amines are used as solvents to counteract the
side effects of combustion gases such as O2, NOx, and SO2.

It is worth mentioning that carbon dioxide emissions are
heavily influenced by operation costs. Although almost all
CO2 can be separated, separating the last few percent
requires a large amount of energy and is expensive. Nor-
mally, amines can separate CO2 from gas in about 59% of
cases. Operation cost for this process includes the cost of
steam to recover the solvent as well as electricity cost to sup-
ply pumps and fans. Moreover, there are additional costs for

other stuff like leveling and replacing the waste solvent with
fresh and additional solvent.

Table 1 compares these two methods in detail. Accord-
ing to Table 1, both methods have their advantages and dis-
advantages. The optimal method is determined by the
amount of CO2 required and the cost of energy. Recovering
CO2 from combustion gases is the best choice and solution
for large amounts of CO2 or a unit with a high gas cost,
while, if a small amount of CO2 is needed or the energy price
is not too high, increasing the production of synthetic gas
can be considered. It is worth mentioning that air pollution
is another important factor to select the optimal solution. By
capturing CO2 from combustion gases, the amount of CO2
emitted from the unit to the atmosphere will be greatly
reduced. The development of various chemicals for CO2
recovery has been studied in recent years to improve the
processes and reduce recovery costs. The proposed frame-
work can be used wherever there is CO2 available as well
as heat for starting the urea fertilizer production process.
Therefore, ships seem like a good choice for testing the
applicability of the proposed framework on moving objects.

3. Results and Discussion

The study was carried out at Pardis Petrochemical’s second
ammonia unit. The ratio of molar steam to gas flow in the
reformer was set at 3.2. In addition, steam flow is 145 tons
per hour and natural gas is 56 thousand normal cubic meters
per hour according to the design. The steam input was there-
fore increased by one ton per hour for the experimental
study, which reached 146 tons per hour after the necessary
coordination. Temperatures in the carbon dioxide removal
section were monitored. Moreover, Table 2 illustrates how
the temperature indicator (TI) changes when the steam flow
increases.

The TI-1085 displays the gas temperature as input to the
E-2003 converter. Process gas heat is used to heat the aerated

Table 2: Results of the applied changes.

Temperature Description
Time (h)

9:40 9:50 9:55 11:00 11:20 13:00

AT-10048 Process gas to T-2001 0.413 0.4143 0.415 0.3906 0.3914 0.3955

FQI-2002 T-2002 over head 58046 58112 58279 58264 58380 58318

TI-1085 E-2003 inlet 126.89 126.89 126.94 127.14 127.34 127.17

TI-2011 CO2 absorber over head 43.43 43.45 43.45 43.74 43.76 43.34

TI-2013 T-2003 over head 86.62 86.57 86.60 87.36 87.46 87.50

TI-2019 T-2002 over head 45.74 45.78 45.17 46.24 46.42 46.34

TI-2003 Co2 stripper bottom 121.45 121.53 121.55 121.81 121.88 121.83

TI-1084 E-2001 PG outlet 165.16 165.28 165.79 166.78 165.11 165.72

TI-1082 BFW to E-1012 173.53 173.57 173.56 173.60 173.80 173.66

TI-2014 Lean soln pump disch 42.7 42.74 42.79 43.12 43.18 43.23

TI-2017 AMDEA semilean solution 83.08 83.04 83.01 83.96 84.11 84.26

TI-2012 T-2001 liquid outlet 87.62 87.64 87.70 88.53 88.63 88.70

TI-1087 D-2001 inlet 61 61.14 61.24 61.15 61.50 61.38

TI-1088 Reboiler circulation 112.11 112.14 112.06 112.41 112.60 112.60
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Figure 6: Continued.
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water. According to Figure 6, when excess steam is present,
it transfers more heat to the water, which makes it warmer.

Figure 6 provides an evaluation of the outlet water tem-
perature of the E-2003 converter (TI-1088). TI_1087 repre-
sents the process temperature after the E-2003 converter.
The process gas transfers its heat to water up to the condensate
temperature. When this temperature is reached, water vapor
condenses and separates from the gas flow in the D-2001
drum. Excess heat is then released from the converter. The
TI-2011 also indicates the temperature of the purified gas from
the adsorption tower (Figure 6). As the steam rises, the tem-
perature increases. TI-2012 MDEA liquid temperature is the
output of the absorption tower, while TI-2013 is the gas tem-
perature of the flash drum output tower. This gas is an unab-
sorbed gas in the MDEA system. In fact, some of the process
gas that comes out of the absorption tower with MDEA is
flashed in this drum and removed from the system.

CO2 temperature is the output of the discharge tower in
TI-2019, while TI-2003 is the disposal tower’s low tempera-
ture that is the two-phase temperature of the MDEA system
and provides the necessary heat to the disposal tower. More-
over, the temperature of the semilean amine moving towards
the adsorption tower to reabsorb CO2 is TI–2017. The lean
amine temperature for adsorption of CO2 and the exhaust
gas temperature of the E-2001 converter are TI–2014 and
TI-1084, respectively. It heats the water from the air condi-
tioner to make steam. Furthermore, TI-1082 is the outlet
water temperature of the E-2001 converter (Figure 7).

Results indicated that it is possible to increase the heat of
a gas stream by adding steam to it, which increases its heat-
ing capacity. However, there are limitations to how much
steam can be used. Figures 8 and 9 illustrate the effect of
two other factors, including FQI-2002 and AT-1004B.

FQI-2002 represents the flow rate of CO2 extracted in
the CO2 removal section. This amount has increased with
the addition of steam, which is related to the rise in dis-
charge tower temperatures. In order to conduct further
investigation, the high temperature of the tower needs to
be maintained constant, which is not possible given the unit
conditions (Figure 9).

The second aspect that must be examined is the amount
of CO entering the adsorption tower (process according to
T-2001). Clearly, this value has decreased, meaning that
the unit is operating in better conditions, which is why
FQI-2002 has increased. With a lower amount of CO escap-
ing in this section compared to the previous sections, the
amount of CO2 being converted has increased, which has
provided very favorable conditions (Figure 9).

The concentration of ammonia and the pH of the solu-
tion were measured through titration. The data in Table 3
illustrate CO2 uptake in aqueous ammonia at 20°C. Based
on the results, kOH−½OH−� is much smaller than k2½NH3�.

The ratio of kOH−½OH−� to the reaction rate constant
ð½k2½NH3� + kOH−½OH−�Þ is approximately 6.92% if 2% of
the solution is aqueous ammonia. Furthermore, the contri-
bution of kOH−½OH−� decreases as the concentration of
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Figure 6: Temperature changes of (a) input process gas to the E-2003 converter over time, (b) outlet water from E-2003, (c) process gas after
E-2003, (d) gas imaged from adsorption tower, (e) MDEA liquid at the outlet of the adsorption tower, and (f) rivet gas output from the flash
drum.
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the exchanger (E-2001), and (f) outlet water from the E-2001 converter.
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aqueous ammonia increases. In this case, the share of
reaction explained by Equation (9) in the total reaction
rate is less than 7% when the mass fraction of aqueous
ammonia solution exceeds 2%. Since the rate of reaction
between CO2 and ammonia solution is mainly determined
by Equation (10), it can be ignored that CO2 reacts with
negative ions. The reaction between NH3 and CO2 is
extremely fast, and the absorption of CO2 in ammonia occurs
in a fast first-order reaction. In reality, cars are a major source
of CO2 emissions. We will have less air pollution if we reduce
CO2 emissions from cars. Therefore, future work will focus on
how to store CO2 and convert it into a less hazardous material
in hybrid vehicles to reduce air pollution. As a result of the
obtained results in this paper, removing CO2 not only reduces
environmental impact but also reduces extra ammonia, result-
ing in a more environmentally friendly industry [36–38].

4. Conclusion

In this paper, laboratory experiments were conducted to
measure the carbon dioxide adsorption rate in an aqueous
ammonia solution by using a filled tower. The temperature
has a significant effect on CO2 uptake into aqueous ammo-
nia solutions, as demonstrated by the obtained results. An
optimal temperature for this experiment was found to be
around 40°C; temperatures above which had detrimental
effects on absorption rates. In a filled tower, CO2 adsorption
rates are determined by the main operating parameters. Fur-
thermore, it increases with liquid flow intensity, gas flow
intensity, ammonia concentration, and input CO2 concen-
tration. It was also observed that ϕ increases with the partial
pressure of the gas mass (PCO2). On the other hand, the
total mass transfer coefficient (KGav) is determined by cal-
culating the slope of straight lines on the diagram of the
adsorption rate of the gas mass versus its partial pressure
at various concentrations of ammonia. Consequently, it
seems that an aqueous ammonia solution is an ideal adsor-
bent for absorbing CO2 from combustion gases. This solu-
tion can be used as an adsorbent with low operating costs
that absorbs CO2 from the exhaust gases of the ammonia
unit in order to boost urea production.

In the CO2 adsorption unit, the biggest loss was attrib-
uted to adsorption and disposal towers. It is possible to
improve the thermodynamic conditions of the tower by
altering the feed conditions and using reboilers and side con-
densers. An analysis of tower diagrams shows that a uniform
distribution of the driving force leads to higher thermody-

namic efficiency. Changes to the feed of the ammonia unit
and an increased amount of vapor have resulted in a rise
in temperature in the reboiler of the disposal tower.

As found in this paper, converting CO to CO2 increases
the overall efficiency of the unit. In fact, less CO is needed to
methanize. It was also found that the temperature of the
shift reactor could be approached up to 365°C. In this case,
the rate of conversion of CO to CO2 and the overall effi-
ciency of the unit increase, while the rate of CO escape from
shift reactors decreases.
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Machine vision systems based on deep learning play an important role in the industrial Internet of things (IIoT) and Industry 4.0
applications, especially for product quality monitoring. Fabric defect detection is an important task in the industrial production of
textiles and is crucial for product quality assurance. In actual production, the detection of many small and weak target defects
remains challenging. Furthermore, industrial production requires high production rates and small model sizes in practice. This
study proposes a lightweight segmentation system that meets real-time industrial production requirements. Herein, first, the
defect sample image was repaired based on the image repair mechanism of the generative adversarial network model. Then,
the difference between the defect sample and the repaired sample was obtained and subsequent processing, such as denoising
and enhancement, was done. Finally, the defect areas were segmented. Our model was specifically designed for the
segmentation of weak and small defects. This was achieved through adversarial training, optimization of an objective function,
and image processing. Experimental comparisons show that the intersection over union of the three different datasets is
77.84%, 77.85%, and 73.6% and that our model is superior to the conventional semantic segmentation model. Furthermore,
our model has good image restoration quality with a low mean absolute error and high structural similarity index.
Additionally, our model is lightweight, has good real-time performance, and is suitable for applications in the IIoT and
industrial production lines, such as embedded systems.

1. Introduction

In recent years, the industrial Internet of things (IIoT) has
accelerated its integration into traditional industries and,
therefore, has evolved into various applications. With the
deployment of machine vision systems on the edge side, an
automated production inspection line can be established
for product defect detection; the inspection results can be
transmitted to the cloud to provide data support to satisfy
different customer needs. Migrating complete or partial
tasks to the edge can diminish the network bandwidth, com-
puting, and storage requirements of a cloud center [1]. Fab-
ric defect detection has attracted significant research
attention in the textile industry. In industrial production, it
is essential to segment fabric defects to ensure the high qual-

ity of fabric products [2]. With the development of machine
learning and machine vision technology, machine vision-
based methods to solve textile quality control problems have
gradually become an industry trend because of their high
accuracy, fast detection speed, and low labor cost [3, 4].

Many researchers have used various algorithms and
models for the automatic detection and segmentation of fab-
ric defects [5, 6]. Two methods are applied for defect detec-
tion, one of which involves the use of classical image analysis
algorithms, such as texture models [7], Fourier analysis [8],
and Gabor filters [9].

The second method is based on deep learning algorithms
[10, 11] that can often achieve good results. However, in
practical applications, some problems remain, for example,
compared to normal samples, fewer defect samples can be
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obtained during production, and there are few observable
types of defects. Additionally, the conventional labeling of
defect samples is time-consuming and labor-intensive.

Traditional segmentation networks have insufficient seg-
mentation capabilities for small and weak defect samples. In
recent years, the generative adversarial network (GAN)
model [12] has become increasingly favored and valued by
researchers because of the strong modeling ability of the dis-
criminator. It can continuously judge the difference between
the segmentation results from the generator and the ground
truth. The discriminator and the generator are optimized to
obtain a segmentation feature map of multicontext features,
which enables the generation of segmented images that are
infinitely close to the ground truth. Therefore, in this study,
we introduce a GAN as a fabric defect segmentation model.

Although the number of defect samples in the produc-
tion is generally small and the types of defects that appear
are also few, expanding the training sample set by heavy
manual annotation work is not the best choice. By learning
a small quantity of samples, the probability distribution of
the texture and other features of the normal sample can be
obtained. Some unknown random defects that are excluded
from existing training samples often appear in industrial
production. Regardless of the type and characteristics of
the defect, differences exist between the normal sample area
and the defect area. Therefore, the defect area can be deter-
mined based on these differences. Zhao et al. proposed a
defect detection model based on positive samples, which first
repairs the defect area and then determines the defect area
by comparison [13]. The method of combining GANs and
autoencoders is used to repair the defect image; then, local
binary pattern (LBP) features are used to detect defects.
The LBP method has a good effect on large-scale defects.
However, the contours detected by the LBP features may
be inaccurate for small and weak defects. In this study, we
achieved the segmentation of the defect area based on the
GAN image repair mechanism. In addition, many of the
models have a large size and do not consider actual produc-
tion needs.

Our research motivation is to develop a lightweight real-
time system suitable for industrial production, confronting
the more difficult detection problems of weak and small
defects. Many existing models have good effects on conven-
tional fabric defects. However, there are some small defects
with low contrast, which affect the further improvement of
product quality. Therefore, the detection and segmentation
of these weak and small defects have become important
research tasks. In addition, in actual production, the model
must be as light as possible, occupy a small space, and meet
real-time requirements. Deep learning systems are deployed
at the edge and can play a very important role in the IIoT
[14], and our system can be deployed on local production
lines or at the edge of the IIoT.

In response to the abovementioned problems, herein,
we studied the detection and segmentation of multiple
types of defects in actual production samples, focusing
on the segmentation of weak and small defects. A method
for quickly constructing a large number of samples that
conform to the true probability distribution is proposed.

In addition, a model designed and optimized to occupy a
small space and have a fast segmentation speed is pre-
sented, which can also be applied to industrial fabric pro-
duction. A GAN model was used to realize the
segmentation of fabric defects. Adversarial training not
only makes the model more stable but also increases the
accuracy of defect segmentation.

In summary, the main contributions of this article are
summarized as follows.

(1) A fabric defect segmentation system suitable for
industrial applications is proposed. The system is
composed of a defect sample-synthesizing module
without manual annotation, defect repair module,
and defect segmentation module.

(2) Using a combined image processing method, we
designed a defect segmentation model for weak and
small defects, including an objective function for
confrontation training, a normalization method,
and a learning rate decay strategy, which contribute
to the accurate segmentation of defects.

(3) The segmentation model proposed herein has the
advantages of being lightweight and functions in real
time, which is especially suitable for applications in
IIoT and industrial production lines, such as embed-
ded systems.

The remainder of this paper is organized as follows: Sec-
tion 2 summarizes related work in recent years, Section 3
introduces our methodology, and Section 4 discusses the
training process and model optimization method. Experi-
mental results are presented and discussed in Section 5.
Finally, Section 6 concludes the paper.

2. Related Work

Many classical algorithm models have been used in fabric
defect segmentation and detection research, for example,
wavelet analysis [15, 16], fuzzy C-means method [17], Gabor
filter [18], established texture distribution model [19], Elo
Rating algorithm [20], Bayesian classifier based on statistical
features [21], and XGBoost classifier based on the genetic
algorithm [22]. These methods have achieved good results
in solving many application problems in related scenarios.

In recent years, with the development of deep learning
theory, many valuable models have been proposed for
semantic segmentation, such as the FCN [23], faster R-
CNN [24], spatial pyramid pooling [25], U-Net [26], YOLO
[27], RefineNet [28], SegNet [29], DeepLab [30], Fisher cri-
terion [31], encoder-decoder [32], two-parallel-branch deep
network [33], LSTM [34], EfficientDet [35], and multiscale
network [36].

In the application field, fabric defect detection is also a
type of object surface detection. Some researchers have con-
ducted research in this field. For instance, surface defect
detection is based on deep learning methods [37, 38].

In fabric production, defects are only a small part of the
abnormal samples. In recent years, some researchers have
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proposed anomaly detection methods and models [39] for
image anomaly data detection. With the development of
the GAN model, new models and theories have emerged
consistently, such as conditional GANs [40, 41], cycle-
consistent GANs [42], and style-based GANs [43]. In recent
years, owing to the powerful learning ability of the GAN
model, some researchers have also used GAN models for
anomaly detection [44].

Schlegl et al. proposed AnoGAN [45], which is trained
on positive samples to learn a mapping from the latent
space. Akcay et al. subsequently proposed GANomaly [46];
their approach only requires a generator and a discriminator
as in a standard GAN architecture, which is an improvement
compared to AnoGAN and EGBAD. Perera et al. proposed
OCGAN [47], and Ngo et al. proposed Fence-GAN, which
corrects the GAN loss and has a better anomaly classifica-
tion accuracy [48]. Zhao et al. proposed a defect detection
framework based only on positive sample training [13].
The defect area in the sample is first repaired, and then,
the model compares the input defect sample with the
restored sample to determine the exact defect area. Further-
more, Wang et al. proposed a method using the GAN model
with locality-preferred recoding for visual anomaly detection
[49]. Nema et al. proposed an unpaired GAN model for
brain tumor segmentation [50]. To identify small changes
in small structures, Murugesan et al. proposed a new
context-based loss function and a new architecture, Seg-
GLGAN [51]. Liu et al. proposed a multistage GAN [52]
model for fabric defect detection, which can automatically
generate multiple defect samples.

In addition, Huang et al. recently adopted a deep learn-
ing model to segment defects, requiring only a small number
of training samples [53].

In recent years, some researchers have proposed light-
weight systems for applications, such as in underwater object
[54], salient object [55], and blind road detection and cross-
walks [56].

Although previous studies have made their own contri-
butions, limited research on the balance of requirements of
lightweight, real-time, and high-accuracy fabric defect
detection and segmentation has been conducted in enter-
prise production. This article designs a system that
includes three modules for the abovementioned problems
and a model for the segmentation of weak and small
defects.

3. Our Proposed Methodology

3.1. Problem Statement and Framework Description

3.1.1. Problem Statement. A fabric image with defects can be
divided into normal and several defective regions. The nor-
mal region meets certain characteristics such as grayscale,
color, and texture, whereas the defective regions do not meet
the characteristics of the normal region.

Let I denote a fabric image and S denote a predicate with
the same properties, and the image includes n regions Ri
(i = 1, 2,⋯, n). Among them, R1 is a normal region and
the other regions are defective regions that satisfy

[n

i=1
Ri = I,

Ri ∩ Rj =∅,
S Rið Þ = true,

S Ri ∪ Rj

� �
= false:

ð1Þ

Defect segmentation results can be described as

Imask =
0, if P x, yð Þ ∈ R1,
1, else,

(
ð2Þ

where i = 1, 2,⋯, n, j = 1, 2,⋯, n, and i ≠ j:Pðx, yÞ is the
image pixel, Imask is the result after defect segmentation,
and the region with a pixel value of one in Imask is the defect
region.

3.1.2. Framework Description. This study is a two-step seg-
mentation method based on a GAN model, as shown in
Figure 1. The first step is to repair the defect image to obtain
the corresponding repaired image. The second step is to
compare the two images to obtain the difference result and
obtain the mask result of the defect area using image pro-
cessing methods such as denoising, linear transformation,
and binarization processing. The experiment was divided
into three modules: a module that synthesizes defect sam-
ples, defect repair module, and defect segmentation module.

3.2. Synthesizing Defect Samples. Our experiments used sam-
ples taken from the equipment during the fabric production
process. Owing to the rapid improvement of production
processes, few defect samples can be obtained. To meet the
needs of sample training, we designed a method to quickly
obtain a large number of experimental samples without
manual labeling. As shown in Figure 2, first, the defect areas
are separated to obtain the defect block using only a small
number of existing defect samples combined with the corre-
sponding labeling information.

We used the “sliding cutting” method with a sliding step
and cutting resolution. By sliding and cropping each sample,
new images with cutting resolution were obtained. By deter-
mining whether the label corresponding to the cropped
image contains a label, determining whether the cropped
image is a defect image can be easy. In this manner, we
can obtain a large number of normal samples with a cutting
resolution.

Then, these few defect blocks are randomly pasted into
the existing normal background by programming while
recording the labeling information at the same time. In this
way, a set of samples, including the defect, repaired, and
mask images, is quickly obtained. Here, “random” includes
the random selection of defect blocks and random pasting
positions. Figure 2 shows an example of a method for artifi-
cially synthesizing and constructing defect samples.

This method not only quickly provides a large number of
defect samples that are close to the original defect sample
distribution but also directly obtains the corresponding
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annotation information, which can replace the tedious work
of manual labeling. Figure 3 illustrates some examples of
synthesized defect samples.

3.3. Defect Repairing. Considering the real-time require-
ments of industrial production, we designed a simplified
SegNet model. Compared with FCN [23] and U-Net [26],
SegNet [29] uses the position information during maximum
pooling. This does not require learning and, therefore,
reduces the number of end-to-end training parameters. Seg-
Net cleverly achieves upsampling by recording the position
of the maximum value during pooling, and because there
is no deconvolution process, it improves the training speed
of the model.

In this study, we propose a concise SegNet with a
reduced number of network layers. As shown in Figure 4,

the model uses fewer coding and decoding layers but can
retain more detail for repairing the image while also signifi-
cantly reducing the storage space occupied by the model. In
the encoding process, convolution and maximum pooling
are alternately used to complete the downsampling of the
image. This process is followed only three times (the original
SegNet involves five downsampling times). In the decoding
process, maximum depooling and convolution are alter-
nately used and are performed only three times. Further-
more, the LeakyReLU activation function was used directly
for the output. Pooling indices (location information during
pooling) are used to transfer the decoder, record the location
information during pooling, and directly place the value
back to the original location for unpooling.

Figure 5 shows the structure of the discriminant model,
which uses a six-layer convolutional encoder structure. After
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Figure 3: Examples of synthesized defect samples.
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convolution, it is activated by the LeakyReLU function, and
the last output layer uses the sigmoid function. Then, a score
is obtained to determine whether the input image is truly
normal based on the probability value.

3.4. Defect Segmentation. The end-to-end defect repair
model is finally obtained through alternate training of the
G and D networks. The test samples were inputted into the
generated network to obtain a normal image.

There are two situations in this study: if there are any
defects in the input sample, the model repairs the defects;
otherwise, there is no significant difference between the out-
put of the model and the input if the sample is normal. The
original image and the repaired image need to be compared
to obtain the difference image. The image difference can be
described by formula (3).

Dif x, yð Þ = Iori x, yð Þ − Irep x, yð Þ�� , ð3Þ

where Ioriðx, yÞ is the original image, Irepðx, yÞ the repaired
image, and j∙j the absolute value sign.

Since the defect area in the difference image may not be
apparent, several enhancement operations are required, as
shown in Figure 6. Conventional filtering methods are not
used for denoising because they may blur the edges and
details of the target. Rather, the threshold method is used
to denoise the image directly, based on the background of
the difference image. While filtering out the noise, the details
of the segmented target can be preserved. The threshold
method can be described by formula (4).

Ideno x, yð Þ =
Dif x, yð Þ, if Dif x, yð Þ ≥ th,
0, else:

(
ð4Þ

where th is a threshold for denoising.
Then, the brightness and contrast of the difference

images are enhanced by a linear transformation, as in for-
mula (5).

Y = αX + β, ð5Þ

where X represents the pixel value of a certain point in the

original image and Y represents the pixel value of the corre-
sponding position after transformation. The contrast of the
image can be adjusted using α, and the brightness of the
image can be changed using β.

Finally, the OTSU algorithm is used for binarization to
obtain the required mask image, which is the final segmen-
tation result.

4. Training Process and Model Optimization

4.1. Training Process. In the sample-synthesizing module, we
obtain the image group consisting of the defect image,
repaired image, and mask image. Only the first two were
used in the training of the repair model. In the GAN train-
ing, an alternate iteration method is adopted for model
training. First, the G network was trained, following which
the D network was trained. The training of the D network
also requires the output of the G network in the previous
round of gradient backpropagation as input. Figure 7 shows
the training process for the G and D networks.

For the G network, the defect samples are input into the
generation model to generate a fake repair image, and then,
the discriminant model is used to obtain a score. The
expected repair image generated is sufficiently real; there-
fore, this score will form an error with the true label “1.”
Meanwhile, an error is formed between the false and true
repair images generated. The aforementioned two errors
are combined to form the loss function of the G network,
and the parameters of the G network can be updated by
the gradient backpropagation through the loss function.

For the training process of the D network, a score was
obtained after the true repaired image was inputted into
the discriminant model. The D network is expected to be
able to accurately distinguish between true and false repaired
images. Therefore, the discriminant score of the true
repaired image and the true label “1” form an error. Simi-
larly, the score of the false repaired image and the false label
“0” form an error. The average of the two errors constitutes
the loss function of the D network.

The role of the D network is to interfere with the gener-
ation model, that is, the score of the true repaired image
tends to the true label “1” and the score of the false repaired
image tends to the false label “0.” This contradicts the

Input Output

difference

Difference Denoise

Normal
Image 

Enhance OTSU

Defect
Image 

Generator

Figure 6: Process of segmenting defect images.
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expectation of the G network that the score of the fake
repaired image tends to the true label “1,” which is the antag-
onism of the GAN model. In an ideal situation, when the
scores obtained after the true and false repaired images
entering the discriminant model are all close to 0.5, it means
that the discriminant model is unable to distinguish between
the true and false repaired images. This means that the sam-
ple generated by the generation model has become the data
of the real sample distributed. At this time, the model
reaches an ideal balance.

4.2. Objective Function. In the training of the adversarial seg-
mentation network, there are four errors: the discriminant
error and the generation error of the G network and two dis-
criminant errors of the D network. Therefore, four loss func-
tions were included in the error analysis. For the G network,
there was an error between the false repaired image and the
true repaired image. The mean square error (MSE) was used
for evaluation. In addition, there is an error between the
score of the fake repaired image and the true label “1.” This
is a binary classification problem. Binary cross entropy
(BCE) was used to calculate the loss. Similarly, in the D net-
work, both errors were binary classification problems and
BCE was used to calculate the loss.

First, we observe the composition of the MSE loss func-
tion, as shown in formula (6). An additional sample number
average compared to the Euclidean distance formula can be
described as the expected value of the square of the differ-
ence between the true value and the estimated value. The
MSE loss of the G network can be simply described by for-
mula (7).

MSE yi, ŷið Þ = 1
n
〠
n

i=1
yi − ŷið Þ2, ð6Þ

where yi and ŷi are the true and estimated values, respec-
tively.

MSE loss = Ε y −G xð Þ½ �2, ð7Þ

where x and y are the defect and true repaired samples,
respectively.

The calculation of the BCE loss function is described in
formula (8), where ŷi is the evaluation value of the sample
and yi is the label of the binary classification, which is 0 or 1.

BCE ŷi, yið Þ = 1
n
〠
n

i=1
−yi log ŷi − 1 − yið Þ log 1 − ŷið Þ½ �, ð8Þ

BCE ŷi, 1ð Þ = 1
n
〠
n

i=1
−log ŷi½ �,  if label yi = 1ð Þ,

BCE ŷi, 0ð Þ = 1
n
〠
n

i=1
−log 1 − ŷið Þ½ �,  if label yi = 0ð Þ:

ð9Þ

It can be concluded that the objective function of the D
network can be expressed as

min  V Dð Þ = 1
2 E −log D yð Þð Þ½ � + 1

2 E −log 1 −D G xð Þð Þð Þ½ �:
ð10Þ

The objective function of the G network can be described
as

min  V Gð Þ = λ − 1ð ÞE y −G xð Þ½ �2 + λE −log D G xð Þð Þð Þ½ �,
ð11Þ
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Figure 7: Training process of defect repair model.
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Then, to unify the formula, the objective function of the
D network can be changed to

max  V Dð Þ = 1
2 E −log 1 −D yð Þð Þ½ � + 1

2 E −log D G xð Þð Þð Þ½ �:
ð12Þ

That is, the final objective function of the trained model
can be described as

min
G

max
D

 V G,Dð Þ = λ − 1ð ÞE y −G xð Þ½ �2

+ λ E −log 1 −D yð Þð Þ½ � + E −log D G xð Þð Þð Þ½ �ð Þ:
ð13Þ

4.3. Model Optimization. Aiming at the fabric sample char-
acteristics, especially weak and small targets, some optimiza-
tions were performed on the model.

(1) As mentioned earlier, the model in this study adopts
the largest depooling layer in SegNet because, com-
pared to deconvolution, the amounts of calculation
and space occupation are less. Meanwhile, fewer
coding and decoding layers are used but can retain
more details to repair the image and significantly
reduce the storage space occupied by the model.
The downsampling process uses only eight layers of
convolution and three layers of maximum pooling.
Meanwhile, the multiclass SoftMax output layer
was removed, making the output come directly after
convolution. This simplifies the model and can meet
the needs of an industrially embedded system

(2) Instance normalization (IN) is used instead of regu-
lar batch normalization (BN) in the defect repair
network because IN is suitable for repairing defect
images to normal images in the generator model.
Since the result of image generation mainly depends
on a certain image instance, using IN not only accel-
erates the model convergence but also maintains the
independence between each image instance

(3) This model uses LeakyReLU as the activation func-
tion. For a regular ReLU activation function, when
the input value is negative, the output value would
be zero. Since the training goal is to obtain a repaired
image, which has a similar value range as the input
defect image, it needs to be activated as a negative
value when the input is negative. Therefore, choos-
ing LeakyReLU as the activation function not only
solves the problem that ReLU can easily lead to
necrosis but also ensures that the information is
not completely lost when the input is negative.
Therefore, the defect repair model can generate a
better repair result

5. Performance Analysis

5.1. Experimental Setup. The experimental environment
used was PyTorch1.3.1, Windows 10 system, CUDA 10.1,

GPU: GTX 1050ti, and cuDNN 7.0. The sample resolution
was 128 × 128 pixels.

The main parameter settings of the experiment are
shown in Table 1.

All data in each epoch went through the network. In the
training process, this experiment used the Adam optimizer,
which combines the advantages of the RMSProp and Ada-
Grad optimization algorithms. In this experiment, the initial
learning rate set for the Adam optimizer was 0.001 and the
momentum values of the first-order moment and second-
order moment estimation were 0.5 and 0.999, respectively.
Meanwhile, a multistep learning rate decay strategy (Multi-
StepLR) was set. In the experiment, the learning rate was
0.0001 when the epoch was 30 and the learning rate was
0.00001 when the epoch was 60. The advantage of this setting
is that the loss of the model can be rapidly reduced in the early
stage and can gradually reach the optimum in the later stage.

Image processing after defect repair was implemented
using the OpenCV method; the denoising threshold was
set to 19, linear transformation process used the convertSca-
leAbs method, and α and β parameters were set to 5 and 0,
respectively.

5.2. Datasets. The experiments in this study used the follow-
ing three datasets:

5.2.1. Enterprise Dataset. The fabric defect samples in the
experiment originated from the image acquisition equip-
ment on the enterprise assembly line. In the production pro-
cess, high-speed cameras are used to monitor product
quality.

There were 4360 original samples, and the original image
resolution was 371 × 257 pixels. After removing duplicate
and invalid samples, there were only a total of 90 samples
and these were labeled for defects. Then, we used image
rotation, flip, transpose, and other operations to enlarge
the image set and obtain seven new forms of defect images.
In the process of transforming the defect image, the label
corresponding to the image is also expanded so that there
is no need to label the new defect image one by one.

We then adopted the method described in Section 3, to
quickly obtain a large number of defect samples that were
close to the original defect sample distribution, where the
“sliding cutting” method was used with a sliding step of 20
and cutting resolution of 128 × 128 pixels.

5.2.2. AITEX Dataset. The AITEX dataset [57] is composed
of 245 images of 4096 × 256 pixels with seven different fabric
structures. There are 140 nondefect images in the database

TABLE 1: Experimental setup.

Parameter Setting

Batch size 32

Training epoch 100

Initial learning rate 0.001

Momentum 0.5/0.999

Learning rate 0.0001/0.00001
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and 105 images of 12 different types of fabric defects that are
common in the textile industry.

5.2.3. Expanded Dataset. Because the defect samples are
actually small, the existing defects and types of defects are
very limited. Therefore, we created artificial defect samples.
Such defects did not appear in the training set and were,
therefore, used to test whether our defect segmentation
model was effective.

5.3. Evaluation Metrics. Our model is evaluated using several
metrics, such as Pixel Acc and intersection over union (IoU).
Pixel Acc represents the ratio of the number of correctly
classified pixels to the total number of pixels in the segmen-
tation image, including correctly classified background
points. The IoU measures the similarity between the seg-
mentation result and the ground truth, as shown in formula
(14). Each pixel in the segmentation result is divided into
four types, that is, true positive (TP) (the number of defect
pixels that are correctly divided into the defect area by the
model), false positive (FP) (the number of background pixels
that are incorrectly divided into the defect area by the
model), false negative (FN) (the number of defect pixels that
are incorrectly divided into the background area by the
model), and true negative (TN) (the number of background

pixels that are correctly divided into the background area by
the model).

IoU = TP
TP + FN + FP

: ð14Þ

We used the mean absolute error (MAE) to evaluate the
average pixel error after image repair, as in formula (15).

MAE = ∑n
i=1 Ai − Cij j

n
, ð15Þ

where Ai is the original value of the ith pixel, Ci is the
repaired value of the ith pixel, and n is the total number of
pixels in an image.

In addition, we used the structural Ssmilarity Iidex
(SSIM) [58] to analyze the quality of image restoration.

5.4. Test Results

5.4.1. Enterprise Fabric Samples. Through the sample-
synthesizing module, we obtained 19606 pairs of artificial
defect samples. A total of 10240 pairs of samples were used
as the training set, and 320 pairs were used as the validation
set to observe the effect that training had on the model. The

Input Output Diff Denoise Enhance Binary GT

Normal
Sample

Figure 8: Segmentation results of enterprise data (the first five rows are defect samples, and the last row lists normal samples).
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test set used the original 720 defect samples and 6480 nor-
mal samples.

In the fabric defect samples, the optimal model-generated
error (MSE error) in the validation set was only 0.00021. The
Pixel Acc was 99.68%, and IoU accuracy was 77.84%. Figure 8
shows the segmentation results for the samples.

5.4.2. AITEX Dataset. First, the large-sized samples were
cropped to obtain 128 × 128 pixel samples. The sample pre-
processing method and training hyperparameter settings were
the same as those of the previous fabric defect sample set.

The optimal model-generated error (MSE error) on the
validation set was 0.00056, the Pixel Acc of defect segmenta-
tion was 99.94%, and the IoU score was 77.85%. Figure 9
illustrates the segmentation results for the AITEX samples.
The model in this study also has a good effect on this type
of model with a more complex background in terms of seg-
mentation accuracy. Table 2 lists the experimental results for
several samples in this model.

5.4.3. Extended Dataset. There would be some undetected
and excluded defects in the training because defects of an

Input Output Diff Denoise Enhance Binary GT

Normal
Sample

Figure 9: Segmentation results of AITEX samples (the first five rows are defect samples, and the last row lists normal samples).

Table 2: A comparison of segmentation results of different models.

Pixel Acc IoU

FCN [23] 0.9944 0.5811

U-Net [26] 0.9959 0.6400

SegNet [29] 0.9963 0.6811

FCNGAN 0.9952 0.5876

U-NetGAN 0.9951 0.6367

SegNetGAN 0.9968 0.7034

Ours 0.9968 0.7784

Figure 10: Defect samples by artificial construction.

10 Wireless Communications and Mobile Computing



unknown type may be present in the production process.
Several new types of defect samples were artificially con-
structed to test the robustness of our proposed model, as
shown in Figure 10. These types of defects did not appear

in the previous training samples and test samples. Examples
of such defects are large-area defects and long-line defects.

After testing the extended sample set, the results showed
that the segmentation effect of our previous model was

Defect samples

Segmentation
results

Ground truth

Figure 11: Segmentation results of artificially defected samples.
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Figure 12: Three models in Table 2. (a) FCN, (b) U-Net, and (c) SegNet.
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excellent. Figure 11 illustrates examples of the artificial
defect segmentation results. In the extended set of 64 sam-
ples, the Pixel Acc of segmentation reached 99.3% and the
IoU score reached 73.6%. The results achieved the segmenta-
tion accuracy of the existing defect samples.

5.5. Analysis

5.5.1. Comparative Experiments. To compare the perfor-
mance of the different models, we implemented six other
models, as shown in Table 2.

Original sample

Ground truth

FCN

U-Net

SegNet

Ours

FCNGAN

U-NetGAN

SegNetGAN

Figure 13: Segmentation results of weak and small-defect samples.
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The FCN, U-Net, and SegNet models are described in
[23, 26, 29], respectively. The specific implementation details
of the three models are presented in Figure 12.

FCNGAN, U-NetGAN, and SegNetGAN in Table 2
indicate a model obtained by training based on the GAN
mechanism, where FCN, U-Net, and SegNet, respectively,

are used as the G network and the D network is composed
of a six-layer convolutional network. The D-network model
is shown in Figure 5. The training parameters of the models
listed in Table 2 are consistent with those listed in Table 1.

Table 5: A comparison of model size and FPS for various
architectures.

Model size (MB) FPS

FCN [23] 89.2 132

U-Net [26] 131.7 69

SegNet [29] 112.4 109

FCNGAN 89.2 131

U-NetGAN 131.7 69

SegNetGAN 112.4 106

Ours 14.4 107

Original sample

Ground truth

Repaired result 

Segmentation 
result 

Figure 14: Segmentation results of uneven background samples.

1 2 3 4

(a)

5 6 7 8

(b)

Figure 15: Repair results. (a) Repair results of the defective sample (the first row lists the original samples, and the second row lists the repaired
results). (b) Repair results of the normal sample (the first row lists the original samples, and the second row lists the repaired results).

Table 3: MAE of repaired results in Figure 15.

Sample 1 2 3 4 5 6 7 8

MAE 1.22 0.87 2.18 1.83 0.98 1.65 1.28 0.85

Table 4: SSIM results in Figure 15.

Sample 1 2 3 4 5 6 7 8

SSIM 0.981 0.986 0.941 0.953 0.989 0.976 0.981 0.989

13Wireless Communications and Mobile Computing



The Pixel Acc of the above models exceeded 0.99. The
IoU indicator of the abovementioned model widened the
gap, and the gap between high and low reached approxi-
mately 20%.

Among the first three segmentation models, SegNet has
more advantages and the three segmentation evaluation
indicators are better than the other two models. After the
GAN training mechanism was introduced into the three seg-
mentation models, the segmentation performance of
FCNGAN and SegNetGAN was improved but U-NetGAN
did not. Through comparison, it was found that the GAN
training mechanism did not significantly improve the per-
formance of the three semantic segmentation models. The
model proposed herein achieved the best experimental
results, and the segmentation performance evaluation index
was better than the other six models. In this experiment,
many of the sample defect areas were weak and small targets;
therefore, the fluctuation of the segmentation results had a
greater impact on the IoU but the IoU reached 0.7784, which
is 7.5% higher than the best result of 0.7034 in the other six
models.

5.5.2. Segmentation Effects of Weak and Small-Defect Samples.
We compared the segmentation results of each model for
weak and small-defect samples. As shown in Figure 13, the
first row contains five weak and small-defect samples and
the second row is the ground truth. Upon comparison, it
was found that the first sample on the left contained two very
small defects situated very close. The model segmentation

result is closest to the ground truth, which separates two small
defects.

In another example, there were two small defects in the
third sample. The segmentation result of the U-NetGAN
model misses the defect, and the defect segmentation results
of the other models are enlarged. The segmentation results
of the model proposed in this study are the most accurate.

5.5.3. Samples with Uneven Background. To test the ability of
the model proposed herein to repair defect samples, we
selected some defect samples with uneven backgrounds for
testing. The test results show that the proposed model can
effectively segment the defects. Since our model uses an
image difference algorithm, the defect area that is very sim-
ilar to the background may not be continuous in the seg-
mentation results, as illustrated in Figure 14.

5.5.4. Analysis of the Sample Repair Effect. This study pro-
vides representative samples for analyzing the repair results
of our model. In Figure 15(a), sample 1 has an apparent flaw,
sample 2 has a weak and small defect, and samples 3 and 4
have long stripe defects. These four samples in
Figure 15(b) illustrate normal samples with different back-
grounds and textures.

Figure 15(a) illustrates the result of repairing the four
defect samples. From the results of the repair, the flaws assu-
mingly disappeared. We used the MAE to evaluate the aver-
age pixel error after image repair, as shown in Table 3. From
the MAE results, the pixel error of the repaired image was
less than three. Since samples 3 and 4 had long strips of flaws
with larger areas, the MAE was also larger.

Figure 15(b) illustrates the results of normal sample
image restoration. The results generated by our model are
nearly identical to those of the original images. The MAE
results showed that the average pixel error was less than
two. The results showed that the repair effect of our model
was excellent.

TABLE 6: Segmentation results of different resolution.

Resolution Pixel Acc IoU FPS

256 × 256 0.9985 0.7754 37

128 × 128 0.9968 0.7784 107

FCN U-Net SegNet FCNGAN U-NetGAN SegNetGAN Ours
Model
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Figure 16: Comparison of the model size and FPS for various architectures.
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Moreover, we used SSIM to analyze the quality of image
restoration. Table 4 presents the SSIM results, which show
that the similarity between the original and repaired samples
was generally high. In the sample in Figure 15(a) with flaws,
samples 1 and 2 have a minimal effect on the similarity
because the flaws are small, whereas, in samples 3 and 4,
the similarity decreases owing to the larger area of the flaws.
For the normal sample in Figure 15(b), the similarity was
high. This indicates that the repair quality of our model is
good.

5.5.5. Model Size Comparison. To verify whether the model
can meet real-time requirements, we tested the segmentation
speed of seven different models. The research index is the
number of cotton samples (frames per second (FPS)) that
the model can process in one second. The experimental
results are presented in Table 5 and Figure 16. The model
size represents the size of the saved model file. The model
proposed in this article occupies a small space, only
14.4MB, which is easy to be embedded in industrial
equipment.

The first three models follow the probability that the
smaller the model, the higher the FPS value. This is because
the model size and computing speed do not necessarily show
an anticorrelation. The size of the model directly represents
the number of parameters of the model, but the speed of the
model calculation is not only related to the number of
parameters but also affected by the structure of the model.
The processing speeds of the seven models can meet real-
time requirements. Since our model is calculated using a
GPU, the process of repairing the network to obtain the
repaired image is very fast: the processing of 7200 samples
takes only approximately 56 s (equal to 128 FPS). As for
the image processing operations after repairing the network,
the calculation time is only slightly increased based on the
OpenCV calculation on the CPU. This results in a decrease
in the overall FPS but still achieves good real-time
performance.

Considering that the resolution of the test samples has
an impact on the FPS, we used a sample set with a resolution
of 256 × 256 pixels to test the model again; this included 720
defect samples and 6480 normal samples. These test samples
did not come from an enlarged 128 × 128-pixel image but
were cut directly from the original cotton cloth sample.
The test results are presented in Table 6. The test results
show that the FPS decreased owing to the increase in sample
resolution; however, the real-time requirements can still be
reached.

6. Conclusion

In this study, a lightweight system composed of three mod-
ules was designed to solve the segmentation problem of fab-
ric defects, particularly for weak and small-defect targets.
We used a GAN model based on the repair mechanism,
which is lightweight and has good defect segmentation abil-
ity. The results of testing corporate samples and samples
from a public database show that the model proposed in this
study has good segmentation effects and can achieve real-

time performance, thus demonstrating its application value
in IIoT and industrial production lines.

In the future, we will focus on few-shot and unsuper-
vised learning. In addition, further improvements in real-
time performance are worth studying.
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Industry 4.0 is the next revolution in manufacturing technology that is going to change the production and distribution of goods
and services within the following decade. Powered by different enabling technologies that are also being developed simultaneously,
it has the potential to create radical changes in our societies such as by giving rise to highly-integrated smart cities. The Industrial
Internet of Things (IIoT) is one of the main areas of development for Industry 4.0. These IIoT devices are used in mission-critical
sectors such as the manufacturing industry, power generation, and healthcare management. However, smart factories and cities
can only function when threats to cyber security, data privacy, and information integrity are properly managed. In this regard,
securing IIoT devices and their networks is vital to preserving data and privacy. The use of artificial intelligence is an enabler
for more secure IIoT systems. In this study, we propose high-performing deep learning models for the classification of botnet
attacks that commonly affect IIoT devices and networks. Evaluation of results shows that deep learning models such as the
artificial neural network (ANN), the long short-term memory (LSTM), and the gated recurrent unit (GRU) can successfully be
used for classifications of IIoT malware attacks with an accuracy of up to 99%.

1. Introduction

The Industrial Internet of Things (IIoT) is the latest techno-
logical development in manufacturing and production that is
being adopted rapidly all over the world. The IIoT is a part
of the more general Internet of Things (IoT) network, which
is characterized by its ability to connect billions of devices,
appliances, sensors, equipment, and systems and to enable
communication among these connected objects or “Things.”
The IoT market is expected to grow rapidly within the next
decade, and its market value is estimated to be at least USD
2 trillion. The bulk of the objects in IIoT is low-powered
devices with limited resources (such as battery and processing
power). They need support systems for data analytics and
security. From industrial equipment to home appliances, most
electric-powered devices are becoming smart, interactive, and

connected. IIoT is integral to creating cyberphysical systems
(CPS) where physical processes are sensed, monitored, con-
trolled, and commanded by humans or computer systems
over the Internet. The IIoT is more focused on industrial
applications such as smart factories, smart manufacturing,
and Industry 4.0. IIoT is often integrated with other IoT net-
works and applications such as smart cities, smart transporta-
tion, smart grids, smart agriculture, smart healthcare, and
other smart things. While the definition of Industry 4.0 varies,
most notably it is the latest technological revolution in
manufacturing that is at least supported by IIoT, CPS, and
5G networks, 3D printing, augmented and virtual reality, sim-
ulation, smart contracts, and sustainability measures [1].

As much of the enabling technologies for IIoT are based
on IoT, they share a lot of similarities when it comes to
security, privacy, and integrity. Although IIoT-enabled
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devices bring convenience to individuals and companies,
this may come at the expense of their privacy [2–4]. Since
IIoT devices are equipped with hardware and software that
can potentially track user behavior, it is a necessity to design
policies and technical solutions to ensure that the privacy,
safety, and freedom of the users are always preserved. With
numerous devices being connected to the Internet every
day, IIoT opens up a broad platform for multifaceted cyber-
attacks. Common concerns related to IIoT devices include
data theft, loss of privacy, and the possibility of abuse
through unauthorized access that can take over control of
the devices [5]. Many researchers are working on mitigating
the various security problems related to IIoT devices and
networks. Some of the regular attacks encountered in IIoT
devices and networks include the distributed denial of ser-
vice (DDoS) attacks over different communication proto-
cols, data theft through keylogging and exfiltration,
tracking through fingerprinting, and scanning for open ports
over the network [6]. Many of these attacks on IIoT devices
and networks are performed through botnets [7]. A botnet
consists of several Internet-connected devices where each
of the devices runs one or more bots. As the botnet infects
other IIoT devices, the network of infected devices grows
to make the botnet more computationally powerful and
carry out larger attacks [8].

Furthermore, the vast applications of IIoT in critical
industries and businesses have made them prone to cyber-
crimes where malicious agents try to override the security
systems [9]. The risks involved in the potential overtake of
the IIoT devices are enormous. The hazards involved in
hacking include the theft of confidential information, the
privacy of the public, and in some cases cyberattacks that
can even result in loss of lives such as sabotage of medical
equipment. For IIoT systems within Industry 4.0, it can
mean disruption of production and services, stealing trade
secrets, and leakage of confidential business data, all of
which could lead to huge financial losses [10]. Hence, it is
very important to provide layers of security over the IIoT
devices to prevent any loss of data. In recent times, the num-
ber of IIoT attacks, especially the attacks carried out by the
botnets, has increased substantially. Since there are many
types of attacks over various protocols and devices, it
becomes increasingly difficult to secure the IIoT devices
and networks. Machine learning and deep learning have
recently started to gain grounds for malware detection to
help with this problem.

Botnets are assumed to be the biggest threats to IIoT net-
works. A Gartner report estimates that by 2025, the number
of IoT devices will reach 50 billion [11]. This vast IoT net-
work is a lucrative target for malicious agents. Many intru-
sion detection products and services are currently available
in the market that offers various levels of protection against
IIoT devices. However, there are new threats that emerge
every day, and it is important to search for detection
methods that are comprehensive, intelligent, and adaptive.
Recent advances in machine learning and deep learning
show promising results in the classification of attacks [12].
The superiority of deep learning models compared to con-
ventional methods of detection is that they can learn from

unstructured data without supervision [13]. Consequently,
attacks that are new or can avoid signature-based methods
can still be detected by deep learning-based models.

One of the shortcomings to using ML models for classi-
fying malware and network traffic is that the ML model
often fail to correctly identify classes that are minority in
the train set. [14, 15] used a number of sampling techniques
such as oversampling, undersampling, and others for
improving the identification of the minority classes.

In this paper, we present deep learning models for the
classification of malicious packets originating from IIoT
devices. Our results show that deep learning models trained
on balanced dataset can give a highly accurate classification
of malware data with good precision and recall.

2. Background and Related Work

IIoT devices are often connected to the network and are con-
trolled remotely through a user interface [16]. All of the IIoT
devices are based on four characteristics which include a feed-
back mechanism, a few communication protocols, a control
system, and some security layers. The signal to control the sys-
tem is sent through the interface to the controlling device. The
IIoT devices operate based on the signal received and send the
feedback back to the interface. This feedback is sent through
the sensors placed within the devices. These sensors convert
the physical data into electronic signals and send it to the
interface through the control systems [17].

2.1. Industry 4.0. Industry 4.0 is the next evolution in
manufacturing processes. It is highly integrated across all
levels of operation. Figure 1 shows an overview of the Indus-
try 4.0 ecosystem. It is supported by IIoT that allows connec-
tivity between all devices, sensors, machines, and operators.
Industry 4.0 allows a high level of autonomy through smart
factories. From production to quality control to final deliv-
ery of the product, little human intervention is required.
Product defects can be identified using computer vision.
Additive manufacturing can produce complex designs while
reducing material wastage. The operators can be informed of
the production processes through wearables. For example,
the 3D printer could send a notification to the operator’s
smartwatch once the fabrication is complete.

Due to the large number of devices, protocols, and sys-
tems present in the IIoT network, it is a lucrative target for
malware and botnets. For instance, if malware infects the
3D printer, it could alter the design, change the print param-
eters, and cause damage to the product. Due to the nature of
3D printing, some defects introduced by malware may not
be readily noticeable and this could create a hazard for the
end-user of the product [10].

Industry 4.0 can also utilize smart contracts and block-
chain to help with preserving the integrity of the systems,
processes, and operations. For instance, a product design
can be cryptographically signed and verified with blockchain
to preserve its integrity [18].

2.2. Architecture. The systems behind the functioning IIoT
devices are quite complex and based on different kinds of
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layers. Depending on the model, the IIoT architecture may
be based on three or five layers. The three-layer model
includes a perception layer, a network layer, and an applica-
tion layer. Additionally, most of the recent IIoT systems are
based on the Service-Oriented Architecture (SOA) architec-
ture [19].

The perception layer is a layer that is based on the hard-
ware objects of the IIoT system, and hence, it is also called
the object layer. This consists of physical sensors and mea-
sures the parameters controlled by the system. This data per-
ceived by the physical sensor is then converted into the
electronic signal by the electronic circuits and then transmit-
ted to the interface through the network layer.

The network layer transmits the data from the device to
the interface controlled by the user. It also transfers the data
or the set values input by the user to the device. This layer is
also called the transport layer. It is this layer that is most
prone to hacking and intrusion and must be provided with
protective systems to protect the device from any external
control. The layer must be provided with the methods to
prevent the intrusion. The network layer is based on connec-
tion protocols which are done using any wireless communi-
cation methods like NFC, Bluetooth, and Wi-Fi technology.

The application layer varies from service to service. This
is the main interface that is available to the end-user through
which he enters the commands and asks the device to per-
form accordingly. This layer must also be provided with
security measures to protect the device from intervention
from an outside source.

2.3. Attacks. The cyberattacks into the IIoT-based devices are
of many types based on which type of layer they are attacking
and the severity of the attack. These attacks make the IIoT
solutions vulnerable and the main hurdle in the widespread
use of the systems. The types of cyberattacks into the IIoT
devices include [20] denial of service (DoS) attack, flooding,
blackhole attack, Sybil attack, clone attack, and sinkhole attack
among various others and combination thereof.

DoS attack is the one in which the application layer,
which is the user interface, is no longer in control of the
legitimate user. This attack is through the communication
protocol followed by the system, which is either Bluetooth
[21], Wi-Fi, or NFC technology. This attack also affects the
hardware devices as well. DoS attack performed at a large
scale through botnets is called distributed denial of service
(DDoS) attack [22, 23]. Flooding is the one in which the
cyber hackers take control of the interface over the network
and show its presence by displaying the “Hello” message
over the interface. A blackhole attack is one in which the
route of the connection is changed, and the user is unable
to access the device from the connection source [24]. Sybil
attack is the one in which the multiple connection routes
are created and the original information which is to be trans-
mitted is corrupted. In the clone attack, similar connection
routes are generated by the attackers which causes the data
which is transmitted to be lost and get corrupted. A sinkhole
attack is the one in which the original connection node acts
as a sink and attracts and corrupts the surrounding connec-
tion nodes. Yavuz et al. proposed highly-scalable deep
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Figure 1: Overview of Industry 4.0 ecosystem. All devices are connected and integrated with IIoT. The data is transmitted to the cloud for
analysis. Threats can be detected using ML-based detection methods.
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learning methods for the detection of IIoT routing attacks
with high accuracy and precision results on decreased rank,
hello-flood, and version number modification attacks [25].

2.4. Communication Protocols. The communication proto-
cols followed by the IIoT devices are often insecure and
unreliable. Therefore, there is a need for security layers to
prevent any intrusion in the communication system. The
communication protocols followed by IIoT devices include
[26] IPv6, 6LoWPAN, User Datagram Protocol (UDP),
Quick UDP Connection (QUIC), Datagram Transport Layer
(DTLS), CNN (Content-Centric Networking), and Con-
strained Application Protocol (CoAP).

IPv6 communication technology has become standardized
over the past few years because of its universality and ease of
use. IPv6 is better than the other communication protocols
as it provides a higher speed for the data packet transmission.
In this protocol, the data which is to be transmitted does not
need to be passed to network-address translators (NAT) as
compared to the other protocols such as IPv4.

6LoWPAN communication protocol further reduces the
data packet size by compressing it, and hence, this makes the
data transmission faster and more reliable. This communica-
tion protocol has a working range of 2.4GHz frequency range
with the transfer rate of as fast as 250 kilobytes per second.

UDP provides a simpler communication protocol
between the device and the interface due to its lightweight,
which reduces the lag between the data communication. It
is mostly used for live communication such as live process-
ing of process-plant parameters as it has less overhead.
QUIC is the more advanced version of UDP. As the name
suggests, it is faster than a conventional UDP connection
and hence more reliable. It also allows multiple complex
connections between the two nodes, and hence, data can
be transmitted faster.

DTLS communication protocol is used where private
connections are required as this allows the data transmission
privately without any external influence.

CNN communication protocol allows the data-centric
transmission between the device and the user interface with-
out any external noise. This is the most effective and reliable
protocol for the accurate transmission of data.

CoAP communication protocol is used for application-
specific purposes. It uses the HTTP server for the communi-
cation between the device and the interface. HTTP server
with the URL provides the Web access to the communica-
tion, and hence, the interface is easy to understand and has
a vast atmosphere.

2.5. Intrusion Detection. The intrusion detection system is
based on the same concept as the working of the IIoT devices.
The intrusion detection can be placed as a separate layer on
the top of the IIoT architecture or it can be embedded into
the application and connection layer of the IIoT architecture.
The main concept behind the working of intrusion detection
is that it assigns unique identifiers to the data nodes emerging
from a specific network. All the data nodes which have differ-
ent identifiers, not recognized by the system, are rejected, and
the user is informed about the breaches.

There are many intrusion detection methods to spot any
malicious activity on IIoT devices. Some of the most com-
mon intrusion detection methods which are used commonly
by businesses and industries [27] include detection based on
signatures, anomaly-based detection, detection based on
specifications, detection using machine learning, deep learn-
ing, and a combination of approaches.

A signature-based detection system is used for the
communication and data packets transmitted through the
connection layer. These detection systems detect any abnor-
mality in the data packets transmitted through the network
and give an alert based on the data. This is a very operative
and fast method to detect any intrusion within the system.
This method works based on the attack signatures identified
to it based on the past data. It investigates the past for the
signatures of the data which caused the intrusion and looks
for the same intrusion signatures in the future and notifies
if it happens again. One of the drawbacks of this method is
that it cannot detect any new intrusion occurring in the
future as the system will not identify the signature as the
intrusion [24]. The method is based on machine learning
and statistical tools, and therefore, to apply the system on
any device, the system must be fed with the previously
known intrusion signatures, to begin with, and it continu-
ously learns the new intrusions based on the inputs provided
to it by the user. The algorithm can also be modified to
detect any new data packet as an intrusion. This is more
stringent and will also detect the new data input by the user
as an intrusion. Some researchers have also modified the sys-
tem, and instead of detecting the data packets, they have
made the system recognize the energy consumed by the spe-
cific signature. This method is more reliable, stringent, and
fast as compared to the previous one [26].

The drawback of the signature-based detection approach
is that it cannot detect new intrusions into the system.
Anomaly-based detection mitigates this problem as this is
based on the anomaly or irregular data packets instead of
the signatures. Any new data packet trying to enter the sys-
tem that does not match with the regular attributes will be
detected as an anomaly. This will make the system more
secure, but the users must keep their data consistent so that
the user data is not itself corrupted [28]. This method is also
effective in detecting sinkhole attacks. If the data packets
taken in by the system are large as compared to the normal
usage, the system will detect this as an anomaly and will
inform the user about the intrusion [29].

The specification-based intrusion detection method is
based on the instructions provided to the system, and the
system data packets will follow the instructions. This set of
instructions will prevent any data packet not following the
instructions as an anomaly. This method is effective for the
DoS attacks in which the user is prevented from controlling
the application. This approach is very much dependent on
the specification set for the data packets.

Machine learning finds various applications in the field
of intrusion detection. The applications are programmed to
learn through past intrusions. This is possible through the
machine learning application. If any similar intrusion is
done again on the system, the program stops it immediately
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and informs the user about it [30]. Deep learning is different
from machine learning in the sense that machine learning
consists of a single algorithm that enables the machine to
learn from past instances. In contrary to that, deep learning
is a part of machine learning and consists of many layers of
algorithms which are called ANN (artificial neural network)
[31]. In intrusion detection, especially for IIoT devices and
networks, unsupervised deep learning is not heavily depen-
dent on past intrusions. If provided unstructured data, it
can function well to detect any future intrusions into the
layers of the IIoT. Deep learning is like the functioning of
the human brain. Deep learning-based intrusion detection
algorithms identify the differences between the required data
packets and the intrusions by themselves and based on their
learnings, preventing the intrusions from happening in the
future [32, 33].

Shafiq et al. [34] used four different machine learning
classifiers (random forest, support vector machine, decision
tree, and Naive Bayes) for IoT botnet attack classification
using the dataset developed by Koroniotis [35]. Their
reported accuracy was higher than 99% for classifying some
of the selected attacks. All models performed well with over
98% accuracy across all attack classes. Within healthcare
IoT, [36] built a testbed that monitors the patients’ biomet-
rics and collects network flow metrics for providing them
treatment and medical diagnostics and used different
machine learning methods for training and testing against
the dataset which included man-in-the-middle cyberattacks.

To make intrusion detection more advanced, a combina-
tion of the abovementioned intrusion detection methods is
used. Each method has its specific features, and hence, to pro-
tect the system from multiple cyberattacks, a combination of
the methods can be used. This approach provides more strin-
gent protection as compared to the individual approaches.

3. Methodology

A structured and labeled dataset of IIoT botnet attack data is
used for training the machine learning models. The machine
learning models are developed in Python 3.8 using Keras,
Tensorflow, and Scikit-Learn libraries. The data is scaled
before training used the machine learning models. The over-
view of the methodology is shown in Figure 2.

3.1. Dataset. The IIoT botnet attack dataset was developed
by [35]. It consists of several types of attacks including
DoS, DDoS, theft, and reconnaissance. The DoS and DDoS
attacks contain 3 different protocols such as the HTTP,
TCP, and UDP. Theft includes keylogging and stealing data.
Reconnaissance includes fingerprinting of the operating sys-
tem and scan of open ports. Overall, the attacks can be cat-
egorized into 10 different classes as shown in Table 1. There
are about 37 features. The complete labeled dataset is about
16 gigabytes. 5% of this dataset is considered for this study.
Nevertheless, this smaller sampled dataset contains approx-
imately 3.6 million records. The dataset is randomly sorted
into two sets— training and testing. 80% of the data is allo-
cated to the training set while the remaining 20% is allocated
to the validation set. Figure 3 shows the labels of the attacks

and their frequencies in the original dataset. The imbalance
is present in the original dataset where the classes of attacks
are imbalanced. This affects the deep learning models as they
need sufficient training data in recognizing the attacks
appropriately. Although some techniques such as oversam-
pling from classes with fewer samples can be used in some
instances, we kept the statistics of the sampled dataset to accu-
rately reflect the original dataset, as this also represents the
real-life attack scenarios, with some types of attacks being
more frequent than others. Table 1 shows the number of
records for each of the classes of attacks. Figure 4 shows that
the sampled dataset is representative of the original dataset
in terms of the attack classes being proportional compared
against the total number of records in each dataset.

3.2. Imbalance Correction. The dataset created by [35] suffers
from heavy class imbalance. This affected the performance
of the deep learning models in correctly identifying the
threats in multiclass classification. To improve the model
performance, a balanced dataset is created using the tech-
niques suggested by [15]. The Python imbalanced-learn
module has been used for undersampling the majority class
to create a balanced dataset with equal number of cases from
each class [37].

3.3. ML Models. Three different kinds of deep learning
models are used for this study: the artificial neural network
(ANN), gated recurrent unit (GRU), and long short-term
memory (LSTM).

3.3.1. Artificial Neural Network. ANN is commonly used for
classification problems in supervised learning. The ANN
consists of an input layer, an output layer, and several hid-
den layers which consist of neurons. The hyperparameters
are tuned manually for optimal performance as shown in
Table 2. The loss function is categorical_crossentropy which
is used for multiclass classification problems along with the
accuracy metric. The rectified linear unit (ReLu) is used for
activations in all the layers except the output layer which
uses softmax to give the multiclass outputs. The hidden
layers and the number of hidden layers can be tuned manu-
ally to have better performance. The optimizer is adam,
which is a gradient-based optimizer that is popular in
machine learning problems for its fast convergence. A batch
size of 64 and an epoch of 200 were used for training the
models. The initial learning rate was set at 0.001 and adapted
to lower rates as the training progressed over several epochs.
The training set is scaled using RobustScaler as it improves
the performance of the ANN.

3.3.2. Long Short-Term Memory. LSTM network is a state-
of-the-art recurrent neural network that can learn from both
long- and short-term dependencies and is more robust to the
vanishing gradient problem in deep-layered networks. This
deep learning algorithm is quite robust for modeling time-
dependent data [38]. Since IIoT devices transfer data
through packets over some time, the attack features can be
considered time-dependent. For example, during a DDoS
attack, the IIoT traffic might experience higher latency.
These would result in a longer duration for data transfer,
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and the attack might be picked up by a well-trained LSTM
model. The LSTM block, which is analogous to the neuron
of the ANN, has three gates. These gates—forget (f), input
(i), and output (o) gates—are represented by sigmoid func-
tions. In the LSTM block, Ct−1 is the cell state or memory
from the previous block. Xt is the vector input, Ct is the cell
state of the present block, ht−1 is the previous block output,
and ht is the output of the current block. Element-wise
Hadamard product is performed at the ⊗ junction. Like-
wise, the element-wise summation is done at the + junction.
The LSTM gates and memory equations are given by (1) to
(6). The features are scaled using a min-max scaler before
training. Table 3 shows the LSTM model hyperparameters
used for training our models.

f t = σg Wf xt +Uf ht−1 + bf
� �

, ð1Þ

where f t is the activation vector of the forget gate, σg is
the sigmoid function, W and U are the weight matrices,
and b is the bias vector.

it = σg Wixt +Uiht−1 + bið Þ, ð2Þ

where it is the activation vector of the input or
update gate.

ot = σg Woxt +Uoht−1 + boð Þ, ð3Þ

where ot is the activation vector of the output gate.

~ct = σh Wcxt +Ucht−1 + bcð Þ, ð4Þ

where the activation vector of the cell input is given
by ct , and σh is the hyperbolic tangent (tanh) function.

ct = f t ⊗ ct−1 + it ⊗~ct , ð5Þ

where ct is the cell state vector.

ht = ot ⊗ σh ctð Þ, ð6Þ

where ht is the output vector of the LSTM block or
the hidden state vector.

3.3.3. Gated Recurrent Unit. GRU is a recurrent neural net-
work that is very similar to the LSTM yet simpler in its
design. Instead of the 3 gates that LSTM utilizes, the GRU
uses 2 gates: update and reset gates. It also does not have a
separate cell state or memory. Instead, it uses the hidden
state for transferring information. The update gate serves
the function of both forget and input gates in that it decides
what new information to consider and what information to
forget. The reset gate is used for controlling the amount of
past information to forget. Table 4 shows the hyperpara-
meters used for training our GRU model.

zt = σg Wzxt +Uzht−1 + bzð Þ, ð7Þ

rt = σg Wrxt +Urht−1 + brð Þ, ð8Þ

ĥt = ϕh Whxt +Uh rt ⊗ ht1
� �

+ bh
� �

, ð9Þ

Dataset Sampling

Proportional

Balanced

Validation Performance
metrics Multiclass classification Classifier models

Cross validation
with holdout set

Feature scaling

Figure 2: Overview of the methodology.

Table 1: Records of different attack types contained within the
sampled dataset.

ID Category Frequency Percent

0 Normal 477 0.01

1 dos_http 1485 0.04

2 dos_tcp 615800 16.79

3 dos_udp 1032975 28.16

4 ddos_http 989 0.03

5 ddos_tcp 977380 26.64

6 ddos_udp 948255 25.85

7 rcn_fngrprnt 17914 0.49

8 rcn_scan 73168 1.99

9 theft_data 6 1:6 × 10−4

10 theft_keylog 73 1:99 × 10−3

Total 3668522 100%

6 Wireless Communications and Mobile Computing



ht = 1 − ztð Þ ⊗ ht−1 + zt ⊗ ĥt , ð10Þ
where σg is the sigmoid function, ϕh is the hyperbolic

tangent, xt is the input vector, ht is the output vector, ĥt is
the candidate activation vector, zt is the update gate vector,
rt is the reset gate vector, W and U are the parameter matri-
ces, and b is the bias vector.

4. Results and Discussion

With the rapid growth of IIoT devices, it has become imper-
ative to develop secure systems that can mitigate attacks

against IIoT networks. Botnet attacks are regularly targeted
towards these networks and devices for stealing data, deny-
ing legitimate users from accessing services, and invading
user privacy. Traditional signature-based malware detection
is not sufficient to protect against these threats. There were
some previous studies such as [34, 35] which applied classi-
cal learning methods for botnet detection, such as decision
trees, naive Bayes, and SVM. However, these models are
not suitable for training on large amounts of data.

The deep learning classification models can be evaluated
using different performance indicators (PI). The indicators
are accuracy (11), F-1 score (12), and area under the receiver
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Figure 3: Bar chart of the original dataset.
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operating characteristic curve (AUC-ROC). These PI are
based on true positives (TP), false positives (FP), true nega-
tives (TN), and false negatives (FN). The most commonly
reported PI is accuracy. However, as the records of attack
classes are imbalanced, F1-score may provide better insight.
F1-score close to 1 indicates that the model performs well in
both precision (13) and recall (14). AUC-ROC score indi-
cates how good the model is in differentiating between the
true positives and the true negatives. AUC-ROC score of
0.5 means that the model does not discriminate between
classes. AUC-ROC score closer to 1 indicates that the model
is good at making a distinction between classes, while scores
less than 0.5 suggest that the model performs worse than a

random classification [39]. Cohen’s Kappa (k) is another
classification metric that can be used to compare the test
set classifications against the predicted set classifications.
The k indicates the level of agreement between these two sets
by a number between -1 and 1 with 1 being in perfect agree-
ment. k of 0 implies that there is no agreement between the
two sets despite having some probability, and a k value of -1
implies that the agreement is arbitrarily worse than random.
The k is given by (15).

Accuracy = TP + TN
TP + TN + FP + FN

, ð11Þ

F1 − score = 2 × Precision × Recall
Precision + Recall , ð12Þ

where precision and recall are given by (13) and (14),
respectively.

Precision = TP
TP + FP

, ð13Þ

Recall = TP
TP + FN

, ð14Þ

k = ρ0 − ρe
1 − ρe

, ð15Þ

where ρ0 is the observed agreement similar to (11), and ρe
is the probability of agreement by chance calculated from
the classes present in the dataset.

Table 5 summarizes the average performance of the deep
learning models concerning the various classification metrics.
On average, the three deep learning models performed well
with ANN reporting 99% accuracy, and both LSTM and
GRU reporting 98%. In terms of AUC-ROC score, ANN
scored 0:85, followed by LSTM with 0:84, and GRU with
0:83. GRU reported the highest precision of 0:99, and ANN
and LSTM both reported 0:98. ANN reported the highest
recall with 0:99, and LSTM and GRU both reported 0:98. All
three models reported the same F1-score of 0:98. The three
models also reported the same Cohen’s Kappa of 0:98.

Tables 6, 7, and 8 show the performance of the deep
learning models with respect to each attack type. When
using the proportionally sampled dataset, all the models
could not identify theft_data correctly in the test set. How-
ever, upon inspection, the predicted classification theft_data
was misclassified as another type of attack and not as normal

Table 2: Settings of the ANN.

Hyperparameters Options

Loss function categorical_crossentropy

Metric Accuracy

Activations ReLu & Softmax

Hidden layers 2

Neurons per hidden layer (100,100)

Optimizer Adam

Batch size 64

Learning rate 0.001

Epochs 200

Table 3: Settings of the LSTM.

Hyperparameters Options

Loss function categorical_crossentropy

Metric Accuracy

Activations ReLu & Softmax

LSTM layers 2

LSTM blocks per layer (100,100)

Optimizer Adam

Batch size 64

Learning rate 0.001

Epochs 200

Table 4: Settings of the GRU.

Hyperparameters Options

Loss function categorical_crossentropy

Metric Accuracy

Activations ReLu & Softmax

GRU layers 2

GRU blocks per layer (100,100)

Optimizer Adam

Batch size 64

Learning rate 0.001

Epochs 200

Table 5: Average performance scores of ML classification models.

Metrics ANN GRU LSTM

Accuracy % 99 98 98

AUC-ROC score 0.85 0.83 0.84

Precision 0.98 0.99 0.98

Recall 0.99 0.98 0.98

F1-score 0.98 0.98 0.98

Cohen’s Kappa (k) 0.98 0.98 0.98
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traffic. This poor performance with regard to theft_data can
be attributed to the low number of records for this attack
class in the sampled dataset as shown in Table 1. ANN is
the only model to identify theft_key with a precision of 1,

recall of 0.19, and F1-score of 0.32. All three models identi-
fied the rcn_scan with ANN reported F1-score of 0.78 and
both LSTM and GRU reporting F1-Score of 1. ANN could
not correctly classify rcn_fngrprnt, while both LSTM and

Table 6: Precision of the deep learning models with respect to each attack type.

Classes ANN ANNB LSTM LSTMB GRU GRUB

Normal 1 1 1 1 1 1

dos_http 0 1 1 1 0.93 1

dos_tcp 0.99 1 0.94 1 0.94 1

dos_udp 1 1 1 1 1 1

ddos_http 0 0.98 0 0.98 0.46 0.97

ddos_tcp 1 1 0.98 1 0.99 1

ddos_udp 1 1 0.99 1 1 1

rcn_fngrprnt 0 0.97 1 1 1 1

rcn_scan 0.64 0.98 1 1 1 1

theft_data 0 0.87 0 0.89 0 0.88

theft_keylog 1 1 0 0.97 0 0.98
BBalanced dataset.

Table 7: Recall of the deep learning models with respect to each attack type.

Classes ANN ANNB LSTM LSTMB GRU GRUB

Normal 0.14 0.84 0.7 0.97 0.72 0.98

dos_http 0 0.96 0.05 0.97 0.18 0.99

dos_tcp 0.98 1 0.97 1 0.98 1

dos_udp 1 1 1 1 1 1

ddos_http 0 0.89 0 0.91 0.09 0.96

ddos_tcp 0.98 1 0.96 1 0.96 1

ddos_udp 1 1 1 1 1 1

rcn_fngrprnt 0 0.97 0.99 1 1 1

rcn_scan 1 1 1 1 1 1

theft_data 0 0.88 0 0.85 0 0.84

theft_keylog 0.19 0.92 0 0.93 0 0.91
BBalanced dataset.

Table 8: F1-score of the deep learning models with respect to each attack type.

Classes ANN ANNB LSTM LSTMB GRU GRUB

Normal 0.25 0.91 0.82 0.98 0.84 0.99

dos_http 0 0.98 0.10 0.98 0.30 0.99

dos_tcp 0.98 1 0.95 1 0.96 1

dos_udp 1 1 1 1 1 1

ddos_http 0 0.93 0 0.94 0.15 0.96

ddos_tcp 0.99 1 0.97 1 0.97 1

ddos_udp 1 1 0.99 1 1 1

rcn_fngrprnt 0 0.97 0.99 1 1 1

rcn_scan 0.78 0.99 1 1 1 1

theft_data 0 0.87 0 0.87 0 0.86

theft_keylog 0.32 0.96 0 0.95 0 0.94
BBalanced dataset.
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GRU were able to classify it with F1-score of 0.99 and 1,
respectively. All models classified ddos_udp correctly with
F1-score of 1. For ddos_tcp, ANN has had F1-score of 0.99,
and LSTM and GRU both have received 0.97. GRU some-
what classified the ddos_http with an F1-score of 0.16, where
both ANN and LSTM failed to classify it correctly. dos_udp
was correctly classified by all 3 models. dos_tcp was classified
by ANN with F1-score of 0.98, LSTM with F1-score of 0.95,
and GRU with F1-score of 0.96. ANN could not correctly
classify dos_http, whereas LSTM and GRU classified it with
F1-score of 0.1 and 0.3, respectively. Lastly, all models clas-
sified the normal traffic well in precision; however, the recall
performance dropped with ANN scoring 0.14, and LSTM
and GRU scoring 0.7 and 0.72, respectively. When using
the balanced dataset with equal samples from each of the
classes, the results showed significant improvement in terms
of precision, recall, and F1-score.

Compared to previous works that used ML and DL
models, our models have performed well with accuracy ≥
98% as shown in Table 9. The cited works differ in the use
of different types of models and feature selection methods.

Deep learning models are preferred over classical (such
as linear models and shallow ANN) machine learning
models for big data since classical models take a significantly
longer time to train on them. IIoT systems generate huge
amounts of data in short periods, because of a large number
of deployed IIoT devices. Considering Table 5 and Tables 6
to 8, it can be seen that deep learning models are promising
in classifying IIoT attacks and can be potentially used for
securing the IIoT network against previously unknown
threats, thus protecting zero-day attacks.

In this work, two types of deep learning models are used
for classifying the IIoT botnet attacks: the deeply connected
neuron-based ANN and the recurrent neural network-based
LSTM and GRU. All three models performed well in the
selected performance measures across different attack types.
The ANN had the highest average accuracy of 99% although
it misclassified some attacks into the wrong category. LSTM
and GRU are almost similar in performance; however, GRU
performed slightly better in classifying some of the attacks
such as ddos_http and dos_http. The poor performance of
the models in precision and recall of identifying minority
classes was fixed by balancing the dataset with equal size of
classes. As for Industry 4.0, training deep learning models
is computationally expensive. Thus, it may need to be opti-
mized for deploying on IIoT systems and networks.

5. Conclusion

In this work, three different types of deep learning-based
models—LSTM, GRU, and ANN—have been used for classi-

fying ten different IIoT botnet attacks covering various com-
munication protocols and devices. All the models are shown
to have high performance with more than 98% classification
accuracy. The implication of this study is that deep learning
models can be used for IIoT malware detection especially
within the context of novel threats that often elude the con-
ventional methods. While the deep learning models may fail
to identify minority classes, this can be fixed or improved by
training the models on balanced dataset. Undersampling the
majority classes have helped in correcting the imbalance in
this case.

As the smart factories become more connected, the
threats to people’s data and privacy increase through sophis-
ticated malware attacks and botnets. Deep learning models
can be used for protecting these devices and networks by
identifying the threats. The main advantage of these models
is that they perform better as they learn from the big data
produced by the billions of IIoT connected devices. In future
works, areas of research that could be explored further
include federated learning for IIoT networks as well as novel
approaches to share threat analytics between devices and
networks. Furthermore, different types of IoT datasets can
be merged together to create a comprehensive IoT system
dataset that can be used for training ML and DL models
and provide security using federated learning and edge com-
puting. For instance, healtcare IoT dataset [36] can be
merged with IIoT datasets to extend the range and variety
attacks on IIoT systems.

Data Availability

Previously reported IoT Botnet attack data (Bot-IoT dataset)
were used to support this study and are available at: https://
research.unsw.edu.au/projects/bot-iot-dataset. These prior
studies (and datasets) are cited at relevant places within the
text as reference [35].
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Sensor nodes in a wireless sensor network (WSN) are both energy-constrained and vulnerable to faults and disasters.
Communication between the sensor nodes is generally hop-by-hop, and the nodes are distributed throughout the area to be
covered. Broadcast-based routing protocols are not preferable in sensor networks since broadcasting is considered costly in
terms of battery power consumption. In this paper, a digital quasistraight line segment- (DQSS-) based approach is employed
for the detection of quasistraight line segments, i.e., for quasistraight path finding between WSN sensors arranged in a square
grid. Comparative results show that the method is comparable with the best-known straight line finding algorithm in terms of
path lengths and computation time. Moreover, the proposed method is capable of avoiding dead nodes by updating DQSS
parameters dynamically during path finding. Hence, the proposed method is promising to be used in WSN square grids as a
quasistraight line routing protocol.

1. Introduction

Wireless sensor networks (WSNs) are extensively used in
monitoring environments, surveillance equipments, intelli-
gent home appliances operated remotely, patient care sys-
tems, etc. In WSN, the sensor nodes establish the path for
communication from the sender to the receiver. This path
making process should be carried out with limited
resources. The performance of WSN is generally affected
by many factors. These affecting factors are bandwidth,
mobility, scalability, data aggregation, power consumption,
etc. Because nodes have limited power sources, the minimi-
zation of power consumption is a vital issue in WSN, and
this defines the performance of WSN [1]. Maximum energy
is consumed by the sensor nodes in the communication
processes. Routing protocols should be robust and straight-
forward, ensuring less energy consumption. Because of the

limited resources of WSN nodes, the routing protocols must
support the extended lifespan of the nodes [2]. Therefore,
many protocols have been proposed highlighting the mini-
mization of energy consumption.

Different protocols have been developed for WSNs
according to the different prerequisites of uses and a large
number of WSNs types. Numerous studies have attempted
to analyze and classify these routing protocols according to
different parameters that have been published. WSN routing
protocol can be classified based on (a) application type, (b)
delivery mode, (c) network architecture, (d) initiator of com-
munication, (e) path establishment (route discovery), (f)
network topology, (g) protocol operation, (h) next hop selec-
tion, and (i) latency-aware energy-efficient routing. The
main goal of WSN is to establish a path consisting of the
WSN nodes which will be reliable and energy efficient [3].
Energy consumption in routing is mainly due to finding
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neighbors for communications and necessary small compu-
tations. So, usually, the routing algorithms focus on how to
compute the shortest path from the source node to the des-
tination for quick transmission. A quick shortest path find-
ing from the source node to sink may reduce the network
congestion also.

Most of the traditional routing protocols cannot avoid
the construction of curved (nonstraight) paths for data
transmission. As a result, many multidirectional communi-
cations will lead to wastage of energy. Furthermore, the non-
straight paths normally contain more nodes than the straight
paths, which leads to higher energy consumption [4]. So it is
worthy of finding out a straight-line route (path).

Another serious problem is the recovery of failure nodes
in the WSN environment. Node failure may be because of
many reasons. The most crucial reasons for node failure in
a wireless sensor network (WSN) [5] are (a) fabrication pro-
cess problems, (b) environmental factors, (c) battery power
depletion, and (d) enemy attacks. Node failure is a common
issue in WSN, and this affects the connectivity in a network,
which degrades the quality of communication [6]. In WSN,
a connected network is desired for smooth communication.
Hence, restoring connectivity is always given importance.
Connectivity restoration is normally done by replacing dead
nodes with other unused nodes [7]. This replacement mech-
anism should be robust, and the computational overhead
must be taken care of as high-cost computations reduce
the battery life [8–10]. WSNs and ad hoc networks are also
vulnerable to faults, often disasters, and, owing to this very
nature, are expected to fail and subsequently recover from
such scenarios with minimal extraneous support [11, 12].
Energy optimal WSN operations have been studied exten-
sively over the years, and the topologies and management
strategies vary drastically with WSN use cases and applica-
tions [13, 14]. Various routing protocols have been studied,
each with its own set of pros and cons. It has been well
understood that traditional distributed routing involving
broadcasts or those employing geographic information via
GPS modules are not suited due to excessive battery drain-
age [4, 15–17]. This has paved the path for probabilistic
routing such as gossip [18] and random routing [19, 20].
However, such probabilistic routing techniques are unsuited
for WSNs with a considerable number of nodes as they can-
not guarantee straight line paths, thus cannot ensure mini-
mum distance, and are hence suboptimal in terms of
energy expended while routing.

1.1. Straight Line Routing. The random walk-based protocol
is extensively used in WSN. Gossip [21] and rumor [20] are
two well-known random walk-based routing protocols.
Gossip concentrates on multicast, which suffers from power
limitations and a high rate of wireless channel failure. In
the rumor routing (RR) protocol, each node must maintain
its list of neighbors. For propagation of a message, the node
adds its list of neighbors to that message. Also, the message
may keep track of all the nodes that this message has
passed through. The node can decide a neighboring node
to be the next node in the path. The next node must not
have received the message earlier, and this way, it may pre-
vent the route from growing in the backward direction.
Rumor routing may show spiraling problems and energy
is wasted in maintaining the records of visited nodes.

Chou et al. [22] proposed a routing protocol based on a
random walk and straight line routing (SLR), intending to
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Figure 1: An example of a digital quasistraight line segment with singular code s = 1, nonsingular code n = 0, and the two run lengths
(number of points in the run) l1 and l2 are 3 and 4, respectively.

Table 1: Freeman’s chain code for the line segment shown in
Figure 1.
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Figure 2: The sixteen directional DQSSs (representative segments
with l1 = 4, l2 = 5).
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extend the route as straight as possible. The central idea of
the SLR protocol was creating the routing path hop-by-
hop. In each hop, the next node is selected so that it lies
on the extended straight path approximately. Liu et al. [4]
proposed a new protocol based on straight line routing.
The rumor routing (RR) protocol also solves the spiral prob-
lem. The basic idea of discovering the straight path was to
find the angle using radio signals. Many routing protocols
are specially designed to enhance the classic RR protocol.
For example, DRR [23], IDRR [24], SDRR [25], and ZRR
[26] have been proposed to solve the spiral problem.
Improved sensor node localization technique is proposed
by Phoemphon et al. [27], where the positions of the anchor

nodes form a straight or nearly straight line. Banimelhem et al.
[28] proposed a principal component analysis- (PCA-) based
efficient path generation algorithm.

1.2. Faulty Node. Numerous strategies have been proposed
for node deployment, which is often divided into two cate-
gories: random deployments and deterministic (grid-based)
deployments [29]. Nodes are randomly eliminated and
managed during ad hoc deportation in a stochastic deploy-
ment. When deploying on a grid, the nodes are arranged
according to the angles of the grid points, which leads to
greater accuracy in overall management. The physical

Table 2: Direction understanding based on coordinates of the endpoints.

X-coordinate sign Y-coordinate sign dyj j < dxj j dyj j < dx
2
�
�

�
� dxj j < dy

2

�
�
�

�
�
� No. of steps Direction

Positive Positive Yes Yes No dyj j + 1 D1

Positive Positive Yes No No dxj j − dyj j + 1 D2

Positive Positive No No No dyj j − dxj j + 1 D3

Positive Positive No No Yes dxj j + 1 D4

Negative Positive No No Yes dxj j + 1 D5

Negative Positive No No No dyj j − dxj j + 1 D6

Negative Positive Yes No No dxj j − dyj j + 1 D7

Negative Positive Yes Yes No dyj j + 1 D8

Negative Negative Yes Yes No dyj j + 1 D9

Negative Negative Yes No No dxj j − dyj j + 1 D10

Negative Negative No No No dyj j − dxj j + 1 D11

Negative Negative No No Yes dxj j + 1 D12

Positive Negative No No Yes dxj j + 1 D13

Positive Negative No No No dyj j − dxj j + 1 D14

Positive Negative Yes No No dxj j − dyj j + 1 D15

Positive Negative Yes Yes No dyj j + 1 D16

Input: Geographical grid location of Source node (S) and Destination node (D)
Output: N: A quasistraight path from S to D.
1 Translate the source node(ðSði, jÞÞfrom ði, jÞ to ð0, 0Þ;
2 Translate the destination node ðDðu, vÞÞ accordingly;
3 Check x-coordinate sign, y-coordinate sign, if jdyj < jdxj, if jdyj < jx/2j, if jdxj<jy/2j;
4 Find the applicable row in Table 2 and get directional codes: s (singular code) and n (nonsingular code); See. Fig. 2
5 Find the number of steps Scount and direction of DSS;
6 Break the Scount in into two integers;
Scount = k +m;(where 0 ≤ jkj − jmj ≤ 1);
7 Find the two run-lengths l1 and l2using the following criteria:
Slength ⟵max ðjdxj, jdyjÞ;
Slength ≤ k × l1 +m × l2; Select l1 and l2when it shows minimum difference between Slength and ðk × l1 +m × l2Þ.
8 N=Find-Pathðl1, l2, s, nÞ;

Algorithm 1: DQSS-based routing algorithm.
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positioning of sensor devices is better understood in grid-
based deployment.

Many works exist to detect and analyze faulty nodes, and
a few of them are listed below. Guo et al. [30] propose a
sequence-based mechanism for detecting defective nodes.
An algorithm for identification of fault node, based on a sta-
tistical z-score function, is proposed in [31], where all sensor
nodes deliberately send information to the central node, and

the root node analyzes the data to identify the fault. Asim
et al. [32] provide an architecture for the management of
faults in wireless sensor networks. They proposed that the
entire network can be partitioned into the virtual lattice of
cells and subsequently perform fault detection and recovery
locally with the least energy utilization. A genetic algorithm-
(GA-) based technique was proposed by Rajeswari and
Neduncheliyan [33].

1 pcurr ⟵ S ; N⟵∅ ; Run⟵odd;index⟵1
2 whilepcurr::x ≠D:xANDpcurr:y ≠D:y do
3 N =N ∪ pcurr;
4 if Run = odd then
5 limit⟵l1
6 else
7 limit⟵l2
8 while index ≤ limit do
9 pcurr ⟵ Point in the direction n from pcurr;
10 N =N ∪ pcurr;
11 index⟵index+1
12 if Run=odd then
13 Run⟵even;
14 if Run = even then
15 Run⟵odd;
16 pcurr ⟵ Point in the direction s from pcurr;
17 index⟵1;
18 if pcurr ≠D then
19 Extend vertically or horizontally from pcurr to D and condiser the points in N
20 return N;

Procedure 1: Find path ðl1, l2, s, nÞ.

x-axis

D (16, 5)

y-axis

S (0, 0)

x-axis

D (16, 5)

y-axis

S (0, 0)

Figure 3: Demonstration of working of the algorithm; DQSS direction is D1, n = 0, s = 1, and l1, l2 = 3, 4; green nodes: active, gray nodes:
sleeping, and red nodes: dead (the path does not go through any dead node).
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2. Our Contributions

In this work, we have proposed a novel path finding method
based on quasistraight line fitting focusing on the grid-based
deployment of sensor nodes. Moreover, we have proposed a
protocol for path making and avoiding faulty nodes in a
square grid of sensor nodes during path making. The proto-
col establishes a quasistraight line routing protocol for a
node to node communication, involving a minimum possi-
ble number of sensors. We assume that there will be a few
dead nodes in the sensor grid (mostly they are either live
or sleeping). This proposed path making is fast and
dynamic, and avoiding dead nodes does not incur extra
communication costs.

3. Digital Quasistraight Line Segment (DQSS)

The structural view of rectangular grid-based wireless sensor
network and points in digital space are indistinguishable. In
our proposed work, our objective is to fit quasistraight digi-
tal line segments in the rectangular grid to find out the
shortest path between two endpoints (source and destina-
tion) in WSN. The shortest distance between two points is
indeed a straight line. In grid-based WSN, digital straight
line will be suitable to explore the shortest route from sender
to receiver.

Characterizations of digital straight lines have been given
in many ways till date [34, 35]. Moreover, many algorithms
exist to verify whether a given thin arc is digitally straight or

not. Freeman introduced the chain code-based technique for
representing 8 connected arcs and lines as a sequence of
straight pieces [36, 37]. A chain code sequence (representing
a digital curve) should possess the following properties if it
represents a digital straight line segment (DSS) [34].

(i) (R1) The runs have at most two directions, differing
by 45°, and for one of these directions, the run
length must be 1

(ii) (R2) The runs can have only two lengths, which are
consecutive integers

(iii) (R3) One of the runs can occur only once at a time

(iv) (R4) For the run length that occurs in runs, these
runs can themselves have only two lengths, which
are consecutive integers

In this proposed work, we characterize a straight line seg-
ment as the chain code sequence: npsnqsnp ⋯ , where n is
nonsingular code (the code occurs consecutively multiple
times) and s is singular code (occurs singly in between non-
singular codes’ runs). Code values, n and s, are consecutive
integer differing by 45°. In our consideration, the nonsingular
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(20, 13)
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D: Destination node
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Figure 4: Demonstration of working of the algorithm. n = 1, s = 0, l1 = 3, and l2 = 4.

Table 3: Information stored at each sensor node.

Path ID
1, 2, 3, 4f g

Run ID
odd/even

Run limit
l1/l2

Node ID
in 1⋯ l1f g or 1⋯ l2f g n s
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run lengths, p and q, are consecutive integers. Property R1
and R2 hold in our cases. On property R3, we are specific,
because in our method, none of the runs occurs in runs.
Instead, both the run lengths repeat alternately. So, it is evi-
dent that we may not always reach the destination point D.
Whenever we reach the row or the column of the destination
point in the grid, we use a horizontal or vertical stretch from
that point to the destination point (D). Hence, we refer to the
digital straight line segments obtained by us as digital quasis-
traight line segments (DQSS).

An example of a DQSS is shown in Figure 1, and the cor-
responding chain code is shown in Table 1. In Freeman’s
chain code-based properties, the mentioned run length
refers to the length of a continuous sequence of the nonsin-
gular code (in the chain code sequence). In our discussion,
we have used it as the number of points in the continuous
sequence in single direction. In the example shown in
Figure 1, as per Freeman’s definition, the two run lengths
are l1 = 2 and l2 = 3, singular code s = 1, and nonsingular
code n = 0. For the same example, we are considering the
two run lengths l1 = 3 and l2 = 4.

3.1. Sixteen Directional DQSSs and Selection of DQSS. A dig-
ital quasistraight line segment will fall into one of the sixteen
directional clusters as shown in Figure 2. Given the two end-
points Sðx1, y1Þ and Dðx2, y2Þ of a segment, the direction can
be determined in Table 2. The singular and nonsingular
codes concerning the various directions are as follows: D1

: s = 1, n = 0; D2 : s = 0, n = 1; D3 : s = 2, n = 1; D4 : s = 1, n
= 2; D5 : s = 3, n = 2; D6 : s = 2, n = 3; D7 : s = 4, n = 3; D8
: s = 3, n = 4; D9 : s = 5, n = 4; D10 : s = 4, n = 5; D11 : s = 6,
n = 5; D12 : s = 5, n = 6; D13 : s = 7, n = 6; D14 : s = 6, n = 7
; D15 : s = 0, n = 7; and D16 : s = 7, n = 0. Next, we find the
number of steps, Scount , in the straight line segment, using
Table 2 and do the followings to estimate the run lengths
l1 and l2.

(i) Break the number of steps, Scount, into two integers
such that, Scount = k +m, where 0 ≤ jkj − jmj ≤ 1

(ii) If the DQSS has run lengths, l1 and l2 then check the
following criteria: Slength ≤ k × l1 +m × l2 and Slength
⟵max ðjdxj, jdyjÞ

(iii) Select the DQSS which has minimum difference
between Slength and (k × l1 +m × l2)

Our proposed DQSS-based quasistraight line finding
method is shown in Algorithm 1. The algorithm selects
the grid points or nodes to show the DQSS connectivity
from the source node (Si,j) to the destination node (Du,v).
The proposed algorithm selects and activates the nodes
lying on the selected DQSS by maintaining the proper
direction of the DQSS (following the properties as stated
earlier), i.e., using the values l1 and l2 alternately starting
from the source S and using the singular and nonsingular
codes s and n as applicable. To start the path, we start with
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Figure 5: Differences in line segments: DQSS and Bresenham’s line.
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the smaller run length at source S. The selection of l1, l2, s,
and n is shown in Algorithm 1 and the path making is
shown in procedure FIND PATH (Procedure 1) of
Algorithm 1.

4. Demonstration of the Proposed Algorithm

An example has been shown in Figure 3 to demonstrate the
working of the proposed algorithm. Here in this example,
the DQSS is to be fit in between Sð0, 0Þ and Dð16, 5Þ. We
find that the direction D1 is applicable for this example.
The number of stairs or steps, Scount, is jdyj + 1, i.e., 6. We
find the possible values of k and m as 3 and 3. As, Slength is
16 here, we find that l1 and l2 can be set as 3 and 4, respec-
tively, following the criteria: Slength ≤ k × l1 +m × l2. Hence,
we start path finding from S using n = 0, s = 1, l1 = 3, and
l2 = 4. As shown in the procedure of Algorithm 1, pcurr is
the current point during path making. We extend from the
current point using nonsingular code’s run lengths as appli-
cable. Stairs are created using the jumps because of the appli-
cation of the singular code, and we gradually proceed
towards the destination point D. If the current point pcurr
reaches either the row (when pcurr:y =D:y) or the column
(when pcurr:x =D:x) of the destination point in this process,
we stretch horizontally or vertically towards D from that
current point pcurr. An example has been shown in
Figure 4. In this example, when pcurr reaches ð18, 13Þ, the y
values of pcurr and D become equal. Hence, we stretch from
ð18, 13Þ to ð20, 13Þ.

5. The Protocol Using DQSS

Our proposed method works on a regular rectangular grid
[38], where sensor nodes are positioned at grid intersection
points. Our objective is to find the shortest quasistraight line
path from the sender to the receiver. Sensor nodes are clas-
sified as given below:

(i) Active nodes: the nodes which are active in data
transmissions

(ii) Sleeping nodes: initially, the nodes are sleeping and
become activated based on requests

(iii) Dead nodes: dead nodes do not work in any condi-
tion as they are not in working condition; the dead
nodes may be replaced with sleeping nodes

Wireless sensor nodes may be fixed nodes or mobile
nodes. But in our case, we assume that the mobility of nodes
is very less, and during movement, the nodes communicate
with a core positioned at the grid points. So, virtually, the
grid points are always the sensor nodes’ locations. If a node
is not active but lying on the detected straight line, then
either it is a sleeping node or a dead node. If it is a sleeping
node, the state of the node is changed from sleeping to
active. If it is a dead node, then it does not respond to path
making requests, and it is avoided reaching the destination.
It must be noted that a dead node can be avoided by updat-
ing the run length limits, i.e., by preponing or postponing
the application of the singular code. It is true that because
of this preponing or postponing of the singular code, some
runs may have run lengths other than l1 or l2. But, the length
minimization constraint is maintained.

5.1. Sending and Receiving at Sensor Nodes. The starting
point sensor initiates the path finding by sending a request
to the prospective next sensor as per the codes and run
lengths. We assume that the sensor nodes are equipped with
local processors and storage registers to store their tagged
information. If the next sensor responds to the previous, it
is marked into the path, and the process continues until
the destination is reached. The information which are tagged
with each sensor are primarily path ID, run ID, run limit,
node ID, n, and s as shown in Table 3. Here, path ID is
the ID of the connecting straight line path. We assume that
a sensor node can be part of four paths at most. Every path
has several runs of codes. These runs are differentiated as
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odd and even. The initial run ID is odd, followed by an even
ID run, followed by an odd ID run, and so on. If the run ID
is odd, the sensor node is part of a run with length equal to l1
. If the run ID is even, the sensor node is part of a run with
length equal to l2. Node ID denotes the index of the node
within the run. For example, if node ID is i and run ID is
odd, then the current sensor is i-th node of a run whose
length is l1. Here, n and s are nonsingular and singular
codes. All these pieces of information are stored and proc-
essed by the local processor. Using these values, we decide
the next node at each sensor. For example, if the current
node is l1-th node in an odd run, then the next prospective
node in the straight line lies in direction s from the current
point. The current point is the latest point decided to be in
the straight line segment.

For the DQSS example shown in Figure 3, the triplet
ð<RunID>,<RunLimit>,<NodeID > Þ values (at sensor
nodes) starting from the source node are as follows:
ðodd, 3, 1Þ, ðodd, 3, 2Þ, ðodd, 3, 3Þ, ðeven, 4, 1Þ, ðeven, 4, 2Þ,
ðeven, 4, 3Þ, ðeven, 4, 4Þ, ðodd, 3, 1Þ, ðodd, 3, 2Þ, ðodd, 3, 3Þ,
ðeven, 4, 1Þ, ðeven, 4, 2Þ, ðeven, 4, 3Þ, ðeven, 4, 4Þ, ðodd, 3, 1
Þ, ðodd, 3, 2Þ, and ðodd, 3, 3Þ. Whenever a sensor node gets
the node ID equal to run limit, it flips the run ID (odd to
even or even to odd) and selects the next node in direc-
tion s from the current point.

The decision-making process is very lightweight as no
other arithmetic or complex computations are involved.
The nodes check the index limits at every node and forward
the incremented index information, whereas in Bresenham’s
line drawing algorithm, we need to compute the decision
parameter’s value at each pixel position to decide the next
pixel [39]. In Bresenham’s algorithm, the decision parameter
is updated by involving addition, multiplication, and com-

parison operations. In contrast, our method computes the
necessary parameters once and only uses increment and
comparison operations in the loop. Figure 5 shows a com-
parison of the DQSS line with the Bresenham’s line. Also,
a comparison between DQSS and Bresenham’s line algo-
rithm on the CPU times for various line segments is shown
in Figure 6 and Table 4.

5.2. Dead Node Avoidance. We assume that significantly
fewer dead nodes will be present in the grid. During the
making of the straight line path, at some point, if a dead
node appears as the following selection, we wish to avoid
it. This is done by increasing or decreasing the current non-
singular run length (run limit). We have the following two
cases.

(i) The current node pcurr is a dead node, and it is the
first node of a run (reached using singular code s
from the previous point). The run limit of the cur-
rent run is increased by 1. An example is shown in
Figure 7

(ii) The current node pcurr is a dead node, and it is any
node other than the first node of a run (reached
using nonsingular code n from the previous point).
The run limit of the current run is reset by index −
1 (index points the current node pcurr. Hence, pcurr
is avoided by applying a move using the singular
code on the previous node of pcurr. An example is
shown in Figure 8

5.3. Energy Consumption. In WSN, the energy consumed is
the sum total of energy consumed by individual nodes (see

Table 4: Various line segments and the corresponding CPU time (in milliseconds).

L1: dx = 10, dy = 6 L2: dx = 20, dy = 12 L3: dx = 30, dy = 18
DQSS 2.661 2.766 2.801

Bresenham 2.947 3.102 3.158

L4: dx = 40, dy = 24 L5: dx = 50, dy = 30 L6: dx = 60, dy = 36
DQSS 2.833 2.843 2.941

Bresenham 3.250 3.260 3.259

L7: dx = 70, dy = 42 L8: dx = 80, dy = 48 L9: dx = 90, dy = 54
DQSS 2.978 3.014 3.038

Bresenham 3.264 3.280 3.321

L10: dx = 100, dy = 60 L11: dx = 120, dy = 72 L12: dx = 140, dy = 84
DQSS 3.039 3.063 3.119

Bresenham 3.406 3.440 3.446

L13: dx = 160, dy = 96 L14: dx = 180, dy = 108 L15: dx = 200, dy = 120
DQSS 3.13 3.227 3.264

Bresenham 3.466 3.546 3.581

L16: dx = 250, dy = 150 L17: dx = 300, dy = 180 L18: dx = 500, dy = 300
DQSS 3.288 3.288 3.409

Bresenham 3.682 3.748 3.939
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Equation (1)) [40, 41]. Energy consumed by a node com-
prises of energy for transmitting packets (Et), that for receiv-
ing packets (Er), and consumptions because of sleeping (Es).

ETotal = 〠
n

i=1
Ei, ð1Þ

where Ei = Et + Er + Es.
For Er and Es, most of the network simulators use stan-

dard values. However, Et depends on various factors. Most
prominent of which includes packet size (l) and distance

between nodes (d). Hence, Et may be expressed using the
formula shown in

Et = l ∗ Ebit + l ∗ λ ∗ d2, ð2Þ

where λ is medium constant.
Our proposed algorithm focuses on minimizing the path

length between the two given nodes by finding a quasis-
traight line segment between the two nodes. Minimization
of the path length ensures minimization of the energy
consumption.
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Figure 7: Dead node avoidance by increasing the current run length limit; the length of the first even run is increased by 1.
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Figure 8: Dead node avoidance by decreasing the current run length limit; limit is reduced to 3 from 4.
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6. Conclusion

This paper proposes a novel quasistraight line routing proto-
col based on quasistraight line fitting, which is derived from
Freeman’s chain code-based straightness properties. The
proposed algorithm focuses on the grid-based deployment
of sensor nodes in WSN. If the constructed path attempts
to go through a dead node, the path is modified so that the
length minimization constraint is maintained with mini-
mum deviation. The method has been compared with a
standard straight line finding algorithm, and the results
show its applicability.
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In the present scheme of the world, the problem of shortage of power is seen across the world which can be a vulnerability to
various communication securities. The scope of proposed research is that it is a step towards completing green communication
technology concepts. In order to improve energy efficiency in communication networks, we designed UART using different
nanometers of FPGA, which consumes the least amount of energy. This shortage is happening because of expanding of
industries across the world and the rapid growth of the population. Therefore, to save the power for our upcoming generation,
the globe is moving towards the concept and ideas of green communication and power-/energy-efficient gadget. In this work, a
power-efficient universal asynchronous receiver transmitter (UART) is implemented on 28 nm Artix-7 field-programmable gate
array (FPGA). The objective of this work is to reduce the power utilization of UART with the FPGA device in industries. To
do this, the same authors have used voltage scaling techniques and compared the results with the existing FPGA works.

1. Introduction

In recent times, it has been observed that the whole globe is
suffering from one serious problem which is power defi-
ciency. This is happening all over the globe due to the vast
increase in the population as well as industrialization. There-
fore, to save power for our upcoming generation, the whole
world is going towards the concept of energy-/power-effi-
cient gadgets and green communication technology. The
“green communication” refers to methods for conserving
energy resources for future generations without affecting
current generation use. As a result, UART may be useful in
developing green communication concepts. Our research
work is a step towards fulfilling the designs of green commu-
nication technologies. The green communication enables

totally better idea of working, interacting, and cooperating,
allowing corporations to go further while reducing pollution,
greenhouse gas emissions, and power usage. Many organiza-
tions are reluctant to make the switch due to the high initial
expenditures. We created UART utilizing various nanome-
ters FPGA, which consumes the least amount of energy, in
order to minimize energy usage in communication net-
works. UART is an abbreviation for universal asynchronous
receiver transmitter. UART has a frequency of 1GHZ, a
responsibility cycle of 50%, and a time period of 1 ns. The
responsibility cycle of a signal is the amount of time it is
used. The power and duty cycle relationship = (PW/T) 100,
where D is the responsibility cycle, PW is the pulse width,
and T is the signal’s time period. In UART, data is sent at
a particular frequency called Baud rate. In the UART time
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technique, the data is sampled when the baud rates of the
receiver and transmitter are properly aligned. In the process
of data transfer, the data is sent in an irregular way via
UART connection. That is, no clock signal is necessary to
transfer data from UART A to UART B. As a result, UART
may be useful in developing green communication concepts.
The hardware circuit of UART device is associated with
microcontrollers, laptops, and CPU of a computer. Some-
times it can be dedicated to an integrated circuit (IC).
Despite a lot of new communicating ideas, UART communi-
cation is most preferred for serial communication. This is
because UART devices are easily integrable, and it only uses
two wires to perform the serial communication, which is
given in Figure 1.

The data transfer in UART takes place in the form of
packets; i.e., the UART sends data to another UART in the
form of packets of bits. Since the communication of data
in UART transfers data in an asynchronous manner, that
is, for sending data from UART A to UART B, no clock
signal is required. Therefore, UART can be beneficial for
promoting the ideas of green communication. If we compare
the proposed method with existing methods in this research,
voltage scaling is used to calculate power, and the findings of
the study are compared to previous methodologies. It has
been found that researchers have employed a variety of strat-
egies to minimize power consumption in previous studies,
yet consumption can still be lowered. The existing works
done on UART implementation on FPGA to promote the
ideas of green communication are explained in Section 2.

The present article has been planned into seven sections.
Section 1 describes the introduction of UART with green
communication. Section 2 puts light on related work. The
implementation setup and methodology have been men-
tioned in Section 3. Section 4 described the thermal proper-
ties for different voltage values. The power calculation of
UART has been discussed in Section 5. Finally, Section 6
portrays the conclusion and possible future works based on
the proposed framework.

1.1. Field-Programmable Gate Array (FPGA). Unlike the
other microcontrollers, FPGAs are also those gadgets that
are composed up of semiconductor materials [2–4]. These
devices work similarly to the other microcontrollers but have
one distinguished property which makes FPGA more conve-
nient than the other microcontrollers. The major and the
most important advantage of using FPGAs is these [5] can
be reprogrammed after its manufacturing. The feature of
being reprogrammed makes FPGAs handier and convenient
to be used than the other microcontrollers [6, 7]. The major
building blocks of FPGAs are look-up tables (LUTs), config-
urable logic blocks (CLBs), flip-flops, input/output (I/O)
devices, memory devices, and buffers [8]. The building com-
ponents of FPGAs are shown in Figure 2. FPGA devices are
used for performing the green communication too. Green
communication is the techniques in which we tend to save
the energy resources for our future generation without
compromising the use of present generation. The FPGA
version of green computing model of UART is shown in
Figure 3.

2. Literature Work

The authors created an energy-efficient instruction register
for integrating green communication on Virtex 4, Virtex 5,
and Virtex 6 FPGAs [9]. As a result, while much work has
been done to incorporate the ideas of green communication
and energy-/power-efficient devices for future generations
on CU with various FPGAs, no work has been done to imple-
ment the CU circuit on Kintex-7 ultrascale FPGA, so in this
work, the CU circuit is being designed on Kintex-7 ultrascale
FPGA to promote green communication techniques.

To provide a high-performance FIFO for the CPU while
reducing power usage, Saxena et al. [10] employed voltages
and frequency scaling techniques to create FPGA-based
FIFO architecture. They altered frequency from 20MHz to
250MHz while keeping the voltage constant at 2.3 volt,
while for the other experiments, they maintained the fre-
quency constant while varying voltages from 1 volt to 2.3
volt. They concluded that the voltage scaling reduces power
usage by 95.79 percent, whereas frequency scaling reduces
power consumption by 4.38 percent.

Kumar et al. [1] proposed a Spartan-3 and Spartan-6 field-
programmable gate arrays that are used to create a low-power
transceiver (FPGA). As a transceiver, a universal asynchro-
nous receiver transmitter (UART) device is employed. The
power analysis findings are aimed on Spartan-3 and Spartan-
6 FPGAs, and the implementation of UART is achievable
with EDA tools named Xilinx 14.1. By altering the voltage
supply, the change of different power of chips built on FPGA
is noticed, for example, input/output (I/O) power consump-
tion, leakage power absorption, signal power utilization, logic
power utilization, and the use of complete power. This study
examines how voltage changes affect the power consumption
of the UART on Spartan-3 and Spartan-6 FPGA devices.
Spartan-6 is proven to be more power efficient as the voltage
supply is increased.

In the current international situation, the global energy
crisis is a very serious concern. The energy crisis in India,
as well as a scarcity of natural resources such as crude oil,
coal, and other minerals, has an impact on the country’s
economy [11]. Global demand for energy has risen dramat-
ically as a result of population increase and industrial devel-
opment. So, in order to save energy, we are creating a UART
with FPGAs that uses less power. The universal asynchro-
nous receiver transmitter, or UART, is a serial data transfer
device. For data transfer, just two wires are required in
UART. Not only that, but there are no clock signals needed
to run UART. When the voltage is at its maximum, the
UART creates less noise and interference, allowing the signal
to travel further [12, 13]. The writers created an electronic
control unit (ECU) on FPGA to control the vehicle’s system.
For parallel work, the reduced instruction set computer
(RISC) machine (ARM) processor is utilized in conjunction
with FPGA [14].

Kumar and Pandey [14] used stub series terminated
logic (SSTL) IO with three distinct FPGAs with varying
nanometer (nm) gate sizes: 28 nm SP AR TAN-7, 20 nm
KINTEX-7 ultrascale, and 16nm ZYNQ ultrascale+. The
model was created and implemented using the VIV ADO
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ISE tool. According to the power study, the 16 nm ZYNQ
ultrascale+ requires the most power for operation with
SSTL18 I IO, while the 28nm SP AR TAN-7 requires the
least power for operation with SSTL135 IO, and the 20 nm
KINTEX-7 ultrascale sits in the middle of both of these
devices.

Pandey et al. [5] proposed that a power-efficient control
unit (CU) is designed and implemented on the Kintex-7
ultrascale FPGA. The VIVADO HLx design suite is used to

simulate and analyze the control unit. The energy consumed
of the control unit is examined for various frequency values,
and it is discovered that as the frequency grows, so does the
total power consumption. As a result, the control unit is bet-
ter suited to operate at low frequencies in order to reduce
power consumption. In addition, lowering the device operat-
ing frequency of the control unit from 5GHz to 100MHz
reduces the overall power usage by 36%.

3. Implementation Setup and Methodology

The implementation and simulation of UART protocol with
FPGA are done on XILINX ISE design suite [5, 15]. The
results of power consumption of UART are observed for
various input voltage ranging from 2.5V to 0.75V which is
shown in Figure 4. The power calculation is done by X
power analyzer tool [16, 17].

4. Thermal Properties for Different
Voltage Values

The three thermal possessions are related to FPGA which
are termed such as

(i) Effective thermal resistance to air (effective TJA)
(oC/W). It shows how the power is distributed to
ambient air. For all the value of voltage it is 3.3°C/
W [18–20]

Data bus UART 1 UART 2
bit 0
bit 1
bit 2
bit 3 Tx

Rx

Tx

Rx
bit 4
bit 5
bit 6
bit 7

Data bus
bit 0
bit 1
bit 2
bit 3

bit 4
bit 5
bit 6
bit 7

Figure 1: Serial communication in UART [1].
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Figure 2: Building blocks of FPGAs.
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Figure 3: Green computing model of UART.
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Figure 4: Voltage range for power calculation.
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(ii) Maximum (max) ambient temperature (MAT) (°C).
Under operating conditions, it is expressed as the
temperature around the FPGA [21–23]

(iii) Junction temperature (JT) (°C). It is called as the
operational temperature of the FPGA [5, 24]. It is

the aggregate total on chips power, effective TJA,
and MAT [5]

The thermal properties with all the voltage range of
values for UART protocol for Artix-7 FPGA are represented
in Figure 5.
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5. Power Calculation of UART

The total power (TP) dissipation of UART protocol on FPGA
device is the sum up of the dynamic power (DP) of the device
and the static power (SP) of the device [25, 26]. Although
there are a large number of innovative communication con-
cepts, serial communication via UART is still the most pop-
ular. This is due to the ease with which UART devices may
be integrated and the fact that serial communication is
accomplished with only two wires. The dynamic power is
the power calculated when there is any switching in the

device, whereas the static power is the steady-state power of
the device. In a FPGA device the clock, logic, IO, and signal
power are the device static power, whereas the leakage power
is the device dynamic power [3, 4]. Whenever the transmis-
sion rates of the transmitter and the receiver are suitably
aligned, the data is sampled using the UART time approach.
Microcontrollers, laptops, and a computer’s CPU are all con-
nected to the physical circuit of a UART device. Sometimes, it
can be dedicated to an integrated circuit (IC).

TP = DP + Sp: ð1Þ
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5.1. Power Analysis for 2.5V Voltage.When the voltage is set
to 2.5V for the power calculation, then, there is no SP con-
sumption for the FPGA device; that is, the SP is 0.00W. On
the other hand, the DP, which is the leakage power consump-
tion, is 2.074W. Hence, the TP of the UART for 2.5V is
2.075W. The TP for the voltage of 2.5V is shown in Figure 6.

5.2. Power Analysis for 2.0V Voltage. When the voltage is
set to 2.0V, the TP consumption of the device becomes
0.420W. For 2.0V voltage, the leakage power is 0.420W.
There is no consumption of SP for the device at this level
of voltage. The TP at this voltage value is equivalent to the
leakage power of the FPGA. The power consumption for
2.0V voltage is represented in Figure 7.

5.3. Power Analysis for 1.5V Voltage. For the voltage value of
1.5V, the device DP is 0.110W, and there is no power utili-
zation of SP. Hence, the TP for this voltage becomes similar
to the DP. The TP utilization for this voltage is 0.111W. The
power consumption for this value of voltage is described in
Figure 8.

5.4. Power Analysis for 1.0V Voltage. When the voltage is
regulated to 1.0V for the power calculation, then, there is
no SP consumption for the FPGA device that is the SP is
0.00W. On the other hand, the DP, which is the leakage
power consumption, is 0.042W. Hence, the TP of the UART
for 2.5V is 0.043W. The TP for the voltage of 1.0V is shown
in Figure 9.

5.5. Power Analysis for 0.9V Voltage. When the voltage is
tweaked to 0.9V, the TP consumption of the device becomes
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Table 1: Comparative power analysis.

S. no Reference FPGA Power (W)

1. [9] Virtex 6 17.226

2. [10] Virtex 6 2.244

3. [1] Virtex 6 1.293

4. [11] Virtex 6 45.334

5. [12] Kintex 7 1.804

6. [13] Virtex 4 0.177

7. [14] Virtex 6 1.407

8. [27] Spartan 6 0.296

9. [28] Spartan 6 0.297

10. [4] Spartan 3 0.080

11. This work Artix 7 0.033
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0.038W. For 0.9V voltage, the leakage power is 0.037W.
There is no consumption of SP for the device at this level
of voltage. The TP at this voltage value is equivalent to the
leakage power of the FPGA. The power consumption for
0.9V voltage is represented in Figure 10.

5.6. Power Analysis for 0.75V Voltage. When the voltage is
regulated to 0.75V for the power calculation, then, there is
no SP consumption for the FPGA device; that is, the SP is
0.00W. On the other hand, the DP, which is the leakage
power consumption, is 0.033W. Hence, the TP of the UART
for 0.75V is 0.033W. The TP for the voltage of 0.75V is
shown in Figure 11.

By analyzing the power, it can be seen that as the value of
voltage drops, the power consumption gets decreased. The
power consumption is higher for 2.5V voltage and lower
for 0.75V voltage. The TP consumption for all the value of
voltages is represented in Figure 12.

5.7. Comparative Power Analysis. From the related work
section, it is observed that a lot of work has been done by
the researchers to optimize the power consumption of the
UART protocol. The voltage scaling method is used to calcu-
late power, and the findings of the study are compared to
previous methodologies. It has been found that researchers
have employed a variety of strategies to minimize power
consumption in previous studies, yet consumption can still
be lowered. In this section, we have compared our best
results with the existing work in recent times. In this work,
we have found that the power consumption of UART is
optimized when the input supplied voltage is 0.75V. Of all
the rest of the values of voltages, the power consumption is
higher as it is explained in Section 4. The comparative power
analysis of our work with the other existing work is
described in Table 1.

From Table 1, it can be seen that in [9] using the capac-
itance scaling technique, the TP consumption is 17.226W.
When the thermal characteristics are adjusted in [10], the
power usage is 2.244W. On the Virtex-6 FPGA, TP con-
sumption reaches 1.2936W in [1]. By adjusting the capaci-

tance at the output load in [11], the power dissipation is
increased to 45.334W. [12] uses multiple IO standards to
reduce the TP consumption on the Kintex-7 FPGA to
1.804W. The power dissipation in [13] is 0.177W due to
the utilization of numerous FPGAs with varied nanoscale
technologies. The power consumption of UART is 1.407W
in [14] when various IO standards are used. On the
Spartan-6 FPGA, the UART power reaches 0.296W in [27].
Using the frequency scaling technique, [28] determined that
the power usage of the UART is 0.297W. In [4] with the idea
of voltage scaling, the power consumption of UART is
0.080W on Spartan-3 FPGA. But in our work, the power of
UART reaches to 0.033W, by applying the voltage scaling
approach on 28nm Artix-7 FPGA. The comparison of the
total power consumption of our proposed method with the
existing techniques is shown in Figure 13.

The problem of energy shortage is affecting the entire
planet. This is occurring as a result of massive population
and industry expansion throughout the world. As a result,
the entire globe is attempting to embrace green communica-
tion technology and power/energy saving gadgets. This pro-
ject is only focused on these technologies. The dynamic
power is computed when the device is switched on; mean-
while, the static power is determined when the device is in
its stable state. At 2.0V voltage, there is no use of SP by
the gadget. At this voltage level, the TP is equal to the
FPGA’s leakage power. When the voltage is controlled at
1.0V for power calculations, the FPGA device consumes
no SP, resulting in an SP of 0.00W. When the voltage is
increased to 0.9V, the device’s TP consumption drops to
0.038W. The leakage power at 0.9V voltage is 0.037W.
When looking at the power, it can be seen that when the
voltage value decreases, the power consumption increases.

6. Conclusion and Future Scope

In the work introduced in this research, we have imple-
mented UART on 28nm Artix-7 FPGA for green communi-
cation. The analysis and simulation are implemented on
XILINX design suite, and the power calculation is done
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through X power analyzer. The purpose of this research is to
lower the power usage of UART in companies using an
FPGA device. The scientists employed voltage scaling tech-
niques to accomplish this and compared the findings to pre-
vious FPGA work. In this work, the power calculation is
done by scaling voltage, and the results of the analysis are
compared with the existing techniques. It is observed that
in the existing works, researchers have used a lot of different
techniques to reduce the power consumption, but the con-
sumption can be reduced up to 0.080W of power in [1]. In
the other work, the power consumption is relatively more
than the power consumption in [1]. From comparing our
results with [1], it is found that in our proposed design,
the power consumption is reduced up to 58.75%. The imple-
mentation of UART can be done on the upcoming advanced
ultrascale and ultrascale+ FPGAs in future. Later these
designs can be converted into ASIC design which is handier
and portable than FPGAs.
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In recent years, due to the development of technologies for unmanned aerial vehicles (UAVs), also known as drones, UAVs have
developed rapidly. Because of UAVs’ high mobility and computational capability, UAVs have a wide range of applications in
Industrial Internet of Things (IIoT), such as infrastructure inspection, rescue, exploration, and surveillance. To accomplish
such missions, it is more proper and efficient to utilize multiple UAVs in a swarm, rather than a single UAV. However, it is
difficult for an operator to understand and control numerous UAVs in different situations, so UAVs require the significant
level of autonomy. Artificial intelligence (AI) has become the most promising combination with UAVs to ensure the high
autonomy of UAVs by establishing swarm intelligence (SI). However, existing learning methods for building SI require
continuous information sharing among UAVs, which incurs repeated data exchanges. Thus, such techniques are not suitable
for constructing SI in the UAV swarm, in which communication resources are not readily available on unstable UAV
networks. To overcome this limitation, in this paper, we propose the federated reinforcement learning- (FRL-) based UAV
swarm system for aerial remote sensing. The proposed system applies reinforcement learning (RL) to UAV clusters to establish
the SI in the UAV system. Furthermore, by combining federated learning (FL) with RL, the proposed system constructs the
more reliable and robust SI for UAV systems. We conducted diverse evaluations, and the results show that the proposed
system outperforms the existing centralized RL-based system and is more suited for UAV swarms from a variety of perspectives.

1. Introduction

These days, the performance of the hardware and software
needed for computing and artificial intelligence (AI) has
become remarkably advanced, so AI is being used in a wide
variety of fields including Industrial Internet of Things
(IIoT). In particular, the development of deep learning has
allowed computers to perform various complex operations
previously performed only by humans. Unsupervised learn-
ing is used in many areas by developing from supervised
learning with tagging data, and reinforcement learning
(RL), in which machines learn by themselves, has already
surpassed people in many areas. Since the development of
deep Q network (DQN) by Google DeepMind [1], RL has
been applied to Atari Games in 2015 [2], Go in 2016 [3],
and StarCraft II in 2019 [4], and many studies have drawn
attention to solving various problems in IIoT.

Unmanned aerial vehicles (UAVs), also known as
drones, are useful in that they can be put into difficult
environments for people to perform the given missions.
Thus, they are used in various applications in IIoT, such as
infrastructure inspection, traffic patrol, rescue, exploration,
environmental monitoring, remote sensing, and surveillance
[5]. To accomplish such missions, UAVs are controlled by
radio from a remote controller or are self-judged by a system
that has already been designed by an operator. However, it is
difficult for the operator to clearly understand the situation
in which UAVs exist over long distances and to control the
UAVs’ behaviors elaborately. In addition, it is impossible
to come up with all the countermeasures for various unpre-
dictable situations. Moreover, in recent years, a number of
UAVs, rather than a single UAV, are simultaneously utilized
in a cluster to perform more diverse missions of IIoT more
efficiently, but it is hard to control all of these UAVs in a
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centralized manner. Thus, UAVs require the significant level
of autonomy and should have the ability to perform tasks in
unexpected situations without human intervention.

To ensure the sufficiently high autonomy of UAV, a
number of studies were conducted to enable UAV clusters
to perform common missions more efficiently and intelli-
gently by utilizing AI algorithms. However, despite a lot of
interest in AI, the collaboration with swarm intelligence
(SI) in IIoT has not been considered deeply. It is because that
it is not easy to satisfy the concept of SI systems in which
each object has to decide on an action based on local and
partial information obtained from its own environment.

RL is performed by an agent repeating an action based
on a state in a given environment and maximizing a reward.
Therefore, even for learning with the same goal of a certain
application, the results of the learning can be substantially
different as the environment changes. In addition, the action
is chosen stochastically, so different results can be produced
each time even in the same environment. Thus, even if the
same learning is performed, it can result in biased results
depending on the agent, which increases difficulty in estab-
lishing swarm intelligence in IIoT. To overcome this, many
studies on multiagent RL have been proposed, and the stud-
ies simultaneously utilize multiple agents to perform RL.
However, such methods require sharing information of
agents, which incurs continuous data exchanges. Thus, it is
not easy for them to be applied to the environments such
as UAV systems in IIoT, in which communication resources
are not readily available on unstable UAV networks.

Federated learning (FL) is a new approach to training
machine learning (ML) models that decentralizes the train-
ing process, and it was first introduced in the paper pub-
lished by Google [6]. In FL, each agent receives an initial
common global model, which is not trained, from a server,
and each agent performs independent learning. After that,
the server collects the trained local models, creates a global
model, and returns it back to the agents. These operations
are repeated to achieve a fully trained global model. By using
FL, each agent has an advantage in terms of communication
resources in that it does not need to repeatedly share the
data required for learning. Fusing FL with RL allows multi-
ple agents to compose the global and unbiased model based
on many agents’ diverse actions in different environments
without exchanging data for learning. Thus, due to these
advantages, federated reinforcement learning (FRL) is suited
for UAV swarms in IIoT, but only few studies have yet been
applied to UAV systems.

Motivated by the fact described above, in this paper, we
propose the FRL-based UAV swarm system for aerial
remote sensing. To show the application of our proposed
system, we take a gas detection as an application example
and propose the FRL-based gas sensing system using UAV
swarm. However, since the proposed system is not designed
to be specialized in specific applications, the system can be
applied to any IIoT applications using UAVs.

To summarize the contributions of this paper:

(i) We propose the FRL-based UAV system that out-
performs the existing centralized RL-based system

(ii) We establish the swarm intelligence in UAV system
by applying RL to UAV clusters

(iii) By combining FL with RL, we construct the more
reliable and suitable swarm intelligence for UAV
systems

(iv) We conducted diverse performance evaluations
considering various factors to analyze the proposed
system from a variety of perspectives

The remainder of this paper is organized as follows. In
Section 2, we introduce related work and describe our
research’s novelties and advantages against the related work.
We describe preliminary knowledge related to our research
in Section 3. After that, in Section 4, we explain our pro-
posed system and give detailed explanations about the learn-
ing algorithm and implementation. In Section 5, we describe
the experiments and performance evaluation results. Finally,
Section 6 concludes this paper with explaining remarks and
future directions.

2. Related Work

In this section, we firstly introduce several researches which
tried to apply RL or FL to UAV systems. Then, we describe
some studies focusing on utilizing FRL for various systems
in IIoT. After that, we explain our research’s novelties and
advantages in comparison with the relevant studies.

Several studies have been conducted that present a vari-
ety of techniques using RL to perform path planning tasks or
address some of the subtasks. Pham et al. proposed a deep
reinforcement learning (DRL) algorithm which enables
UAVs to learn their paths autonomously and to pass
through changing environments without collisions [7]. Lin
et al. proposed a combination of DRL and long short-term
memory (LSTM) [8] network that allows UAVs to interact
with their surroundings directly and continuously [9]. Lili-
crap et al. proposed an improved deep deterministic policy
gradient (DDPG) [10] algorithm for object avoidance and
target tracking [11]. The proposed algorithm uses reward
functions and penalty actions to achieve smoother trajecto-
ries. Koch et al. investigated the performance and accuracy
of the inner control loop providing attitude control when
using autonomous flight control systems trained with vari-
ous RL algorithms [12].

Using traditional DL-enabled approaches, data needs to
be transmitted and stored at a central server. This can be a
significant problem because it generates massive network
communication overhead to send raw data to centralized
entities, which can lead to network usage and energy ineffi-
ciency of UAVs. The transferred data can also include per-
sonal data such as location and identity of UAVs that can
directly affect privacy issues. As a solution, FL was intro-
duced for privacy and low communication overhead. Con-
sidering the advantages of FL, FL is much better suited for
many UAV-enabled wireless applications in IIoT than the
existing DL methods [13], so some researches tried to apply
FL to UAV systems in IIoT. Chhikara et al. proposed an FL
algorithm within a drone swarm that collects air quality data
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using built-in sensors [14]. Using the proposed scheme, a
UAV swarm composes the SI to find the area with the high-
est air quality index value effectively. Awada et al. introduced
an FL-based orchestration framework for a federated aerial
edge computing system [15]. The authors proposed a feder-
ated multioutput linear regression model to estimate multi-
task resource requirements and execution time to find the
optimal drone deployment.

FRL, the combination of FL and RL, is a relatively
recently proposed technique, and a few researches tried to
apply FRL to applications of IIoT. Lim et al. proposed an
FRL architecture to allow multiple RL agents to learn optimal
control policy on their own IoT devices of the same type but
with slightly different dynamics [16]. Abdel-Aziz et al. pro-
posed a RL-based cooperative perception framework and
introduced an FRL approach to speed up the training process
across vehicles [17]. Xu et al. proposed a multiagent FL-based
incentive mechanism to capture the stationarity approxima-
tion and learn the allocation policies efficiently [18]. Xue
et al. proposed an FRL framework which extracts the knowl-
edge from electronic medical records across all edge nodes to
help clinicians make proper treatment decisions [19].

This paper has novelty and advantages compared to the
related studies. As explained before, a few researches utilized
FRL for applications of IIoT, but among them, there are few
studies that tried to apply FRL to UAV systems. However, in
this paper, we propose the FRL-based UAV system for aerial
remote sensing. We establish the SI in UAV system by
applying RL to UAV clusters. Furthermore, by combining
FL with RL, we constructed the more reliable and suitable
SI for UAV systems.

3. Preliminary

This section describes preliminary knowledge related to our
research. We first explain DRL, and then give a description
of FL and FRL.

3.1. Deep Reinforcement Learning. RL is a mathematical
framework for experience-driven autonomous learning
[20], and the main base of RL is learning through interaction
with environments [21]. In RL, the agent observes state, st , in
the environment at time t. The state is statistics containing
the information, such as sensor values and the agent’s posi-
tion, and it is necessary for the agent to select the action. In a
given state, the policy returns an action, and the agent takes
the selected action. After that, the state transitions to the
new state, st+1, and the agent gets the reward, rt , from the
environment as feedback. The best order of action is deter-
mined by the rewards provided by the environment, and the
optimal policy is one that maximizes the reward expected in
the environment. Thus, using RL algorithms, the agent tries
to learn a policy that maximizes expected returns.

DRL was introduced to accelerate the development of RL
[22], and DRL uses neural networks to deliver innovative
ways to obtain more optimal policy [1]. DL allows RL to deal
with intractable decision-making problems in high-
dimensional states and environments [2]. There are a variety
of DRL algorithms, such as DQN, DDPG, proximal policy

optimization (PPO) [23], trust region policy optimization
(TRPO) [24], soft actor-critical (SAC) [25], and asynchro-
nous advantage actor-critic (A3C) [26].

3.2. Federated Learning. Without data, model learning can-
not be performed. Data often exists in the form of data
islands, and the direct solution is to process the data in a
centralized manner, requiring training data to be concen-
trated on the same server. FL shifts the focus of research
on ML with data islands. In comparison to centralized learn-
ing methods, FL belonging to distributed learning methods
allows individual devices in different locations to collaborate
with others to learn ML models. The concept of FL was
introduced by Google in 2016 and first applied to Google
keyboards for joint learning on multiple Android phones
[27]. Given that FL can be applied to all edge devices in
IoT, there is the potential to revolutionize various IIoT areas,
such as healthcare, transportation, and finance [28].

FL offers new research directions on AI in IIoT, and FL
provides a new way of learning to build a personalized
model without exchanging raw data. With the advancement
of computing technologies, the computing resources of IoT
devices have become more powerful. Training for AI is also
gradually moving from central servers to edge devices. FL
provides a privacy mechanism that can effectively use the
computing resources of the device to train the model, pre-
venting the leakage of personal information during data
transmission. In various areas, numbers of wireless devices
exist and there are a large amounts of valuable data, so FL
can take full advantage of them. FL is the collection of train-
ing information from distributed devices to learn the model,
and it includes the following basic steps [29, 30]. Firstly, the
server sends the initial model to all of the devices, and then,
each device trains its own local model using local data. After
that, the devices send local model parameters back to the
server, and the model parameters are aggregated into the
global model. The aggregated global model is delivered to
the devices again, and the above procedures are repeated.

3.3. Federated Reinforcement Learning. The combination of
RL and FL was first studied in [31]. Unlike traditional FL,
the authors proposed a new FL framework based on RL [2,
20, 32], i.e., FRL. In the study, the authors demonstrated that
the FRL approach can take full advantage of the joint obser-
vations in the environment and perform better than simple
DQNs with partial observations in the same environment.
FRL was also applied to autonomous driving, and all partic-
ipant agents perform steering control actions with knowl-
edge learned by others, even when acting in very different
environments [33]. In robot system control, FRL was used
to fuse robot agent models and communicate experience
effectively using prior knowledge and quickly adapting to
new environments [34]. However, there are few studies that
applied FRL to UAV systems.

4. System Design and Implementation

In this section, we explain the details of our proposed system
and implementation. We first explain the concept of the
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proposed system. Then, we give descriptions of our FRL sys-
tem, the RL algorithm used in the system, and the environ-
ment constructed for learning. After that, we describe the
system implementation.

4.1. System Concept. We propose the FRL-based UAV
swarm system for aerial remote sensing. As we mentioned
before, to show the application of our proposed system, we
take gas sensing as an application example, and Figure 1
shows the proposed system’s application concept. Initially,
a UAV swarm consisting of multiple UAVs is arranged in
an area where a gas source is expected to exist. In this situa-
tion, the mission of the UAV swarm is to find the origin of
the gas source, marked as red smoke in the figure, with
avoiding collisions not only between UAVs but also with
other obstacles, such as tall trees. The UAVs continually
move without any predetermined guidance or programmed
function. At the same time, they repeatedly perform local
learning based on their own actions and data collected from
gas sensors and ranging sensors, such as LiDAR or radar.
After that, the UAVs share only their locally trained models
with each other periodically. During the mission, the UAVs

repeat such moving, learning, and occasional sharing to
build SI.

4.2. Federated Reinforcement Learning System. In the pro-
posed system, the neural network of UAVs is trained using
FRL, and Figure 2 shows the overall learning procedures in
the system. To explain the FRL operations in our system,
we assumes n UAVs, U1, …, Un with their own data D1,
…, Dn. The proposed FRL scheme includes the following
main steps. First, a server (a ground control system) or a
header UAV in our system sends initial global models to
all UAVs, and each UAV trains their own local model using
local information including states, actions, and rewards. We
will describe the detailed explanation about the learning
algorithm in Section 4.3. The UAVs send the local model
parameters, W1, …, Wn, back to the server, and then, the
server aggregates the model parameters into the global
model as follows:

WG = 〠
n

n=1
Wi: ð1Þ

Figure 1: The application concept of the proposed system.
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Figure 2: The overall operations of FRL in the proposed system.

4 Wireless Communications and Mobile Computing



The global model’s parameters, WG, are distributed back
to the UAVs and the above procedures are repeated until the
global model is sufficiently trained.

4.3. Reinforcement Learning Algorithm. This subsection
describes the RL algorithm used in our proposed system.
The PPO algorithm is based on the actor-critic concept
and utilizes two separate networks [23]. The actor network
determines the agent’s optimal behavior, whereas the critic
network evaluates policies and trains the actor using
rewards. The PPO algorithm was inspired by the TRPO
algorithm [24], and the PPO algorithm provides a more
direct approach to implementing and coordinating tasks
for learning. Compared to TRPO, PPO is also known to pro-
vide simpler and better performance in many applications in
IIoT [35]. The UAV system prefers algorithms requiring a
small amount of computation, so PPO is suitable for various
tasks performed by UAVs [5]. In fact, many studies used
PPO as the RL algorithm for UAV systems, and many
results have shown that PPO is superior to other algorithms
in various aspects [5]. For these reasons, we chose PPO as
the RL algorithm of our FRL system.

We describe the detailed explanation about the learning
algorithm for the proposed system with reference to [16,
23, 34]. In training, an agent observes a state, st , in the envi-
ronment at time step t. The actor model, πθ, with its model
parameters, θ, is used to determine an action, at , to be taken
in the given state, st . The agent takes the selected action, the
state transitions to the new state, st+1, and the agent gets the
reward, rt+1. For every time step, the agent stores the trajec-
tory segment, <st , ⋅ at , ⋅ rt+1, ⋅ st+1 > in the trajectory mem-
ory. The critic model, Vμ, with its model parameters, μ,
evaluates whether the action led the agent to a better state,
and the critic model’s feedback is used to optimize the actor
model. Whenever a determined number of steps proceed,
based on the PPO algorithm, the gradients for the optimiza-
tion of the actor and critic models are calculated using the

trajectory segments in the trajectory memory. The objective
function, LPG, in a general policy gradient RL is as follows:

LPG θð Þ = Êt log πθ at stjð ÞÂt

� �
, ð2Þ

where Êt½⋯� means the empirical average over a finite
batch of samples and Ât is an estimator of the advantage
function at timestep t. Utilizing the generalized advantage

Input: sensing information, distance information
Output: state
1: state = zeros(nstate)

Calculating state values regarding sensing:
2: ssum ⟵ 0
3: for each sensing value, s, in sensing value set, S do.
4: ssum ⟵ ssum + s
5: end for.
6: saverage ⟵ ssum/nsensor:
7: smax⟵0
8: for i, s in enumerateðSÞ do
9: state½i�⟵ s − saverage
10: if smax < absðstate½i�) then smax ⟵ absðstate½i�)
11: end for
12: for i in range(nsensor) do
13: state½i�⟵ state½i�/smax

Calculating state values regarding distance:
15: o⟵NearestObj ðOÞ
16: dist⟵CalDist ðo)
17: if dist ≤ sizeuav then state½−4�⟵ −1
18: else state½−4�⟵ 1
19: o!⟵ CalVec (o)
20: state½−3�⟵ o!x

21: state½−2�⟵ o!y

22: state½−1�⟵ o!z
23: return state

Algorithm 1: Algorithm for getting the state.

Table 1: Variables used for getting the state.

Notation Description

state Set of state values

nstate Number of state values in state
S Set of sensing values

s Each sensing value in S

ssum Sum of sensing values in S

saverage Average of sensing values in S

smax The maximum of the absolute values of S

nsensor Number of sensors attached onto the UAV

O Set of nearby objects

o The nearest object

dist The distance to o

o! Normalized vector to o

0 50 100 150 200 250 300

Figure 3: An example of map used for the proposed FRL system.
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estimator (GAE) [36], Ât can be calculated as follows:

Ât = δVt + γλð ÞδVt+1+⋯+ γλð ÞT−t+1δVT−1, ð3Þ

where γ is the discount factor ðγ ∈ ½0, 1�Þ, λ is the GAE
parameter ðλ ∈ ½0, 1�Þ, T is the size of mini-batch samples,
and δVt = rt + γVμðst+1Þ −VμðstÞ. The objective function,

LV , is as follows:

LV μð Þ = Êt V̂
target
μ stð Þ −Vμ stð Þ

��� ���h i
, ð4Þ

where V̂
target
μ is the target value of time-difference error

(TD-error), and V̂
target
μ ðstÞ = rt+1 + γVμðst+1Þ. Using a sto-

chastic gradient descent (SGD) algorithm (i.e., Adam opti-
mization [37]), the parameters of Vμ are updated as follows:

μ = μ − ημ∇L
V μð Þ, ð5Þ

where ημ is the learning rate for the critic model
optimization.

Input: action, sensing information, distance information
Output: reward
1: reward⟵ 0
Detecting a collision with any other objects:

2: o⟵NearestObj (O)
3: if o ≠ t then
4: distobj ⟵ CalDist (o) then
5: if distobj ≤ sizeuav then
6: reward⟵ −2
7: return reward
8: end if
9: end if
When the agent reaches the target:

10: if o == t then
11: distt ⟵ CalDist (t)
12: if distt ≤ thsucc then
13: if action == ‘staying’ then
14: reward⟵ 1
15: return reward
16: end if
17: end if
18: end if
Calculating the reward in the other cases:

19: t
!
x ⟵ sright − sleft

20: t
!
y ⟵ sfront − sback

21: t
!
z ⟵ sup − sdown

22: t
!
⟵ vt/kvtk

23: a!⟵NorVecðaction)
24: reward⟵ InnerProdðd!, a!) absðrewardÞ < valclip
25: if reward ≥ 0 then
26: if reward⟵ valclip
27: else reward⟵ −valclip
28: end if
29: return reward

Algorithm 2: Algorithm for determining the reward value.

Table 2: Variables used for determining the reward.

Notation Description

O Set of nearby objects

o Nearest object

t Target object

distobj Distance to o

sizeuav Radius size of UAV

distt Distance to the target

thsucc Threshold of distance to the target where the
agent is deemed to arrive at the target

t
!

Normalized vector to target

a! Normalized vector of action

valclip Clip value for determining reward

Table 3: Hyperparameters and values used for learning.

Hyperparameter Value

Actor network dimension 16∗256∗256∗256∗5
Critic network dimension 16∗256∗256∗256∗5
Minibatch size 5

Number of epochs 4

Learning rate 0.0003

Horizon value 20

Generalized advantage estimator 0.95

Discount factor gamma 0.99

Clipping parameter 0.2

Value function coefficient 0.5

Optimizer algorithm Adam

LR

F

B

D

U

Figure 4: The sensors’ position and possible movement actions of
UAV in the proposed FRL.
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In the actor model of TRPO, the importance sampling is
used to obtain the expectation of samples gathered from the
old policy, πθold

, under the new policy, πθ. The TRPO

algorithm maximizes the surrogate objective function, LCPI,
presented in

LCPI θð Þ = Êt
πθ at stjð Þ
πθold

at stjð Þ Ât = Êt Rt θð ÞÂt

� �" #
ð6Þ

where CPI refers to conservative policy iteration [38]
and RtðθÞ denotes the probability ratio. The TRPO algo-
rithm optimizes LCPI subject to the constraint on the amount
of the policy update as follows:

Êt KL πθold
⋅ stjð Þ, πθ ⋅ stjð Þ� �� �

≤ δ, ð7Þ

where KL refers to the Kullback-Leibler divergence [39].
As we explained before, the PPO algorithm was inspired by
the TRPO algorithm, and the objective function of PPO,
LCLIP, is as follows:

LCLIP θð Þ = Êt min Rt θð Þ, clip Rt θð Þ, 1 − ε, 1 + εð Þð ÞÂt

� �
, ð8Þ

where ε is the clipping parameter. The parameters of πθ

are updated by the SGD algorithm with the gradient, ∇LCLIP,
as follows:

θ = θ − ηθ∇L
CLIP θð Þ, ð9Þ

where ηθ is the learning rate for the actor model
optimization.

Using the above algorithm, each agent in our system per-
forms RL repeatedly, and the agents send the updated model
parameters to the server periodically as we explained in Sec-
tion 4.2.

4.4. Environment. The agents continually interact with the
environment while performing learning, so it is important
to construct an appropriate environment for proper learn-
ing. We constructed the environment for agents to perform
learning well to accomplish the mission described in Section
4.1. This subsection provides a detailed description of the
environment, especially about map, state, action, and
reward.

4.4.1. Map. Figure 3 shows an example of map which is used
for FRL of the proposed system. In the map, green circle
lines mean contour lines. In other words, an area marked
as darker green means a higher area. Red and blue dots rep-
resent UAVs and obstacles, respectively. The red star in the
middle means the gas source that the UAVs should find. We
set the map to change every a certain period so that the
UAVs can experience various environments. At each
change, both the position of the obstacles and the height of
the terrain change. The UAVs are initially placed evenly
between UAVs outside a certain range from the gas source
since it is efficient and reasonable to spread them as much
as possible. The obstacle is assumed to be a very tall object,
such as a transmission tower, so that the UAVs cannot avoid
the obstacle by flying higher but should move horizontally to
avoid the obstacle. Considering collisions not only with
obstacles but also between UAVs, if a UAV gets closer to
another object than a certain distance, it is considered as a
collision.
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Figure 6: Final position of UAVs as the episode goes by.
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4.4.2. State. In order for an agent to take an appropriate
action, the state should consist of appropriate values.
Algorithm 1 shows the pseudocode for getting the state,
and Table 1 lists the variables used in Algorithm 1. The
state is composed of two value sets, one set regarding
sensing values and the other set containing distance infor-
mation, so the algorithm for obtaining state is also com-
posed of two parts.

Lines 2 to 14 in Algorithm 1 are relevant to calculating
state values regarding sensing. The UAV has multiple sen-
sors, gas sensors in our application example scenario, and
blue dots in Figure 4 present the position of sensors attached
onto the UAV. Each sensor continuously collects sensor
data. In real-world environments, there is always noise in
sensor values obtained from real sensors. Therefore, in order
to consider noise in a real environment, we added different
Gaussian noise to sensor values. We will give the detailed
explanations about the noise values and the performance
evaluation considering the sensor noise in Section 5.3. Using
the sensor data, the agent finds the sum of the collected
values and calculates the average of them. After that, the
agent subtracts the mean value from each sensor value,
and in this process, the agent finds and memorizes the max-
imum absolute value of the result values. The agent performs
normalization using this maximum value, and the agent
takes these final results as values of the state’s first set.

Lines 15 to 22 in Algorithm 1 are relevant to the state’s
second value set, state values regarding distance information.
First, the agent finds the nearest object, a UAV or an obsta-
cle, from the agent, and then calculates the distance to the
object. If the distance is smaller than the size of the UAV,
there is a collision, so -1 is stored in the state, and if not, 1
is stored. After that, the agent calculates the normalized vec-
tor directed towards the nearest object, and the values of x, y,
and z axes of the vector are stored in the state.

4.4.3. Action. Figure 4 shows the movement actions that the
UAV can choose. UAVs in real world can move in more
diverse directions, but in order to reduce the complexity of
learning, we assumed that UAVs can perform only 27
actions, moving in 26 directions and staying. Red and blue
dots in the figure indicate the 26 directions, and blue dots
also show the position of sensors attached onto the UAV
as explained before.

4.4.4. Reward. An appropriate reward should be given for an
agent to perform well in learning. Algorithm 2 shows the
detailed process of determining the reward value, and
Table 2 lists the variables used in Algorithm 2.

The UAV should not collide with other UAVs or obsta-
cles while moving. Lines 2 to 9 in Algorithm 2 are relevant to
detecting a collision with any other objects. First, the agent
finds the nearest object among nearby objects. If the nearest
object is not the target, the agent calculates the distance to
the object. If the distance is less than the radius of UAV, in
other words, if a collision occurs, the reward is set to -2 to
train the agent not to do such action causing the collision
in the future.

If the agent arrives at the target, it is reasonable for the
agent to be located there without moving, and lines 10 to
18 in Algorithm 2 are relevant to this case. Firstly, the
agent calculates the distance to the target. When the dis-
tance is shorter than the determined distance for judging
whether the agent arrives at the target, if the agent takes
the action of staying there, the agent gains 1 as
compensation.

In the other cases, the agent calculates the reward, and
lines 19 to 28 in Algorithm 2 are relevant to these cases.
The principle of determining the reward is that the better
the agent moves in the direction of the target, the larger
the reward the agent receives. The shorter the distance
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between the sensor and the target is, the larger or smaller the
sensing value is, depending on the characteristics of sensors.
In the case of gas sensor, the shorter the distance, the larger
the sensing value [40]. Therefore, a larger sensing value
means that the sensor is closer to the target. The agent
obtains a normalized vector, on x, y, and z axes, directed
toward the target using values of sensors marked with blue
circles in Figure 4. After that, the agent calculates the nor-
malized vector for the action and obtains the inner product
of the two vectors. If the absolute value of the reward is
too small, learning may not be performed well, so the reward
is adjusted based on the clipping value.

4.5. Implementation. As explained in Section 4.3, we used
PPO as the RL algorithm, and we implemented the RL
model of the proposed system by using the PyTorch library
[41] with reference to [42]. Table 3 shows hyperparameters
used in the algorithm. By adding FL to the RL model, we
constructed the FRL model with reference to [43]. We
implemented the FRL system on Ubuntu 20.04 LTS using
a desktop with AMD Ryzen™ 7 5800X and 32GB RAM.
For faster learning, we trained the learning model by using
NVIDIA’s compute unified device architecture (CUDA) on
the NVIDIA GeForce RTX 3070 8GB GDDR6 PCI Express
4.0 graphic card. In addition, we constructed a map,
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explained in Section 4.4.1, referring to the 2D Gaussian grid
map introduced in [44].

5. Performance Evaluation

In this section, we explain the various experiments and eval-
uation results. We first explain the performance evaluation
of the proposed FRL system and then show the result of per-
formance comparison between RL- and FRL-based systems.
After that, we describe diverse evaluations considering vari-
ous factors, such as sensor noise, participation ratio, packet
loss, and duplication sending.

5.1. Evaluation on Learning Performance. An episode is a
unit of learning, and each episode ends after a determined
number of steps proceed. To evaluate the learning perfor-
mance, we recorded the sum of the reward values gained
by the agent in the episode as the score of the episode, and
we investigated the sum of scores from the last 100 episodes.
We conducted the evaluation by varying the number of
agents, and the four lines with different colors in Figure 5
show the results. As shown in the figure, the average of the
score values increases as the episode goes by, which means
that the agent performed the mission well as the learning
was repeated. The average value continues to increase up
to about 3000 episodes and reaches the saturation point. In
terms of the number of agents, the result shows that the
more agents participate in learning, the better the learning
performance is. In other words, the average score increases
higher and the range of fluctuation is smaller in cases where
the more agents participate in learning. This is because the
more UAVs learn together, the more diverse experiences
are collected, which not only makes learning better but also
causes unbiased learning to be performed. However, it is not

easy for many UAVs to continuously send raw data to central-
ized entities, which can lead to massive communication over-
head and energy inefficiency of UAV systems. Thus, our FRL-
based system is suited for UAV swarms because FRL has an
advantage in terms of communication resources in that it does
not need to repeatedly share the raw data for learning.

As shown in Figure 5, the learning progresses rapidly in
the early stage. To analyze this in more detail, Figure 6
shows the final positions of UAVs every 20 episodes. In
the figure, after only 20 episodes, in other words, when the
sufficient learning was not performed, the UAVs could not
find the target. However, as the episode went by, the more
UAVs moved closer to the target, which means that the
learning was performed well.

5.2. Performance Comparison between RL- and FRL-Based
Systems. In existing RL approaches, it is common to collect
data and perform learning in a centralized manner. In
UAV systems, it is not easy to continuously send all raw data
to the central entity in real time, so the learning can be per-
formed by transferring data to the server after the flight of all
UAVs is over. We compared the results of learnings per-
formed using such centralized RL-based method and our
FRL-based method. As shown in Figure 7, the FRL-based
method performed learning better and reached the satura-
tion point faster than the centralized RL-based method.
The reason for this result is that the FRL-based method does
not require raw data transmission so that learnings can be
performed more frequently, resulting that agents can be
trained faster and more stably.

5.3. Learning Performance considering Noise. As explained in
Section 4.4.2, there is always noise in sensor values obtained
from real sensors. Therefore, to evaluate the performance
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11Wireless Communications and Mobile Computing



considering noise, we analyzed the learning performance by
adding a different Gaussian noise of N ðμ, σ2Þ to sensor
values. We performed FRL with 3 agents by using the zero
mean and different variance values from 0 to 0.6 with refer-
ence to the values obtained from real gas sensors [40]. As
shown in Figure 8(a), the higher the noise, the lower the
learning performance. However, even when there was noise,

a certain level of learning was sufficiently performed. Thus,
this result shows that the proposed FRL system can be uti-
lized in a real environment with noise.

As shown in the result above, the noise degrades the
learning performance. However, as the number of UAVs
increases, the more experience the UAVs have and share,
which mitigates the degradation caused by noise. As shown
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in Figure 8(b), when there was little noise, the more UAVs
participated in learning together, the better the learning per-
formance. Similarly, even when there was severe noise, the
fluctuation was smaller when more UAVs participated in
learning although the overall learning performance was rel-
atively low. In summary, using the FRL-based system, the
more UAVs participate in building SI, the impact of noise
can be alleviated as well as the overall performance can be
improved.

5.4. Performance Evaluation considering Participation Ratio.
In real situations, all devices may not be always able to par-
ticipate in learning on all rounds due to diverse causes, such
as the situation of devices, communication, and network
problems. Therefore, in the actual FL, the ratio of devices
participating in learning is determined, some of the devices
are chosen every round according to the participation ratio,
and the selected devices participate in learning. Thus, we
evaluated the performance by changing the participation
ratio in the learning, and Figure 9 shows the result. Natu-
rally, the higher the participation ratio, the more stable and
better performance, but for this to occur, many devices
should participate in the learning of every round. As shown
in the figure, even when 0.67 was selected as the participa-
tion ratio, there is the little degradation in performance
compared to the case with the participation ratio of 1. Thus,
this result shows that it is possible to obtain not only efficient
learning but also acceptable performance by using the
proper participation ratio.

5.5. Performance Evaluation considering Packet Loss. In
UAV systems, due to the high mobility of UAV and contin-
uous changes in network topology, wireless data communi-
cations are frequently unstable, which can lead to packet

loss. When packet loss occurs or communication situation
is poor, some of trained local models cannot be transferred.
In consideration of this situation, we evaluated the perfor-
mance by changing the packet loss probability, and
Figure 10 shows the result. Figure 10(a) shows learning per-
formance in cases where there was no packet loss in a stable
communication situation and where a lot of packet losses
occurred due to poor network condition. In the case of
severe network condition, since the packet loss occurred fre-
quently, the trained models could not be transferred well, so
learning was performed unstably at the beginning of learn-
ing. However, as shown in Figure 10(b), the learning perfor-
mance can be improved if more agents participate in
learning even when the communication situation is unstable.
In conclusion, if FRL is utilized in a UAV system composed
of a number of UAVs, it is possible to perform learning even
in poor communication situations.

5.6. Performance Evaluation considering Duplication
Sending. These days, it is not difficult for UAVs to transmit
packets through multiple paths by leveraging multiple inter-
faces simultaneously. In our previous work [45], to improve
the reliability and stability of controlling UAVs, we pro-
posed a scheme that selectively duplicates only important
packets and then transfers the originals and copies of them
through different paths. Such technique and other similar
ones can increase the success rate of transmitting trained
models, which in turn improves learning performance.
Figure 11 shows the results of learning performance
depending on the use of the technique when the packet
transmission probability is 0.8 or 0.2. As shown in the
result, we can get better learning performance when using
the duplication sending technique. This means that the
reliable communication and network in UAV systems are
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critical for improving the FRL system’s learning perfor-
mance to build SI.

6. Conclusion

Nowadays, UAVs are widely used in various fields of IIoT
due to the many advantages of the UAVs. In order to carry
out today’s complicated and complex missions, it is more
appropriate and efficient to use multiple UAVs together, so
many people utilize UAVs in the form of swarm. However,
it is not easy to control multiple UAVs from a distance at
the same time. Thus, UAVs are required to have the high
autonomy, and AI is the most promising technique to pro-
vide the intelligence to UAVs. However, to secure SI using
existing techniques, raw data should be continuously
exchanged between UAVs, which is not suitable for UAV
systems operating on unstable networks. Motivated by the
fact described above, in this paper, we proposed the novel
FRL-based UAV swarm system for aerial remote sensing.
The proposed system utilizes RL to ensure the high auton-
omy of UAVs, and moreover, the system combines FL with
RL to construct the more reliable and robust SI for UAV
swarms. Through the performance evaluations, we showed
that the proposed system outperformed the existing central-
ized RL-based system. Furthermore, we conducted various
analyses considering the diverse factors, such as sensor
noise, participation ratio, packet loss, and duplication send-
ing, and the results proved that our proposed system is more
suited for UAV swarms from a variety of perspectives.

We have several directions as future work. We will
implement our FRL algorithm on UAV devices and apply
the proposed system to UAV systems in a real environment.
In order to do this, we will construct the more complex state
and devise the more sophisticated reward algorithm. In
addition, we plan to elaborate our system to include addi-
tional techniques, such as more efficient model exchange
and adaptive participation ratio, which results in the better
SI development.
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At present, the underwater environment required by the seafood aquaculture industry is very bad, and the fishing operation is
completed artificially. In this environment, the use of machine fishing instead of artificial fishing is the development trend in
the future. By comparing the characteristics of different algorithms, the multiscale Retinex algorithm (autoMSRCR) is selected
to deal with image color skew, blur, atomization, and other problems. Labelimg software is used to annotate underwater targets
in the image and make data sets. Of these, 20% are used as test sets, 70% as training sets, and 10% as verification sets. The
target detection network of You Only Look Once Version4 (YOLOv4) based on convolutional neural networks (CNN) is
adopted in this paper. The main feature extraction network adopts CSPDarknet53 structure, and the feature fusion network
adopts SSP, and PANet network carries out sampling and convolution operations. The prediction output of extracted features
is carried out through YoloHead network. After training the recognition model of the training sets, the detection effect is
obtained by testing the data of the test sets. The identification accuracy of sea cucumber and sea urchin is 90.8% and 87.76%,
respectively. Experiments show that the target detection network model can accurately identify the specified underwater
organisms in the underwater environment.

1. Introduction

In China, offshore seafood aquaculture, sea cucumbers, and
sea urchins grow at the bottom of the seawater. In particular,
sea cucumbers and sea urchins live on reefs of 12-13 meters
underwater or artificial reefs. When the temperature is lower
than 0°C or higher than 20°C, sea cucumbers will enter the
seabed or dormancy. The depth and the presence of rocks
make fishing operations extremely difficult. At present,
divers can only go into the sea to fish seafood. “Humans can-
not work underwater for a long time because of their body
structure and the way they breathe. Fishing divers are prone
to decompression sickness and rheumatoid arthritis” [1].
Hence, the high fees paid to divers result in huge fishing
costs. At present, there is no suitable robot to replace artifi-
cial underwater operations in seafood aquaculture. The fish-

ing robot can replace the artificial long-term dangerous
operation and reduce the risk and cost of fishing [2]. “With
the rapid development of digital image processing and com-
puter technology, neural network technology is becoming
more and more mature in the field of computer. The neural
network model has the advantages of self-learning ability,
strong adaptability, and high robustness and is especially
suitable for classification and recognition problems” [3–5].

Currently, popular target detection algorithms based on
deep learning can be divided into two categories: one-stage
network and two-stage network [6]. One-stage network is
much faster in detection speed than two-stage network, but
lower in detection accuracy.

Two-stage network firstly carries out region proposal
(RP) for the input images and then classifies them through
CNN. Representative algorithms include R-CNN, SPP-Net,
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Fast R-CNN, Faster R-CNN, and R-FCN [7, 8]. The network
structure is shown in Figure 1.

One-stage network input does not use the RP generation
prior-box but directly extracts features from CNN to predict
object classification and location. Representative algorithms
include OverFeat, YOLOv1, YOLOv2, YOLOv3, YOLOv4,
SSD, and RetinaNet [9]. The network structure is shown in
Figure 2.

The target detection network based on deep learning is
applied to the underwater robot. The main problem is the
accurate recognition of seafood in a shallow sea environ-
ment. The specific steps are as follows:

(1) Manufacturing of data sets: according to the changes
of underwater environment, the image is prepro-
cessed to enhance the feature information and dis-
tinguish the training sets, test sets, and verification
sets. Labelimg is used to mark the data for network
training

(2) Targeting recognition: building the framework of
YOLOv4, inputting the processed training sets, and
getting the trained model

(3) Adjusting model parameters: using the test sets to
test, then adjusting the learning rate and the network
model of data processing way, and letting the model
accuracy and speed realize optimality

(4) Realizing recognition: building a platform on the
existing underwater fishing robot to realize the com-
bination of algorithm and model and verifying the
performance and reliability of the algorithm

2. Data Collection and Production

The data sets and network structure are the main factors
influencing on the detection accuracy in the target detection
algorithm based on neural network. Having large data sets is

the premise of training and optimizing high performance
network model.

2.1. Data Collection and Processing. Since it is underwater
real-time detection, the authenticity of the image will
directly affect the robustness of the training model. Under-
water image sets come from visual competitions, most of
which are underwater aquaculture environments of sea
cucumbers and sea urchins. The original data sets of the
competition have four species. Two species of sea cucumbers
and sea urchins are adopted and carried out manual labeling.

The complex physical environment changes of ocean
make the underwater images by ocean optical and visual
imaging system degraded greatly. There are some serious
problems such as image color fatigue, low contrast, and
blurred details. The severely degraded underwater images
lack effective data and information for target recognition,
so the recognition difficulty increases [10]. Therefore, it is
necessary to preprocess the image using image enhancement
technology and carry out feature extraction in CNN.

Retinex is based on the theory that the color of an
object is determined by its reflection of light, not by the
absolute value of reflected light intensity. The color of an
object is not affected by the illumination uniformity and
has consistency.

Multiscale Retinex algorithm formula is as follows:

log Ri x, yð Þ = log 〠
k

k=1
Wk log Ii x, yð Þ − log Fk x, yð Þ ∗ Ii x, yð Þ½ �f g,

ð1Þ

where K stands for the number of scales, which is usually
3. When K = 1, it is the single-scale Retinex algorithm. Wk
stands for weighting coefficient. Fk stands for filter function.
Ii stands for original input images. The i stands for RGB
color channel.
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Figure 1: Two-stage network structure.

2 Wireless Communications and Mobile Computing



Multiscale Rentinex algorithm with color balance is an
improved algorithm of MSR. In MSR image, due to the
increase of noise, local detail color distortion will be
caused, and the overall visual effect will be worse. To solve
this problem, color restoration factor is added to adjust
the weight between the three-color channels in the original
image. Thus, the information in the relatively dark area
can be color adjusted to eliminate the defect of image
color distortion [11]. The formula of MSRCR with color
balance is as follows [12]:

RMSRCRi x, yð Þ = Ci x, yð ÞRMSRi x, yð Þ, ð2Þ

where Ciðx, yÞ stands for color recovery factor of chan-
nel i.

The MSRCR algorithm with automatic color levels
removes the largest and smallest part of the MSRCR process-
ing results according to a certain percentage. Then, the
remaining middle part is quantified to 0-255, which can
restore the image better than MSRCR [13]. The image pre-
processing effect comparison is shown in Figure 3.

The image processed by autoMSRCR has the most obvi-
ous contrast, the better defogging effect, the most obvious
local details, and the better effect. Therefore, autoMSRCR
is selected as the image preprocessing algorithm.

2.2. Data Set Making. The research object are underwater
image data, which are difficult to collect. The data sets in
the online vision competition are adopted in the paper,
which contains four species, namely, sea cucumber, sea
urchin, coral reef, and seaweed. Only sea cucumbers and
sea urchins are selected in the experiment. 1200 images are
manually selected as the original data sets, but such small
data sets will cause problems such as low precision and over-
fitting of the model in the training process. Therefore, data
augmentation is used to expand the number of images in
the data sets.

Mosaic data augmentation method is used in this paper.
Mosaic date augmentation method takes four images and
splices them together to form a new image. The process is

to read four pictures randomly and then reverse the four
pictures, zoom, gamut, and other changes. And according
to the position of the top left, top right, bottom left, and
bottom right, an image is spliced. And then, combine it
into an image, which is shown in Figure 4.

Object detection based on deep learning is a kind of
supervised learning [14]. The feature of the target is
extracted directly through the convolutional network for
learning. Therefore, the position of the target in the image
needs to be manually labeled, and the labeled information
is converted into VOC2007 format. Labelimg is used in this
experiment to select the target. The labeling annotation pro-
cess is shown in Figure 5.

The annotated data sets are divided into training sets,
verification sets, and test sets in proportion. To ensure a
wide range of data coverage, the division principle is ran-
dom. The ratio adopted in this experiment is as follows:
training sets : verification sets : test sets is 7 : 1 : 2, that is 840
images of training sets (excluding augmented images), 120
images of verification sets, and 240 images of test sets.

3. Target Detection Algorithm Based on
YOLOv4 Network

YOLOv4 network mainly consists of three parts: backbone
network, neck network, and head network [15]. CSPDar-
knet53 is used as the backbone feature extraction network.
Mish function is used as the activation function. SSP and
PANet are used as the neck network, which can effectively
separate the most significant features of context. In the head
part, the YOLO Head is adopted as the feature utilization
part to extract and convolved. The anchor frame system of
RCNN is introduced to greatly improve the map. There is
no regional sampling, so it performs well on the global
information.

3.1. YOLOv4 Network Structure. The backbone network of
YOLOv4 adopts CSPDarknet53 network structure with large
residual edges. The image size used in this experiment is
416 × 416. It is input into the CSPDarknet53 network, and
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channels are added by using a single convolutional layer of
Mish function. Among them, the Mish function is the
activation function, which has the advantages of smooth
gradient descent good effect. Meanwhile, the unbounded-
ness of Mish function can avoid the saturation problem,
which is used in this experiment. Then, feature extraction
is performed through an 11-layer Resblock network with
residual structure to generate 52 × 52 output I. At the
same time, the output continues to extract features from
the 8-layer Resblock network to produce output II with a
size of 26 × 26. Output II also extracts features from the
4-layer Resblock network to produce output III with a size
of 13 × 13.

In the neck network, the output III generated by the
backbone network enters the SPP network structure. Output
III is pooled at four different scales, and the pooled nucleus
sizes are 13 × 13, 9 × 9, 5 × 5, and 1 × 1, respectively. Output
II and output I are transmitted into PANet network, and the
output through SPP structure is also transmitted into PANet
network through a connection layer. Features are repeatedly
extracted through up- and downsampling pyramid to
achieve the best separation effect.

In the head network, YOLOv4 extracts three feature
layers transmitted by the neck network and predicts the out-
put through two-layer convolution. The overall network
structure of YOLOv4 is shown in Figure 6.

3.2. Target Loss Function. The loss function of YOLOv4 can
be divided into three parts: classification loss, confidence
loss, and location loss [16]. The CIoU loss function is used
in location loss to reflect the deviation between the real

frame and the prediction frame, which is added the coverage
area, center distance, and aspect ratio based on IoU loss
function. The loss function is only calculated for positive
samples. The formula are as follows [17]:

lCIoU = 1 − IoU +
ρ2 b, bgt
� �

c2
+ ∂v,

v =
4
π2 arctan

wgt

hgt
− arctan

w
h

� �2

,
ð3Þ

where ρ2ðb, bgtÞ stands for Euclidean distance between the
real frame and the prediction frame, c stands for the diagonal
length of the minimum enclosing rectangle between the real
frame and the prediction frame, v stands for distance between
the width ratio of the real frame and the prediction frame, if
the width and height are similar, then v =0. ∂ stands for item
weight. w and wgt and h and hgt stands for the width and
height of prediction frame and real frame, respectively.

The classification loss adopts binary cross entropy loss,
which is calculated only when the sample is positive.

Confidence loss is divided into two parts, target-
oriented loss and target-free loss, which are calculated
both in positive and negative samples. It is better as posi-
tive sample confidence is closer to 1, or negative sample
confidence is closer to 0.

In the training process, through the random gradient
descent method and back propagation, the loss value of the
loss function is continuously reduced in the iterative train-
ing, the learning rate is constantly updated according to
the loss value, and the model parameters are constantly

(a) Original images (b) MSRCR

(c) autoMSRCR

Figure 3: Image preprocessing effect comparison.
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adjusted. The learning rate is also constantly updated
according to the loss value, which minimizes the deviation
between the prediction frame and the real frame. Continu-
ously improve the network category confidence, so as to
achieve optimal network performance.

4. Experimental Training and Result Analysis

By identifying sea cucumber and sea urchin, YOLOv4 net-
work parameters are set according to the above methods,
and the model is obtained by training on GPU.

(a) Top left picture (b) Top right picture

(c) Bottom left picture (d) Bottom right picture

(e) Splice picture

Figure 4: Image enlargement effect.

Figure 5: Data sets annotation process.
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4.1. Experimental Platform and Parameter Design.
Pytorch1.7 deep learning tool based on python3.8 is
adopted, which supports a variety of classical neural network
models. The system environment is Linux Ubuntu18.04.
NIVIDIA CUDA11.0 version is adopted in GPU computing
framework, and the corresponding neural network accelera-
tion library cudnn is configured. The overall configuration is
shown in Table 1.

The image autoMSRCR algorithm processing and Ten-
sorboardX and Tqdm library network model training pro-
cess are realized using OpenCV-python library.

Many parameters are involved in the initialization
process of network training. The selection of training
parameters and training strategies has influence on the
convergence result and detection performance of the net-
work. The main parameters are as follows: training batch
(Batch_size), total iteration times (Epoch), frozen iteration
times (Freeze_epoch), thawed iteration times (Thaw_
epoch), optimizer, initial learning rate (Base_LR), learning
rate change strategy (Cosine_lr), and weight attenuation
(Weight_decay).

The training batch is the number of samples selected in
every training. The Batch_size directly affects the optimiza-
tion degree and learning speed of the model. By setting
Batch_size, GPU utilization is improved, and training time

is reduced. The larger the Batch_size is, the more accurate
the gradient calculation will be. Meanwhile, the number of
iterations should be increased. The smaller Batch_size is,
the less accurate the gradient calculation will be and the
more obvious the oscillation will be.

In YOLOv4 network, the loss value of the model is calcu-
lated in the forward propagation process, and the gradient is
calculated in the back propagation process. The selection of
optimization algorithm will directly affect the training speed
and accuracy of the model. Adaptive moment estimation is
adopted to calculate and update the adaptive learning rate
of each parameter. The learning rate determines the learning
degree of each iteration and the updating speed of weights in
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Resblock_body (104,104,128)×2
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Figure 6: YOLOv4 network structure.

Table 1: Experimental environment configuration.

Project Parameter

Operating system Linux Ubuntu18.04

CPU Intel(R) Xeon(R) Gold 6130 CPU

GPU Tesla V100-32GB

Video driver CUDA 11.0

Software environment OpenCV 3.4.1.15 Python3.8

Deep learning framework Pytorch 1.7
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the whole training process [18, 19]. When the learning rate
setting is too large, it is easy to cause overfitting, while if
the learning rate is too small, it is easy to produce slow
convergence rate and poor recognition effect after model
training.

4.2. Training Methods. The training of neural network is to
transmit the image data to the network for calculation and
reverse update the weight parameters of each layer of
network. The network can accurately extract and detect the
target features, calibrate the position of the target object,
and output the processed image.

In YOLO Head, there are 13 × 13, 26 × 26, and 52 × 52
different size outputs, and the image is converted into a cor-
responding number of grids. 3 prior-boxes are generated at
each grid point. By sigmoid function, the prediction results
are normalized so that the center point of the prior-box is
in the grid and the size of the prior-box is adjusted. The
comparison before and after adjustment of the prior-box is
shown in Figure 7.

In order to quickly get the accurate position of the prior-
box, the k-means clustering algorithm is used to precalculate
the prior-box. The k-means clustering algorithm is a cluster-
ing algorithm based on statistics, which can quickly obtain
the size of clustering center and prior-box without machine
learning [20]. 9 clustering centers are divided and the clus-
tering standard is IoU [21]. The central coordinates after
clustering are as follows:

[20.8 19.41333333]
[31.2 31.89333333]
[34.08888889 59.57530864]
[39.86666667 133.5308642]
[46.8 45.19506173]
[50.26666667 71.90123457]
[62.97777778 97.58024691]
[88.97777778 140.72098765]
[92.44444444 68.81975309]
The method of freezing training is first adopted and then

thawing training in model training. The principle is to freeze
the weight parameters of common parts (such as backbone
network) and train the remaining parameters through the
weight files obtained in advance. More resources are allo-
cated to the neck and head network for training, and then
after a certain number of iterations, the training time and
resource utilization are improved.

In the process of model optimization training, there
may be several local optimal solutions besides the global
optimal solution. In the training process of gradient
descent algorithm, the model may fall into the local min-
imum and cannot be optimized again. The study rate
improvement strategy is cosine annealing algorithm (hot
restart algorithm) to further improve the study rate. The
principle is that hot restart is turned on after a few itera-
tions, and local minimum value is skipped by increasing
the learning rate of the model and learning continues.
When the model approaches the global minimum, the
control learning rate becomes smaller to avoid overfitting.
When the loss value tends to be stable, the position devi-
ation between the prediction frame and the real frame
reaches the minimum. Category confidence is the highest,
and network performance is the best.

Network training parameters are shown in Table 2:

4.3. Training Results. According to the above parameter
setting, VOC2007 data set pretraining model is used to
train the labeled data sets. There are 1000 times of
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Figure 7: Comparison before and after adjustment of the prior-box.

Table 2: Parameters setting table.

Parameter Numerical value Parameter Numerical value

Batch_size 32 Optimizer Adam

Epoch 500 Cosine_lr TRUE

Freeze_epoch 100 lr 0.01

Thaw_epoch 400 Weight_decay 0
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training where 100 iterations are freezing training and 900
iterations are thawing training. TensorboardX is used to
record the Train_Loss value and Val_Loss value in the
training process, which is shown in Figure 8.

It can be seen from the above figures that the loss value
of the model is in a state of oscillation convergence during
the training process. The loss value decreases with the
increase of training times. The average accuracy of sea
cucumber and sea urchin is shown in Figure 9.

The test is carried out on the test sets. After comparing
the effects of each model on the test sets, it is found that
the thawing training has the highest accuracy when the
number of iterations is 805. Therefore, this model is selected
as the final underwater sea cucumber and sea urchin recog-
nition model, and the recognition effect is shown in

Figure 10, where “green” color represents sea cucumber
and “red” color represents sea urchin.

The sea cucumber and sea urchin recognition model is
used to test the video at the rate of 11 frames per second on
Windows system and 30 frames per second on Linux server.
The video viewing rate is 24 frames per second, so running
the model on the server can meet the real-time requirement.

The selected sea cucumber and sea urchin recognition
model is tested on the test sets. Its accuracy, recall rate, com-
prehensive index (F1), and average accuracy are calculated
to evaluate the model. The results are shown in Table 3.

F1 is a comprehensive index of precision and recall rate,
which can be considered as the average effect. In general, the
precision rate and recall rate affect and restrict each other.
The calculation formula of precision and recall rate are as
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Figure 8: Loss variation diagram of training sets and validation sets.
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Figure 9: Average precision.
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follows [17]:

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
,

ð4Þ

where TP means that the actual situation is the positive
example, and the predicted result is the number of positive
examples. FP means that the actual situation is the number
of negative examples, and the predicted result is the number
of positive examples. FN means that the actual results are
positive examples, and the predicted results are the number
of negative examples.

The formula of F1 is as follows:

F1 =
2

1/PREð Þ + 1/RECð Þ , ð5Þ

where PRE stands for precision rate and REC stands for
recall rate.

Various data show that the sea cucumber and sea urchin
recognition model has a good effect on the test sets and can
detect the target regardless of whether the target contour is
clear or not. However, in general, the robustness of the
model needs to be improved. When the image is blurred,
the target object cannot be detected and the training times
are less.

4.4. Error Analysis. After YOLOv4 model training and detec-
tion, there are two types of errors. One is the error in model
training, and another is the error of model detection.

The main error of the model in the course of training is
overfitting. The model overfitting the characteristics of the
training data performed well in the training sets and pre-
dicted and distinguished all the targets almost perfectly.
But in the validation sets, the performance is average with
poor generalization and low robustness. There is no way to
accurate judgement if it is a target with a new sample. The
main reason for this problem in model training is that the
amount of data is too small. In the training, Train_Loss
decreases continuously while Val_Loss increases gradually,
as shown in Figure 11.

YOLOv4 can detect sea cucumber and sea urchin targets
at different scales and different scenarios, but some detection
problems may occur in some environments. The experimen-
tal results show that there are two kinds of detection prob-
lems in the model test sets: missed and false detection.

Missed detection means that the model misses one or
several objects in the image during detection, resulting in
incomplete detection. False detection refers to the identifica-
tion of an object in an image that is not a sea cucumber or
sea urchin as a sea cucumber or sea urchin [22]. The reasons
for this problem on YOLOv4 are two aspects. One is the
image preprocessing using automatic color recovery Retinex
algorithm. The characteristics of recognized objects are
blurred due to distortion and contrast imbalance after image
processing. Furthermore, it is lost in the process of convolu-
tional neural network and feature transfer, which leads to
missed or false detection. Another is the inaccuracy of artifi-
cial data sets. In the manual annotation data sets, some fuzzy
objects observed by human eyes are not marked. Therefore,
the model does not learn the fuzzy object during learning,
also resulting in missed or false detection.

In view of the problems of the above model, a solution is
proposed: firstly, manually relabel the data sets, especially
the target in the fuzzy region, so that the model can be
learned in the training process. Secondly, the value of
Batch_size and iteration epoch should be adjusted appropri-
ately during training to make model learning more
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Figure 10: Recognition effect on the test sets.

Table 3: Parameters calculating.

Species
Identification
accuracy (%)

Recall
rate (%)

F1
(%)

Mean
accuracy (%)

Sea
cucumber

90.8 58.96 71 86.65

Sea
urchin

87.76 76.14 82 89.31
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sufficient. Furthermore, optimizing the autoMSRCR algo-
rithm and adding penalty items reduce the distortion after
image processing.

The self-developed underwater fishing robot will be
arranged for launching experiments. The underwater opera-
tion of the robot is controlled by the control panel, and the
underwater monitoring image and model detection results
are displayed on the screen.

The recognition effect of the underwater robot in clear
and muddy environments is shown in Figure 12, where

“green” color represents sea cucumber and “red” color rep-
resents sea urchin.

The result shows that the detection effect is better in
clear water. The image restored by autoMSRCR in the
muddy water shows color distortion, which causes poor
detection effect. Generally, the model has certain feasibility
and reliability. In order to further improve the robustness
and application level of the model, muddy water quality
and data sets under different illumination conditions can
be supplemented to train the model.
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Figure 11: Overfitting loss changes.
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Figure 12: Recognition effect in clear and muddy environments.
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5. Conclusion

The YOLOv4 target detection platform is built by Linux
Ubuntu 18.04 system, and target detection models of two
species of sea cucumber and sea urchin are obtained through
training. The main conclusions are as follows:

(1) k-means clustering algorithm is adopted to calculate
the size and location coordinates of the prediction
frame. The YOLOv4 underwater sea cucumber and
sea urchin detection model is trained by using the
learning rate optimization strategy of cosine anneal-
ing. The results of model training are reliable

(2) The data sets adopted this time is manual annotation
data sets, and some fuzzy targets are not marked.
The detection accuracy is reduced and there are
some cases of missed detection

(3) The model can also be further optimized, such as
model lightweight, which can improve the model
detection rate per second and make the monitoring
effect more smoothness

(4) Experiments show that the target detection network
model adopted in the paper can accurately identify
the specified underwater organisms, such as sea
cucumber and sea urchin. But if the number of sam-
ples increases, the identification accuracy will also
improve
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Images taken by UAVs have shadows due to terrain factors. The image pixel brightness of the shadow areas is compressed, and the
information is deficient, which impacts the recognition of image information and thus limits the subsequent image application.
Therefore, the shadow removal of the image is crucial. Image enhancement algorithm is capable of improving the whole and
partial contrasts of images, highlighting detail information, and removing shadows. Three classical optical image enhancement
algorithms are analyzed. The analysis results show that image would be enhanced excessively after the histogram equalization
algorithm to the shadow image enhancement. The pixel brightness are compressed by the Mask homogenization algorithm
enhancement and uneven brightness in some areas after the enhancement of the traditional Retinex algorithm. Using the
Retinex enhancement algorithm, this study proposes a combination algorithm to remove the shadow of the UAV remote
sensing image. The proposed algorithm integrates the Retinex algorithm with the two-dimensional (2D) gamma function to
remove the brightness colour of the UAV image, so it is capable of removing the shadow area of the UAV image and
correcting the uneven darkness attributed to the image enhancement. The acquired UAV image is used to perform the
experiment, and it is integrated with the LOG algorithm to extract the enhanced image features. As indicated by the
experimental results, the integrated algorithm is proved with better performance to remove the UAV image shadow. The
shadow areas of the features cannot be extracted in the original image, but after using the new algorithm to remove the
shadow, the ground edge features can be clearly extracted.

1. Introduction

Due to terrain factors, the image acquired by a UAV flying at
low altitudes will have shadow areas. The pixel brightness of
the shadow areas will be compressed, and the information
will be lost, which will limit the subsequent application of
the image. Image enhancement aims to highlight the useful
information of images and eliminate or weaken the interfer-
ence information. After image enhancement, the previous
unclear or interesting features required to be highlighted
are enhanced, and the image quality is improved, which is
more consistent with the requirements of the visual require-
ments and image analysis and processing [1–3].

The spatial domain method and the frequency domain
method are common image enhancement methods. Spatial
image enhancement follows direct operation, which pro-
cesses pixels for enhancement directly. After the enhance-
ment, the gray level is distributed evenly in the image,
thereby expanding the image contrast. Using template and
image convolution operation will cause some features to be
suppressed, or prominent, which enhances the visual effect
of the image. Frequency domain image enhancement is con-
sidered a type of indirect operation. Before image enhance-
ment, images should be transformed into the frequency
domain space for filtering, and the enhanced image is
obtained after inverse transform procession of frequency
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information. As the image edge feature belongs to high-
frequency information and the image background pertains
to low-frequency information, high-pass filtering or low-
pass filtering can be exploited to sharpen the enhanced
image.

In 1971, Land and Mc proposed an adaptive Retinex
enhancement algorithm from three aspects (i.e., colour bal-
ance, edge area enhancement, and gray level change), and
it has been extensively used in image enhancement [4]. Pro-
fessor Pal et al. of India built four complex nonlinear func-
tions with parameters and simulated the corresponding
typical nonlinear mapping [5]. In accordance with the opti-
mization criteria, 12 parameters were adjusted adaptively. As
a result, the fuzzy image was enhanced, and the satisfactory
results were achieved. Uncertainty, complexity, and instabil-
ity are considered the characteristics of images. Anzueto-
Rios et al. applied fuzzy set theory for image enhancement
and achieved good results [6, 7]. Gu et al. used the Retinex
algorithm for image enhancement processing to improve
the recognition degree of image details [8]. This method is
capable of estimating the brightness and reflectivity of the
image and performing enhancement processing directly on
the image, which can achieve a relatively ideal effect. Kou
et al. proposed a gradient-domain guided filtering algorithm
using deep convolutional network for image restoration and
image superresolution enhancement and achieved effective
results [9]. Liu et al. used adaptive segmentation to correct
the gray scale inhomogeneity of the image [10]. Xiong
et al. combined different image enhancement algorithms
for adaptive parameters adjustment and then applied the
adjusted parameters to different linear enhancement areas,
which led to significant results [11]. Jiang et al. decomposed
the original image into images in different regions and then
distributed different radiation coefficients to the regions, so
the illumination compensation in image enhancement could
be solved [12]. Hu et al. proposed an algorithm for image
brightness correction using the bilateral gamma function
[13]. Mao et al. developed an adaptive bidirectional logarith-
mic change image enhancement algorithm [14]. Yu et al.
built a defogging degradation model to enhance the shadow
image. The built model could improve the brightness and
visual effect of the image, whereas it could not effectively
suppress the noise influence in darker areas [15]. Song
et al. decomposed the image frequency and divided the
image into high-frequency images and low-frequency
images [16]. The Retinex algorithm was adopted to enhance
the low-frequency band, which can improve the effect of
insufficient illumination on the image, whereas this method
cannot display the overall details of the image. Han opti-
mized the existing gamma correction function and devel-
oped an adaptive gamma algorithm for image
enhancement processing of panoramic images under low
illumination. The developed algorithm is capable of improv-
ing the brightness of the image, suppressing the brighter
areas in the image, and improving the detailed features of
the image area [17]. Zhang et al. proposed a multiscale Reti-
nex algorithm for colour protection and image enhance-
ment. However, after the image was enhanced, the image
illumination was not uniform, and the brightness area

Figure 1: Original image of UAV.

Figure 2: Histogram equalization-enhanced image.

Figure 3: Retinex-enhanced image.

Figure 4: Mask-enhanced image with uniform light.
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turned out to be brighter, while the dark area was darker
[18]. Li et al. adopted multiscale gradient domain-guided fil-
ter brightness enhancement algorithm and histogram adap-

tive brightness correction algorithm, which can be more
suitable for colour image enhancement under weak light
source [19].

The shadow removal method of UAV images in moun-
tainous areas is investigated in this study. The identification
of ground information in this shaded region is prone to
error due to the occlusion of the mountain, the shadow of
the UAV image, as well as the pixel brightness compressed
and information gap of the image in the shadow areas dur-
ing the image acquisition process for the drone. The UAV
images were enhanced using the histogram equalization
algorithm, the Retinex algorithm, and the Mask uniform
light algorithm. Subsequently, the experimental results of
the classical algorithm analysis were analysed and then com-
pared using qualitative and quantitative methods. The
shadow on the image could be removed using the Retinex
algorithm, whereas the removal results were limited by par-
tial problems (e.g., the uneven light and dark distribution of
image, colour aberration phenomenon, and the image tex-
ture distorted to affect the visual effect). The Retinex algo-
rithm was optimized to convert the RGB colour of the
drone images to the HSV colour, and the optimized Retinex
algorithm was used to enhance the brightness area after col-
our conversion and improve the image quality. The opti-
mized Retinex algorithm can have high performance in the
image shadow area removed, better image texture character-
istics preserved, and the phenomenon of uneven image light
and shade eliminated.

In the rest of this study, four general sections form the
body of this study. In Section 2, the comparison of the
UAV image enhancement algorithm is described. In Section
3, the employed intelligent methods are presented. After-
ward, in Section 4, the obtained results are presented and
discussed. Lastly, Section 5 is the conclusion giving a brief
report of the results of this study.

2. Comparison of UAV Image
Enhancement Methods

2.1. Comparative Analysis of Traditional Enhancement
Algorithms. The grayscale frequency and brightness range
of pixels in an image can be reacted by a histogram. Histo-
gram equalization is performed using the cumulative func-
tion to correct the gray scale values, distribute the grayscale
values uniformly, and enhance the image through nonlinear
stretching. The pixel values are again matched for the
stretched images. Thus, after the redistribution, the differ-
ence between the pixel values is not sharp, i.e., the original
image is transformed into a well-distributed histogram by
equalization the histogram [20].

Table 1: Comparison of image enhancement.

Average gradient (MG) Variance (S) Information entropy (IE)

Original image 3.07 213.93 5.36

Histogram equalization-enhanced image 12.13 2697.10 7.36

Retinex-enhanced image 19.17 3636.40 7.67

Mask-enhanced image with uniform light 3.99 232.56 5.11

Figure 5: Extraction results of edge image enhancement.

Figure 6: Extraction results of edge features of Retinex algorithm
after features of original ground objects image.

Figure 7: UAV shadow image.
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The gray scale of an image can be considered a random
variable of the interval [0,1], which can be represented using
a probability density function. Assuming that the gray scale
value of the image element is rð0 ≤ r ≤ 1Þ, the pixel gray level
after the transformation is s, and PrðrÞ, PsðsÞ are denoted as
the probability density function of the random variable r and
s, respectively, and the transformation function is TðrÞ; the
equation is written as [21]:

s = T rð Þ,

Ps sð Þ = Pr rð Þ dr
ds

����
����:

8><
>: ð1Þ

A gray level s is generated for the respective transformed
image element gray level r on the original image. The trans-
formation function satisfies with that:

(1) It is single-valued and monotonically increasing in
the interval0 ≤ r ≤ 1

(2) When 0 ≤ TðrÞ ≤ 1, to ensure that the output gray
scale has the same range as the input gray scale, it
yields:

s = T rð Þ =
ð r

0
Pr wð Þdw, ð2Þ

ds
dr

= dT rð Þ
dr

= d
dr

ð r

0
Pr wð Þdw

" #
= Pr rð Þ: ð3Þ

Substituting Equation (3) into Equation (1), it yields:

Ps sð Þ = Pr rð Þ dr
ds

= Pr rð Þ 1
Pr rð Þ = 1: ð4Þ

A continuous function transformation equation is pre-
sented above. When the digital image processing is used, if
the digital image grayscale is ordered:

Sk = T rkð Þ = 〠
k

j=0
Pr rj
� �

= 〠
k

j=0

nj

n
, ð5Þ

where k = 0, 1, 2,⋯, L − 1; k represents the image gray scale;
n is the total number of pixels; nj is the number of pixels in
the jth grayscale layer; PrðrjÞ is probability density in the jth
grayscale layer; TðrkÞ is the pixels state function in the kth
grayscale layer; sk is the final transformation result.

Retinex theory is a model first proposed by Edwin Land
on how the human visual system regulates the colour and
brightness of perceived objects, Retinex (abbreviation for
Retina and Cortex) [4]. The Retinex algorithm can be bal-
anced in the grayscale dynamic range compression, edge
enhancement, and colour constant qualitative. It can achieve
a balance in three aspects, i.e., gray scale dynamic range
compression, edge enhancement, and colour identity, so it
can adapt various images enhancement automatically. In
essence, the Retinex algorithm is an image enhancement
algorithm based on lighting compensation. Currently, the
SSR (single-scale Retinex) algorithm and MSR (multiscale
Retinex) algorithm have widespread applications for light
compensation for close-range shooting images. Moreover,
it also plays a good dodging effect for the long-distance
remote sensing image, especially for the coloured images,
which can maintain the colour information of the image
while removing uniform brightness. The image can com-
prise luminance components and reflection volume, and
the imaging model can be represented as [22]:

F x, yð Þ = R x, yð ÞI x, yð Þ, ð6Þ

where Fðx, yÞ is denoted as an image; Rðx, yÞ represents the
reflected light component. In addition, the magnitude of
illumination intensity does not affect the reflected light com-
ponent. Iðx, yÞ denotes the incident light component, which
determines the image gray-scale dynamic range. Thus,
according to the principle, if the luminance component
affected by outdoor light intensity in the image can be esti-
mated, followed by the removal of the luminance compo-
nent. The final result is the reflected light component
Rðx, yÞ of the object with the object’s own reflection ability
in the algorithm for image enhancement. The Retinex algo-
rithm process can fall into the steps below.

The 1st step: images are represented in Equation (6),
where Iðx, yÞ is the incident ray component and Rðx, yÞ is
the reflected light component.

The 2nd step: the image is converted to a log domain.

f x, yð Þ = log R x, yð ÞI x, yð Þ½ � = log I x, yð Þð Þ + log R x, yð Þð Þ
= r x, yð Þ + i x, yð Þ:

ð7Þ

The 3rd step: i′ðx, yÞ is obtained by filtering processing
iðx, yÞ.

The 4th step: according to the above equation, the orig-
inal image minus the incident light component to obtain
the reflected light component rðx, yÞ.

r x, yð Þ = f x, yð Þ − i′ x, yð Þ: ð8Þ

Figure 8: Shadow removal effect of Retinex algorithm.
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The 5th step: to take the antilog of rðx, yÞ and finally get
the enhanced image.

R x, yð Þ = exp r x, yð Þð Þ: ð9Þ

The Mask algorithm is a common dodging method,
mainly used for analysing the image from the frequency
domain. However, it is considered that the intensity change
is relatively slow, so the information reflecting the brightness
change trend should be positioned in the low frequency part
of the image. It is considered the interference part of the
image if the part only reflects the changes in brightness with-
out excessive image information. Instead, the information
that reflects the scene reflection properties characteristics lies

in the high frequency part unaffected by light, and it is the
image with uniform brightness [23].

f x, yð Þ = r x, yð Þ + g x, yð Þ: ð10Þ

In Equation (10), where images with uneven illumina-
tion are f ðx, yÞ, the image after the dodging treatment is rð
x, yÞ, expressing the background images during processing
as gðx, yÞ. The original images and the acquired noise
images are subtracted. Subsequently, the gray scale offset is
added to the light equilibrium result. It can be expressed as:

r x, yð Þ = f x, yð Þ − g x, yð Þ + offset, ð11Þ

where the offset is constant since images processing aims to
maintain the average brightness of the original image, so the
average brightness of the original image is usually taken as
offset. The contrast ratio of the image after the dodging
treatment should be adjusted to improve the brightness
value of the image.

The UAV is used to obtain the images of Longtoushan
Town, Ludian County. On that basis, the enhanced effect
on the UAV image of the above four methods is analysed.
To facilitate the operation, the image size of the UAV is
adjusted, with the adjusted size of 512 ∗ 512. Figure 1 illus-
trates the original image of the UAV. The histogram equal-
ization enhancement algorithm, the Retinex enhancement
algorithm, and the Mask uniform light enhancement algo-
rithm are adopted to enhance the image, respectively, with
the results presented in Figures 2–4.

According to the visual results, the image quality after
enhancement is significantly improved, with buildings
clearly visible, and the outline of the target object is defined
clearly. Houses, roads, slope, and vegetation can be clearly
displayed.

2.2. UAV Image Quality Evaluation Index. On the whole, the
UAV image quality evaluation falls into two parts, i.e., sub-
jective evaluation and objective evaluation. Subjective quali-
tative evaluation is also known as visual evaluation. In
accordance with previous scales and evaluation standards
and combined with existing experience, the quality of both
images before and after processing is analysed, and the con-
clusions are drawn. The evaluation method primarily

Figure 9: Original UAV image.

Figure 10: Shadow removal results of the Retinex algorithm.

Figure 11: Image brightness correction result of the improved
algorithm.
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complies with experience, and it has low accuracy since dif-
ferent images and standards may produce different evalua-
tion results.

Objective evaluation is evaluated using the mathematical
model. Some properties of the image are quantitatively eval-
uated by quantifying the index factors and adopting some
mathematical models. It is of important significance for
image evaluation to evaluate the changes of these properties
before and after image processing and build an evaluation
system.

In brief, using subjective and objective quality evaluation
comprehensively can evaluate the quality of image process-
ing scientifically and reasonably. Furthermore, there are
numerous objective evaluation indicators of image quality,
in which variance, information entropy, and mean gradient
are commonly used.

2.2.1. Variance. The number of image details can be com-
pared by the gray variance, reflecting the discrete of the rel-
ative gray average of each image to a certain extent, which
can be used to evaluate the size of image information vol-
ume. Scattered image gray scale distribution, large image

contrast, and more information can be seen under a large
variance. Conversely, small variance means low contrast
and less image details. Therefore, the higher the image vari-
ance in the image comparison, the richer gray scale level, the
higher the image quality will be, and vice versa.

S = 1
M ×N

〠
M−1

i=0
〠
N−1

j=0
f i, jð Þ − u½ �2, ð12Þ

where M ×N represents the size of the image; f ði, jÞ is the
pixel value of the selected image; u represents the average
value of image pixel.

2.2.2. Average Gradient. The image definition is mainly
affected by weather conditions, UAV flight status, camera
parameter setting, and other factors. The evaluation of the
image definition is critical. Image definition is largely indi-
cated in image blur, poor saturation, and tone difference.
The common definition evaluation index is the average gra-
dient, which can reflect subtle contrast changes in the image.
The higher the average gradient, the better the image defini-
tion will be. In contrast, the smaller the average gradient, the
worse the image definition will be. The mean gradient is for-
mulated as:

MG = 1
M − 1ð Þ N − 1ð Þ

× 〠
M−1

i=1
〠
N−1

j=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f i, jð Þ − f i + 1, jð Þð Þ2 + f i, jð Þ − f i, j + 1ð Þð Þ2

2

�s
:

ð13Þ

In Equation (13), the gray value of the i line and the j list
is f ði, jÞ, and the size of the image is M ×N .

2.2.3. Information Entropy. Information entropy, a measure
of the amount of information in the image, is proportional
to the amount of information contained in the image. The
higher the information entropy, the more information the
image will contain, i.e., the more detailed the image will be.
Moreover, the smaller the information entropy, the less
information the image will contain. The information
entropy is calculated as:

IE f x, yð Þ½ � = − 〠
num

i=1
pi ⋅ log pi: ð14Þ

In Equation (14), the gray scale of image is num, and
probability of the i gray level occurrence is pi.

Based on the quantitative analysis, the average gradient
value, variance, and information entropy are applied for
image enhancement comparison [24]. The comparison
results are listed in Table 1.

According to Table 1, the original image is compressed
due to insufficient exposure, and the average gradient, vari-
ance, and information entropy of the image are relatively
low. Three indicators have been significantly improved using
the three kinds of classic enhancement algorithm for image

Figure 12: Original image feature extraction results.

Figure 13: Image feature edge extraction results after brightness
correction.
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enhancement. The analysis results show that the histogram
equalization algorithm shows excessive enhancement after
the shadow image enhancement and pixel brightness com-
pression after the Mask homogenization algorithm enhance-
ment; after the enhancement, S value, IE value, and MG of
Retinex algorithm are higher than the others in three
methods, thereby proving that the Retinex algorithm is the
optimal. In the enhanced image, the ground objects and
the texture of the landslide reinforcement and buildings
can be seen clearly, and the vegetation texture on the moun-
tain is relatively clear compared with that of the other three
algorithms. According to the mentioned experiments, the
Retinex algorithm is capable of achieving a better enhance-
ment effect for the underexposed images.

The edge feature of the image contains considerable
information regarding the image, and it can significantly
indicate the reaction image clarity. The LOG (Gauss-Laplace
Algorithm) operator comprises the Laplace edge detection
algorithm and the Gaussian filtering algorithm, in which
the Lapura operator primarily aims to highlight the edge
and contour parts of the gray scale in the image and reduce
the areas with slow changes in gray scale, and the Gaussian
filtering is a linear smoothing filter suitable for eliminating
Gaussian noise, with wide applications in image denoising.
The Gaussian filtering function is defined as:

G x, yð Þ = 1
2πσ2 exp −

x2 + y2

2σ2

� �
: ð15Þ

Convolution operations are performed between Gðx, yÞ
and f ðx, yÞ, and Iðx, yÞ is the smoothed image:

I x, yð Þ =G x, yð Þ ⊗ f x, yð Þ: ð16Þ

The Laplace operation is performed on the smooth
images.

h x, yð Þ = ∇2I x, yð Þ = ∇2 G x, yð Þ ⊗ f x, yð Þð Þ,
h x, yð Þ = ∇2G x, yð Þ ⊗ f x, yð Þ,

LOG x, yð Þ = ∇2G x, yð Þ = 1
πδ4

x2 + y2

2δ2
− 1

� 	
e x2+y2ð Þ/2δ2 :

ð17Þ

The LOG operator takes the form of ∇2Gðx, yÞ. Edge fea-
ture points are the zero intersection points between the tem-
plate and the image convolution operations. The LOG
template, with the typical size of 5 × 5, is presented as:

−2 −4 −4 −4 −2
−4 0 8 0 −4
−4 8 24 8 −4
−4 0 8 0 −4
2 −4 −4 −4 −2

2
666666664

3
777777775
: ð18Þ

The LOG operator is used to extract the edge features of
the ground objects after the optimized Retinex algorithm.
Moreover, it is compared with the original image, and the
result of the ground objects edge feature extraction is pre-
sented in Figures 5 and 6.

According to Figure 5, the edge features of the original
image are extracted poorly, and a large area of empty
appears in the mountain. In Figure 6, the Retinex algorithm
can be applied for image enhancement, which can enhance
the underexposure image under weak light source. This
algorithm improves the image features recognition degree
and extracts abundant edge features. Furthermore, consider-
able edge information is extracted from the mountain.

3. Optimized Retinex Algorithm for
Shadow Removal

According to the previous experiment, the Retinex algo-
rithm has the optimal enhancement, and this algorithm is
adopted to remove the shadow area of the image. The orig-
inal image is presented in Figure 7. The Retinex algorithm
is used to remove the shadow region, and the result is shown
in Figure 8.

According to Figure 8, if the algorithm is adopted to
remove the shadow area, the shaded part of the image will
be relatively clearer, whereas the image appears the phenom-
enon of halo artifacts. The bright area increases excessively,
and the dark area enhancement is insufficient. The whole
image appears uneven distributions of light and shade, col-
our distortion, and image texture distortion, which will also
affect the after processing.

To solve the problems above, the original Retinex algo-
rithm is improved, which converts the enhanced RGB colour
into the HSV space for processing. This algorithm uses the
existing 2D gamma algorithm for brightness image process-
ing. Subsequently, reverse operation is performed for the
corrected image to restore the UAV image.

3.1. HSV Colour Space. It is difficult to ensure that each col-
our channel is enhanced or attenuated in the same propor-
tion if the image enhancement algorithm is used to correct
the colours in the three RGB channels, which leads to the
colour distortion after enhancement. The calculation of the
three channels simultaneously requires complex calculation.
To perform targeted image brightness correction, this study
chooses to correct colour images with uneven light in HSV
colour space [25].

HSV model can reflect colour and saturation and con-
duct clustering calculation for various colours. It also can
extract gray level and brightness information from the col-
ours clustering, eliminate the effect of brightness and col-
our separation, and make the program more robust and
have a better recognition effect than the RGB model.
Chromaticity and saturation can reflect the colour type
accurately, which are not very sensitive to the change of
external lighting conditions. The colour conversion from
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RGB to HSV is nonlinear [26].

h =

unefined, if max =min,

600 × g − b
max −min + 00, if max = r and g ≥ b,

600 × g − b
max −min + 3600, if max = r and g < b,

600 × b − r
max −min + 1200, if max = g,

600 × r − g
max −min + 2400, if max = b,

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð19Þ

s =
0, if max = 0,
max −min

max = 1 − min
max , otherwise:

8<
: ð20Þ

In Equations (19) and (20) above, the gray values of
the three primary colours of the image are r, g, and b,
and the hue, saturation, and value of the image are h, s,
and v.

3.2. Two-Dimensional Gamma Function. To achieve uni-
form illumination image, 2D gamma function is used for
colour correction, and parameters are adjusted according
to the distribution characteristics of illumination compo-
nents. For the input image, a 2D gamma function is con-
structed based on the extracted light component, and its
expression is stated as follows [27].

O x, yð Þ = 255 F x, yð Þ
255

� �γ

 γ = 1
2

� � I x,yð Þ−mð Þ/m
: ð21Þ

In Equation (21), the brightness value of the corrected
output image is Oðx, yÞ, the parameter of brightness
enhancement is γ, and m is the average brightness value of
the illumination component.

When the light value of a pixel is lower than the average
value, the 2D gamma function operation can improve the
brightness value of the pixel. If the light value at a point ðx
, yÞ is 64, and the brightness value of the input image is
120, the corrected brightness value of the output image will
be 149. Thus, the output image performance is improved
when the original image illumination is too low. When the
light of a pixel value is higher than the average, the bright-
ness value at a certain point will be 120. Assuming that the
light value at this point is 192, and the brightness value of
the corrected output image is 108. As a result, the brightness
of the image decreases when the light in the original image is
too high.

4. Experiments and Analyses

We used the DJI Phantom 4 Pro UAV to capture images
since its flight platform is more stable than the others and
easy to operate. Its take-off weight was at 1388 g and had a
maximum flight time of nearly 23min. 1-inch CMOS effec-

tive pixels were 20 million, and its image resolution was up
to 5472 × 3648. Moreover, the lens focus distance was
35mm with the autofocus f/2.8-f/11 aperture. It had a max-
imum rise speed and a maximum flight height of 6m/s and
of 6000m, respectively, as well as a GPS/GLONASS dual sat-
ellite positioning mode. The image of the acquired UAV was
shaded by the occlusion of the mountain during the UAV
flight.

The UAV image was loaded (Figure 9). First, the Retinex
algorithm was used for image enhancement, and the results
are presented in Figure 10. In the enhanced UAV image, the
shadow region was significantly improved. The brightness of
the image in the shadow region was significantly improved,
and the object in the shadow region could be clearly identi-
fied. However, the enhanced image underwent texture dis-
tortion and colour distortion.

After the image enhancement, the colour transformation
was performed, which converted the RGB colour to the HSV
component. The image after colour correction of the inverse
operation synthesized into a new image (Figure 11). After
the 2D images underwent function correction, the bright-
ness was uniform, and texture feature of the image was clear.

The gauss-Laplace operator was adopted to extract the
edge features of the ground object surface after the correc-
tion of the image brightness. Moreover, the edge features
of the original image were compared with those of the orig-
inal image. The original image edge features are presented in
Figure 12, and the corrected image edge features are illus-
trated in Figure 13.

According to Figure 12, no shadow existed in the origi-
nal image, the texture was rich, and the edge features were
relatively obvious. In the areas with shadows, there was emp-
tiness in the extracted edge features, which revealed that the
edge features were unclear and that the target object contour
could not be extracted. According to Figure 13, the corrected
UAV image could extract more obvious edge features from
the original shadow area, which demonstrated that the
method significantly impacted the removal of shadow areas
and the correction of brightness.

5. Conclusions

When the UAV acquires the image, the acquired UAV
image has underexposure and shadows due to the blocking
of mountains and the influence of light. The image bright-
ness value of the shaded region is compressed, and the infor-
mation is lost. Vital information is contained in the image of
the shadow region. To remove the shadow region of the
image, an optimized Retinex algorithm is used to process
the shadow. First, the Retinex algorithm is used for image
enhancement, whereas the brightness of the image after
enhancement is uneven, which reduces the quality of the
image. To solve the problem above, the image can be con-
verted from RGB colour to HSV space. The brightness of
the HSV colour space is corrected by 2D gamma function,
and the correction image receives inverse operation. Com-
bined with the actual experiment for the UAV image, the
optimized Retinex algorithm has a better effect in shadow
area removal. After the shadow removal, the ground feature
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details of the shadow area of the optical image can be clearly
identified, and the image quality improved. The algorithm
works better on areas with lighter shadows, but less so with
darker shadows. It is also the direction to be studied in the
future.
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Profound understanding of an interaction mechanism among influencing factors in the perspective of urban road traffic operation
is of great significance for scientific and effective urban congestion management. In this paper, 6 indicators are proposed for the
road traffic operation in the aspects of average speed of road sections, regional traffic index, and number of traffic incidents. Based
on this, 4 major influencing factors and 12 measurable subinfluencing factors are proposed according to urban traffic supply and
demand, and the SEM (structural equation model) is established to find out their interaction mechanism. And then, several sets of
local traffic data collected in Shenzhen are used for model fitting, validation, and path analysis. The mathematical results show that
all 6 indicators affiliated to the road traffic operation have a good explanation when it comes to the change of operation status.
Among 4 latent variables in the traffic supply and demand aspect, the service equipment operation level and control
equipment operation level can positively influence the road traffic operation status, while the urban traffic demand plays a
negative role. Complex interactions among four latent variables are further pointed out. Finally, on the basis of the path
coefficient relationship among the influencing factors, scientific suggestions and guidance are provided for urban road
management control.

1. Introduction

In the current situation of increasingly severe road traffic
congestion, comprehensively combining the influencing fac-
tors of urban road traffic operation status and understanding
and mastering its change interaction mechanism will help
people deeply understand the urban road traffic operation
mechanism and make practical and effective management
and control decisions.

There have been many studies on issues related to the
operation status of urban road traffic. Those researches can
be roughly divided into three categories: single road sections
and intersections, local road networks, and urban macro
road traffic. Lang and Fu [1] used indicators such as satura-
tion and vehicle speed to analyze and evaluate the traffic

operation status of local sections of expressways based on
actual data; Chen et al. [2] proposed innovative traffic index
calculation methods accurately calculated and described the
street-level traffic operation characteristics of small areas;
Wei and Ma [3] regarded urban road traffic as a giant system
at the macro level and studied the evaluation system and
method of its coordination degree from the two subsystems
of supply and demand. In recent years, the research scope
has gradually developed from a single level to a combination
of macro and micro level. Bai et al. [4] established a compre-
hensive evaluation method of traffic operation status by
looking for the three-level evaluation links of highway
points, lines, and surfaces. By summarizing the existing
research, most of them discuss the operation status of urban
road traffic from the perspective of evaluation, and its role is
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limited to identifying the quality of road traffic operation
status at different levels [5, 6]. Moreover, urban road traffic
is a giant system, and traffic supply, demand, and operation
status are closely linked and interact. However, existing
research often considers them separately, so that it is impos-
sible to accurately grasp the operating state of the traffic state
from an overall perspective, it is impossible to conduct in-
depth research on its evolution law, and it is impossible to
provide specific and effective guidance for the formulation
of traffic management and control strategies [7–10].

The contributions of this paper include three parts.
Firstly, from the perspective of combination of micro and
macro, three indicators and factors of traffic supply, traffic
demand, and traffic operation status are sorted out. The sec-
ond is to construct SEM, complete the model modification
and evaluation, clarify their relationship through the SEM,
explore the interaction mechanism, and then analyze the
evolution law of the urban road traffic operation status.
Thirdly, according to the analysis results of the model, refer-
ences are provided for urban traffic managers to formulate
feasible control strategies.

This paper is organized as follows. In Section 2, the eval-
uation index system is proposed in the aspect of road traffic
operation status. The structural equation model (SEM) is
established in Section 3, and confirmatory factor analysis,
correction, and model evaluation are carried out. A conclu-
sion is made in Section 4.

2. Evaluation Index System

The evaluation index system is proposed based on the road
traffic operation status. On this basis, starting from the two
general directions that affect road traffic operation status,
traffic supply, and traffic demand, focusing on service equip-
ment, management and control equipment, urban traffic
demand, and surrounding traffic demand in the city, sort
out and identify the influencing factors of road traffic oper-
ation status.

2.1. Road Traffic Operation Status. Existing studies analyze
and measure the road traffic operation status based on the
overall average speed of the road section, the average
regional traffic index, and the average congestion time [11,
12]. However, the indexes such as the average speed of the
whole section and the average traffic index of the whole
region ignore the different importance of variable levels of
sections and regions to the overall road traffic operation sta-
tus of the city, resulting in the lack of accuracy of the calcu-
lation results. In addition, these indexes are limited to the
characteristics of the vehicle itself. On the other hand, the
variables that determine the status of road traffic should also
take the impact of some incidents connected with safety
issues into considerations [13].

Based on this, this paper selects the regional traffic index
and the average speed of road sections as evaluation indica-
tors and categorizes them into the average speed of key
roads, the average speed of other roads, the traffic index of
key areas, and the traffic index of other areas from the spatial
perspective. In addition, the two types of indicators that

cause accidental damage, including accident alarms and con-
gestion alarms, are included in the evaluation index system
[14, 15]. The selection of indicators is shown in Table 1.

2.2. Influencing Factors of Road Traffic Operation Status.
From a macro perspective, real-time road traffic demand
and road traffic supply are two key factors that affect the
state of road traffic.

(1) Road traffic supply

The supply of urban road traffic [16] is generally com-
posed of transportation infrastructure, that is, related ser-
vices and control equipment, e.g., roads, vehicles, stations,
transportation organizations, and services [17]. The road
traffic supply can be subdivided into static supply and
dynamic supply according to the speed and frequency of
changes in the supply. The static supply index mainly covers
the quantity of infrastructure, such as the length of roads at
all levels and the number of control equipment, while the
dynamic supply is reflected by some real-time data. These
real-time data are mainly retrieved from urban road traffic
facilities, which can be further divided into traffic service
facilities and traffic management facilities according to their
functions. The traffic service facilities include parking lots,
sight guidance screens, etc., while the traffic management
facilities mainly include traffic signs, traffic lines, physical
isolation devices, traffic signal control equipment, traffic vio-
lation recognition and capturing equipment, etc. [18]. The
traffic operation state is directly affected by the dynamic sup-
ply when the static supply of infrastructure and other facili-
ties is determined.

Dynamic supply of road traffic mainly covers two
aspects: service equipment operation level and control
equipment operation level. Among them, service equipment
includes parking, road traffic guidance, and networked coor-
dinated control [19]. Control equipment includes road and
intersection monitoring, signal light control, etc. The selec-
tion of specific indicators is shown in Table 2.

(2) Traffic demand

Real-time traffic demand is reflected by the flow of pas-
senger and freight traffic moving on the road, which indi-
cates strong spatial and temporal characteristics. In terms
of spatial characteristics, passenger and freight traffic flows
in the scope of intracity and the municipal boundary area
are extracted [20].

Intracity traffic measures the total amount of real-time
vehicle traffic in the intracity area; municipal boundary
traffic measures the passenger and freight traffic in and
out of the city and on highways around the city [21, 22].
Among them, the traffic volume entering and leaving the
intracity area and volume of high-speed traffic are divided
based on the spatial characteristics, while those intracity
demands including the volume of expressway, arterial
road, and other roads are considered in the aspects of
temporal characteristics. The selection of specific indica-
tors is shown in Table 3.
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3. Structural Equation Model (SEM)

3.1. In-Line Style. The structural equation model, also known
as structural equation modeling, is a statistical method based
on the covariance matrix of variables to analyze the relation-
ship between variables. Compared with traditional statistical
methods such as regression analysis, the structural equation
model has the following advantages [23–25].

(1) Capable of processing multiple dependent variables
simultaneously. In traditional multiple regression
or path analysis, the coefficients of the dependent
variables are calculated independently, which
neglects the influences and relationships with other
factors. The SEM considers multiple factors at the
same time, and the analysis effect is more accurate

(2) Error tolerant between dependent and independent
variables. Many social and psychological studies
involve variables that cannot be accurately and
directly measured, which are known as latent vari-
ables. When analyzing the relationship between
latent variables, neither the independent nor the
dependent variable can be accurately measured.
When traditional regression models deal with such
problems, they will only consider the error of the
dependent variable. SEM analysis allows measure-
ment errors in both independent and dependent var-
iables and has advantages in analyzing the
correlation between latent variables and other issues

(3) Simultaneous analysis of factor structures and relation-
ships. In SEM analysis, the correlation between latent
variables and their underlying factors is calculated at
the same time. Compared with the traditional analysis
method that calculates factor structures and relation-
ships independently, SEM can comprehensively con-
sider the interaction and role of all coexistence factors,
appropriately adjust the factor structure, and obtain a
more comprehensive correlation

(4) More complex factor relationships are considered.
Traditional factor analysis is difficult to deal with
models that have more complicated subordination
relationships such as one factor subordinate to mul-
tiple factors or consider higher-order factors, while
SEM can make up for this deficiency

(5) Able to evaluate the rationality of factor structure and
affiliation. SEM can evaluate its rationality by calculat-
ing the overall fitting degree of different factor struc-

tures and affiliations to the same sample data, so as
to obtain the closest relationship to the data

3.2. Model Structure. The SEM consists of two parts: mea-
surement equation and structural equation [26]. The mea-
surement equation describes the relationship between
latent variables and indicators, while the structural equation
describes the relationship between the latent variables. The
measurement equation and structural model are shown in
(1) and (2).

x =Λxξ + δ,
y =Λvη + ε,

ð1Þ

where x, y are the exogenous and endogenous index vec-
tors, respectively; ξ, η are exogenous and endogenous latent
variables, respectively; Λx,Λy are the relationships between
exogenous indicators and exogenous latent variables and
the relationships between endogenous indicators and endog-
enous latent variables, respectively; and δ, ε are the error
terms of exogenous and endogenous indexes, respectively.

η = Bη + Γξ + ξ, ð2Þ

where ξ, η are the exogenous and endogenous latent var-
iables. Bare the relationship between the endogenous latent
variables, Γ are the influence of the exogenous variables on
the endogenous latent variables, and ξ are the structural
equation residuals.

3.3. SEM Construction. The construction and analysis pro-
cess of the SEM is shown in Figure 1. The process of SEM
construction is as follows: (1) propose theoretical assump-
tions about subordination and correlation; (2) introduce
the definition of related variables and classify them in differ-
ent categories; (3) based on the proposed theoretical
assumptions and variables, construct a SEM; (4) collect data;
(5) perform confirmatory factor analysis and adjust the
model based on the analysis results so as to meet the related
tests of reliability and validity; (6) output the model evalua-
tion results; and (7) perform path analysis and output the
analysis results of the affiliation and correlation between
the key variables.

The realization of the above process is based on AMOS,
which is powerful visualization software for SEM analysis.
Firstly, the conjecture model is constructed, and the visual
conjecture model is constructed according to the theoretical
hypothesis and variable determination. The elliptic variable
represents the latent variable that is not easy to measure
directly [27]. Rectangular variables represent measurement
variables that measure latent variables; the circular variable
represents the allowable error between the latent variable
and the measured variable; directed edges represent the
interaction between variables. Then, the model was tested
and the data were input into the conjecture model for confir-
matory factor analysis. The model was modified according
to the modification suggestions given by AMOS, which
mainly focused on the presence and direction of the interac-
tion between variables and specifically modified the form of

Table 1: Evaluation index system of road traffic operation status.

Object Evaluation indicators

Road traffic operation status

Average speed of key roads
Average speed of other roads

Key area traffic index
Other regional traffic index

Number of accidents
Number of congestion alert
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directed edges. Finally, the path analysis is carried out based
on the modified model [28].

3.3.1. Model Establishment. According to the evaluation
indicators of road traffic operation status and related
influencing factors constructed, combined with the relevant

rules of the SEM structural equation model, the model vari-
ables are listed in Table 4.

There are 5 latent variables of road traffic operation sta-
tus, service equipment operation level, management and
control equipment operation level, municipal boundary
demand, and intracity demand, which further contain 18
subordinate indicators that are taken as measured variables.
Based on the relevant theoretical knowledge and the above
variables, a hypothetical SEM is constructed as shown in
Figure 2.

3.3.2. Data Collection. Sample data of the measured variables
are required to be input into the SEM so as to perform con-
firmatory factor analysis and path analysis, and there are
specific requirements for the sample data volume. Existing
researches [29, 30] show that the difference between the
sample data volume and the number of parameters to be
estimated in the hypothetical model needs to be greater than
50. Thus, the number of samples between 100 and 200 is
suitable for estimating the SEM.

This paper uses the real traffic data collected in Shenzhen
from June 1, 2020, to June 7, 2020. The frequency of retriev-
ing data is 1 hour, and the sample data volume for each mea-
surement indicator is 168. The dataset is shown in Table 5.

SPSS software is used to standardize the data. After-
wards, AMOS software is used to draw a hypothetical model
and bring in sample data to complete the model confirma-
tory factor analysis, correction, and evaluation.

3.3.3. Confirmatory Factor Analysis, Correction, and Model
Evaluation. This paper uses AMOS software, brings in sam-
ple data to the constructed hypothetical SEM, and carries
out confirmatory factor analysis. In this process, the maxi-
mum likelihood estimation method is used to fit the model
[31–33], and according to the analysis results, the defects

Table 2: Evaluation index system for dynamic road traffic supply.

Object Equipment Evaluation indicators

Dynamic road traffic supply

Service equipment

Parking space vacancy rate

Online rate of road traffic guidance screen

Networked coordinated control of the ratio of intersections

Control equipment

Intersection electric police online rate

Semaphore online rate

Online rate of road section monitor

Table 3: Evaluation index system for road traffic demand.

Object Type Evaluation indicators

Road traffic demand

Municipal boundary

Traffic volume entering the intracity area

Traffic volume leaving the intracity area

High-speed traffic volume around the city

Intracity

Expressway traffic volume

Arterial road traffic volume

Other road traffic volume

�eoretical
assumptions

Sorting out and
defining variables

Constructing
conjecture models

Data collection and
collation

Validation factor
analysis

Model evaluation

Path analysis

Model correction

Figure 1: Flow chart of SEM construction.
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of the hypothetical model are corrected, and the revised
model structure is shown in Figure 3.

In the application of the SEM, after the hypothetical
model is fitted with the sample data, the degree of fitness
between the hypothetical model and the actual data must
be tested through the corresponding structural equation fit-
ness evaluation indicators [34, 35]. There are three com-

monly used evaluation indicators, namely, absolute fit
index, value-added fit index, and parsimony fit index. Abso-
lute fit index measures the degree of fitting between the con-
structed model and sample data [36–38]. Commonly used
indicators include GFI (goodness-of-fit index), RMSEA
(root mean square of approximate error), SRMR (root mean
square of normalized residual error), etc. A value-added fit

Table 4: SEM variables for influencing factors of road traffic operation status.

Latent variable Measured variable

Road traffic operation status

Average speed of key roads Y1

Average speed of other roads Y2

Key area traffic index Y3

Other area traffic index Y4

Number of accidents Y5

Number of congestion alarms Y6

Service equipment operation level

Parking space vacancy rate X1

Online rate of road traffic guidance screen X2

Network coordinated control intersection ratio X3

Control equipment operation level

Online rate of traffic lights X4

Online rate road section monitoring X5

Online rate of intersection electric police X6

Municipal boundary demand

Traffic volume entering the intracity area X7

Traffic volume leaving the intracity area X8

High-speed traffic volume around the city X9

Intracity demand

Expressway traffic volume X10

Arterial road traffic volume X11

Traffic volume on other roads X12

Service equipment
operation level

Management and
control equipment

operation level

Municipal
boundary needs 

Intra-city demand

Road traffic
operation status

X1

X2

X3

X4

X5

X6

X7

X8

X9

X10

X11

X12

Y1

Y2

Y3

Y4

Y5

Y6

e10

e11

e12

e7

e8

e9

e4

e5

e6

e1

e2

e3

e13

e14

e15

e16

e17

e18

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

Figure 2: Hypothetical SEM.
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index, which is also called a relative fitness index, is a statis-
tic obtained by comparing the theoretical model with the
benchmark model which indicates the degree of improve-
ment. Benchmark models are usually the models with the
most limitations and the worst fitness. Commonly used indi-
cators include NFI (normed fit index) [40], TFI (nonnormed
fit index) [39], and CTI (comparative fit index) [40]. Parsi-
mony fit is a kind of indicator derived from the previous
two types of fit [42]. Based on the idea of parsimony ratio

of df t and df n, which are the degree of freedom of the the-
oretical model and benchmark model, respectively, the com-
monly used indicators include the chi-square degree of
freedom (X2/DF), parsimony normed fit index (PNFI), and
parsimony relative noncentrality index (PCFI). This paper
uses 6 indicators including GFI, NFI, TLI, chi-square free-
dom ratio (X2/DF), PNFI, and PCFI [43–45]. The fitting
results are shown in Table 6. Table 6 shows that all indica-
tors of the revised model meet the fitting standard.

In addition, it is necessary to carry out a variation extrac-
tion value (AVE) and combination reliability (CR) test for
latent variables.

AVE = ∑λ2

n
ð3Þ

CR = ∑λð Þ2
∑λð Þ2+∑ 1 − R2� � , ð4Þ

where λ is the path coefficient, n is the number of measured
variables, and R is the residual error [39].

Table 5: Traffic data in Shenzhen, China.

X1 X2 X3 X4 X5 X12 Y1 Y2 Y3 Y4 Y5 Y6

1 0.510 0.906 0.962 0.604 0.827 2281.7 33.5 43.5 3.8 3.5 37 7

2 0.511 0.906 0.955 0.604 0.827 1400.7 33.5 43.5 3.8 3.5 14 1

3 0.512 0.906 0.955 0.604 0.827 932.0 33.5 43.5 3.8 3.5 12 0

4 0.512 0.906 0.932 0.604 0.827 877.0 33.5 43.5 3.8 3.5 9 0

Service equipment
operation level

Management and
control equipment

operation level

Municipal
boundary needs

Intra-city demand

Road traffic
operation status

X1

X2

X3

X4

X5

X6

X7

X8

X9

X10

X11

X12

Y1

Y2

Y3

Y4

Y5

Y6

e10

e11

e12

e7

e8

e9

e4

e5

e6

e1

e2

e3

e13

e14

e15

e16

e17

e18

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

Figure 3: Revised SEM structure.

Table 6: Confirmation factor fitting results of the revised model.

Index
system

Absolute fitness
index

Value-
added
fitness
index

Reduced fitness
index

Index GFI NFI TLI
X2

/DF
PNFI PCFI

Adaptation
value

>0.9 >0.9 >0.9 <5 >0.5 >0.5

Fitted value 0.908 0.913 0.905 4.6 0.609 0.62

Fit judgment Yes Yes Yes Yes Yes Yes
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Based on the calculation methods above, the results are
shown in Table 7.

It indicates ideal convergence validity when the AVE is
greater than 0.5 and the combination reliability is greater
than 0.8. As shown in Table 6, the SEM has good perfor-
mances in the two aspects. The above results show that the
revised SEM of road traffic operation status meets the rele-
vant requirements and standards, effective factor division
measurement, good fit of the sample data, and reasonable

structure. It can accurately reflect the relationship between
relevant influencing factors in the perspective of the urban
road traffic operation state.

3.3.4. Path Analysis. Based on the basic structure of the SEM
of the road traffic operating state, the path analysis is carried
out and the path diagram is shown in Figure 4.

The range of path coefficient of latent variables is ½−1,+1�
. The path coefficient approaching to +1 indicates a stronger

Table 7: Combination reliability evaluation results.

Latent variable Number of measured variables AVE Combination reliability

Service equipment operation level 3 0.6307 0.8364

Management and control equipment operation level 3 0.6221 0.8309

Municipal boundary demand 3 0.7525 0.8996

Intracity demand 3 0.7536 0.9014

Road traffic operation status 6 0.6615 0.9187

Service equipment
operation level

Management and
control equipment

operation level

Municipal
boundary needs

Intra-city demand

Road traffic
operation status

X1

X2

X3

X4

X5

X6

X7

X8

X9

X10

X11

X12

Y1

Y2

Y3

Y4

Y5

Y6

e10

e11

e12

e7

e8

e9

e4

e5

e6

e1

e2

e3

e13

e14

e15

e16

e17

e18

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

0.75

0.79

0.84

0.72

0.86

0.78

0.95

0.70

0.93

0.88

0.92

0.80

0.97

0.93

-0.84

–0.83

–0.72

–0.5

0.76 0.65

–0.78

–0.61

0.80

0.72

0.83

Figure 4: Path diagram of SEM.

Table 8: Standardized path coefficients among latent variables.

Latent variable A Path direction Latent variable B Path coefficient

Service equipment operating level → Road traffic operating status 0.80

Management and control equipment operation level → Road traffic operation status 0.72

Municipal boundary demand → Road traffic operation status -0.61

Intracity demand ←→ Road traffic operation status -0.78

Service equipment operation level → Intracity demand 0.76

Intracity demands → Municipal boundary demand 0.65

Municipal boundary demand ←→ Intracity demands 0.83
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positive correlation between variables, while the path coeffi-
cient approaching to -1 indicates a stronger negative correla-
tion. And the closer the coefficient is to 0, the weaker the
correlation between the variables [46, 47]. The specific
values are shown in Table 8. The analysis shows that for
the road traffic operation status, the operation level of ser-
vice equipment and control equipment at the traffic supply
level have a positive influence on it, between which the oper-
ation level of service equipment has a relative higher influ-
ence. Thus, the high operation level of service equipment
will positively improve the operation status of road traffic.
At the traffic demand level, the intracity demand generated
by the driving of vehicles on the roads in the city and munic-
ipal boundary has a negative impact on the status of road
traffic, while the impact from the intracity area is relatively
greater. In addition to the status of road traffic operation,
there are also obvious correlations between traffic supply
and demand related factors, which are concentrated in the
promotion of the generation and change of municipal
boundary and intracity road traffic demand by the operation
level of service equipment. It can be seen that higher service
equipment operation level will not only improve the traffic
operation status but also stimulate more traffic demand.
There is also a correlation between the municipal boundary
and intracity area in the aspect of road traffic demand. The
main reason is that the two are strongly related at the spatial
level. The dynamic traffic flow changes within the intracity
area and municipal boundary will make influences on each
other.

The relationship between the latent variables and their
key measurement variables (the absolute value of the path
coefficient is greater than 0.8) is shown in Table 9. The anal-
ysis shows that the key points of the measured variables, the
average speed and key points of other roads, and the traffic
index of other regions have a strong ability to explain the
road traffic operation status. It can be seen that the average
speed and traffic index can be distinguished according to
the spatial scope to be more detailed and accurate. Show
the real situation of road traffic operation status. The net-
worked coordinated control of the ratio of intersections
and the online rate of road checkpoint monitoring have
the strongest ability to explain the two types of latent vari-

ables related to traffic supply. Except for the traffic volume
for leaving the city, the traffic volume on all levels and types
of roads in other cities has a strong correlation with traffic
demand.

3.3.5. Suggestions on Road Traffic Control Strategies. By com-
bining the path coefficients between the latent variables and
the latent variables and key measurement variables, the fol-
lowing road traffic-related management and control strategy
are proposed.

(a) Using the form of spatial division to split the macro-
scopic average speed of the whole road section or the
whole area traffic index and taking factors such as
safety into consideration can describe the road traffic
operation status in a more comprehensive and
detailed manner

(b) The interaction mechanism between the related fac-
tors of road traffic operation status is complicated. In
order to improve the road traffic operation status, it
is necessary to comprehensively consider key factors
related to traffic supply and demand at the same
time and clarify the internal interaction relationship
between supply and demand

(c) Improving the operation level of road traffic service
equipment can directly promote the operation of
road traffic, but it will also stimulate more traffic
demand. The two types of promotion exist at the
same time, and there is a certain balance between
them

(d) Focus on improving the operation level of road man-
agement and control equipment or restrain the road
traffic demand to a certain extent. For example,
reducing the traffic volume of private cars can rela-
tively more effectively improve the overall road traf-
fic operation status

3.3.6. Limitations of the Model. Due to the limitation of data-
sets, the selected influencing factors can be still enriched,
and the research samples can be expanded. Further studies

Table 9: Standard path coefficients of latent variables and key measurement variables.

Latent variable Measured variable Path coefficient

Road traffic operation status

Average speed of key roads Y1 0.97

Average speed of other roads Y2 0.93

Key area traffic index Y3 -0.84

Other area traffic index Y4 -0.83

Service equipment operation level Network coordinated control intersection ratio X3 0.84

Management and control equipment operation level Online rate road section monitors X5 0.86

Municipal boundary demand
Volume of traffic entering the intracity area X7 0.95

High-speed traffic volume around the city X9 0.93

Intracity demand

Expressway traffic volume X10 0.88

Arterial road traffic volume X11 0.92

Traffic volume on other roads X12 0.80
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concentrating on the interaction mechanism among related
influencing factors can be carried out with enriched data
considering cases in different environments and seasons.

4. Conclusion

In summary, this paper establishes SEM, which can conduct
a comprehensive and in-depth analysis and discussion on
the interaction mechanism among influencing factors of
road traffic operation status from the data perspective. It
can quantify their interactions, provide new ideas for a com-
prehensive and in-depth understanding of the changes in
road traffic operation status, and provide scientific support
for formulating targeted, practical, and effective manage-
ment and control strategies aimed at improving road traffic
operation status.
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As a novel technology, the Internet of Things (IoT) has many applications in diverse fields, especially in smart homes. IoT
includes a variety of communication networks and technologies which facilitate communication between heterogeneous
devices. One of the primary challenges of IoT is energy consumption. This paper introduces a new Software Defined
Network-based (SDN-based) clustering approach using intelligent algorithms for energy conservation in IoT. The proposed
method uses an evolutionary algorithm to identify the required number of clusters and ensures their distribution in the
environment. A virtual network is also employed to ensure network coverage and the formation of balanced clusters. Clustering,
steady, and routing are the main steps of the proposed method that the clustering step is done in SDN. By expanding the steady
phase and leveraging energy-based greedy routing, the network’s lifetime increases. After simulation in MATLAB, the proposed
method is tested then the results are compared with other well-known algorithms. The evaluation results indicate that the
proposed method has improved in terms of metrics such as energy consumption and network lifetime. The proposed approach
improves energy consumption by 31%, 28%, 8% and 21% than FPA, MCFL, BEEG and NodeRanked respectively. The lifetime
has been improved by 34% and 71% than BEEG and NodeRanked, respectively, and more than 100% for MCFL and FPA.

1. Introduction

In recent years, many researchers and leading technology
companies have considered the application and advance-
ment of the Internet of Things (IoT) in various fields, such
as smart cities, smart homes, agriculture, and intelligent ani-
mal husbandry. IoT consists of numerous self-organized,
tiny, and low-cost sensor nodes. IoT nodes, through their
sensors, can collect and transmit data from the environment
to the base station (sink) [1]. In addition, IoT is responsible
for tracking network coverage issues and transferring moni-
toring results from the sink to the administrator [2, 3]. The
monitoring center will derive valuable information using
artificial intelligence, machine learning, and data mining
algorithms from the collected data and provide it to admin-
istrators via mobile applications.

Wireless sensor networks (WSNs) are one of the most
useful foundations for implementing IoT architecture. The

IoT provides the ability to connect various things to the
internet. IoT sensors can automatically track, process, and
route data and allow various real-time applications. Also,
they allow diverse real-time applications such as smart cities
and smart homes to be developed [4]. WSN have been in
many fields during the past two decades, such as habitat
monitoring [5], battlefield target tracking [6], health moni-
toring [7], gas monitoring [8], and smart homes [9]. The
advantages of these networks are combined in a smart home.
A smart home can make numerous aspects of health, social,
and emotional care more efficient and sustainable for its
occupants [10].

Heterogeneous nodes and energy consumption are two
primary limitations of the IoT. Flexible layered architecture
is required, to deal with the heterogeneous nodes.
Software-defined network (SDN) is a modern approach to
growing network flexibility. The SDN network distinguishes
the control plane from the data plane. This separation makes
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it possible to dynamically control the network, provide a bet-
ter quality of service (QoS), and offer network management
consistency and simplicity [11]. SDN is a promising
approach in WSN and IoT, allowing controllers to be iso-
lated from sensor nodes. The SDN controller decides about
various network parts and defines the current input rules
based on the information it receives from the network [4].
SDN enables network administrators to manage network
services without lower-level details being assessed [12].

Besides, the inadequate battery capacity of the sensor
nodes is one of the most critical limiting factors. So, limiting
energy use, which directly affects the network lifetime, is one
of the vital problems in these networks [13]. Clustering is a
key and popular technique for prolonging the network life-
time and efficient network management. It provides a range
of benefits, including reducing intracluster communication,
balancing the traffic load, and improving its scalability [14].

This paper introduced an energy-efficient clustering-
based routing method. Its primary focus is on balanced
and distributed clustering, which helps to extend the net-
work’s lifetime. The following are the key features of the pro-
posed approach:

(i) Provision of a framework for balanced clustering
based on SDN architecture

(ii) Clustering based on multiobjective optimization
algorithms

(iii) Use greedy distributed routing

The following is the paper’s structure: Section 2 discusses
the research literature. We have used a three-tier model for
system modelling, which is reviewed in section 3. The pro-
posed method includes phases of set-up, steady state, rout-
ing, and reclustering, which will be discussed in section 4.
The simulation results are given in section 5. Finally, a
review of the achievements and conclusions is provided in
section 6.

2. Related Work

This section discusses the first various clustering methods
then evaluates SDN-based approaches. Generally, clustering
algorithms can be classified into the following categories:

(i) Hierarchical clustering algorithms

(ii) Virtual grid-based clustering algorithms (based on
virtual grid)

(iii) Fuzzy logic-based clustering algorithms (based on
Fuzzy logic)

(iv) Based on metaheuristic algorithms (metaheuristic-
based clustering algorithms)

The key aim of hierarchical clustering is to preserve the
energy levels of clusters by using multistep paths. The
LEACH method is the most well-known hierarchical cluster-
ing method [15]. This method uses a random probability
function to pick cluster-head nodes. ([16] and [17] attempt

to enhance the LEACH method. In [18], each node is allo-
cated a rank depending on the route’s cost and the number
of connections between nodes, and CHs are selected based
on this rank. A routing approach for optimizing network
lifetime and reducing data latency is proposed in [19]. The
cluster-based routing protocol (CRPD) is presented in [20].
In CRPD, the energy efficiency has been enhanced by clus-
tering and routing algorithms through periodic updating of
the network topology. In [21], only nodes with an energy
greater than 20% of the initial energy can be nominated as
headers.

Grid-based methods use GPS or location detection algo-
rithms to make nodes be aware of their geographical loca-
tion [22]. An energy-based, scalable georouting was
introduced in [23], where the last position of the sink is
stored and updated in several intersecting nodes. The other
nodes will locate the sink’s last position by sending a mes-
sage to the closest crossover node. The key emphasis of
BEEG [24] is on getting the cluster size. The optimum size
causes reduced transmission and energy consumption. In
[25], the routing fixed-parameter tractable (RFPT) algo-
rithm and the load balancing virtual grid are used for rout-
ing and less time complexity. It uses an FPT-approximate
clustering algorithm and a supreme routing tree that opti-
mally connects all nodes.

The high speed of inference in fuzzy logic makes it pos-
sible to use it in real-time environments [26]. The use of a
fuzzy method to pick the CHs decreases computational
complexity. A fuzzy-based approach to reducing battery
consumption for WSN maintenance for smart homes is
applied in [27]. In this approach, a fuzzy logic controller
(FLC) sets the network nodes’ sleep time dynamically. Mul-
tistage fuzzy clustering is implemented in [28]. The CHs are
chosen based on residual energy, the number of neighbors,
and the distance to the sink. A method named DUCF is
introduced in [29]. In DUCF, parameters such as residual
energy, base station distance, and node degree are consid-
ered fuzzy inputs. CH selection increases each round’s
energy consumption by using this method.

Metaheuristic algorithms can be used to routing and
select CHs. A routing method based on an ant colony algo-
rithm to prolong the network’s lifetime was suggested in
[30]. In [31], the flower pollination algorithm (FPA) was
used to control the grid’s energy level. A dynamic particle
swarm optimization (PSO) clustering algorithm was used
in [32] to determine the position of the CHs. Adaptive clus-
tering based on node distribution makes cluster distribution
more logical, effectively balancing grid energy consumption.
A combination form of heuristic algorithm and K-means
algorithm is implemented in [32]. It selects optimum clus-
tering depending on the distance between the clusters, the
distance from within the clusters, and the number of CHs.
An improved bee algorithm is used to cluster creation.
New clusters are created using based on the remained energy
of the nodes. In [33], the authors presented a multiobjec-
tive cluster head selection algorithm for IoT networks in
smart cities.

The introduction of SDN led to the development of sev-
eral approaches using a centralized controller. The global
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knowledge of network devices like AUVs or sensors is acces-
sible to the SDN-based controller [34] [35]. Under current
conditions, the network can be managed effectively, and
rules can be extended. In [36], DRL helps to monitor
packets’ flow in the WSN via SDN architecture, and the
2D and 3D convolution layers of two CNN models are used
to evaluate. In [37], the Low-Power Network Routing Proto-
col (RPL) is introduced using the Multihop Clustering tech-
nique (MHC-RPL). In [38], the authors provide an SDN-
based framework for Quality of Service-based routing on
the Internet of Underwater Things. The primary approach
of this method is to collect route information at the base sta-
tion and select the best route based on the probability of
packet loss and delay.

3. System Model

Today, the Internet of Things has resulted in the massive
volume of data being produced. The use of traditional
methods for processing this big data has encountered
numerous problems. Cloud computing has been proposed,
to address these issues. Many IoT applications, like smart
city app, need latency-aware computations [39].

Processing IoT requests over the Cloud alone is not an
efficient solution, especially for some time-sensitive applica-
tions. Because delays in data transfer and processing in the
Cloud layer reduce system performance. Fog computing is
introduced to address this issue. It acts as an intermediate
layer between the Cloud layer and IoT devices. Fog devices
can be placed close to IoT nodes, allowing latency to be
noticeably reduced. Therefore, a three-tier architecture is
proposed to better manage smart city applications.

Figure 1 shows the architecture of the system. Like [40],
we use a three-tier architecture. In the first layer are IoT
devices that communicate via wireless communications
and, after collecting data through sensors, send data packets
to the sink. Data is collected and processed in the sink. If
more processing is required, the data is sent to the Fog layer.
The Fog layer can be formed by one or more Fog domains.
Tasks will be offloaded to the Cloud when more processing
is required.

Here, our focus is on the first layer. The goal is to use
the SDN architecture for optimal management in the first
layer to minimize the need for processing in the Fog and
Cloud layers.

Some instruments, such as cameras and mobile devices,
are wired directly to AC power and do not have energy con-
sumption restrictions. Others may be dispersed randomly
into the environment or travel in the ambit, such as motion
sensors, temperature, vibration, and sound. City power can-
not, however, be used, and batteries are supplied. Equation
(1) shows the energy consumption model [31].

ETx
l, dð Þ =

l ∗ Eelec + l ∗ εf s ∗ d2, if d ≤ d0

l ∗ Eelec + l ∗ εmp ∗ d4, if d > d0

8<
: ,

ð1Þ

where d0 is obtained as Equation (2).

d0 =
ffiffiffiffiffiffiffi
εf s
εmp

s
: ð2Þ

That ETx
represents the loss of transmitter and receiver

energy, εf s is the booster energy in space, and εmp is the
energy consumed by multipath emission. ERx is the energy
to receive packets, obtained from Equation (3).

ERx lð Þ = L × EDA, ð3Þ

where EDA is the energy of data aggregation. Therefore,
Equation (4) denotes the total cost of transfer and receive.

E = ETx + ERx: ð4Þ

By combining smart homes, smart streets, and highways,
a smart city will be created. IoT plays a vital role in these cit-
ies. This technology consists of numerous heterogeneous
devices, which enhances the need for SDN. Therefore, in this
paper, an SDN-based architecture is used.

4. The Proposed Method

The proposed protocol has four stages: set-up, steady state,
routing, and reclustering. Each phase is divided into subsec-
tions. In the following, each of the phases is examined.

4.1. Set-Up Phase. First, the nodes transmit information such
as position and energy level to the sink, and the network enters
the setup phase. The set-up phase is divided into two parts:
identifying the appropriate number of clusters and centralized
clustering, which are performed in the SDN. After gathering
sensor data, the sink utilizes the SDN to calculate the required
number of clusters. The purpose of this subphase is to mini-
mize energy usage. Because increasing the number of clusters
increases energy consumption, a limited number of clusters
ignores the benefits of clustering in addition to increasing
energy consumption. The optimal number of clusters is deter-
mined using Equation (5) [41].

Kopt =
ffiffiffiffi
N

p
ffiffiffiffiffiffi
2π

p
ffiffiffiffiffiffiffi
εf s
εmp

s
M

d2toBS
, ð5Þ

where Kopt is the number of clusters, N is the number of
IoT devices, M is the area space, and dtoBSis the average dis-
tance between nodes and the sink, which is calculated accord-
ing to Equation (6).

dtoBS =
ð
A

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p 1
A
dA = 0:765M2 : ð6Þ

In the second stage of the set-up, the sink selects cluster
heads according to the previous step information. The start-
up process has a lot of computing and routing overhead. In
SDN, the controllers, which provides a global view of the
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whole network. To maintain a global network view, SDN con-
trollers need to gather information from the whole of the net-
work. To reduce traffic, this phase does periodically, not in
every round. So, it is prevented from sending additional
packets as much as possible. The reclustering process is then
done locally to mitigate the transferring of packets. A genetic
multiobjective algorithm considers multiple requirements for
determining clusters. This approach considers parameters
such as cluster centrality, balance, and distribution. The
genetic algorithm runs in the sink and generates the virtual
grid proportional to the number of clusters.

The virtual grid picks the initial CHs instead of random
nodes. The virtual grid ensures that CHs are distributed
throughout the environment. However, because the number
of CHs is always smaller than the number of cells and the
density of each cell’s nodes is not equal with another one,
the genetic algorithm chooses the final clusters. The objec-
tive function is defined to maintain the balance and central-
ity of clusters. Based on Equation (7), the general purpose is
to minimize the square error value by having a given num-
ber of clusters. x and ui denote the sensor’s location and
cluster centers, respectively.

Fdistance =min〠
k

i=1
〠
x∈S

x − ui
2: ð7Þ

The number of cluster members is estimated to ensure
that the clusters are balanced. The objective function, the
disparity between the largest and smallest clusters, is mini-
mized. Equation (8) ensures that the cluster balancing con-
ditions are met.

Fbalance =min max 〠
k

x ∈ ukj j
 !

−min 〠
k

x ∈ ukj j
 ! !

:

ð8Þ

Consequently, the final objective function of the sum of
Equations (7) and (8) is obtained as Equation (9).

objective Function : min α × Fdistance + β × Fbalanceð Þ: ð9Þ

Algorithm 1 shows the set-up phase algorithm. It is
implemented in the sink and begins by gathering data from
all IoT devices and calculates the number of clusters
required. It then constructs a virtual grid and selects a candi-
date cluster head from each cell at random. This is necessary
for cluster head distribution throughout the environment.
Finally, the genetic algorithm chooses the final cluster heads
to create balanced clusters.

Cloud layer

Fog layer

IoT Devices

Fog nodes
Fog domain 1

Edge

Core

N
et

w
or

k

Fog nodes
Fog domain N

Figure 1: General system model.
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4.2. Steady-State Phase. After selecting the CHs and sending
the CHs information to all nodes, the non-CH nodes are
connected to the nearest CH by receiving the header infor-
mation and the form of the final clusters. Each CH assigns
its cluster members a Time Division Media Access
(TDMA-based) scheduler and notifies the nodes. Therefore,
cluster members are active only in their time slots and send
information that improves energy consumption.

At this phase, the nodes sense the environment and send
the collected data to CH. Instead of sending several packets,
CHs send a packet to the sink by aggregating data. CH may
act as a header in the next round and does not need a reclus-
ter phase if CH energy is not below the threshold. Several
steady phases are implemented, for one setup phase. So,
the amount of energy saved in this method, assuming that
j is the number of steady state with one setup phase, will
be equal to Equation (10).

ESaved = j × 〠
α∈N

Eelec + εf s × d2
� �

× L + 〠
β∈N

Eelec + εf s × d4
� �

× L +N × ERx

 !
,

ð10Þ

where α and β are a subset of nodes that α ∪ β = AllNo
des and α ∩ β =∅, when the energy of a CH is lower than
the threshold, that CH selects the most appropriate node
as its CH based on its member’s information and transmits
the new CH information to the others. The threshold value
for each cluster is calculated as Equation (11).

Ek
min = γ:Ek

r : ð11Þ

That γ is a numerical value between (0, 1), and Ek
r is the

average energy of the cluster member nodes. The second phase

algorithm is shown in Algorithm 2. This algorithm is executed
by the cluster head and determines the time of sending the data
to the sink and the time of performing the clustering again.

4.3. Reclustering Phase. If CH energy is smaller than the
threshold value, CH locally identifies one of the cluster mem-
bers as CH in the next round. If the CH energy exceeds the
threshold value, the CH will reach the routing phase directly.
As the sensors’ computing power is much smaller than that
of the sink, Equation (12) is used (for determining the new
cluster head) that does not require much computing power.

Wi =
Ei ∗ Ek

r

∑j∈K xi − xj
�� �� : ð12Þ

Wi determines the fitness criteria of each node for
CH, where

Ei is the energy of the node, Ek
r is the average energy of

the nodes in the cluster, and the denominator determines
the distance of each node to the candidate node. Algorithm
3 shows the reclustering algorithm. It performs reclustering
locally, with the minimum number of packets possible.

4.4. Routing Phase. Each CH sends data through intermedi-
ate steps after collecting and aggregating data instead of
directly sending it to its sink. The cluster obtains the value
of the objective function given in Equation (4) for all
adjacent clusters, utilizing information such as the neigh-
bor’s position and energy level. Consequently, neighbors
with fewer distances from the sink and more energy from
the other neighbors than the sink’s distance are candidates
for the next step. The routing phase is indicated in
Algorithm 4. This algorithm is implemented in clusters’
head and they send data to the sink in several steps using
intermediate nodes.

Input: IoT devices inf ormation,N , εf s, εmp, M, d toBS
Output:Clusters Heads
Data:Sensors energy level, location
1: Kopt = ð ffiffiffiffi

N
p

/
ffiffiffiffiffiffi
2π

p Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εf s/εmp

p ðM/d2toBSÞ
2: Set genetic algorithm parameters

Begin:
3: Create an initial population
4: Evaluation individuals//based on objective f unction

do
for ði = 0 ; i ≤ jNSj/2 ; i++Þ

5: Select two parents in the population
6:
Generate two offspring by crossover operation between two parents
7: Insert two offspring into new generation list

end for
8: Mutation some of of f spring in the newgeneration list
9: Evaluation individuals
10: Select n top of the list as new population

Whilestop condition reached
End

Cluster Heads = Best individuals

Algorithm 1: Set-up phase algorithm.
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5. Experimental Result

In this section, the proposed method evaluated in five differ-
ent scenarios. And it compared with recent algorithms, such
as NR_LEACH [15], BEEG (GRID) [24], Adaptive MCFL
[28] and FPA [31]. NR LEACH is a hierarchical protocol,
BEEG is chosen from network-based protocols, MCFL
comes from fuzzy-based protocols, and FPA is a metaheuris-
tic protocol. MATLAB software was used for evaluation. The
parameters assessed and studied in this paper include the
network’s lifetime, number of alive nodes, and death of the
first node and average energy consumption, the routing
overhead, and the computational complexity.

5.1. Scenarios. The different algorithms for grids of (a)
100 × 100, (b) 150 × 150, (c) 200 × 200, (d) 250 × 250, and
(e) 300 × 300m2 were assessed in the same conditions and
with the simulation parameters presented in Table 1. The
nodes are assumed to be altered in the environment ran-
domly. The same scenarios are used for a fair assessment

of the algorithms. Besides, CBR traffic is considered for all
algorithms with the same transmission rate.

5.2. Energy Consumption. Energy consumption is one of
the most important criteria of the Internet of Things.
Figures 2(a)–2(e) show the result of the various algorithms
for all scenario in average energy consumption. Finally,
Figure 2(f) shows the average energy consumption of the
various scenarios.

The lower the energy consumption, the higher the algo-
rithm efficiency. The proposed algorithm runs the clustering
phase locally in comparison to other methods. This local
selection avoids the transfer of additional packets to the sink
and reduces network traffic. The proposed solution retains
its consistency with increasing grid size, whereas the FPA,
MCFL, and Node-Ranked methods are not flexible. The
BEEG is scalable and the Node-Ranked performs better in
small networks than large ones.

The average energy consumption in all networks is
shown in Figure 2(f). Generally, there is a probability that
energy consumption will rise with an increasing number
of nodes. However, in the 150 × 150 scale network, the
three proposed approaches, BEEG, and Node-Ranking,
indicate decreased energy consumption; this may be
caused by a reduction in the sensor area’s node density.

5.3. Death of the First Node.When different tasks are distrib-
uted among nodes, the first node is the last to die. The half-
life node criterion is given in Figure 3 with the death of the
first node. Figures 3(a)–3(e) show the criteria half-life node
and first dead node for different scenarios. Figures 3(f) and
3(g) demonstrate the first dead node and the half-life node
for all states, respectively.

Comparison of various methods indicates that the pro-
posed approach works better than others. It uses the SDN
architecture intelligently to select CHs and balance clusters.
The current CH also handles the local selection of the next
cluster head. As a result, selecting a specific node a CH-

while ðtrueÞ:
foreach ðNode inNodesÞ

1: Node sense area
2: Node creates a data packet and send it to their ownCH

end foreach
foreach ðCH inClusterHeadsÞ

3: CH aggregate data packets
4:
CH RoutingData Packets toward sink ðSee Alg:4Þ

if ðEnergyCH < EThresholdÞ
5: Run ReClustering algorithmðSee Alg:3Þ

end if
if ðnumber of dead nodes == total number of nodesÞ

6
Break;

end if
end foreach

End while

Algorithm 2: Steady-state phase.

Input:Current Cluster Head, Cluster Members
Output:NewCluster Head

Begin
1: Emax = 0;

foreach ðNode i inCluster MembersÞ
2: Wi = Ei ∗ Ek

r /∑jϵK jxi − xjj
end foreach
foreach ðNode inCluster MembersÞ
if ðWNode <WmaxÞ

3: NewCH =Node
4: Wmax =WNode

end if
end foreach

End

Algorithm 3: Reclustering phase.
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node repeatedly is prevented. So, distinct network duties are
distributed across all nodes.

Furthermore, the nodes with the most significant energy
are used in routing, creating a shorter path to the sink.
Considering the CHs energy, the longer the steady-state
stage prevents the spread of additional packets. The results
indicate that the proposed methods and BEEG are scalable.
FPA clustering and MCFL need to send sensors data in the
sink. The collection of this data requires a significant
number of packets to be sent. Since delivery and reception
of packets are the most critical factor in energy consump-
tion, increasing traffic would waste energy resources. BEEG
and Node-Ranked execute clustering locally and avoid addi-
tional packets from being sent. However, they cannot benefit
from SDN.

5.4. Network Lifetime. Increasing network lifetime is one of
the most critical priorities of designing IoT. Figure 4 displays
the network lifetime diagram with various methods. The
death of 20% of nodes as a measure of network lifetime is
regarded here.

As the nodes with the most energy are chosen in the
reclustering phase, the network lifetime increases. The pro-
posed method also ensures that clusters are balanced and
that there are an adequate number of them.

5.5. Alive Nodes. The more active nodes, the more network
coverage. IoT coverage is one of the qualities of service
requirements (QoS). The number of packets increases in
the network by increasing the number of nodes. Nodes
lose a certain amount of energy to send and receive each
packet. Thus, by increasing the number of packets, the
nodes’ energy reduces. Another benefit of clustering is
the easier handling of the number of packets sent via data
aggregation. Figure 5 indicates the number of live nodes
for various scenarios.

The proposed method saves energy due to consideration
of the energy criterion in the routing phase. In the final
rounds, the network will practically lose its connection due
to the intermediate nodes’ death and will not have the
requisite efficiency. Our approach distributes energy con-
sumption among nodes by dividing the various tasks
between them. BEEG, MCFL and FPA do not consider the
distribution of tasks.

5.6. Routing Overhead. The routing overhead specifies how
many routing packets for each data packet are sent. The
lower the value, the better because it indicates that fewer

Input:Neighbor NodesðCHsÞ, Sink Location, Energy ConsumptionModel
Output:Best Next Hop
1:Emin = inf

Begin:
foreach ðneighbor inNeighborsÞ

2: dn = distance CH to the neighbor
if ðdn < d0Þ

3: Ecn = l ∗ Eelec + l ∗ εfs ∗ dn2
Else

4: Ecn = l ∗ Eelec + l ∗ εfs ∗ dn4
end if

5: ds = calculate distance neighbor to sink
if ðds < d0Þ

6: Ecs = l ∗ Eelec + l ∗ εfs ∗ ds2
Else

7: Ecs = l ∗ Eelec + l ∗ εfs ∗ ds4
end if

8: EnergyCons = Ecs + Ecn
if ðEnergyCons < EminÞ

9: Emin = EnergyCons
10: Best Next Hop = neighbor

end if
end foreach

End

Algorithm 4: Routing phase.

Table 1: Simulation Parameters.

Parameter Values(amounts)

The number of nodes 100, 150, 200, 250, 300

Sink position District center

Pack size 4000 bits

Efs 10 × 10E − 14
Emp 0:0013 × 10E − 14
ADE 5 × 10E − 9
xTE 50 × 10E − 9
ERx 50 × 10E − 9
The initial energy of the node 0.5 J
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Figure 2: Continued.
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Figure 2: Continued.
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routing packets have been sent. The routing overhead is seen
in various situations in Figure 6.

The routing overhead in the proposed method is lower
than the rest of the approaches. It is because of the increase

in steady-state duration and local clustering. More routing
packets are sent due to centralized execution in MCFL,
Node-Ranked, and FPA clustering. But, the reclustering pro-
cess is distributed locally in the BEEG.

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Simulation time (sec)

0

0.1

0.2

0.3

0.4

0.5

En
er

gy
 co

ns
um

pt
io

n 
(jo

ul
e)

Energy consumption of nodes (300 nodes)

FPAClustering
MCFL
BEEG

Noderanked
Proposed

(e)

100 150 200 250 300
Number of nodes

0.3

0.32

0.34

0.36

0.38

0.4

0.42

0.44

0.46

0.48

0.5

A
ve

ra
ge

 en
er

gy
 co

ns
um

pt
io

n 
(jo

ul
e)

FPAClustering
MCFL
BEEG

Noderanked
Proposed

(f)

Figure 2: Average energy consumption.
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Figure 3: Continued.
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Figure 3: Continued.

12 Wireless Communications and Mobile Computing



Half-life node & first node dead (300 nodes)

Half-life node First node dead
0

100

200

300

400

500

600

700

800

900

Si
m

ul
at

io
n 

tim
e (

se
c)

FPAClustering
MCFL
BEEG

Noderanked
Proposed

(e)

100 150 200 250 300
Number of nodes

0

200

400

600

800

1000

1200

1400

Si
m

ul
at

io
n 

tim
e (

se
c)

FPAClustering
MCFL
BEEG

Noderanked
Proposed

(f)

Figure 3: Continued.
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5.7. Computational Complexity. The FPA in each round
requires determining and selecting the best CHs using the evo-
lutionary algorithm. The time complexity of FPA equals to
O(N_(iter )* N_pop* N_nodes)OðNiter ×Npop ×NnodesÞ.
Where Niter is the number of evolutionary algorithm itera-
tions, Npop is the original population, and Nnodes is the num-
ber of nodes. It needs to collect all network information in
the sink for clustering. Therefore, this method is not scalable.

In the MCFL algorithm, clustering is performed in the
sink. It attempts to improve the steady phase, and the CHs
will remind in the next round if have the appropriate condi-
tion. MCFL uses a fuzzy scheme. The time complexity of a
fuzzy system ranges from OðNI ×NIF + ðMOD +NIÞ × LÞ
to OðNI ×NIF ×NID + ðMOD +NIÞ × LÞ base on the form
of membership functions and the process of defuzzification
(Kim, 2000). Where NI is the number of inputs, NIF is
the number of fuzzy sets of inputs, NID is the number of
discretization of the discourse input universe, and L is the
number of rules.

The BEEG algorithm uses a virtual grid such that sensors
information does not have to be collected in the sink. The
clustering is performed locally depending on the maximum
remaining resources. A node is chosen as the CHs in each
cell. This approach guarantees that CHs are balanced and
distributed and avoid any broadcasting packets. The com-
plexity of time for this process is Oðk ×mÞ, while k is the
number of virtual network cells andm is the average number
of members per cell.

The Node-Ranked algorithm has to rank the nodes, and
this ranking is performed in the sink, so the broadcast prob-

lem influences it. The time complexity for choosing the right
CHs is OðnlognÞ. Because we have n nodes and must rank
each node’s value before selecting the k nodes with the high-
est rank value. Ranking with complexity OðnÞ is completed;
then, sorting with complexity OðnlognÞ is used to choose the
top k nodes. First, n nodes are ranked, and then, k nodes
with the highest rank are selected from them. The ranking
complexity is O ðnÞ, and sorting with O ðnlognÞ complexity
is used to select k nodes.

The proposed approach uses local clustering such that
we do not need to broadcast packets. But to take advantage
of SDN, information is collected periodically in the sink.
The localization of clustering is also decreased with the
improvements in the steady phase. The time complexity
for finding the right CH in this method is OðnÞ. However,
an evolutionary algorithm and virtual grid have been used
to ensure clusters’ distribution and equilibrium at the begin-
ning of the network operations. Since this step is done rarely
and periodically, it can be overlooked.

It is worth mentioning that since our proposed architec-
ture takes the use of SDN, it considerably outperforms other
solutions in terms of various performance metrics. As afore-
mentioned in the previous sections, the number of clusters
in the network significantly affects the network’s energy con-
sumption and routing overhead. For this reason, leveraging
SDN architecture to compute the number of required clus-
ters with respect to the current status of the network leads
to conservation in energy as well as decreasing the overhead
of routing. In a nutshell, the centralized nature of SDN helps
to make optimize solutions in network management and
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Figure 3: Comparison of the half-life nodes and the first dead nodes.
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Figure 4: Continued.
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Figure 4: Comparison of the network lifetime.
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Figure 5: Comparison of the number of alive nodes per round.
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Figure 6: Comparison of the routing overhead for all scenarios.
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increase its efficiency together with end-users satisfaction.
Our simulation results confirm that using SDN architec-
ture is feasible for smart homes and superior to other
non-SDN solutions.

6. Conclusion

This paper introduces a new method for optimizing energy
efficiency on the IoT using an effective SDN-based energy
clustering protocol. The proposed method involves four
stages of set-up, the steady state, the routing phase, and the
reclustering phase. Clusters are optimally generated in the
set-up process using the SDN platform and using a multiob-
jective optimization algorithm. The goal of this phase is to
accurately determine the number of clusters required and
cluster them in a balanced manner. For this purpose, a
virtual grid distributes clusters in the environment, and a
genetic algorithm is used to create balanced clusters. In the
clustering, the centrality of the cluster has also been consid-
ered in addition to the balance of clusters.

In the steady state, data are collected and sent to the sink.
As long as the CH energy is not less than the threshold that is
set dynamically and intelligently, the CH will remain in the
next round. Otherwise, it enters the third phase. Increasing
the duration of the stability phase reduces both traffic and
energy consumption. In the third phase, the current CH iden-
tifies the next CH based on the remaining energy. Each CH
selects the appropriate node to be the next cluster head locally.
The fitness function, which uses the two criteria of distance
and energy, is used to choose the next cluster from among
the members of the cluster. In the fourth phase, packets are
routed through a greedy algorithm. In routing, the node with
the shortest distance to the sink and the highest energy among
all members of the cluster is selected as the next hop.

The implementation results indicate that the proposed
method due to suitable performance can be used in smart
homes. It effectively reduces energy consumption and
increases network lifetime. Also, it shows a significant
improvement in other criteria. However, the calculation
overhead of the proposed method is a reasonable amount.
An SDN-based routing method could be considered in
future work.

Smart homes are the cornerstone of smart cities and can
play an important role in urban management. They are used
in various fields such as health care, security, and energy sav-
ing. On the other hand, the IoT is expected to cover all
aspects of life in the coming years. SDN-based applications
based on the IoT-Fog-Cloud architecture seem to be a good
solution for smart homes and smart cities.
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Intelligent reflecting surface (IRS) is a key enabling technology for b5G and 6G networks, which can provide a reconfigurable
electromagnetic environment while reducing energy consumption. In this article, the communication link between user
equipment (UE) and the base station (BS) is severely blocked, so we deployed IRS on the Unmanned Aerial Vehicle (UAV) to
assist UE for offloading the computing task to the multiaccess edge computing (MEC) server on the base station, which
provides mobile users with low-latency edge computing services. By jointly optimizing active beamforming of UE transmitter,
passive beamforming of the IRS, UAV hovering position, and computing task scheduling, the response time of user tasks is
minimized. In order to solve this complex nonconvex problem, we propose an alternating optimization (AO) algorithm
combined with the genetic algorithm to decouple the problem, alternate optimization, until the convergence condition is met,
to find the approximate optimal solution of the problem. Numerical results show that with the assistance of IRS, MIMO
channels can significantly improve the performance of edge computing and meet the needs of users for high speed and low
latency.

1. Introduction

The explosive growth of network traffic and computing
demands has prompted the continuous integration of com-
munication and computing technologies, thereby promoting
the continuous innovation and evolution of 5G and 6G tech-
nologies [1–5]. Meanwhile, the continued evolution of user
requirements and the emergence of new applications have
resulted in higher demands on network infrastructure, such
as delays, reliability, safety, and energy effectiveness. On the
one hand, mobile cellular networks need to cope with the
diverse and dynamic demands of massive UE. On the other
hand, network operators are constantly confronted with
high hardware costs and new demands, which require new
technologies to reduce costs while improving quality of
service (QoS) and energy efficiency.

MEC [6–8] is a key technology for the mobile communi-
cation system to enhance the capabilities of service applica-

tions. MEC [9] pushes services and functions of cloud
computing to the edge of wireless access network, provides
computing and caching services for local mobile users, and
deeply integrates communication and computing technolo-
gies to meet the needs of mobile users in different scenarios,
thereby improving the user experience and promoting
network intelligence. MEC [10] uses network function vir-
tualization (NFV) and software-defined network (SDN) to
reduce equipment costs and improve equipment utilization;
that is, MEC can provide users with low-latency network
services at lower hardware costs by dynamically allocating
communication and computing resources in real time. Com-
putation offloading [11–14] is an important user-oriented
use case in MEC, which is aimed at offloading computation
tasks to MEC from resource-constrained UE to meet the
real-time requirements of computation-intensive applica-
tions. In [6], the authors introduced the important frame-
work of edge computing and categories of computation
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offloading and then illustrated the offloading model in terms
of communication, computation, and energy harvesting.
However, when we offload computation tasks, the channel
strength between the mobile users and the edge of the net-
work changes dynamically with time and frequency, espe-
cially when there are buildings, trees, hills, and other
obstacles between the channels, which will cause signal
attenuation. And this leads to higher energy consumption,
deployment, backhaul, and maintenance costs and more
serious and complex network interference problems.

In order to increase the channel gain, the cellular net-
work can use higher frequency bands and package more
antennas, i.e., the use of ultramassive multi-input multi-
output (MIMO) and terahertz communication. However, this
will increase hardware cost, energy consumption, and signal
processing complexity. In the context of the above issues, the
IRS [15] is considered a disruptive and innovative technology
that can intelligently reconstruct the wireless propagation
environment. The IRS [16] is an elaborately designed two-
dimensional artificial surface. The amplitude and phase of
the incident signal of each element IRS are regulated through
the control circuit, thereby significantly improving the chan-
nel fading and interference problems, i.e. improving the spec-
tral efficiency. Compared with traditional reflective antenna
arrays and active surfaces, the IRS is composed of a large num-
ber of passive components; therefore, it has the advantages of
cost and energy efficiency. Reference [17] proposed an alter-
nating optimization approach to jointly optimize the MIMO
input covariance matrix and the IRS reflection coefficients
for maximizing the capacity of the IRS-enhanced MIMO sys-
tem with narrowband and broadband transmission, respec-
tively, and the numerical results showed that the algorithm
for getting a suboptimal solution can significantly improve
the capacity of the network.

In terrestrial wireless networks, IRS [18] can be deployed
on the exterior walls of buildings, ceilings, and billboard. By
controlling reflections to avoid obstacles, establish a virtual
line-of-sight (LOS) link between UE and BS, thereby signif-
icantly improving communication throughput. The perfor-
mance of a wireless system still depends on its channel,
that is, reflection, refraction, diffraction, and path loss in
the channel before reaching the receiver. In [19], the authors
presented an AO algorithm to jointly optimize resource
scheduling, IRS reflection coefficients, and UAV trajectory
for maximizing the sum rate in the IRS-assisted UAV
system. The results showed that the IRS and UAV increase
the degrees of freedom for communication system design
and bring promising performance gains such as energy effi-
ciency, passive beamforming, and channel. Reference [20]
proposed a successive convex approximation (SCA) algo-
rithm to iteratively optimize active beamforming, the trajec-
tory of UAV, and passive beamforming for maximizing the
received signal power, which can reduce the complexity of
the solution. Compared with ground IRS, deploying IRS on
a rotary-wing UAV to dynamically adjust its hovering posi-
tion can establish a sustainable LOS link between UE and
IRS and between IRS and BS. The aerial intelligent reflection
surface (AIRS) [21] communication framework is presented
for maximizing the worst-case signal-to-noise ratio (SNR)

by jointly optimizing transmit power, AIRS location, and
phase shifts of the IRS with the suboptimal solution.

The wireless relaying system aerial intelligent reflecting
surface (AIRS) [21] can extend the coverage area of cellular
network and improve the network performance. The
authors proposed a suboptimal solution to tackle the maxi-
mizing worst-case signal-to-noise ratio (SNR) problem by
jointly optimizing transmit power, AIRS position, and
reflection coefficients. To improve the QoS of wireless net-
work, the IRS-assisted single-input single-output (SISO)
MEC system [22] was presented to offload the computation
task to the edge node of the access point (AP). The presented
system was aiming at maximizing the total computational
bits by jointly optimizing the CPU frequency, the offloading
time assignment, and the transmit power allocation, as well
as the IRS phase shifts for promoting the performance of
applications. The IRS-assisted MIMO system [17] can
achieve increased capacity by a convex relaxation-based
alternating optimization method. The authors optimized
the transmission covariance matrix and the IRS reflection
factors to get a suboptimal solution of achievable rate.
Inspired by above views, we propose a UAV-IRS (UIRS)
enhanced MIMO MEC system to assign computing and
communication resources for offloading the computation
tasks to the MEC server on the BS, which is shown in
Figure 1. Obstacles in urban and suburban environments
can block LOS links, which cause signal loss and attenuation.
Therefore, the UAV can provide a higher LOS probability
than the ground link. We assume that the radio signal from
the transmitter to the receiver is severely blocked by obsta-
cles (i.e., buildings) and the signal is interrupted. In this
scenario, we place the IRS on a highly maneuverable
rotary-wing UAV to expand the coverage of the IRS which
makes it easier to establish a virtual LOS link between the
UE and the BS, which can assist mobile users in computation
offloading. Our objective is to minimize the computational
offloading time by jointly optimizing transmit beamforming,
IRS passive beamforming, UAV hovering location, and com-
puting task allocation. To solve the above-mentioned noncon-
vex optimization problem, we use the AO algorithm
combined with the genetic algorithm to decompose the com-
plex problem into four subproblems for iterative optimization
to reduce the computational complexity, so that the algorithm
can at least accelerate the convergence to a local optimal solu-
tion.Moreover, the main notations presented in this article are
summarized in Table 1.

MEC serverBS

UAV

Building UE

IRSTrajectory

Figure 1: The system of UAV-IRS-enhanced MEC.
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The rest of this article is organized as follows. Section 2
introduces the UAV-IRS MEC system model and problem
formulation and formulates the problem to minimize the
computation task delay. Section 3 proposes an alternate
optimization algorithm, which is used to solve each sub-
problem decomposed in different closed forms and obtain
the optimal solution. Section 4 presents the numerical
results and analysis. Section 5 summarizes this paper.

2. System Model

As shown in Figure 2, we propose an edge computing system
that deploys IRS on UAV to assist UE’s computation tasks
for offloading. The UE’s signal is severely blocked by the
building; then, the user’s intensive computing tasks cannot
be directly offloaded to the base station. At this time, the

IRS on the UAV can provide UE with intelligent reflection
in the air to assist in offloading the user’s computing tasks.
The UAV plays a role as a mobile communication base sta-
tion but only for acquiring channel state information (CSI)
for enhancing IRS’s signal reflection. In this paper, the chan-
nel is assumed to be quasistatic flat fading; i.e., the channel
state, the reflection coefficient, and UAV’s and UE’s location
are unchanged and independent over each transmission
block.

2.1. Channel Model. We assume that the UE and BS are
equipped with K antennas and L antennas, respectively,
which are placed in uniform linear array (ULA) and vertical
to the ground, i.e., the XOY plane. In this three-dimensional
(3D) coordinate system, we take the midpoint of the trans-
mit ULA, receive ULA, and the center point of IRS as the
reference point to represent their location. We set the coor-
dinate of K antennae reference point as m = ½Xm, Ym, Zm�T ,
the coordinate of IRS’s reference point as s = ½Xs, Ys, Zs�T ,
and the coordinate of L antenna reference point as b =
½Xb, Yb, Zb�T . The IRS is equipped with N =Nr ×Nc ele-
ments, i.e., placed in a uniform planar array (UPA) with
Nr as the number of IRS elements along the x-axis and Nc
as the number of elements along the y-axis, where the nth
element is n ∈N = 1, 2,⋯,N and parallel to the XOY plane.
The intervals between adjacent elements along the x-axis
and y-axis are both λ/2, where λ is the carrier wavelength.
In view of the air traffic control (ATC), we suppose that
UAV can only fly at a fixed area and altitude; that is, Xmin
≤ Xs ≤ Xmax, Ymin ≤ Ys ≤ Ymax, and Zs is a constant. The ver-
tical distance from the reference point of the UE antennae to
the plane where the IRS is located and that from the BS
antennae reference point to the IRS plane can be written as
dm = jZs − Zmj and db = jZs − Zbj, respectively. Meanwhile
the distance between the reference point of UE’s antenna
and the reference point of IRS can be given by dsm = jm − sj
and also, the distance from IRS’s reference point to BS
antenna’s reference point can be denoted by dbs = js − bj.

As the direct link between UE and BS is blocked, IRS is
deployed on UAV for assisting offloading computation
tasks. We adopt the Rician fading channel model, and thus,
the channel matrix H ∈ℂN×K between the UE and IRS is
expressed by

H =

ffiffiffiffiffi
K

p
Hlos +Hnlos

� �
ffiffiffiffiffiffiffiffiffiffiffiffi
K + 1

p , ð1Þ

Table 1: Main notations.

Notation Definition

m UE antennae vector

s IRS position vector

b BS position vector

N Number of IRS element

dsm Distance between UE and IRS

dbs Distance between IRS and BS

K Rician factor

H UE-IRS channel matrix

G IRS-BS channel matrix

los Channel matrix LOS exponent

nlos Channel matrix NLOS exponent

d n, kð Þ Distance between UE kth antenna and IRS nth element

d l, nð Þ Distance between BS lth antenna and IRS nth element

G UE-BS virtual link channel matrix

ρ Free-space path loss

dm Distance between UE antenna and IRS plane

db Distance between BS antenna and IRS plane

Θ Reflection coefficient matrix

βn Reflection amplitude of the nth element

θn Phase shift of the nth IRS element

B Bandwidth

σ2 Noise power

Q Input covariance matrix

R Transmission rate of UE

A Data size of computation task

Al Data size of local execution

Ab Data size of edge server execution

W Workload of computation task

Tl Delay of the local execution

Tb Delay of the computation offloading

H
S

m

G

b

Figure 2: The illustration of UAV-IRS-enhanced MEC.
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where K is the Rician factor, H los = e−jð2π/λÞdðn,kÞ, dðn, kÞ is
the distance matrix between IRS’s nth element and UE’s k
th antenna, k ∈ f1, 2,⋯Kg, Hnlos is independent and identi-
cally distributed (i.i.d.), and Hnlos ∼CN ð0, 1Þ. The channel
matrix G ∈ℂL×N between IRS’s nth element and BS’s lth
antenna is given by

G =

ffiffiffiffiffi
K

p
Glos +Gnlos

� �
ffiffiffiffiffiffiffiffiffi
□+1

p , ð2Þ

where Glos = e−jð2π/λÞdðl,nÞ, dðl, nÞ is the distance matrix from
BS’s lth antenna to IRS’s nth element, and l ∈ f1, 2,⋯Lg;
Gnlos is i.i.d. according to CN ð0, 1Þ.

As a result of blocked LOS link, IRS-assisted virtual LOS
link channel matrix between UE and BS is denoted by

G =
ffiffiffiffiffiffiffi
ρ−1

p
GΘH, ð3Þ

where ρ is the free-space path loss and, according to [23–25],
can be expressed by

ρ =
256π2 dsmð Þ2 dbs

� �2

λ4 dm/d
s
mð Þ + db/d

b
s

� �� �2 , ð4Þ

and Θ ∈ CN×N is the reflection coefficient matrix which is
expressed by

Θ = diag β1e
jθ1 , β2e

jθ2 ,⋯,βNe
jθN

� �
, ð5Þ

where βn ∈ ½0, 1� is the reflection amplitude of the nth pas-
sive element and θn ∈ ½0, 2π� is the phase shift of the nth pas-
sive IRS element. Therefore, the computation offloading
transmission rate of UE according to [10] is denoted by

R = B log2 det I +
GQGH

σ2

� �
, ð6Þ

where B is the bandwidth, σ2 is the noise power, and Q ∈
ℂK×K is the input covariance matrix.

2.2. Computing Model. Considering the limited computation
resources of UE, we focus on partial offloading:
computation-intensive part of the task is offloading to the
edge server for remote executing, and the remaining part is
computed locally. The UE’s computation tasks are charac-
terized by the tuple <A,W > , where A = Al + Ab (in bits) is
the total amount of the computing task and W (in cycles/
bit) is the required workload of the task. Therefore, the delay
of the user computation task is split into two parts in paral-
lel, and the delay of the local execution part is

Tl =
AlW
f l

, ð7Þ

where Al is the data size of local execution and f l is the local
computation capacity. Generally, the results of computation
task are very small compared to the input data; thus, the
delay of returning the results can be ignored and the delay
of the computation offloading is

Tb =
Ab

R
+
AbW
f b

, ð8Þ

where Ab is the data size of edge server execution and f b is
the computing capacity of MEC server. The total delay of
computation task is

T =max Tl, Tbf g: ð9Þ

2.3. Problem Formulated. In this paper, we aim to minimize
the delay of computation tasks for single UE by jointly opti-
mizing the transmission covariance matrix Q, the IRS reflec-
tion coefficients Θ, and the computation task allocation
Al, Ab, and the UAV hovering location is the s. Then, the
problem of offloading time is formulated as

P1ð Þ minimize
s,Al ,Ab,Q,Θf g

T ð10Þ

s:t: Tr Qð Þ ≤ Pt , Q ⪰ 0, ð11Þ
A = Al + Ab,

Al ≥ 0,

Ab ≥ 0
ð12Þ

Xmin ≤ Xs ≤ Xmax,

Ymin ≤ Ys ≤ Ymax,
ð13Þ

0 ≤ θn ≤ 2π,

βn ∈ 0, 1½ �, ∀n ∈ 1, 2,⋯,Nf g,
ð14Þ

where (11) is the transmission power constraint, i.e., the
active beamforming constraint, (12) denotes the task assign-
ment constraint, (13) restricts the area of UAV hovering, and
(14) is the passive beamforming constraint of the IRS, i.e., the
phase shifts θn and the amplitude βn, ∀n ∈ f1, 2,⋯,Ng.

It is worth noting that the controller is embedded in the
UIRS. UIRS can calculate the phase shifts and the amplitude
according to the CSI and send the instructions to the con-
troller to adjust the reflection coefficient for assisting UE in
computation offloading. Moreover, the P1 problem is a non-
convex optimization problem and there are four optimiza-
tion variables coupling into the min-max formulation,
which makes it more difficult to tackle.

3. Proposed Method

The P1 problem in the previous section is a high-complexity
nonconvex problem. In order to solve this problem, we use
an alternating optimization method to decouple multiple
variables of the problem, that is, iteratively optimize the
active beamforming, the UAV hovering location, the
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computation task scheduling, and passive beamforming vari-
ables while the other variables are fixed. In each iteration, we
use a heuristic genetic algorithm to get a feasible solution to
the optimization problem to be solved in acceptable time
and space cost. Specifically, the P1 problem can be trans-
formed into more solvable formulation by changing the opti-
mization variables in task assignment and passive
beamforming. We set a task allocation factor φ to replace the
Al and Ab, i.e., Al = φA, Ab = ð1 − φÞA, and φ ∈ ½0, 1�. The
reflection factors are continuously adjusted and can be defin-
ing Θn = βnejθn as the coefficient per element, that is, jΘnj ≤
1 for simplicity. Therefore, the P1 problem can be transformed
as follows:

P2ð Þ minimize
s,φ,Q,Θf g

T ð15Þ

s:t: Tr Qð Þ ≤ Pt , Q ⪰ 0, ð16Þ
Θnj j ≤ 1, ∀n ∈ 1, 2,⋯,Nf g ð17Þ

Al = φA,

Ab = 1 − φð ÞA, φ ∈ 0, 1½ �, ð18Þ

Xmin ≤ Xs ≤ Xmax,

Ymin ≤ Ys ≤ Ymax:
ð19Þ

To solve the P2 problem, we use the alternating optimiza-
tion [26] to decompose the nonconvex problem into four opti-
mization variables, which can be denoted by

si+1 = arg min
s

T s, φi, Qi,Θi� �
,

φi+1 = arg min
φ

T si+1, φ, Qi,Θi� �
,

Qi+1 = arg min
Q

T si+1, φi+1, Q,Θi� �
,

Θi+1 = arg min
Θ

T si+1, φi+1, Qi+1,Θ
� �

,

8>>>>>>>>><
>>>>>>>>>:

ð20Þ

where si is the UIRS hovering location, φi is the task assignment
factor,Qi is the transmit covariancematrix, andΘi is the reflec-
tion factors in the ith iteration. Then, in the iteration, we first
update the location s by genetic algorithm (GA) [27, 28] when
all the other variables are fixed, then put the updated s into the

fitness function to update the allocation factor φ while the
matrix Q and Θ are unchanged; next, we put the new factor
φ to the objective function to update the matrix Q. Finally, we
update the active beamformingΘwith hovering location s, task
allocation coefficient φ, and passive beamforming Θ fixed.

The detailed GA process is given in Algorithm 1.
GA can use very complex fitness functions (i.e., objective

functions) and place limits on the range of variables. GA is
not always the best optimization strategy, but it can find
good solutions, even in very complex feasible set. For any
specific optimization problem, adjusting the parameters of
the GA can make the problem converge quickly. That is to
say, the GA can jump out of the local optimum and find
the global optimum. Therefore, our proposed hybrid optimi-
zation method of GA and AO algorithm can find a subopti-
mal solution to the P2 problem.

4. Simulation Results

In this section, we provide extensive simulation results to
corroborate the performance of our presented UIRS-

Input: initial variable
Output: suboptimal solution
(1) Randomly generate an initial population with a certain number of individuals
(2) Use the fitness function to evaluate the population to determine whether the stopping condition is met; if so, stop and output the

optimal solution; otherwise, continue to operate
(3) Individuals that can be updated are selected according to their fitness. Individuals with high fitness have a high probability of

being selected, and individuals with low fitness may be eliminated
(4) Generate new individuals according to a certain crossover probability and method
(5) Generate new individuals according to a certain mutation probability and method
(6) Generate a new generation of population by crossover and mutation; return to step 2

Algorithm 1: GA process.

Table 2: Detailed parameters of the UIRS-enhanced MEC system.

Parameter Value

Number of IRS element N 20 × 20
Number of transmitters Nt 10

Number of receivers Nr 6

Transmit power: Pt 1 watt

Noise power: σ2 -120 dB

Data size of task: A 1e6 bits

Task requirement: W 500 cycles/bit

Local CPU frequency: f l 1e9Hz

Local CPU frequency: f b 5e9Hz

Wavelength: λ 0.15m

Rician factor: K 1

UE position: m [100,0,1]

BS position: b [0,0,60]

UIRS x-axis: Xs 0~100
UIRS y-axis: Ys -100~100
UIRS altitudes: Zs 100
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enhanced MEC system. The simulation is for narrowband
flat-fading channels under MIMO as well as single-user
setups. The channel between UE and BS is interrupted
because of severe blockage, and the mobile user offloads
computation task to the MEC server by the UE-UIRS link
and UIRS-BS link. The execution of computing tasks is
divided into the following three ways:

(i) Local execution: the computation resources of the UE
are sufficient to perform computation task locally;
thus, the task allocation factor φ = 1

(ii) Full offloading: the UE’s computation resources are
limited, and the whole computation task can be off-

loaded to the MEC server, i.e., the task assignment
factor φ = 0

(iii) Partial offloading: the UE offloads partial computa-
tion task to the edge server, and the rest of the task
is executed locally, that is, the task scheduling factor
φ ∈ ð0, 1Þ

In the simulations, our proposed system is a 3D coor-
dinate system, the BS is located at the origin coordinate;
the UE is located on the x-axis. Their antennas are both
equipped with the ULA perpendicular to the XOY plane,
and the spacing of antenna is λ/2. The IRS is deployed
on the UAV and is equipped with the UPA parallel to
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Figure 3: Average distance between individuals.
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the XOY plane. The system parameters are summarized in
Table 2.

Figure 3 shows the average distance between individuals
in each generation, which is a good measure of population
diversity. From Figures 3(a) to 3(d), we can find out that

as the population evolves, the average distance between indi-
viduals approaches 0 as the number of mutations decreases.
Figure 4 shows the decay trend of fitness function (i.e., the
computation offloading time), and the optimal value can
be obtained after generations iteratively. We use the
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Figure 4: Decay trend of offloading time optimization.
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parameters in Table 1 as the initial parameters to search
optimal solution with GA. The optimized UIRS hovering
location, task assignment factor, active beamforming, and
passive beamforming can be found while all the other vari-
ables are fixed.

In addition, the bandwidth and the number of IRS
reflecting elements also affect the response time of compu-
tation offloading. Under the premise of the optimal solu-
tions obtained from previous experiments, Figure 5 plots
the computation task delay with system bandwidth under
three task execution ways. The local execution is indepen-

dent of bandwidth, and all the variables are optimized. As
a result, it is a straight line in the figure. The full offload-
ing requires offloading all the computation task to the
MEC server, and the task delay is affected by the IRS
parameter and bandwidth. Partial offloading divides com-
puting tasks into local execution and edge execution, and
the two are executed in parallel, so the task latency is less
than the full offloading latency. We observe that the full
offloading and partial offloading decrease with increasing
bandwidth, which is due to the fact that the transmission
rate is affected by system bandwidth. As the bandwidth
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Figure 5: Computation task delay versus system bandwidth.

25 100 225 400 625 900 1225 1600 2025 2500 3025 3600
IRS elements

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

Ta
sk

 d
el

ay
 (s

)

Local
Full

𝜑 = 0.1
𝜑 = 0.2

Figure 6: Computation task delay versus IRS elements.

8 Wireless Communications and Mobile Computing



increases, performance of UIRS-aided MEC begins to out-
perform the local execution, and the gap becomes more
pronounced, which further illustrates the important role
of IRS in the proposed system.

Figure 6 shows that the computation task delay obtained
by local execution, full offloading, and partial offloading
under the different numbers of IRS elements, where the task
assignment factor φ = 0:1 and φ = 0:2. It can be observed
that as the number of IRS elements increases, the task
response time of UIRS-assisted system decreases, while the
exception of local execution latency is unchanged due to
the irrelevant with the IRS. Another important finding is
that the number of IRS elements cannot grow indefinitely.
On the one hand, it is due to the constraints of hardware
cost and control complexity. On the other hand, it can be
seen from Figure 6 that when the number of IRS elements
increases to a certain extent, the task delay will not be signif-
icantly improved. We can also observe that our presented
UIRS system can significantly improve the MEC perfor-
mance of the UE; that is, the IRS can play an important role
in wireless network. Moreover, the partial offloading outper-
forms the full offloading, and the gap between them depends
on the task allocation factor. We can get this conclusion
from the variety of the polyline whenφ = 0:1andφ = 0:2in
Figure 6.

5. Conclusions

In this paper, we present an alternating algorithm based on
GA for computation task delay optimization in the UIRS-
enhanced MEC system. Due to the severe blockage, UIRS
can provide virtual LOS link between the UE and BS. The
BS provides MEC service for the UE so as to obtain more
efficient power management, fewer storage requirements,
and higher application performance. We aim to minimize
the task latency and jointly optimize the UIRS hovering
location, task allocation factor, active beamforming, and pas-
sive beamforming to find the suboptimal solution in limited
time. The IRS and UAV provide new degrees of freedom to
further improve the performance of wireless links, paving
the way for the convergence of computing and communica-
tions. Simulation results validate the effectiveness of the
proposed solution and that MEC can significantly decrease
the delay of computation task and improve the perfor-
mance of UE. In general, our proposed method is an effi-
cient, parallel, global search method suitable for running
on hardware with limited memory or computational power.
Meanwhile, our proposed method can also be used as a
benchmark for future work. In addition, there are still some
challenging problems that can be completed in the future.
For example, discrete reflection coefficient and multiuser
computation offloading problem should be considered in
our future work.
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Advanced research studies on industrial Internet of things require effective feature extraction and accurate machinery health state
evaluation. For roller bearing, a well-known mechanical component most extensively used in the industry, its running status
directly affects the operation of the entire machinery and equipment. For intelligent fault diagnosis of roller bearing, the selection
of the intrinsic mode function (IMF)modes in approaches of ensemble empirical mode decomposition (EEMD)/variational mode
decomposition (VMD) becomes a tricky problem. To solve this problem, this study proposed an efficient scheme on roller bearing
fault diagnosis that combines the refined composite multivariate multiscale sample entropy (RCMMSE) with different classifiers.
Firstly, the synthetic noise signals are introduced to compare the effectiveness of the multiscale sample entropy (MSE) and the
RCMMSE models. Secondly, the random noise signals are used to compare the performance of EEMD and VMDmethods, where
the envelope spectrum characteristics of fault signals are well described. Moreover, EEMD/VMD methods are utilized to de-
compose the roller bearing vibration signals into various modes to get the entropy values. Finally, the obtained RCMMSE is
adopted as a feature vector and subsequently employed as an input of support vector machine, random forest, and probabilistic
neural network models to conduct roller bearing fault identification. +e extensive experimental results prove that this proposed
scheme performs well and the classification accuracy of VMD-RCMMSE is higher than EEMD-RCMMSE.

1. Introduction

With the rapid development of Internet of things (IoT) [1, 2]
and Industry 4.0 [3], there are increasingly massive real-time
data from various types of mechanical equipment [4]. +e
availability of these data that contain abundant information
about machine health has attracted more and more enter-
prises’ attention. It has been proved that large volume, high
velocity, and diversity mechanical big data are the major
properties of mechanical big data [5, 6]. Effective feature
extraction from these data and accurate machinery health
state evaluation with ever-accelerated updating of schemes
have become hot research issues in the prognostic and health
management systems in the era of industrial IoT [7].

For roller bearing, a well-known mechanical component
most extensively used in the industry, its operating status
directly affects the operation of the entire machinery and
equipment. Roller bearing failure is an important factor

leading to mechanical equipment failure, so timely detection
and fault diagnosis are of great significance, and analysing
the vibration signal collected by the sensors to determine its
failure is a commonly adopted scheme [8]. As the roller
bearings are usually working in the vibration source envi-
ronment, with the destruction of complex forms, the vi-
bration signal is typically nonlinear and nonstationary. How
to excavate the fault feature based on the vibration signals
has been a research hotspot [9, 10].

+e widely used signal decomposing schemes include
wavelet analysis [11, 12] and EMD [13]. However, the
wavelet transformation is essentially nonadaptive due to the
configuration of wavelet basis and decomposing layers. In
EMD, the complicated signal can be self-adaptively
decomposed into some IMFs with a residual component.
Nevertheless, mode mixing is a stumbling block in EMD. To
deal with this challenge, EEMD is proposed [14], in which a
complex signal can be disintegrated into IMFs in terms of
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the local time-scale characteristic of the signal. In recent,
EEMD has been extensively employed in fault detection [15].

Using the EMD or EEMD schemes for fault feature
extraction has been widely concerned. However, these two
schemes have some disadvantages. +e recursive mode
decomposition in EMD/EEMD will propagate the envelope
estimation error continuously. +e signal contains no noise
or intermittent signal, which leads to the decomposition of
the modemixing. Although the white noise scheme was used
to suppress the mode mixing, the scheme needs to be carried
out several hundreds of times of EMD/EEMD operation and
will break out the signal composed of more than a real
component. Moreover, EMD and EEMD cannot be sepa-
rated correctly from the close frequencies, and it is quite
challenging to select the suitable number of IMFs when
applying EMD and EEMD.

To address the abovementioned problems, a neoteric
scheme of signal decomposition estimation called VMD was
proposed [16–18]. +e whole framework of the alternating
direction multiplier scheme was resorted to consecutively
refresh the modes and their centre frequencies and gently
demodulate the modes into the corresponding base frequency
bands. Ultimately, each mode and corresponding centre fre-
quencies were abstracted together. In comparison with the
recursive filter pattern of EMD and EEMD, VMD converts the
signal into variational and non-recursive decomposition pat-
terns, and it consists of adaptiveWiener filter groups in nature.
VMD can isolate two pure harmonic signals with similar
frequencies [16–18]. +e IMFs obtained by EEMD denote the
natural oscillatory pattern inserted into the signals, where the
entropy values of every IMF were often abstracted as a feature
to discover the properties of the vibration signals [19, 20].

Entropy was one of the schemes to evaluate the time-
series complexity. S. M. Pincus proposed the approximate
entropy (AE) [21]. However, the length of the time series
makes a critical influence on the performance of AE scheme.
Hence, the value of AE is conformably lower than the
intended one and fails relative coherence particularly when
the data length is short. Based on AE, SE was proposed to deal
with this challenge [22]. It has the advantages of short data,
stable and low noise and interference capacity, and good
consistency in the region of large parameter range. It can be
noticed that the irregularity of time series can be only reflected
by AE and SE individually. When the roller bearings fail, not
only the frequencies but also the corresponding complexity of
vibration signals has tremendous deviations. Accordingly,
ME can be viewed as a property index for fault diagnosis [23].
Considering the MSE, the feature of the vibration signals can
be abstracted under all kinds of conditions, and the eigen-
vectors were counted as the input of adaptive neuro-fuzzy
inference system (ANFIS) for roller bearing fault recognition
[22]. Moreover, the SE, to some extent, was undefined as no
standard vectors, which were in accordance with one another.
Undefined or imprecise SE leads to the degradation of au-
thenticity of MSE algorithm. To overcome this drawback, the
RCMMSEwas revolved by Zhang et al. [24] to overcome these
challenges. It is demonstrated that RCMMSE can not only
ascend the precision of entropy assessment but also descend
the probability of inducing undefined entropy.

However, after EEMD and VMD, a necessary step is
how to select the number of modes. For example, the
number of patterns was usually determined by the corre-
lation coefficient and mutual information scheme between
each component and the original signals [18, 25]. In ad-
dition, MSE and RCMMSE can only get the single-channel
signal. +erefore, it cannot precisely display the overall
signal information. +e multivariate multiscale sample
entropy (MMSE) was a scheme that gets different time
series and conducts various embedding aspects, delay time,
and amplitude ranges of data channels in a strict way.
Hence, it can directly analyse multichannel data [26].
+erefore, a scheme that relied on VMD and RCMMSE was
proposed in this study to get the vibration feature of roller
bearings.

With the advent of computer techniques, a lot of fault
recognition algorithms, such as SVM, RF, and PNN [27, 28],
have been broadly applied to fault diagnosis. +erefore, the
SVM, RF, and PNNwere resorted to fulfill the fault recognition.

As mentioned above, a scheme based on RCMMSEVMD
and VMD is designed. At first, the vibration signals were
disintegrated into series IMF/BL-IMF modes by the EEMD/
VMD. Secondly, the RCMMSE was utilized to figure out the
entropy values. Finally, the SVM/RF/PNN models were
utilized to achieve the fault recognition.

+e rest of the study is organized as follows. It is shown
that the review of VMD and RCMMSE schemes, respec-
tively, is presented in Section 2. +e comparison of MSE/
RCMMSE and EEMD/VMD is presented in Section 3.
Section 4 gives the procedures of the proposed scheme,
experimental data sources, and parameter selection. Section
5 provides the experimental validation. Conclusions are
given in Section 6.

2. Theoretical Framework of VMD and
RCMMSE Models

2.1. Basic Principle of Variational Mode Decomposition.
+eVMD process is divided into establishment and solution
of variational constraint problems. Assuming there is a
limited bandwidth in each mode, the variational problem is
formulated as k mode functions uk(t), which could mini-
mize the estimated bandwidth. +e summation of each
mode is constrained to be corresponded to the input signal
f. In particular, the structure of this problem could be
divided into the following steps.

2.1.1. Variational Problem Formulation

① Hilbert transform: the analytic signal of every mode
function is obtained, whose purpose is to get its
spectrum:

δ(t) +
j

πt
 ∗ uk(t). (1)

② +e centre frequency e− jωkt of each modal signal is
estimated. +e spectrum of each mode is modified to
be adaptive to its own baseband.
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δ(t) +
j

πt
 ∗ uk(t) e

− jωkt
. (2)

③ +e L2 is derived, and it denotes the signal gradient,
and the signal’s bandwidth is obtained. +erefore,
constrained variational questions can be obtained as
follows:

min
uk{ }, ωk{ }


k

zt δ(t) +
j

πt
 μk(t) 

− jωkt
��������

��������

2⎧⎨

⎩

⎫⎬

⎭

s.t. 
k

μk � f

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

, (3)

where μ  is the decomposition of the k mode
components, μ  � μ1, μ2, . . . , μk , ω{ } is the centre
frequencies of eachmode, and ω{ } � ω1,ω2, . . . ,ωk .

2.1.2. +e Solution of the Problem

① +e above constraint problem could be modified as a
nonbinding problem by adding it to the penalty
factor z and the Lagrangian multiplication operator
λ(t), and here, the second penalty factor is used to
guarantee the accuracy of the signal with the
Gaussian noise, and the Lagrangian operator is
adopted to ensure the constraint condition satisfied

strictly, and the extended Lagrangian description is as
follows:

L uk , ωk , λ(  ≔ z
k

zt δ(t) +
j

πt
 ∗ uk(t) e

− jwkt

�������

�������

2

+ f(t) − 
k

uk(t)

���������

���������

2

2

+ λ(t), f(t) − 
k

uk(t) .

(4)

② VMD used multiplication operator alternating di-
rection method of multipliers (ADMMs) to solve the
above variable problem. By alternately updating A, B,
and C to seek the “saddle” of the Lagrangian
expression:

u
n+1
k � argmin

uk∈k
a zt δ(t) +

j

πt
 ∗ uk(t) e

− jwkt

�������

�������

2

2


+ f(t) − 
i

ui(t) +
λ(t)

2

���������

���������

2

2

⎫⎬

⎭,

(5)

where ωk is equal to ωn+1
k , and tui(t) is equal to

i≠kui(t)n+1.
Equation (5) is transformed to another domain by
frequency by the Parseval/Plancherel Fourier equi-
distant transformation:

u
n+1
k � argmin a jω 1 + sgn ω + ωk( (  · uk ω + ωk(  

����
����
2
2 + f(ω) − 

i

ui(ω) +
λ(ω)

2

���������

���������

2

2

⎧⎨

⎩

⎫⎬

⎭. (6)

+e first item of ω with ω − ωk instead is as follows:

u
n+1
k � argmin a j ω − ωk(  (1 + sgn(ω))uk(ω) 

����
����
2
2 + f(ω) − 

i

ui(ω) +
λ(ω)

2

���������

���������

2

2

⎧⎨

⎩

⎫⎬

⎭. (7)

Equation (7) is converted into a nonnegative integral
form with frequency interval:

u
n+1
k � argmin

uk,uk∈X

∞

0
4a ω − ωk( 

2
uk(w)



2

+ 2 f(ω) − 
i

ui(ω) +
λ(ω)

2





2

dω
⎧⎨

⎩

⎫⎬

⎭. (8)

In this case, the solution of the quadratic optimization
problem is as follows:

u
n+1
k (ω) �

f(ω) − i≠kui(ω) + λ(ω)/2
1 + 2a ω − ωk( 

2 . (9)

Based on the above process, the centre frequency value is
converted to the frequency domain:

ωn+1
k � argmin 

∞

0
ω − ωk( 

2
uk(ω)



2
dω . (10)

+e centre frequency updated scheme is as follows:

ωn+1
k �


∞
0 ω uk(ω)



2
dω


∞
0 uk(ω)



2
dω

, (11)
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where un+1
k (ω) is equivalent to the current remaining

amount of f(ω) − i≠kui(ω) Wiener filtering. A is the
central gravity of the spectrum of the current mode function.
For inverse Fourier transmission of uk(ω), then the real part
is uk(t) .

+e procedure of VMD algorithm is as follows:

(1) Initialize the u
(1)
k , ω(1)

k , λ
(1)

 , and n.
(2) Update uk and ωk followed by (9) and (11).
(3) Update λ, and

λ
n+1

(ω)←λ
n
(ω) + τ f(ω) − 

k

u
n+1
k (ω)⎡⎣ ⎤⎦. (12)

(4) For a given accuracy e> 0, if 
k

‖un+1
k − un

k‖
2

2
/

‖un
k‖

2
2 < e, stop iteration; otherwise, return to Step 2.

2.2. Basic Principle of Refined Composite Multivariate
Multiscale Sample Entropy

2.2.1. Sample Entropy. +e SE uses the measurement of the
exponential function for two sequences with a tolerance r
fromm points to remain r of each other at the next point. For
a time series with N sample points, the procedure of SE
calculation is shown as follows:

(1) +e m length vectors Xm(i) are formed:

Xm(i) � x(i), x(i + 1), . . . , x(i + m − 1)  − u(i),

1≤ i≤N − m + 1,
(13)

where m represents embedding dimension and
Xm(i) has m consecutive values. Commencing with
the ith point and generalized by removing a baseline:

u(i) �
1
m



m−1

j�0
x(i + j). (14)

(2) For each Xm(i), the similarity degree between the
Xm(i) and its neighboring vector Xm(j) is calculated
by Dm

i,j:

D
m
i,j � dist d

m
i,j, r , (15)

where dm
i,j denotes the maximum absolute difference

in the corresponding scalar components of Xm(i)

and Xm(j).
(3) For each Xm(i) and the fixed tolerance r, let Ai be the

number of vectors that satisfy, and then, Bm
i (r) is

denoted as follows:

B
m
i (r) �

Ai

N − m + 1
, 1≤ i≤N − m. (16)

(4) +e average of the Bm
i (r) is designated as follows:

B
m

(r) �
1

N − m


N−m

i�1
B

m
i (r), (17)

where r represents the boundary width of the ex-
ponential function.

(5) Increasing dimension m to m + 1, steps (1)-(4) are
repeated to calculate the corresponding of SE values
to find Bm+1(r), and SE is defined as follows:

SampleEn(m, r, N) � 
N⟶∞

−ln
B

m+1
(r)

B
m

(r)
. (18)

When N is finite, the SE can be estimated as follows:

SampleEn(m, r, N) � −ln
B

m+1
(r)

B
m

(r)
  � ln B

m
(r) − ln B

m+1
(r).

(19)

SE determines the time sequence irregularity on the
single scale. +e smaller the value of FE is, the higher time
sequence self-similarity can be achieved. Conversely, the
greater the FE value is, the more complicated time sequences
without rules can be achieved.

2.2.2. Multiscale Entropy and Multiscale Sample Entropy.
ME could be represented as a series of times with different
scales, which is obtained through a coarse-grained process.
+e irregularity of time series is then presented by the ME,
where the self-similarity of various scales is reflected.
Considering the scale entropy, when there is a sequence with
a higher entropy than another sequence, the corresponding
complexity will also be higher than the other. +at is, if there
is a case that the increasing scale of a time series conversely
results in the decreased entropy value, there are more
chances that the time series holds a relatively simple se-
quence structure.

+e MSE is obtained as follows:

(1) Consider a discrete-time series Xm(i): 1≤ i≤N .
Firstly, the value of embedding dimension m and
similar tolerance r of the SE are set. Another auxiliary
time sequence is then constructed in a vector form,
which is presented as yτ

k � yτ
k,1, yτ

k,2, . . . yτ
k,p  and

named coarse-grained vector.

y
τ
k �

1
τ



jτ+k−1

i�(j−1)τ+k

Xm(i), 1≤ j≤
N

τ
, 1≤ k≤ τ, (20)

where τ is the scale factor. Actually, we can find that
when τ � 1, the coarse-grained time series is equal to
the previous one Xm(i) , which means that by
dividing the length of time series, we can decompose
the original time series into a coarse-grained vector
series yτ

k. It is worth mentioning that the number of
coarse-grained time series yτ

k is τ and the length is
N/τ.

(2) Based on the different scales τ of the time sequence,
the SE values are obtained. Generally, the r in SE
takes the standard deviation of the primary time
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series when calculating the value of SE. +is pro-
cedure is called MFE analysis.

MSE(X, τ, m, r) � SampleEn m, r, y
τ
1( . (21)

2.2.3. Refined Composite Multiscale Sample Entropy. In the
process of applying coarse graining, the length of the original
time series is declined by introducing a factor of τ, as shown
in equation (13). For example, the authors developed the
RCMMSE algorithm with the aim to boost the accuracy of
the MSE. In particular, the SE of all the time series is ob-
tained at a certain scale of factor τ. +e RCMMSE value is
defined as follows:

RCMMSE(X, τ, m, r) � −ln
B

m+1
(r)

B
m

(r)
, (22)

where B
m+1

(r) � 1/τ 
τ
k�1 Bm+1(r) and B

m
(r) � 1/τ


τ
k�1 Bm(r). +us, the RCMMSE value can be obtained as

follows:

RCMMSE(X, τ, m, r) � −ln
B

m+1
(r)

B
m

(r)
� −ln

1/τ 
τ
k�1 B

m+1
(r)

1/τ 
τ
k�1 B

m
(r)

 

� −ln


τ
k�1 B

m+1
(r)


τ
k�1 B

m
(r)

 .

(23)

2.2.4. Refined Composite Multivariate Multiscale Sample
Entropy. Given time series X

p
m(i) with p variables, the

RCMMSE is calculated according to the following
procedures:

(1) Each coarse-grained time series yτ
k � yτ

k,1,

yτ
k,2, . . . , yτ

k,p} requires to compute the RCMMSE,
the multiple embedding vectors M, and therefore,
the original X

p
m(i) is reconstructed using the mul-

tiple embedding vectors M.

X
p
m(i) � x1(i), . . . x1 i + m1−1( λ1( , x2(i), . . . x2 i + m2−1( λ2( , . . . x1(i), . . . x1 i + m1−1( λ1(  , (24)

here λ � [λ1, λ2, . . . λp] is the time delay vector.
(2) +e maximum distance of two vectors X

p
m(i) and

X
p
m(i) is defined as follows:

D X
p
m(i), X

p
m(j)  � max

l�1,2,...,m
|x(i + l − 1) − x(j + l − 1)| .

(25)

(3) For a composite time delay X
p
m(i) and threshold r,

the parameter Pi is the number of the vector pairs,
and therefore, D[X

p
m(i), X

p
m(j)]≤ r, j≠ i, and

then, the probability Bm
i (r)RCMMSE is computed as

follows:

B
m
i (r)RCMMSE �

Pi

N − m + 1
, 1≤ i≤N − m, (26)

here m � max M{ }∗ max λ{ }.
(4) +e mean of the Bm

i (r)RCMMSE is obtained as follows:

B
m

i (r)RCMMSE �
1

N − m


N−m

i�1
B

m
i (r). (27)

Increasing dimension m to m + 1, steps (1)-(4) are re-
peated to get the corresponding SE values to find
Bm+1

i (r)RCMMSE and B
m+1
i (r)RCMMSE.

B
m+1
i (r)RCMMSE �

1
p(N − m − 1)



p(N−m−1)

i�1
B

m+1
i (r). (28)

+e calculation of the RCMMSE is defined as follows:

RCMMSE(X, τ, m, r) � −ln
B

m+1
i (r)RCMMSE

B
m

i (r)RCMMSE

⎛⎝ ⎞⎠. (29)

3. Scheme Comparisons

3.1. Comparison of EEMD/VMD. To compare the EEMD
and VMD models, a simulation signal is used to prove that
the VMDmodel is better than EEMD.+e simulation signal
X(t) is superimposed by the multifrequency signal and the
random noise signal with the standard deviation of 1, and
the following formula is the signal definition.

X(t) � [1 + cos(2π × 30t)] × cos(2π × 125t)

+[1 + cos(2π × 30t)] × cos[2π × 155t + cos(2π × 5t)]

+[1 + cos(2π × 30t)] × cos(2π × 185t).

(30)

+e time-domain waveforms and its envelope spectrum
of the original signal are given in Figure 1. As shown in
Figure 1(b), the main frequency of the original signal focuses
on 0–200Hz, especially 30.27Hz. +en, EEMD and VMD
were used to decompose the aforementioned signal.

To achieve the VMD, firstly, the number of modes k

should be determined. It should be noted that if the value of
k in VMD is chosen too tiny, the original signal with time
frequency could not be fully captured by the decomposition
of the mode. Larger k values produce the similar frequency
between the BL-IMF components, and they may be over-
decomposition. +erefore, we use the observing centre
frequency of the signal scheme to select the applicable k in
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this study [19]. +e results of the centre frequency corre-
sponding to different k values are given in Table 1.

As shown in Table 1, there is a centre frequency dif-
ference of less than 0.008 kHz from BL-IMF3 to BL-IMF5
modes (0.0636 kHz in BL-IMF3, 0.0582 kHz in BL-IMF4,
and 0.051 kHz in BL-IMF5) when k � 5. +ese three modes
exist similar frequency. +erefore, the number of k values is
selected as 4 in this study to decompose the above simulation
signal.

+e EEMD/VMD models were used to decompose the
original signal, and the results of IMFs (EEMD) and BL-
IMFs (VMD) are given in Figures 1(a) and 2(a). Figures 1(b)
and 2(b) are the corresponding spectrum analysis results. As
shown in Figure 2, each BL-IMF component is mainly
distributed around a single frequency (30.27Hz), compared
with VMD in Figure 1(b), and some IMF components in
Figure 2(b) have a series frequency from IMF4 mode.

+e mentioned result shows that the decomposition
effect of EEMD algorithm is not ideal for the multicom-
ponent synthesis simulation signal, and the mode mixing is
serious. Because some slight signals drown in the signal,
which is to be decomposed, EEMD in the selection process
of the three-spline envelope fitting leads to decomposition
bias. +e weak signal is embedded in the vast majority of the
strong signal where the EEMD can be filtered and extracted,
but when the weak signal appears only in the maximum
slope range of the strong signal, the weak signal will be in the
form of wave frequency modulation and does not produce
additional local extreme points. +erefore, EEMD is difficult
to extract the useful components and easy to produce some
components with mode mixing.

It can be seen from Figure 1(b) that VMD can not only
effectively remove the dummy components, but also each
BL-IMF exhibits a mode in the range of a certain scale, and
there is no mode mixing problem between them. +erefore,
the scale characterization and decomposition effect of VMD
and better than EEMD, and this indicates that VMD has
good robustness Figure 3.

3.2. Comparison of Validity of MSE/RCMMSE. In this sec-
tion, the 1/f noise signal was employed to demonstrate the
superior performance of the RCMMSE compared with MSE.
Resorting to MSE and RCMMSE, the probabilities of in-
ducing undefined entropy were presented to address the white
noise and 1/f noises with 200 samples. For each sample, the
length is chosen as 1000. +e results of the corresponding

probabilities are shown in Table 2. From Table 2, we can see
that the probability of undefined entropy showed the same
tendency as the time scale increased, while there was a de-
crease in the length of the time series. As given in Table 1, the
probability of undefined entropy is about zero when they were
used to analyse white noise in the MSE model. On the
contrary, the probability of inducing undefined entropy is
0.01 when τ � 4 for all 200 1/f noise samples. In the MSE
algorithm, the entropy is undefined when Bm(r) or Bm+1(r) is
zero. However, the RCMMSE can successfully get the values
of entropy from 1 to 20 when the white and 1/f noises are
considered. Hence, the RCMMSE model is superior to MSE.

3.3. Comparison of Accuracy in MSE/RCMMSE. In this
section, the efficiency of the MSE/RCMMSE models was
verified through case studies. In each simulation study, we
employ noise samples with 1000 data points containing
white and 1/f noises. +e results of MSE/RCMMSEs are
presented in Figure 4. Meanwhile, Figures 5 and 6 present
the results of means and standard deviations of entropies.

As seen in Figure 4(a), the overall recently RCMMSE
model shows higher performance compared with the MSE
model in the condition of white noise, resulting from the
tolerance r in SE, which is utilized to evaluate the similarity
between any two time series. Note that r was often chosen as
0.15× SD of the original time series.

It can be seen from Figures 5(a) and 5(b) that the means
of the entropy values obtained using the MSE/RCMMSE are
nearly equal in white noise. Nevertheless, the means of the
entropy values of the MSE are higher than that of the
RCMMSE (see Figure 5(b)). Figure 6 shows that the standard
deviation of RCMMSE is all lower than that of MSE, and this
result indicates that the entropies obtained using the
RCMMSE algorithm were more consistent than those ob-
tained using the MSE algorithm.

With the purpose of studying the relationship between
the data length and the effectiveness of the MSE/RCMMSE
models, several different data lengths (N� 600, 1200, 1800,
and 2400) are used to get the entropies. In Table 3, the means
and standard deviation of the entropies are presented. It can
be found that the results of the means of entropies by MSE
and RCMMSE are nearly equivalent with the long primary
time series (N� 2400). However, with short original time
series, the results of means show a significant difference. On
the other hand, the results of the RCMMSE algorithm hold
the lowest error when the discrimination between the
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Figure 1: Time-domain waveforms and the envelope spectrum of the original signal. (a) Time domain and (b) envelope spectrum.
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entropy of 1/f noise with 500 data points and the entropy of
1/f noise with 2000 data points is considered. +at is to say,
the RCMMSE has higher performance compared with other
algorithms at any length of the time series. In conclusion, the
RCMMSE is more reliable than MSE according to the above
discussions.

4. Experimental Setup

4.1. +e Dataset Source. +e performance of the proposed
scheme is verified through experiments in this part. Case
Western Reserve University Bearing Data are used, which
was obtained from an induction motor. It should be noted

Table 1: Centre frequency under different k values in VMD.

K
Centre frequency (kHz)

BL-IMF1 BL-IMF2 BL-IMF3 BL-IMF4 BL-IMF5 BL-IMF6
2 0.0027 0.0820 — — — —
3 0.0022 0.0883 0.0621 — — —
4 0.0022 0.0888 0.0669 0.0574 — —
5 0.0020 0.0869 0.0636 0.0582 0.0510 —
6 0.0020 0.0798 0.0943 0.0603 0.0510 0.0513
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that the data are generated by accelerometers at the drive end
and fan end. Besides, EDM is employed to model the
possible faults in the motor bearings. In particular, the fault

tolerance is set as 0.1778mm. After the fault detection, the
data located in the outer race were aggregated in a state,
which holds the time configuration at 6:00clock. To ensure
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Figure 3: Signal decomposition (EEMD). (a) +e IMF components. (b) +e spectrum of each IMF mode.
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the data acquisition system suitable for the vibration signals,
the amplifier is particularly designed with a high bandwidth.
On the other hand, to improve the accuracy, a sampling
frequency of 12000Hz of each channel was set for the data
recorder.

Table 4 demonstrates different working conditions,
which are considered in this experiment. Note that
0.1778mm is the fault tolerance. “Normal” and “slight”
denote the fault severity. In addition, considering the drive
end of the motor 1785 rpm is chosen as the motor revolving
speed. In total, 200 data samples are adopted with each fault
condition consisting of 51 samples. In particular, in each
data sample, there are 2048 data points.

4.2. Procedure ofOur Proposed Scheme. +e procedure of the
proposed scheme can be shown as follows:

(1) Resorting to EEMD and VMD models, the vibration
signals under different cases were disintegrated into a
sequence of IMF and BL-IMF modes.

(2) Using the RCMMSEmodel to get the entropy values,
the entropy values were regarded as the input of
SVM/RF/PNN models for training and testing.

(3) Testing samples were regarded as the input of the
trained SVM/RF/PNN classifier, while the operating
conditions can be recognized by the output of the
SVM/RF/PNN classifiers. +e procedure of our

Table 2: Probabilities of undefined entropy.

Scale factor
MSE RCMMSE

White noise 1/f noise White noise 1/f noise
1–3 0 0 0 0
4 0 0.01 0 0
5 0 0.015 0 0
6 0 0.045 0 0
7 0 0.11 0 0
8 0 0.155 0 0
9 0 0.275 0 0
10 0 0.35 0 0
11 0 0.36 0 0
12 0 0.4824 0 0
13 0 0.4949 0 0
14 0 0.5606 0 0
15 0 0.5377 0 0
16 0 0.5714 0 0
17 0 0.7059 0 0
18 0 0.7211 0 0
19 0 0.6402 0 0
20 0 0.6667 0 0
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Figure 4: MER/RCMMSE values of white and 1/f noises. (a) White noise. (b) 1/f noise.
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Table 3: Means and standard deviations of the MSE and RCMMSE of 1/f noise at a scale factor of 20.

Data length
MSE RCMMSE

Means Standard deviations Means Standard deviations
500 — — 2.1323 0.5234
1000 — — 2.0185 0.2667
1500 — — 2.0185 0.1761
2000 — — 1.9373 0.1230

Table 4: Experimental data of the roller bearings.

Fault category Fault tolerance (mm) Motor speed (rpm) Number of samples +e fault severity
NR 0 1785 51 Normal
IRF 0.1778 1785 51 Slight
BF 0.1778 1785 51 Slight
ORF 0.1778 1785 51 Slight
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proposed fault diagnosis scheme is shown in
Figure 7.

4.3. Parameter Selection. +ere are some parameters in
different models that should be present before its calculation:

(1) EEMD: considering EEMD, there are two param-
eters that need to be determined, namely the en-
semble number m and ni(t) related to the white
noise. In particular, ni(t) denotes the amplitude. It
should be mentioned that there is a one-to-one
correspondence between the result and the en-
semble number. Note that the ensemble number
should be chosen as a few hundred. In addition,
consider the situation that the input signal holds the
standard deviation, and a fraction of one percent of
error will be caused by the remaining noise with the
added noise. In particular, m is set as 100.

(2) VMD: the number of BL-IMF modes k is according
to the centre frequency. +e second penalty factor z

in equation (4) is often set as 2000.
(3) SE/RCMMSE:

① SE: before the process of SE, there are three
parameters that must be chosen suitably. Firstly,
considering the different lengths of sequences in
SE, embedding dimension m should be designed.
In particular, the dynamic process will be
reconstructed in a more detailed manner with a
larger m. However, it should also be mentioned
that if m is chosen too large, the need of N �

10m − 30m would be greatly limited, which will
cause the loss of important information, and the
general condition will be hard to satisfy. In the
literature, m is often set as 2. Another two pa-
rameters, namely, similarity tolerance n and nr,

are dependent on the gradient of the exponential
function and its bound, respectively. Experi-
mentally, r � (0.1 − 0.25)SD, and r is chosen as
0.15SD in SE.

② RCMMSE: the multiple embedding vector in
RCMMSE scheme is set as
M � [21, 22, 23, . . . , 2k], and here, k is the number
of the BL-IMF components, and therefore, the
time delay is set as 1.

(4) SVM: the kernel function in SVM is selected as the
radial basis function (RBF).

(5) PNN: the distribution density of PNN is set as 1.5.
(6) RF: there are two parameters that need to be con-

firmed before using RFmodel, such as the number of
input variables mtry is selected randomly based on
the M input variables. Regarding the scale factor τ as
20 and EEMD/VMD-RCMMSE as feature, the
number of input variables M � τ � 20, and the
parameters often meet the condition mtry≤

��
M

√

[15]. +erefore, we let mtry � 4 and the number of
the DT is set as 4 and 1000 in this simulation.

5. Experimental Results and Analysis

5.1.EEMD/VMD. +edata are selected from the experiments
in which SKF bearings are used.+e number of each sample is
set as NR:1–50, IRF: 51–100, BF:101–150, ad ORF:151–200. As
limited space, here with a sample of each state for an example,
the time-domain waveforms of vibration signals under dif-
ferent working conditions are shown in Figure 8.

+e vertical axis is the acceleration vibration amplitude.
Because of the influence of noise, it is difficult to find sig-
nificant differences in different states. As shown in Figure 8,
it is hard to distinguish the four signals; in particular, there is
no obvious regularity in two states of NR and BF signals.

Input the roller bearings vibration signals
under different conditions

The EEMD/VMD models are use to
decompose the original signals

The RCMMSE model is use to calculate
the entropy values, and the entropy
values are regarded as the input of

SVM/RF/PNN

The classification accuracy to compare
the EEMD/VMD-RCMMSE-

SVM/RF/PNN combination models

SVM PF PNN

Figure 7: Procedure of our proposed scheme.
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+e EEMD and VMD were used to disintegrate the
vibration signals into series modes (IMF and BL-IMF). Here,
we use the IRF vibration signals to observe the frequency
change situation, and the waveforms of one IRF vibration
signal and its spectrum envelope are shown in Figure 9. As
shown in Figure 5(b), the IRF signal fault frequency is
164.1Hz. +e results of the centre frequency under different
k values with VMD are given in Table 5. +ere are some
modes, such as BL-IMF4 (0.2787 kHz) and BL-IMF5
(0.3071 kHz), and with similar centre frequencies, when k �

5 in Table 5, it is considered that there is over-decompo-
sition. +erefore, the number of k values is selected as 4 to
decompose the vibration signals.

Employing EEMD/VMD, the roller bearing primary
signals in Table 4 are decomposed into IMF1-10 and BL-
IMF1-4. Figures 10 and 11 show the VMD and the corre-
sponding spectrum of each mode for an IRF signal.

It can be shown from Figure 6(b) that the VMD can not
only effectively remove the dummy components, but also each
IMF in the range of a certain scale, and there is nomodemixing
problem between them. +erefore, the scale characterization
and decomposition effect of VMD are better than EEMD, and
this result reveals that the VMD owns a good robustness.

+e correlation coefficient scheme is utilized to prove the
degree of correlation between each mode and the primary
signal to further prove the effectiveness of VMD scheme. In
Tables 6 and 7, the overall average correlation values of BL-
IMF component and original IRF signals are higher than
IMF. +erefore, the decomposition effect of VMD is su-
perior to EEMD.

After the vibration signal feature extraction using VMD
and EEMD, the RCMMSE was employed to get the entropy

value. +e value of VMD-RCMMSE values under different k

values and scale factors is shown in Figure 12.
Figure 12 shows that the RCMMSE values of the VMD

effective mode decrease with the increasement in the scale
factor and the number of modes k, and the overall RCMMSE
values are close to the steady state when the value of k is
more than 3, because the VMD algorithm decomposes the
original signals into several BL-IMFs with information of
different frequency bands. +is can also be supported from
Table 5. +e correlation coefficient of most EEMD modes
and the original signal is much smaller than that of VMD
mode. +is indicates that the VMD algorithm can overcome
the mode mixing shortcoming in EEMD.+e entropy values
of EEMD-RCMMSE and VMD-RCMMSE (k� 4) are shown
in Figure 13.

As shown in Figure 13(a), it is difficult to distinguish the
four types of roller bearing signals with EEMD-RCMMSE,
especially the NR and IRF, BF, and ORF. On the one hand,
the complexity of signals under normal states and the
conditions with ball fault is similar. In other words, the
feature of the two kinds of signals is alike. On the other hand,
much noise hidden in the signals may affect the identifi-
cation of them. However, the RCMMSE curves of BL-IMF
components can recognize the four states clearly in
Figure 13(b).

5.2. Fault Identification. Regarding the extracted RCMMSE
vectors as the inputs of the chosen fault classifier, such as
SVM/RF/PNN, there are four kinds of data with 200 samples
in total. 10, 20, and 30 samples are used under different
statuses as the training samples, and the rest samples (20, 30,
40) as the testing samples are used to compare the
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Table 5: Centre frequency under different k in VMD.

K
Central frequency (KHz)

BL-IMF1 BL-IMF2 BL-IMF3 BL-IMF4 BL-IMF5 BL-IMF6
2 0.0922 0.2631 — — — —
3 0.0895 0.2246 0.2873 — — —
4 0.0494 0.1140 0.2268 0.2878 — —
5 0.0490 0.1137 0.2239 0.2787 0.3071 —
6 0.0489 0.1136 0.2228 0.2730 0.2890 0.3144
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Figure 10: Signal decomposition based on VMD. (a) +e BL-IMF components. (b) +e spectrum of every BL-IMF.
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classification accuracy. Part of the experiment classification
results is shown in Figure 14 and Table 8.

As given in Table 8, the highest classification precision is
up to 100% when k � 4 in VMD-RCMMSE model. On the
contrary, the lowest accuracy is 63.75% in EEMD-RCMMSE
model. +e overall classification accuracy in VMD-RCMMSE

model is higher than EEMD-RCMMSE model. +e
overall classification accuracy in SVM model is higher than
RF/PNN models. As mentioned above, the experimental
results show that VMD-RCMMSE combination model can
recognize different working conditions of the roller bearings
effectively.

×10-3

×10-3

×10-3

×10-3

×10-3

×10-4

A
m

pl
itu

de

0
0.05

0.1

0
0.1
0.2

0
0.1
0.2

00.020.04

0
0.005

0.01

0
2
4

0
2
4

0
2
4

0
2
4

0
2
4

0
2
4

1000 2000 3000 4000 50000 60000

Frequence (Hz)

1000 2000 3000 4000 50000 60000

1000 2000 3000 4000 50000 60000

1000 2000 3000 4000 50000 60000

1000 2000 3000 4000 50000 60000

1000 2000 3000 4000 50000 60000

1000 2000 3000 4000 50000 60000

1000 2000 3000 4000 50000 60000

1000 2000 3000 4000 50000 60000

1000 2000 3000 4000 50000 60000

1000 2000 3000 4000 50000 60000
X: 163.3
Y: 0.1385X: 164.1

Y: 0.1512
X: 164.3
Y: 0.05923

X: 58.58
Y: 0.02842
X: 99.61
Y: 0.007168
X: 77.02
Y: 0.003173

Original signal
IMF1
IMF2
IMF3

IMF4
IMF5
IMF6
IMF7

IMF8
IMF9
IMF10

The envelope spectrum of each IMF component with EEMD

(b)

Figure 11: NR signal based on EEMD. (a) +e IMF components. (b) +e spectrum of each IMF.

Table 6: Total average correlation values of each IMF with EEMD.

Mode IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9 IMF10

EEMD

NR 0.54 0.62 0.46 0.45 0.45 0.27 0.12 0.022 0.0047 0.0089
IRF 0.91 0.38 0.178 0.101 0.052 0.0201 0.00149 0.00086 0.00025 2.46 e−05
BF 0.84 0.406 0.328 0.266 0.085 0.021 0.004 0.003 0.0013 0.0013
ORF 0.86 0.308 0.366 0.189 0.125 0.053 0.0041 0.00268 0.0013 0.0001

Table 7: Total average correlation values of each BL-IMF with VMD.

Mode Mode BL-IMF1 BL-IMF2 BL-IMF3 BL-IMF4

VMD (k� 4)

NR 0.6152 0.4463 0.4940 0.5384
IRF 0.2275 0.3718 0.5773 0.7702
BF 0.3849 0.4141 0.4943 0.7376
ORF 0.4201 0.5187 0.7421 0.2708
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Figure 12: RCMMSE values under different k values and scale factors.
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Figure 14: Waveforms in the time domain.

Table 8: Mean and standard deviation of the MSE/MFE/RCMSE and RCMMSE of 1/f noise at a scale factor of 20.

Mode
Precision (%)

Total number of testing samples
160 120 80

EEMD-RCMMSE-SVM 69.375 73.33 86.25
EEMD-RCMMSE-RF 63.75 69.17 80
EEMD-RCMMSE-PNN 71.25 74.16 71.25
VMD-RCMMSE-SVM (k� 3) 85 88.3 91.25
VMD-RCMMSE-RF (k� 3) 81.25 88.3 91.25
VMD-RCMMSE-PNN (k� 3) 83.125 85 86.25
VMD-RCMMSE-SVM (k� 4) 98.125 99.1667 100
VMD-RCMMSE-RF (k� 4) 96.25 96.67 97.5
VMD-RCMMSE-PNN (k� 4) 93.75 90.83 91.25
VMD-RCMMSE-SVM (k� 5) 98.75 97.5 98.75
VMD-RCMMSE-RF (k� 5) 97.5 95 96.25
VMD-RCMMSE-PNN (k� 5) 86.875 90 91.25
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6. Conclusion

+eVMD analysis model and RCMMSE are proposed in this
study. +e VMD model is utilized to analyse the complex
vibration signals. +erefore, BL-IMF can be obtained from
the decomposition of the roller bearing vibration signals, the
RCMMSE can deal with multichannel data, and the EEMD/
VMD-RCMMMSE values are regarded as eigenvectors.
Because the VMD can achieve adaptive subdivision of each
component in the frequency domain of signals, the roller
bearing vibration signals are distinguished. Finally, the
VMD-RCMMSE-SVM/RF/PNN combination models can
distinguish roller bearing fault types effectively.

With the rapid development of Internet of things (IoT)
[1, 2] and Industry 4.0 [3], there are increasingly massive
real-time data from various types of mechanical equipment
[4]. +e availability of these data that contain abundant
information about machine health has attracted more and
more enterprises’ attention. It has been proved that large
volume, high velocity, and diversity mechanical big data are
the major properties of mechanical big data [5, 6]. Effective
feature extraction from these data and accurate machinery
health state evaluation with ever-accelerated updating of
schemes have become hot research issues in the prognostic
and health management systems in the era of industrial IoT
[7].

7. Future Ideas

Most related roller bearing signal fault diagnoses depend on
manual aids and expert knowledge. To diagnose more
smartly, convolutional neural network (\textsc{CNN}), as
well as long short-term memory (LSTM), will be considered
for an end-to-end scenario. For ensuring high recognition
accuracy, the fault classifier based on CNN may be used to
extract the effective signal from the severely distorted signal;
the LSTM could cope with time-varying bearing failure.
Additionally, the aforementioned SVM fault classifier per-
forms well when the data samples are insufficient. In the
future, we may consider the generative adversarial networks
(GANs) and transfer learning for lack of data. By simulating
the distribution of fault samples, GAN could obtain more
data. Besides, the transfer learning-related diagnosis model
can reuse the previous information in the new task. Con-
sequently, small-sized samples could achieve accurate fault
identification.

Data Availability

+e prior studies and data are cited at relevant places within
the text as references [20].
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Communication technologies are developing very rapidly and achieving many breakthrough results. The advent of 5th generation
mobile communication networks, the so-called 5G, has become one of the most exciting and challenging topics in the wireless
study area. The power of 5G enables it to connect to hundreds of billions of devices with extreme-high throughput and
extreme-low latency. The 5G realizing a true digital society where everything can be connected via the Internet, well known as
the Internet of Things (IoT). IoT is a technology of technologies where humans, devices, software, solutions, and platforms can
connect based on the Internet. The formation of IoT technology leads to the birth of a series of applications and solutions
serving humanity, such as smart cities, smart agriculture, smart retail, intelligent transportation systems, and IoT ecosystems.
Although IoT is considered a revolution in the evolution of the Internet, it still faces a series of challenges such as saving
energy, security, performance, and QoS support. In this study, we provide a vision of the Internet of Things that will be the
main force driving the comprehensive digital revolution in the future. The communication technologies in the IoT system are
discussed comprehensively and in detail. Furthermore, we also indicated indepth challenges of existing common
communication technologies in IoT systems and future research directions of IoT. We hope the results of this work can
provide a vital guide for future studies on communication technologies for IoT in 5G.

1. Introduction

The development history of mobile communication systems
demonstrated that aim to meet the requirements of human-
ity, the data rate of mobile communication is constantly
being improved and achieved breakthrough results. Mobile
generations have evolved through 5 periods, starting from
1G to the current 5G [1]. Network generations from 1G to
3G have shown the continuous evolution of services and
speeds. The 4G was proposed in the early 2000s. 4G was
the first network generation entirely based on the IP packet
switching method [2]. After about ten years of implementa-
tion, the former advantages of 4G have converted into disad-
vantages. Nowadays, 4G has access speed has become too
low with high latency [3]. Humanity needs a solution to con-
nect with data rates up to Gbps. The advent of the next-

generation network called 5G in the early 2020s marks a
comprehensive digital society. In particular, in 5G, a new
concept is considered the Internet of Things (IoT) [4, 5].
IoT is an integrated system of advanced technologies and
solutions that allows devices, people, platforms, software,
and solutions to be connected through the Internet [6, 7].

According to Cisco, more than 500 billion devices will be
connected to the Internet by 2030. These devices will be
endogenously equipped with IoT modules that allow
device-to-device (D2D) communications to each other,
forming IoT networks [8]. IoT applications will be deployed
in almost all humanity domains, including smart cities [9,
10], smart transportation [11, 12], smart agriculture [13,
14], and smart homes [15]. In [16], we presented a detailed
survey of IoT applications for humanity. We illustrate
several typical IoT applications as in Figure 1.
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However, the survey results also showed that IoT net-
works in 5G have a series of challenges such as performance
improvement, support QoS, saving energy, privacy, and
security [17, 18]. Communication solutions including archi-
tecture, routing algorithm, protocol, and spectrum have
been proposed to solve these problems. In this study, we
conduct a comprehensive survey of communication technol-
ogies for IoT in 5G. The main contributions of this survey
are listed as follows:

(i) The vision of the Internet of Things in 5G: architec-
ture and research timeline

(ii) A comprehensive survey of the recent communica-
tion technologies for IoT in 5G

(iii) The breakout technologies and solutions for IoT
in 5G

(iv) Challenges and attractive research topics in the
future of communication for IoT

(v) The vision of the Internet of Things in 5G

The evolutionary history of network generations has
proven that each generation is born to correct the weakness
of previous generations and do some things that the previ-
ous generation could not do [19]. In the early 2020s, the
Internet of Things concept was born simultaneously with
the emergence of 5G [20]. Therefore, to define the vision
of IoT in 5G, we need to clarify the advent context of IoT
in 5G.

For the convenience of following the article, we have
compiled the acronyms in Table 1.

1.1. Forming of IoT in 5G. The development history of
mobile communication systems began in the early 1980s.
During its development, mobile radio communication sys-

tems always tend to integrate all systems. End-user devices
are smarter more and more, lighter, save energy, support
all types of data such as voice, video, and real-time multime-
dia applications. The data rate and bandwidth increase with
costs decrease. The 1G–3G network generations are stan-
dardized and deployed widely worldwide, in references [1,
21]; so, we will not consider these issues to focus on presents
the 4G network generation.

The 4th mobile network generation (4G) is formed after
3G and before 5G. Besides the provided services of 3G, it
also provides added services such as broadband Internet
access, IP phone (VoIP), video conferencing, online games,
high-definition Internet TV, 3D TV, and cloud computing.
The two technologies were standardized for 4G as Wimax
and LTE [21]. One difference with previous generations,
4G unsupports the traditional circuit switching mechanism
but relies entirely on IP protocol with the packet switching
mechanism. Aim to speed up data transmission, spectrum
modulation technologies of previous generations are
replaced by OFDMA technology, combined with MIMO
multipoint transceiver mechanism and smart antenna.
[22]. As a result, the bit rate in 4G is significantly higher than
in 3G.

With many advantages mentioned above, 4G has become a
pioneering technology and commercialized in many countries.
In Vietnam, 4G was deployed in 2016 [23]. However, after
many years of deployment, 4G has revealed the limitations of
this network generation. According to Cisco, over 500 billion
devices will be connected to the Internet in the future. This is
beyond the provided capacity of 4G [24]. Moreover, the delay
of 4G is too large for the real-time applications, approximately
10ms, and the data rate of 4G is relatively low, approx. 3
(Mbps). With the number of devices increasing hundreds of
times today, 4G will consume a huge amount of energy.

The limitations of 4G were indicated that the advent of
5G is an inevitable trend. Humans need a new network

Smart healthcare

Tracking & tracing

Monitoring forestry UAV communcation Analytic & prediction

Energy saving

Internet of things
for humanity

Smart agriculture Smart transportation

Figure 1: An illustration of IoT applications for humanity.
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generation that the data rate increases hundreds of times fas-
ter, but energy consumption reduces many times compared
to 4G. Some countries such as China, Korea, the United
Kingdom, and the United States are currently pioneering
in the studies and deployment of 5G. Although still not yet
official standardized, GSMA and some organizations and
suppliers such as Ericsson and Huawei have proposed the
standard of 5G network generation [25] as follows:

Aim to achieve these goals, in Table 2, many breakout
technologies and solutions need to be implemented synchro-
nously. However, like previous generations, the improve-
ment of the radio access layer has always been a significant
challenge to meet the goals of 5G. In this study, we approach
5G from an Internet of Things perspective. The concept of
IoT was first mentioned in 5G. IoT is an advanced technol-
ogy that allows things, machines, devices, solutions, and
people to connect through the Internet. IoT is expected to
become popular in all areas serving people, such as smart
agriculture, smart transportation, smart cities, health, rescue
and disaster recovery, retail, management house, and green
energy. A very diverse survey of IoT applications is pre-
sented in [26].

1.2. The Architecture of IoT in 5G. IoT in the 5G framework
consists of main four-layer architecture, as shown in
Figure 2, and is related to data collection, processing, analy-
sis, and sharing of information between equipment and
communication networks.

(i) Thing layer: This layer includes physical systems
such as actuators, devices, sensors, and communi-
cates with the network layer

(ii) Network layer: The network layer consists of two
sublayers: (1) low power wide area technologies
(LPWANs) such as SigFox, LoRa, ZigBee, NB-IoT,
and (2) backhaul-based connections of 5G. In this
study, in order to focus on detailing communication
solutions in IoT, communication technologies in
the backhaul layer are not within the scope of
this research

(iii) Middleware layer: this layer is considered the heart
of the network. The IoT framework focuses on
advanced technologies and solutions as fog comput-
ing, edge computing, cloud computing, AI vision,
and big data analytics are deployed

(iv) Application layer: this layer presents IoT applica-
tions that are deployed in a series of domains as
management factories and buildings, agriculture,
traffic system, and IoT ecosystems. This layer
integrates all solutions, technologies, and applica-
tions to interact with humans through the Inter-
net connection

A specific illustration of this architecture is presented in
Figure 3. The sensor devices of IoT applications interact with
the IoT gateway based on low-power communication net-
works such as SigFox, LoRa, or NB-IoT. These IoT gateways
collect information from IoT devices and then transmit it to
the Cloud through the 5G backhaul communications. In the
middleware layer, the collected data is processed and stored,
combining autonomous decision-making systems or human
controls to make under layer tasks.

1.3. Research Timeline IoT in 5G. Nowadays, study activities
on different aspects of the Internet of Things in 5G are excit-
ing in both academic research and industry. Some of the top
mobile telecommunication corporations and excellent
research labs perform studies and experiments to provide
applications and solutions of IoT in 5G.

Table 1: Acronyms used in the survey and definations.

Acronym Definition

3GPP 3rd generation partnership project

5G 5th generation mobile networks

AAC Adaptive admission control

AI Artificial intelligence

ANN Artificial neural network

AR Augmented reality

D2D Device-to-device

D2D Device to device

eNB Evolved node B

GPRS General Packet Radio Service

GSMA Global System for Mobile Communications

IIoT Industrial Internet of Things

IoT Internet of Things

IP Internet protocol

LoRa Long range

LoRaWAN Long Range Wide-Area Network

LPWANs Low-Power Wide-Area Technologies

LTE Long-term evolution

MIMO Multiple in, multiple out

NB-IoT Narrowband IoT

NFC Near field communication

OFDMA Orthogonal frequency-division multiple access

QoS Quality of service

RFID Radio frequency identification

SC-FDMA Single-carrier FDMA

SDN Software-defined networking

UAV Unmanned aerial vehicle

VoIP Voice over internet protocol

Table 2: Main characteristics of 5G network generation.

Characteristics Goal

Mobile access speed 1 Gbps

Fixed access speed 1-10 Gbps

Data transmission delay 1ms

Reliability 99.999%

Energy consumption Reduce many times compared to 4G
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1.3.1. Intel. This corporation has pioneered in the IoT field.
The company predicts that IoT devices will generate over
55% of global data by 2025. In order to accelerate the appli-
cation of IoT in various areas serving humanity, Intel is
developing an IoT ecosystem at all layers of the IoT architec-
ture with the key technologies and solutions [27] as follows:

(i) In thing layer, Intel providers unique performance
scalability with four processor families for IoT
applications. Besides, processors of Intel run a vari-
ety of operating systems such as Linux, Microsoft,
and Google

(ii) In network layer, Intel supports many networking
interfaces and protocols to provide the necessary
connectivity. Besides, Intel also provides Gateway
solutions for the IoT

(iii) In middleware layer, Intel server technology is
extensively used in the network and cloud infra-
structure. Moreover, Intel is focusing on three IoT
computing projects, including edge computing,
cloud computing, and AI and computer vision

(iv) In application layer, Intel provides foundations to
support the IoT application in various other
domains, such as Figure 4

1.3.2. Samsung. According to Samsung, the total number of
IoT devices is expected to increase to 21.5 billion by 2025.
The number of devices also increases to 34.2 billion if it
includes smartphones, laptops, and tablets. Furthermore,
Samsung also forecasts that the global IoT market will
archive around $1.600 billion. Relying on the expectation
that all devices will be connected to the Internet, Samsung
has built IoT ecosystems in 5G to realize aspirations such
as smart homes, smart cities, smart factories, healthcare,

smart agriculture, and logistics [28]. Some of the recent
developments in the field of IoT are as follows:

(i) In application layer, Samsung is providing IoT solu-
tions that allow users to control home appliances.
The Samsung electronic devices such as TVs, wash-
ing machines, and refrigerators can be controlled by
remote based on a Samsung smartphone

(ii) In middleware layer, Samsung is implementing
research projects related to optimal computing solu-
tions, specifically edge computing, cud computing,
and AI vision

(iii) In thing layer, products and devices designed for
Samsung IoT platforms, including phones, tablets
and wearables, digital signage, and automation solu-
tions. In particular, Samsung designed the unique
IoT modules, called Samsung ARTIK modules,
which can be customized based on the size, ability,
and capabilities of the Samsung products. More-
over, the Samsung ARTIK Smart IoT platform
combines open-source modules and cloud services
with an ecosystem of tools and partners that is
motivation to drive the development of the IoT in
5G. Figure 5 is an illustration of the Samsung Artik
530 development kit

1.3.3. Ericsson. According to Ericsson, the expected IoT
numbers of connections would increase over 3.5 times from
about 1.7 billion in 2020 to approx 6 billion by 2026.
Erricson also forecasts there will have over 24 billion inter-
connected IoT devices Internet by 2050. Consequently,
almost everything is around us as home appliances, vehicles,
traffic lights, personal devices, learning devices, and health
monitoring would be connected to the Internet. This will
be a very exciting area both in academic and industrial
research in the coming years. With the ambition to connect
anything, anywhere, Ericsson is driving the growth of the
IoT through its major contributions in the domain of real-
time network performance and cloud computing solutions
[29]. Some researches dedicated by Ericsson for IoT in 5G
are as follows:

(i) In application layer, besides developing IoT solu-
tions and applications for a wide range of fields such
as healthcare and smart agriculture, Ericsson devel-
oped an IoT Accelerator Developer Portal to sup-
port the development of IoT solutions for the
community of application developers worldwide,
as presented in Figure 6

(ii) In network layer, Ericsson has focused on researching
spectrum sharing solutions, exploiting mmWave,
THz frequency bands, and intelligent communication
solutions between devices

(iii) In middleware layer, Ericsson promotes research
into architectures and solutions of cloud computing
and edge computing

Application
layer

Middleware
layer

Network
layer

Things
layer Sensor, actutor, RFID tag, etc.

Database

Edge computing,
cloud computing,

decision-making, etc.

Communication technologies
Sigfox, LoRa, NB-loT, Wi-Fi, Bluetooth,

NFC, etc.

Smart applications
agriculture, healthcare, transportation

system, loT ecosystem

Figure 2: An illustration of the IoT in 5G architecture.
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1.3.4. Huawei. This corporation is a pioneering provider of
communication solutions for IoT in 5G with a very diverse
IoT ecosystem. Huawei has developed a Huawei IoT Con-
nection Management Platform that aims to provide a full
connection between people and things and fast integration
for the vertical industry applications.

According to Huawei, promoting the development of
IoT is based on five factors: (1) flexible deployment, (2) mul-
tiple connections, (3) intelligent management, (4) data secu-
rity, and (5) open ecosystems. Reply to these factors, Huawei
is driving the development of IoT through a series of signif-
icant contributions in all layers of IoT architecture, from the
things layer to the application layer [30], as presented in
Figure 7. Along with the achieved breakthrough study
results by top telecommunication corporations, a series of
research labs around the world are also driving the research
process to find promising solutions for IoT in 5G aim
enhance data rate, exploit spectrum more efficiently, extend
communication distances, optimize energy consumption,

4. Application layer
interacting with

farmers/owner through
application

Database
Owner/farmer

monitering & decision-making

Application server

Gateway

Controller

Soil moisture
sensor

Ultra violet
sensor

Air humidity
sensor

Temperature
sensor

3. Middleware layer
edge computing, cloud

computing, decision
making, etc.

2. Network layer
Communication

technologies: Sigfox,
LoRa, NB-IoT, Wi-Fi,
Bluetooth, NFC, etc.

1. Things layer
IoT devices: Sensor,

actutor, RFID tag, etc.

Figure 3: An illustration of practise IoT structure for smart agriculture area.
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API

Analytics and insights

Rapid service creation
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Figure 4: The foundation for connected IoT.
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Figure 5: An illustration of the Samsung Artik 530 development
kit.
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and extend scale networks up to hundreds of billions of
Things. IoT in 5G could be the most revolutionary technol-
ogy in the communication and information technology area.
It could be applied in a series of different domains from pop-
ular applications in life such as payment utilities, smart
retail, manage home appliances to expert apps such as self-
driving vehicles, monitoring traffic status, collision warning
between vehicles and monitoring, and controlling green
energy systems, smart cities management. In the agriculture
area, IoT can also be applied in applications such as forestry
management, farm management, monitoring forest fire,
tracing, and tracking products. In the industrial area, actua-
tors and robots with the support of AI technology can per-
form tasks day and night replace humans with extremely
high productivity and accuracy. It realizes the dream of
smart and green factories.

2. Survey of Recent Communication Solutions

Advances in the semiconductor, electronics, and automation
industries are driving the development of communication

solutions for IoT in 5G. These solutions are smarter, more
reliable, robust, high data rate, and energy saving. As a
result, various low-power communication technologies have
been proposed for IoT in 5G, such as SigFox and LoRa. Sur-
vey results have demonstrated that low power technologies
are suitable for IoT 5G networks due to their unique charac-
teristics such as wide coverage, low power, high energy effi-
ciency, and suitable data rate. In this section, we present
the recently proposed communication solutions for IoT in
5G. We divide these proposals into four categories based
on technology. The detailed survey results are presented in
the following subsections and are summarized in Table 3.

2.1. SigFox. SigFox technology was introduced in the 2010s
to connect low-power devices such as electricity meters
and smartwatches, which need to be continuously operated
on and have extremely low data rates. SigFox uses the indus-
trial, scientific, and medical radio band, which uses 868MHz
in Europe and 902MHz in the US with a channel bandwidth
of 100MHz. SigFox uses a wide-reaching signal that passes
freely through solid objects, called ultra narrowband and

Device manufacturers Service providers

Enterprises

Ericssion
loT accelerator

App developers

Figure 6: An illustration of IoT Accelerator Developer Portal.
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Figure 7: An illustration of solutions and products’ architecture in the IoT domain of Huawei.
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requires low energy; so, it also is an LPWAN technology. It
uses a one-hop star topology. SigFox is used to cover large
areas and to reach underground objects. SigFox cells have
a coverage range of about 30-50 km in rural areas and
reduced to under 10 km in crowded areas. Overall, SigFox
enables to provide a wide area network with low-power con-
sumption. Nowadays, the SigFox IoT system has covered
around 72 countries with over 1.3 billion of the world pop-
ulation. Several recent IoT applications are based on SigFox
communication, as follows:

In [31], Joris et al. (2019) designed an autonomous
SigFox sensor node capable collected data from an area of
sensors, then transmitting data to the Cloud for smart
agriculture applications. Aim to enhance the ability of this
system, the sensor nodes are designed to use solar energy.
Experimental data show that the system can transmit data
every 5 minutes in cloudy conditions. In [32], Lavric et al.
(2019) analyzed the responsiveness of SigFox under different
scale and density conditions of sensors for IoT networks.
The figures indicated that the maximum number of sensors
that can transmit data at the same time is approximately
100. The results indicated that, as the number of sensors
increases above 100, the network performance could be
decreased. Moreover, this study also proposes solutions to
improve performance, large-scale, and high-density of sen-
sors in SigFox IoT networks.

In [33], Mikhaylov et al. (2019) evaluated the performance
of SigFox communication technology in the real world. Specif-
ically, they deployed a SigFox-based communications network
at 311 different locations in Brno city, Czech Republic. Then,
they conduct tests to evaluate the performance and character-
istics of the radio channel. The experimental results show that
the packet delivery ratio achieved over 94% in the urban
environment in the real world.

2.2. LoRa. The LoRa is emerging as one of the most promis-
ing low-power wide-area (LPWA) communication technol-
ogies. It enables the energy-constraint devices distributed
over wide-scale areas to establish connectivity at an afford-
able cost. The LoRa uses a low-power wide-area network
modulation technique and unlicensed frequency bands like
433MHz, 868MHz (Europe), 915MHz (Australia and
North America), and 923MHz (Asia). LoRa enables long
range transmissions with low power consumption. The LoRa

technology covers the physical layer, while other technologies
and protocols such as LoRaWAN (Long Range Wide-Area
Network) cover the network layer. Depending upon the
spreading factor, it can achieve data rates between 0.3 kbps
and 27kbps. However, how to implement a flexible LoRa
network with an effective cost is still an open challenge.

In [34], Zhou et al. (2019) designed and introduced an
open LoRa system for IoT networks. Contributions of this
work include (1) design and hardware implementation of a
LoRa gateway, (2) use LoRa open-source codes on GitHub,
and (3) improve server LoRa through the uses of the messages
system for the interaction between modules to guarantee scal-
ability and flexibility. The experimental results have shown
that the proposed system has improved the performance of
the LoRa network compared to the traditional LoRa network.

In [35], Lee et al. (2018) designed and evaluated the per-
formance of a LoRa mesh network to examine the applica-
bility of LoRa networks for urban scenarios. This work
installed 19 mesh LoRa devices in range [800 × 600] m on
a university campus and installed a gateway that collected
data at 1-min intervals. The experimental results showed
that the proposed LoRa system has an average packet deliv-
ery ratio of 88.49%, whereas the star LoRa topology only
achieved 58.7% under the same conditions.

The LoRa is one of the most successful technologies of
the LPWAN (Low-Power Wide-Area Network) family. It
enables robust long-distance low power communications
and is proven to be effective in the Internet of Things
(IoT) applications. The LoRa is also promising for Industrial
IoT scenarios. However, a limitation of LoRa does not offer
support to real-time data flows. To solve this problem, In
[36], Leonardi et al. (2019) proposed a new medium access
strategy for LoRa, called RT-LoRa, which aim to support
real-time LoRa-based IoT applications. The simulation
results demonstrated that RT-LoRa could support real-time
flows for IoT applications.

2.3. Wi-Fi.Wi-Fi is a known-well family of wireless commu-
nication technologies based on the IEEE 802.11 family of
standards. It is commonly used for local area networks of
devices and Internet access within 100 (m). It operates in
the 2.4-5GHz frequency band. Wi-Fi is suitable for short-
range communication; so, it is a feasible communication
solution for IoT networks.

Table 3: Some typical LPWAN communication technologies for IoT in 5G.

Type Transmission distance Type of network Frequency Data rate

802.11a/b/g/n/ac 100m WLAN 2.4-5GHz 2-700Mbps

802.11ah 1000m WLAN Sub-GHz 78Mbps

802.11p 1 km WLAN 5.9GHz 3-27Mbps

802.11af 1 km WLAN 54-790 25-550Mbps

SigFox
Rural: 50 km
Urban:10 km

LPWA Zwave 100-600 bps

LoRaWAN 20 km LPWA Sub-GHz 0.3-100Kbps

NB-IoT 35 km LPWA Zwave 250Kbps

ZigBee 1 km LPWA 2.4GHz 250Kbps
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In [37], Pokhrel et al. (2020) proposed a queue man-
agement solution for the home IoT access points based
on Wi-Fi. The focus of this work proposal adaptive admis-
sion control mechanism at the Wi-Fi access point aims to
reduce the response time of the access point. The experiment
results demonstrated that the proposed system is more stable
than traditional home IoT systems based on Wi-Fi. In [38],
Sheth et al. (2019) proposed a saving energy communication
solution based on WIOTAP for IoT systems based on Wi-Fi.
The focus of this work uses an intelligent Wi-Fi access point.
Then, it presents a downlink packet scheduling mechanism
to reduce downlink channel access contention and queuing
delay of regular stations in IoT systems. The results demon-
strated that the proposed system improved over 38% of
energy consumption and over 41% of the delay compared
to traditional solutions.

Real-time locating and tracking are the most critical prob-
lems of IoT applications. GPS-based positioning applications
are well known for outdoor environments. However, it is not
feasible for indoor scenarios. In [39], Ruo et al. (2019) pro-
posed an IoT solution to tracking and locating indoor based
on Wi-Fi signals for indoor environments. The focus of this
work uses a message type that is built-in the 802.11-REVmc2
Wi-Fi standard. Then, through measurements of the round-
trip time and signal strength to improve the accuracy and
ability of the positioning system. Experiment results demon-
strated that the proposed system enhanced the performance
and achieved an average positioning accuracy of 1.435m with
an update time of every 0.19 s for indoor scenarios.

2.4. ZigBee. ZigBee is a communication technology that uses
the IEEE.802.15.4 standard and operates in the industrial, sci-
entific, and medical radio frequency bands. It is a low-power
wide-area communication solution for IoT networks. ZigBee
technology in IoT networks has advantages compared to other
communication technologies because of its simplicity, flexibil-
ity, and low cost. The transmission distance of ZigBee is about
100m, with a data rate that is about 250kbps, depending on
power output and environmental features. ZigBee is typically
used in extreme-low data rate networks, short-range, and
long-lasting battery life such as home automation, medical
device data collection, and industrial equipment control.

In [40], Pirayesh et al. (2021) proposed a ZigBee receiver
based on MIMO against jamming attacks for IoT networks.
This work designed a prototype of the ZigBee receiver based
on MIMO technology and a learning mechanism to mitigate
the unknown interference. The experiment results demon-
strated that the proposed system could provide an average
of over 26.7 dB jamming mitigation capability compared to
the traditional ZigBee receiver.

In [41], Farha et al. (2021) introduced a new security
schema based on a timestamp against replay attacks for
ZigBee networks. This solution improves energy consump-
tion significantly. Besides, to enhance feasibility, this
solution uses powered devices to provide energy for power-
constrained devices with the current timestamp. The pro-
posal is designed to be suitable for all ZigBee networks.
The experiment results indicated that the proposed solution

improves significantly against ability reply attacks in the
ZigBee-based IoT networks.

In [42], Ali et al. (2019) designed the smart sensors that
combined two communication modules include ZigBee and
LoRa, to measure temperature and humidity factors for IoT
applications. The collected data from sensors are sent to the
central receiver unit by using the ZigBee or LoRa transceiver
modules. The choice of the communicationmodule can be con-
trolled remote or based on the Cloud. The practical design and
experiment figures indicated the benefits of the low-power,
long range communication solutions for IoT applications.

2.5. Narrowband Internet of Things. Narrowband Internet of
Things (NB-IoT) is a new LPWAN radio technology devel-
oped by 3GPP to support massive connections, wide-area
coverage, ultra-low power consumption, and low cost for
IoT in 5G. NB-IoT is a promising emerging communication
technology for IoT in 5G. NB-IoT focuses specifically on
indoor coverage, low cost, long battery life, and high connec-
tion density. It uses the bandwidth to narrow-band 200 kHz
and OFDM modulation for downlink communication and
SC-FDMA for uplink communications.

In [43], Chen et al. (2020) designed a prototype NB-IoT
network based on open source for IoT in 5G applications.
The open-source NB-IoT results from cooperation between
three providers, including EURECOM, B-COM, and
NTUST, based on the open-source eNB of LTE technology.
This work presents a method to use the existing commercial
NB-IoT module to transmit the collected data from sensors
to the Internet via the open-source NB-IoT network.

In [44], Chen et al. (2019) evaluated the performance and
improved NB-IoT protocol for IoT networks in 5G. The focus
of this work includes the following: (1) use the stochastic net-
work to analyze the delay metric in the NB-IoT system and (2)
improve NB-IoT protocol through the improvement of the k
-means algorithm to cluster NB-IoT devices and perform a
scheduling strategy based on the priority. The experiment
results indicated that the proposed uplink traffic scheduling
schema enhanced performance compared to existing uplink
traffic scheduling schemas.

In [45], Kanj et al. (2020) introduced a method to design
the physical layer of the NB-IoT device. The focus of this
work presents the characteristics and the scheduling of
downlink and uplink physical channels at the NB-IoT base
station and end-user device to help readers without having
to read all the 3GPP specifications.

3. Discussions, Challenges, and Open Issues

In this study, we have highlighted the revolutionary contri-
butions of IoT in 5G in a wide range of fields to serve
humanity. Low power communication technologies will play
an essential role in supporting and driving IoT applications
more public. The survey results have indicated that many
applications have been presented in Table 4. The proposals
are applied in a variety of domains such as environment,
city, home, building, factory, and agriculture.

Communication technologies such as ZigBee, SigFox,
LoRa, and NB-IoT have advantages such as low energy
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consumption, large-coverage, use of unlicensed frequency
bands, and suitable for the characteristics of IoT networks
and increasingly popular applied in IoT applications. Com-
munication solutions of IoT in 5G aim to provide connectivity
for IoT applications. With hundreds of billions of IoT devices
connected to the network, these technologies face several sig-
nificant challenges. In our opinion, the two crucial issues are
the security-aware and energy efficiency. Then, we present
the challenges of communication technologies for IoT applica-
tions in 5G and indicate possible research directions.

3.1. Privacy and Security. The Internet of Things develop-
ment forms a truly open world, where everything is con-
nected to the Internet. Consequently, objects are easily
vulnerable to attacks from the Internet. Therefore, according
to Roukounaki et al. (2019) [46], privacy and security are the
most critical factors to promote the development of IoT
applications to become popular. In IoT applications, attacks
can be performed in multiple layers, specifically as

(i) Security for IoT devices: the IoT devices with low
computing capability and massive numbers are
unsuitable for setting up robust security algorithms.

Consequently, attacks focus on exploiting the vul-
nerabilities of IoT devices

(ii) Security for gateway devices: the gateway devices
play an important role in communication between
things layer devices and upper layers. As a result,
it is the heart of IoT applications. Denial of service
attacks or data spoofing always focuses on the gate-
way of IoT applications

(iii) Security for devices at the edge: recently proposed
solutions use edge computing technology to reduce
service response times for real-time IoT applica-
tions. Consequently, the security of edge computing
servers is one of the major challenges

(iv) Security for cloud servers: with the huge amount of
data is provided by IoT devices, cloud infrastructure
will be a possible solution in storing and processing
big data. Consequently, the security of cloud servers
will be one of the significant challenges

In [47], Zhou et al. (2021) presented a survey compre-
hensive of security logic bugs in IoT devices, platforms,

Table 4: Statistics of recently proposed IoT applications based on communication technologies in 5G.

Ref. no Technology Application domain Case study: Key focus

[31] SigFox Agriculture
This proposal aims to design an autonomous IoT sensor to collect data in smart

agriculture based on the solar energy system.

[32] SigFox
City, industry, building,

home, traffic
This research evaluates the performance of the SigFox communication protocol under

different scale and density conditions.

[33] SigFox City, environment
This research deployed a network system in the real world at 311 locations of Brno city

to measure the real performance of SigFox.

[34] LoRa
City, environment,

healthcare, agriculture
This research designs and deployment a LoRa network for performance improvement,

flexible, and reduced cost.

[35] LoRa Building
This research real deployed a LoRa mesh system on a university campus to consider the

real system performance.

[36] LoRa Industry
This research introduced a medium access strategy for LoRA, called RT-LoRa, to reduce
service response time for real-time IIoT applications based on LoRa communication

protocol.

[37] Wi-Fi Home
This research introduced the AAC mechanism at the Wi-Fi access point to reduce

service response time for home Wi-Fi IoT applications.

[38] Wi-Fi Home
This research introduced the Wi-Fi IoT access point (Wiotap) to address saving energy

and reducing delay for home IoT applications.

[39] Wi-Fi Home
This research introduced a tracking and location IoT solution based on Wi-Fi to

improve accuracy and reduce delay indoor environments.

[40] ZigBee Security IoT networks
This research designs a ZigBee receiver against jamming attacks for IoT networks based

on MIMO technology.

[41] ZigBee Security IoT networks
This research proposes a new security schema based on a timestamp against ability reply

attacks in the ZigBee-based IoT networks.

[42] ZigBee Environment
This research designs an IoT sensor that combines two communication modules, ZigBee

and LoRa, to improve energy consumption and performance.

[43] NB-IoT IoT ecosystems
This research designs a prototype NB-IoT network based on open source for IoT in 5G

applications.

[44] NB-IoT IoT ecosystems
This research introduced a scheduling schema to improve the NB-IoT protocol to

enhance performance.

[45] NB-IoT IoT ecosystems
This research presents how to design the physical layer of the NB-IoT device according

to 3GPP.

9Wireless Communications and Mobile Computing



and systems in all layers. In [48], Lins et al. (2021) presented
a complete picture of potential threats as well as solutions
aimed to mitigate attacks on IoT gateways. In [49], Wang
et al. (2018) presented potential risks at the application layer,
including data collection, storage, and data processing in the
cloud of cloud-based IoT systems. Attacks into cloud servers
to gain control or execute tasks to affect autonomous devices
in smart factories and farms. In [50], Hassija et al. (2019)
presented a diverse survey of attacks and security threats
and proposed several architectural solutions to mitigate
attacks on IoT systems.

In our opinion, security is one of the most critical prob-
lems of communication solutions in the IoT 5G network.
This issue will continue to be a research topic timely and
attract both academic and industry researchers in the future.

3.2. Energy Efficiency. Assuming that when IoT applications
in 5G become popular, tens of billions of IoT devices will
operate and transmit data continuously day and night. As
a result, it will consume a huge amount of energy while
energy resource is exhausted day by day. This is not feasible.
Therefore, energy-efficient communication solutions are a
real challenge.

In [51], Popli et al. (2019) presented a comprehensive
survey of energy-saving solutions for IoT systems based on
NB-IoT technology. The survey concluded that NB-IoT
technology would be an essential technology to realize green
IoT networks in the future. In [52], Ding et al. (2019) pre-
sented an optimal scheduling solution based on the multiob-
jective fuzzy algorithm to save energy for IoT networks. In
[53], Al-Kadhim et al. (2019) presented a reliable and saving
energy data transmission solution for cloud-based IoT sys-
tems. The figures demonstrate that the proposed solution
reduced energy consumption by 57% and improved reliabil-
ity by 60% compared to the traditional solution.

In our opinion, energy efficiency can be considered
based on some of the solutions as follows:

(i) Communication technology-based: integration of
smart, flexibly, and low-power communication tech-
nologies such as NB-IoT and ZigBee. In [17], the
authors presented a survey of the energy harvesting
communication technology for autonomously power
IoT devices. This technology promises green energy
in the future

(ii) Trade-off based: In reality, performance and energy-
saving have an antagonistic relationship. Therefore, a
smart, flexible trade-off solution should be considered.
In [54], Couso et al. (2018) proposed a trade-off solu-
tion for inverters to balance energy saving and perfor-
mance for IoT-based smart grid applications

(iii) Cloud-based IoT networks: cloud will continue to be
the backhaul infrastructure for IoT applications due
to its robust storage, computing, and processing
ability. However, cloud services have a high
response time due to the edge computing solutions
that are proposed. Consequently, an intelligent off-
load schema to optimal resource allocation between

cloud and edge servers should be considered. In
[55], Aljanabi et al. (2021) proposed a hybrid fog-
cloud offloading schema to optimal performance
and energy for IoT applications

4. Conclusion

In this study, we introduced the vision, architecture, wireless
communication technologies, and research timelines of IoT
in 5G. Based on the analysis of the core components for
IoT in 5G, we conducted a short survey of low power com-
munication technologies for IoT in 5G. The survey results
showed that the Internet of Things would be the future of
humanities, where all things such as software, systems, and
people are connected through the Internet. The advent of
IoT in 5G led to the formation of a series of applications
serving humanity, such as smart homes, smart cities, smart
agriculture, smart factories, green energy, and IoT systems.
Besides, we have provided a full picture of promising com-
munication technologies for IoT in 5G such as SigFox,
LoRa, Wi-Fi, and LoRaWAN. These solutions are suitable
for the operating characteristics of IoT networks such as large
coverage areas, high energy efficiency, and low energy con-
sumption level, which support a large number of IoT devices.

Moreover, the survey results also point out some
challenges of communication technologies for IoT in 5G,
including (1) privacy and security and (2) saving energy.
In our opinion, the security and saving energy problems of
communication technologies will continue to be exciting
research topics in the future and receive attention from both
academic research and industry. We hope that this study will
play an important role as a guide for future research on com-
munication technologies for IoT applications in 5G.
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On the way to travel, the public expect to get a tourism experience with low cost, convenient travel, and high comfort. At the same
time, they also have different tourism needs such as history and culture, natural landscape, and food shopping. To address the
problem that traditional travel route recommendation algorithms have limited accuracy and only analyze text or pictures
alone, we propose a personalized travel route recommendation algorithm that integrates text and photo information from
travelogues and obtain the historical tourism footprint of tourists by analyzing travel notes. According to the frequency and
cooccurrence of scenic spots in the travel notes and the number of photos taken by each scenic spot, the popularity of scenic
spots and the interest preferences of various types of tourists are analyzed. Under the given starting and ending points or
passing points, the optimal tourism route generation method is designed. Experiments on the real data set of Ctrip Travel
website show that the recommendation accuracy of this algorithm is significantly improved compared with the traditional
algorithm which only uses travel notes text or photos. Compared with the algorithm that only considers the popularity of
interest points or tourists’ interest preferences, the accuracy of the route recommended by the algorithm is improved.
Compared with the algorithm that only considers the cooccurrence of scenic spots or only considers the influence of photos,
this algorithm can obtain a better popularity score of scenic spots. This method integrates the two kinds of information
including picture and text, fully considering the interest of users with high practicability.

1. Introduction

When traveling to an unfamiliar city, users usually select
points of interest (POI) first and then make a travel itinerary
based on their interests and the time [1]. For example, when
a person comes to a new place, he must be interested in vis-
iting the most POIs in the shortest time. Therefore, the rec-
ommendation of tourist attraction is conducive to
promoting the rapid development of tourism.

With the development of information technology, the
Internet is becoming an important source for people to plan
their travels [2]. In the field of tourism, various forms of tourism
temporal and spatial trajectory data have been formed, such as
GPS trajectory, BeiDou navigation information, and check-in
records. These data and a large number of travel experience,

travel photos, and other data shared by users jointly form tour-
ism big data [3].

Scientific travel route planning can not only help trav-
elers formulate their travel routes according to their time
and budget but also improve their travel experience [4].
Based on the problems encountered by current users in
travel planning, tourism route planning came into being.
To get a high-quality solution in travel planning, we need
to consider many factors and establish corresponding evalu-
ation models according to different standards [5, 6]. For
example, Rahimi and Xin further extended the existing work
by studying the periodicity of space and time in user check-
in data and proposed two new recommendation algorithms
[7]. Zhang et al. studied some representative topic model
extraction methods based on the spatial and temporal
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features of short text [8]. Bin et al. proposed a neural multi-
context modeling framework (NMMF) combined with rich
heterogeneous tourism information [9].

When using a single type of user generated content for
tourism route planning, there is often great uncertainty, so
it is difficult to ensure the accuracy of the user trajectory
[10]. Therefore, the comprehensive use of various content
to more accurately mine the user’s historical trajectory has
become the focus of current research [11]. Feng and Qian
studied a new method to help users digest a large number
of available opinions in an easy way [12]. Marrese-Taylor
et al. used a multisource social media integration method
to integrate fragmented tourism information from many
aspects to recommend routes to users [13]. Hu et al. pro-
posed a new framework called scenic planner for travel route
recommendation, including scenic road network modeling
and scenic spot route planning [14].

More and more travelers are posting their travelogues,
including experiences, suggestions, and experiences, to
online social media platforms [15]. Travelogues contain a
large number of unique experiences and reliable travel
advice from different travelers, providing an excellent refer-
ence for travel planners to select their routes [16]. As a
result, some studies today make more accurate and person-
alized travel route recommendations by uncovering graphic
information on travelogues (TGI) and finding out travelers’
preferences, habits, and the popularity of attractions [17].

Lim et al. used the positioning information and shooting
time in the picture to calculate the preference of tourists and
the popularity of scenic spots [18]. Peng et al. recommended
scenic spot areas according to the clustered areas by using
social media pictures [19]. However, they only analyzed the
picture information and ignored the text. Instead, the massive
travel notes released by social media are full of pictures and
texts. Coincidentally, Murphy and Banerjee paid more atten-
tion to the text information in travel notes [20]. Tai et al.
and Lu et al. did not combine user behavior habits, interest
preferences, and route popularity, and the personalization of
route planning results was not high [21, 22]. In addition, based
on privacy protection and other considerations, photos in tra-
velogues often deliberately hide some attribute data [23]. This
paper uses the number of pictures taken by tourists to calcu-
late the tourist preference and scenic spot popularity, supple-
mented by the text description of the travel notes to make
up for the lack of some attribute data. Therefore, the compre-
hensive use of picture and text information can often obtain
more accurate recommendation results [24]. For example,
Arain et al. extracted semantic information of tourist attrac-
tions and user preferences by using photos with geographical
labels and user context information [25]. Huang developed a
heuristic algorithm calculating context similarity, which can
be used in photo data and GPS track [26].

Personalized tourism recommendation is more difficult to
analyze and mine useful information from numerous tourism
data. At present, manymethods havemany deficiencies in rec-
ommendation quality and speed. The POI+TGI model
mainly considers the generated content of users and has signif-
icant advantages in preference extraction and fast route gener-
ation. This paper proposes a personal trip recommendation

based on interest and popularity (PTRIP) algorithm. The
algorithm comprehensively considers the text description
and photo data in online travel notes, uses the cooccurrence
information of scenic spots and the number of photos taken
by tourists for a certain type of POI to calculate the popular-
ity of scenic spots and tourist preference for various scenic
spots, respectively, and, combined with the time cost of tour-
ists conversion between POIs, generates a tourism route
transfer map for tourism route recommendation. Compared
with the original method, this algorithm uses the text and
picture information in the travel notes at the same time, com-
prehensively considers the two factors of tourist preference
and scenic spot popularity, and effectively improves the accu-
racy of recommendation.

2. Basic Definition

This paper uses the orientation problem to return an optimal
travel route for the user, considering the interest preference of
users and the popularity of POI. The personalized recommen-
dation method proposed in this paper incorporates two social
factors: preferences of user in travelogue graphic information
and interpersonal interest similarity [27]. Therefore, we first
introduce the user interest factors. Then, we derive the objec-
tive function of the proposed personalized recommendation
model. Finally, the training method of the model is given. In
the following, we present our definitions and methods in
detail. We takeWuhan, China, as the empirical research object
of this article. This city has many types of scenic spots, such as
natural scenery, urban prosperity, and historical heritage,
which is very attractive.

Let a directed weighted POI transfer graph be G = <V ,
E > , where V is the set of nodes and E is the set of edges.
A node p ∈ V represents a POI, and each p has the category
attribute Catp (e.g., beach and castle), longitude, and lati-
tude. The value on node p represents the score of POIp,
while C denotes the set of all POIs. (ci, popi) is the attribute
of node pi, where ci denotes the category and popi denotes
the popularity. Each directed edge ðpi, pjÞ represents a feasi-
ble route between two POIs, and the weights on the edges
represent the travel time (in h) spent to visit the two POIs
consecutively. An example of a POI transfer map is shown
in Figure 1. Each p represents a scenic spot in Wuhan. The
specific digital source and path analysis will be described in
the next chapter.

Definition 1. Given a visitor t, its POI preferences of category
ci can be expressed as Equation (1).

Int tð Þ = <Int t, c1ð Þ, Int t, c2ð Þ,⋯, Int t, c Cj j
� �

> : ð1Þ

Definition 2. The time from pi to pj is defined as Equation
(2).

T travel pi, pj
� �

=
Dist pi, pj

� �
speed : ð2Þ
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Distðpi, pjÞ denotes the distance between pi to pj. Its
value is the actual distance recorded by Gaode Map. Gener-
ally, the bus and self-driving tours are greatly affected by
traffic conditions, while the walking time of tourists is within
the predictable range. Therefore, this paper uses the walking
time between POIs as the travel time and takes speed = 5
km/h.

Definition 3. Given a user u and the set of POIs he/she has
visited, Su defines his/her historical travel footprint in chro-
nological order, as in Equation (3).

Su = p1, tap1, tdp1
� �

, p2, tap2, tdp2
� �

,⋯, pn, tapn, tdpn
� �� �

: ð3Þ

Each triplet (px, tapx, tdpx) consists of three elements: the

arrival time tapx at px and the departure time tdpx from px.
The first photo taken by the user at each POI is the arrival
time, and the last photo is the departure time. Thus, the visit
time of u at px (i.e., the stay time) can be defined by the dif-
ference between tapx and tdpx . Similarly, for the travel sequence

Su, t
a
px and tdpx represent the start and end time, respectively.

Simplicity, we put Su as Su = ðp1,⋯, pnÞ.

Definition 4. The POI scores in this paper are obtained by
combining attraction popularity and visitor preferences by
weighting. The score of POIpi for ci is defined in Equation (4).

score pið Þ = α∙Int t, cið Þ + 1 − αð Þpopi, ð4Þ

where α is a weight adjustment parameter to adjust the weight
of preference and the popularity of POI in the tour route?

Definition 5. Given a tourist t, the total number of route
attractions n and the set of POI scores, the visitor gain is
defined as Equation (5).

profit tð Þ = ∑n
i=1score pið Þ

∑n−1
i=1 ∑

n
j=2T

travel pi, pj
� � : ð5Þ

3. Recommendation Method

3.1. Method Framework. The travel route recommendation
algorithm proposed in this paper is divided into data prepro-
cessing, POI mode, association graph construction, and
tourist interest preference learning and route recommenda-
tion. The POI transfer graph is constructed offline and learns
interest preferences of tourists. The POI and the interest
preferences of tourists are obtained by analyzing the cooc-
currence information of attractions and photo data in the
travelogue. The route recommendation is conducted online.
Based on the personal information entered by tourists, the
number of expected attractions and the designated tour
points, the PTRIP algorithm is used to recommend the
routes with the highest benefits to tourists, considering the
POI popularity and tourists’ preferences. The detailed
framework is shown in Figure 2. The basis for tourist itiner-
ary recommendations mainly comes from visitor informa-
tion, design tour sites, budget number of attractions, and
profit of route. The first three bases mainly refer to the sub-
jective will of the referee; the last basis is the problem to be
solved by the algorithm proposed in this paper. Route profit
is calculated by popularity of POI and visitor preference, and
the two indicators have their weights. Moreover, the POI
mode is the most important part in the travel itinerary rec-
ommendation model.

3.2. Construct the POI Transfer Graph. The POI transfer
graph is constructed offline. Treating all POIs as nodes on
the way, the travel routes can be generated by visiting the
directed edges in the graph consecutively.

(1) Map the photo

The web travelogues shared by tourists contain textual
description information such as travel routes, travel feelings,
and their photos taken at each attraction. The travelogue
number and tourist number can be extracted from them.
The structure of the photo data shared by the user conclude
Photo ID, User ID, Time, Longitude, Latitude, and Category.
Based on the longitude and latitude of each photo, the dis-
tance of each POI can be calculated by using Formula
Haversine. If the result is less than 200 meters, it is assumed
that the photo is taken at this POI. And the list of POI is
St = ðp1, p2,⋯, pnÞ. Meanwhile, the time cost of inter-POI
transition can be calculated in walking mode.

(2) The popularity of POI

The popularity of POI is calculated by combining the
number of photos in the historical travelogues shared by vis-
itors and the cooccurrence information of attractions by
weighting, as in Equation (6).

pop pð Þ = β∙
N pð Þ
Nmax

+ 1 − βð Þ∙ F pð Þ
Fmax

: ð6Þ

In Equation (6), NðpÞ is the number of photos taken by
visitors to POIp; Nmax is the maximum number of photos
taken by visitors to POIp; FðpÞ is the number of times
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Figure 1: An example of POI transfer graph.
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POIp was mentioned in the travelogue; Fmax is the maximum
number of times POIp was mentioned in the travelogue.

3.3. Interest Preferences of Tourists.We propose a time-based
user interest preference from the historical travel footprint of
users. When one visits a POI, he stays there for a certain
amount of time. From the historical travel footprints of all
users, the visit time (i.e., stay time) of each user at each
POI is calculated according to Definition 4, so that the aver-
age time required for any user to visit POI can be calculated.
In this paper, �VðpÞ is the average visit time at POIp for any
user, as Equation (7).

�V pð Þ = 1
n
〠
u∈U

〠
px∈Sx

tdpx − tapx

� �
σ px = pð Þ;∀p ∈ P: ð7Þ

In Equation (7), U is all users, n is the number of users

accessing p, and σðpx = pÞ = 1, px = p

0, else
:

(

The average access time of a user at each POI does not
truly reflect his interest preference for the POI. Therefore, we
propose a time-based interest preference. The preference of
user for the category attribute of POI is given by Equation (8):

Int tð Þ = 〠
u∈U

tdpx − tapx
�V pxð Þ σ Catpx = c

� �
;∀c ∈ C: ð8Þ

In Equation (6), Catp is the category attribute, and σð

Catpx = cÞ = 1, catpx = c

0, esle

(
.

Equation (8) determines the interest of user in category
attribute of a particular POI. Relative to the average access

time of all users at the same POI, it is calculated based on
the time cost by the user at each POI with category attribute.
In other words, a user may spend more time visiting the POI
that he is interested in, which in turn determines the interest
of users in such POIs.

3.4. PTRIP Algorithm. Orienteering problem (OP) has
already widely used in travel route recommendation. In a
directed band power diagram G ðV , EÞ, V is the set of all
points on the graph, and E is the set of all edges on the
graph. Each point has a corresponding score which can be
expressed as a gain. And each edge has a corresponding
weight which represents the travel time between two points.
The start and end points are specified, and some points are
selected from diagram G, and a path is planned through
these points and the specified start and end points, while
maximizing the score under the condition that the total
weight of the path does not exceed a certain time budget.

In this paper, we propose the PTIR route recommenda-
tion algorithm based on the TGI and POI. PTIR can provide
a route with the highest score and satisfied time budget, i.e.,
R = fp1, p2,⋯, pNg. Time budget is calculated by function
Costðpx, pyÞ = Tðpx, pyÞ �VðpyÞ. From this, it follows that the
travel route recommendation model in this paper can be
expressed integer programming problem satisfying multiple
constraints:

Max 〠
N−1

i=2
〠
N

j=2
xi,j profit pið Þ: ð9Þ

In Equation (9), xi,j = 1 indicates the route from i to j,
i.e., (pi, pj), or xi,j = 0.

〠
N

j=1
x1,j = 〠

N−1

i=1
xi,N = 1, ð10Þ

Data 
pre-processing

Travelogue

Attractions information

Visitor information

Recommend best travel routes

Data
pre-processing

POI mode

Attractions Co-present, photo information

Mapping of POI Statistics visitor
pictures

Dig POI and sequence

Generate POI transfer
map

Calculate Visitor
preferences

Design tour sites

Budget number of
attractions

Calculate scores and earnings

Figure 2: Framework for travel itinerary recommendations.
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〠
N

j=2
xk,j = 〠

N−1

i=1
xi,k ≤ 1;∀k = 2, 3,⋯,N − 1, ð11Þ

〠
N−1

i=1
〠
N

j=2
Cost i, jð Þxi,j ≤ B, ð12Þ

2 ≤ ui ≤N , ð13Þ

ui − uj + 1 ≤ N − 1ð Þ 1 − xi,j
� �

;∀i, j = 2, 3,⋯,N: ð14Þ
Equation (9) is the objective function that maximizes the

POI popularity and user interest preferences in the recom-
mended route. Equations (10)–(14) are constraints. Equa-
tion (10) ensures that the starts at p1 and ends at pn;
Equation (11) ensures that the itinerary is coherent and that
each POI in the itinerary is visited only once; Equation (12)
ensures that the time spent on the trip is within budget;
Equation (13) and Equation (14) ensure that there are no
subcircuit routes in this integer programming problem.
The lpsolve (BERKELAAR M, 2004) linear programming
package is used to solve the proposed integer programming
problem.

To explain the algorithm, we take Figure 1 for example
and give set P = fp1, p2, p3, p4, p5, p6, p7g, as in Table 1.
Given a tourist t1 and the set of POIs, he has vis-
ited St1 = fp1, p2g. The POIs visited by tourist t1and the
number of photos at each POI are shown in Table 2. The
average number of photos at each POI calculated from
Equation (5) based on historical tourist data is shown in
Table 3, and the popularity of each POI calculated from
Equation (4) is shown in Table 4. The time cost required
for a visitor t1 to transfer between POIs and the rating value
of each POI are represented by the values of the directed
edges and the values of the nodes in Figure 1.

We assume that p4 is a mandatory site for tourists to visit
and plan to go to 4 attractions. The amount of interest pref-
erence can be calculated by Equation (8). The result is Intð
t1Þ =<2.8,2.67,0,0,0>, and from this, we can get 13 routes
based on PTRIP algorithm, as shown in Table 5.

And the benefits of seven routes are calculated by Equa-
tion (5). The results are the following: proðR1Þ = 0:89, pro
ðR2Þ = 0:86, proðR3Þ = 0:53, proðR4Þ = 0:52, proðR5Þ = 0:64,
proðR6Þ = 0:49, proðR7Þ = 0:48, proðR8Þ = 0:64, proðR9Þ =
0:49, proðR10Þ = 0:70, proðR11Þ = 0:19, proðR12Þ = 0:18
proðR13Þ = 0:17. Finally, the R1 route that has the highest
profit may be recommended to visitor t1, i.e., Yellow
Crane Tower, Riverbank Park, Wuhan University, and
Tumultuan Lin. Combined with the reality of tourism
websites, this route is adopted more frequently, which pre-
liminarily proves the effectiveness of the algorithm.

4. Experimental Results and Analysis

4.1. Experimental Data. In this paper, we use 2,638 travelo-
gues obtained from the Ctrip Travel website with “Wuhan”
as the keyword as the experimental dataset. After data pre-
processing, the dataset contains two main aspects: 116,396
photos of Wuhan and its surrounding areas, including the

number of the travelogue to which the photos belong and
the location where they were taken, and the cooccurrence
statistics of 168 POIs in the travelogue, as well as 5,238 his-
torical single-day travel routes and the actual distance infor-
mation between the connected POIs in the routes. This
experiment uses the leave-one-out cross-validation method
commonly used in recommendation system validation to
experimentally validate the algorithm, which loops the
records in the specified dataset as the test set or training
set, respectively, and calculates the predicted conclusions of
each loop in a comprehensive manner to derive the mea-
surement index.

Table 1: The properties of POI.

POI Category properties

Yellow Crane Tower (p1) Ancient ruins and buildings (c1)

Riverbank Park (p2) Natural scenery (c2)

Guiyuan Buddhist Temple (p3) Folk religion (c3)

Wuhan University (p4) Humanities, academia (c4)

Tumultuan Lin (p5) Bussiness, street(c5)

Hubu Lane (p6) Ancient ruins and buildings (c1)

East Lake (p7) Natural scenery (c2)

Table 2: The visited POI of t1:

POI Number of photos

P1 35

P2 20

Table 3: Average photos of POI.

POI Average photos

p1 12.5

p2 7.5

p3 4.5

p4 13.8

p5 6.3

p6 11.7

p7 8.2

Table 4: The popularity of POI.

POI pop pð Þ
p1 1.00

p2 0.87

p3 1.00

p4 1.00

p5 1.00

p6 0.93

p7 1.00
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4.2. Algorithm Accuracy Analysis. The accuracy of recom-
mendation is the most basic metric for evaluating algo-
rithms. In this paper, the precision and recall are used as
the criteria to measure the algorithm performance. The cal-
culation formulas are as Equations (15) and (16).

precision = Pr ∩ Pvj j
Prj j , ð15Þ

recall = Pr ∩ Pvj j
Pvj j : ð16Þ

Precision represents the probability that a user is inter-
ested in the recommended route, and the recall represents
the probability that one preferred POI is recommended,
and the higher the precision and recall, the better the recom-
mendation. Pr represents the set of POIs in the recom-
mended route, and Pv represents the set of POIs in the real
travel sequence that the user has visited. To better verify
the recommendation quality of the algorithm in this paper,
the metrics Fm are introduced, as Equation (17).

Fm = 2 × precision × recall
precision + recall : ð17Þ

The value of α is used to determine the weight assign-
ment of visitor interest preferences and POI popularity when
calculating route profit. For a given number of tour points
and a specified number of tour points, the effect of α on
the recommendation accuracy is shown in Figure 3.

When α = 0, the weight of popðpÞ is 1, and the recom-
mendation of visitor route is just based on the popularity
of POIs. When α = 1, the weight of Intð t, ci Þ is 1, and the
recommendation of visitor route is just based on the interest
preferences of tourists. As shown in Figure 4, the accuracy of
route recommendation tends to increase and then decrease
with the increase of α. It shows that the recommendation

effect of considering popularity of POI and visitor preference
is better than that of considering only one of them, and the
best recommendation result is achieved when α = 0:7.

The value of β is used to determine the weight distribu-
tion between the number of photos and the cooccurrence
information of attractions when calculating POI popularity.
In the case of route recommendation using POI popularity
only, the effect of β value on the accuracy of route recom-
mendation is shown in Figure 4, given the number of attrac-
tions visited and the specified tour points.

When β = 0, the weight of IntðtÞ is 1, calculation of POI
popularity based only on the cooccurrence data of attrac-
tions in travelogues. When α = 1, the weight of Intð t, ci Þ is
1, calculation of POI popularity based only on the number
of photos in the historical travelogues shared. As shown in
Figure 4, the accuracy of route recommendation fluctuates
with the variation of β. The lowest values at both ends of
the curve, which means the popularity of POI calculated by
considering the cooccurrence of attractions and the number
of photos in the travelogue is more accurate. And the best
recommendation result is achieved when β = 0:2.

Comparing the analysis of Figures 3 and 4, it is found
that β has a small effect on the accuracy, fluctuating in the
range of 1%, while the change of α makes the accuracy fluc-
tuate in the range of 10%. From this, we can find that the cal-
culation of POI popularity is related to the number of photos
and photo cooccurrence information, but the weight

Table 5: Initial recommended route of Wuhan.

Route POI passed

R1 p1, p2, p4, p5f g
R2 p1, p2, p4, p6f g
R3 p1, p3, p4, p5f g
R4 p1, p3, p4, p6f g
R5 p1, p4, p5, p6f g
R6 p1, p4, p5, p7f g
R7 p1, p4, p6, p7f g
R8 p2, p4, p5, p6f g
R9 p2, p4, p5, p7f g
R10 p2, p4, p6, p7f g
R11 p3, p4, p5, p6f g
R12 p3, p4, p5, p7f g
R13 p3, p4, p6, p7f g
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Figure 3: The effect of α on the recommendation accuracy.

Fm

13.10

13.20

13.30

13.40

13.50

13.60

13.70

13.80

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Fm
 (%

)

𝛽 value

Figure 4: The effect of β on the recommendation accuracy.

6 Wireless Communications and Mobile Computing



between them is not very important. The focus of the recom-
mended route is on the subjective will of the tourists, so per-
sonalized customization is the future development direction
of customized travel routes.

To verify the effectiveness of the PTIR algorithm, this
paper uses the traditional travel route recommendation algo-
rithm as a control, in which the recommendation algorithm
considering only POI popularity and the recommendation
algorithm considering only user interest preference are used
as the metric, respectively. Under different time budgets B,
the traditional algorithm is compared with PTIR, a travel
route recommendation algorithm based on POI popularity
and user interest preferences, and the experimental results
are shown in Figures 5 and 6.

Figure 5 shows the difference in precision between the
PTIR algorithm and the traditional algorithm. The precision
of PTIR algorithm is much higher than algorithms that only
consider user interest or only consider POI popularity.
Figure 6 shows the difference in recall between the PTIR
algorithm and the traditional algorithm. The recall of PTIR
algorithm has the same situation with recall rate indicator.
Among them, the accuracy and recall accuracy of the algo-
rithm considering user interest are higher than the POI pop-

ularity only. One of the influencing factors is that both the
algorithm PTIR and the algorithm that considers only the
user’s interest consider the user’s interest because users pre-
fer to visit places that interest them. The high accuracy and
high recall of algorithm PTIR indicate that the algorithm
proposed in this paper can recommend routes that reflect
real travel sequences of users more accurately. It shows that
when recommending travel itineraries to tourists, they
should be guided by interests of users.

Overall, the precision increases with the increase of time
budget, while the recall rate is the opposite. There are large
uncertainties in the process of personalized tourism recom-
mendation. In addition to the popularity of POI and prefer-
ence of visitor, it is also necessary to consider time budget of
them. By controlling the time budget and comprehensively
considering the accuracy and recall of the algorithm, the
time budget point corresponding to the best experimental
result can be found. Then, while planning the tourist route
for tourists, it is suggested to travel time.

5. Conclusion

To improve the accuracy of travel route recommendation
and make comprehensive use of the graphic information in
travel notes, this paper proposes a personalized route recom-
mendation algorithm PTRIP.

Firstly, the algorithm uses the scenic spot cooccurrence
information and photo data shared in the online travel notes
to calculate the POI popularity and tourists’ interest prefer-
ences and then comprehensively uses the above information
to construct a personalized travel route recommendation
framework to recommend the optimal travel route to
tourists.

Finally, the experimental verification is carried out by
using the real data set shared on the Ctrip Travel website.
It is proved that the recommendation accuracy of the PTRIP
algorithm proposed in this paper is significantly higher than
that of the traditional recommendation algorithm which
only uses the cooccurrence information of text scenic spots
and also higher than that of the original algorithm which
only uses the photo information of tourists.

The accuracy of PTRIP algorithm is much higher than
the traditional algorithm considering only the popularity of
POI. It is also better than the traditional algorithm that only
considers tourists’ preferences. Moreover, the comprehen-
sive use of graphic information in travel notes can maximize
the use of the information recorded in travel notes on the
one hand and make up for the incomplete basic attributes
of tourist photos caused by privacy and other reasons [28].
The POI popularity score quality calculated by PTRIP algo-
rithm is also higher than the traditional algorithm consider-
ing text or picture alone. Experiments show that PTRIP
algorithm can effectively make comprehensive use of the
graphic information of Travel Notes published in social
media to make more accurate personalized travel route
recommendation.

The proposal of global tourism, smart tourism, and other
strategies and the proliferation of user shared content have
not only brought opportunities but also greater challenges
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to tourism route planning. The planning method based on
user generated content is not perfect. In real life, tourists
may have multiple tourism needs to be optimized at the
same time. How to efficiently solve the multiobjective opti-
mization problem of personalized tourism route recommen-
dation will be the next research direction.
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The labeled dataset used to support the findings of this study
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Accurate and fast recognition of license plates is one of the most important challenges in the field of license plate recognition
systems. Due to the high frame rate of surveillance cameras, old license plate recognition systems cannot be used in real-time
applications. On the other hand, the presence of natural and artificial noise and different light and weather conditions make
the detection and recognition process of these systems challenging. In this paper, an end-to-end method for efficiently
detecting and recognizing plates is presented. In the proposed method, vehicles are first detected using a single-shot detector-
(SSD-) based deep learning model in the video frames and the input images. This will increase the speed and accuracy in
identifying the location of the plate in the given images. Then, the location of the plate is identified using the proposed
architecture based on convolutional networks. Finally, using a deep convolutional network and long short-term memory
(LSTM), the characters related to the plate are recognized. An advantage of our method is that the proposed deep network is
trained using different images with different qualities that leads to high performance in detecting and recognizing plates. Also,
considering that in the proposed method the vehicles are first detected and then the plate is detected in the vehicle image,
there is no limit in the number of identified plates. Moreover, plate detection in the vehicle rectangle, instead of the whole
frame, speeds up our method. The proposed method is evaluated using several databases. The first part of the evaluation
focuses on robustness and recognition speed. The proposed method has the accuracy of 100% for vehicle detection, 100% for
plate detection, and 99.37% for character recognition. In the second part of evaluation, the proposed method is evaluated in
terms of overall speed. The experimental results witness that the proposed method is capable of processing 30 frames per
second without losing any data and also outperforms several methods proposed in recent years, in terms of time and accuracy.

1. Introduction

Due to the increasing number of vehicles, manually control-
ling and monitoring traffic is time-consuming, costly, inac-
curate, and sometimes impossible. This makes automatic
vehicle plate recognition a recurrent research topic. Since
the plate is the unique ID of vehicles, several prominent
applications are found for automatic plate recognition,
including traffic control, driving offence detection, vehicle
speed estimation, self-driving vehicles, and surveillance [1].
To this end, many cameras are installed in cities, roads,

highways, borders, parking lots, and protected areas for bet-
ter and more accurate control of vehicles. These cameras are
constantly monitoring the images of passing vehicles. Vehi-
cles and their plates cannot be detected and recognized with-
out processing and analyzing these images.

There is a need for a system based on image processing
and machine learning to detect vehicles and extract other
information such as plate number [2]. In vehicle plate detec-
tion and recognition systems, the quality of the input images
has a direct impact on the result accuracy and processing
speed. Many parameters are influential in the quality of the
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captured images including environmental and weather con-
ditions such as light projection angle, light intensity, rainfall,
fog, dust, humidity, dark, glare, occluded, rainy, snowy,
tilted, or blurred scenarios.

There are other concerns in automatic plate recognition
systems, including different plate alignments on vehicles,
size, plate aspect ratio, various shapes of plates, various
angles of camera placement, too low or too high lighting,
presence of several plates in the image, various plate back-
ground colors, excessive plate dirtiness, and various arrange-
ments of letters and numbers in plates [3, 4]. As shown in
Figure 1, a vehicle plate detection and recognition system
consists of the three main steps: (i) plate detection, (ii) seg-
mentation of characters in the plate, and (iii) character rec-
ognition [5].

The most important and challenging step is plate detec-
tion. If plates are not detected properly, the subsequent steps
will not work as expected and the final result will be entirely
wrong.

There have been many attempts to efficiently detect
plates. In order to make this step more efficient, a phase of
preprocessing is performed to denoise and improve image
quality. The location of the plates is then identified in the
input image. According to the previous studies on plate
detection, existing approaches fall in five categories: edge-
based methods, color-based methods, texture analysis
methods, methods based on image global features, and
hybrid methods. Different methods of image processing
and machine vision have been used in each of these catego-
ries [6–11]. In the next step, plate segmentation is per-
formed. In this step, the detected plate image is first
converted to a binary image. Then, based on methods such
as morphology [12], connected component analysis algo-
rithm [13], and histogram-based methods, the parts related
to characters are separated. The problem with this step is
that most binarization methods have acceptable results only
for clean plates. Using these methods on dirty plates leads to
huge data loss. More precisely, some character parts of the
plate may not be recognized as characters or some nonchar-
acter parts may be recognized as characters. As can be seen
in Figure 2, some noncharacter parts are considered as
characters.

The next step in plate recognition systems is character
recognition. This step is divided into two phases. In the first
phase, different features are extracted from the segmented
parts of the previous step. Then, the training of machine
learning models is done based on the extracted features. In
the feature extraction phase, various methods are proposed
including active regions [14], HOG [15], horizontal and ver-
tical mapping [16], and multiclass AdaBoost methods [17].
Some algorithms use key points locating methods such as
SIFT [18] and SURF [19]. After creating the feature vector,
classification is done for each section. In various works, arti-
ficial neural networks, support vector machine, Bayesian
classifier, K nearest neighbor, etc. have been used for charac-
ter recognition [20, 21]. Extracted features can be numerous
and not all of them are useful for classification purposes. In
other words, some features are redundant and irrelevant.
The existence of large number of features makes the

machine learning models prone to overfitting. To address
this problem, feature selection and dimension reduction
are performed in some works.

Nowadays, due to the massive production of labeled data
in different phases and increasing computing power, the use
of deep learning methods has received considerable atten-
tion. Some works propose end-to-end methods for plate
detection and recognition. In these works, only one or two
of these steps are performed using deep learning methods
due to lack of required data to train the deep learning model.

Gou et al. [22] proposed a method based on character-
specific extremal regions and hybrid discriminative
restricted Boltzmann machines (HDRBMs). Vertical edge
detection, morphological operators, and different evalua-
tions have been used for top-hat transfer plate detection.
Specific character regions are identified as candidate regions
for plate characters. Then, a trained model of HDRBM is
used for character recognition. Their proposed method is
resistant to changes in light intensity and weather
conditions.

Wang et al. [23] proposed a multifunctional convolu-
tional neural network (CNN) to detect and recognize Chi-
nese vehicle plates with better accuracy and lower
computational cost. In their proposed method, the detection
network consists of three layers (P-Net, R-Net, and O-Net)
and also a fully connected layer. The output of this part is
the input of the detection network. In this part, the features
are normalized and then the plate characters are recognized
using a CNN. Wen-bin et al. [24] used an improved convo-
lutional recurrent neural network to recognize Chinese
plates. In this method, deep CNNs, recurrent neural net-
works (RNNs), spatial transformer networks, and connec-
tionist temporal classification model are combined. In this
method, there is no need for plate segmentation that causes
erroneous plate detection.

Li et al. [25] proposed a plate recognition method that is
a combination based on deep neural networks. In this
method, recurrent neural networks with LSTM were used
for plate feature extraction. The extracted sequence features
in this part are given to a 37-class CNN for character detec-
tion. The advantage of using this method is that there is no
need for plate segmentation.

The differences between the character features in terms
of width, height, distance, and presence of noise such as
heavy shadows, uneven light, different optical geometries,
and poor contrast are challenging in plate recognition sys-
tems. Bulan et al. [26] used a two-stage classification method
plate detection. For this purpose, the plate candidate points
are first classified using a weak classifier, and then, the plate
main points are detected using a strong classifier based on
deep convolutional networks. After that, using the ALexnet
architecture, features are extracted from the regions
extracted from the previous step, and using support vector
machine classification, the character detection is done based
on the features obtained from the previous step.

In [27], an end-to-end method is proposed to detect and
recognize vehicle plates. In this method, features are first
extracted from the input image using CNNs. Plate regions
are then identified based on the deep recurrent network.
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After that, the plate characters are recognized using convolu-
tional and recurrent networks. Performing these steps makes
the model to perform with acceptable speed.

In [28], fully convolutional networks are combined with
a broad learning system. A fully convolutional network,
which has been designed as a two-stage classification
method at the pixel level, is used to detect objects by com-
bining multiscale and hierarchical features. The AdaBoost
cascade classifier was used to classify characters, and an
extensive learning system was used to recognize characters.

Chen et al. [29] proposed a method based on CNNs for
plate detection. In this method, an end-to-end network is
proposed that simultaneously detects vehicles and plates.
Different convolutional layers have been used in this
method. Gao et al. [30] proposed an end-to-end network
for plate detection and recognition based on encoder and
decoder. The efficiency of traditional plate detection
methods is affected by several factors including light inten-
sity, shadow, and complex background. Using deep learning
methods, plate recognition algorithms can extract deep fea-
tures and improve the plate detection and recognition
rate [31].

An efficient shared adversarial training network has been
proposed for plate detection in [32]. This model can learn
environment independent semantic features without per-
spective from real plates using prior knowledge of standard
plates.

Authors in [33–35] considered using YOLO3 architec-
ture for plate detection and recognition. In [33], YOLO3 is
used for Brazilian plate detection and a three-layer convolu-
tional network is used for character recognition. Authors in
[34] used a two-stage convolutional layer in YOLO3 archi-
tecture in order to extract temporal features from plates
and to reduce false positive detection rate. Authors in [35]
used seven convolutional layers for plate detection and char-
acter recognition.

In the current paper, due to the massive production of
labeled data in different parts, an end-to-end method for
plate detection and recognition is proposed. Vehicles are
first detected using the SSD-based deep learning model in
the video frames and the input images. This increases the

speed and accuracy in identifying the location of the plate
in the given image. Vehicle detection in the proposed
method makes it suitable for smart transportation systems.
In this mode, traffic volume measurement can be done based
on vehicle detection. Moreover, vehicle movement direction
and speed and also stopped vehicles in highways can be
detected. In the next step, the location of the plate is identi-
fied using the proposed architecture based on convolutional
networks. Finally, the characters related to the plate are
detected and recognized using the deep convolutional net-
work and LSTM.

An advantage of our approach is that the proposed deep
network is trained with different images with different qual-
ities that leads to high performance in detecting and recog-
nizing plates. Apart from that, the vehicles are first
detected and then the plates are detected in the vehicle
images, instead of the whole image that speeds up our
method. Moreover, there is no limit in the number of iden-
tified plates.

In real-time systems, analysis is performed on video
frames captured by monitoring cameras. These cameras cap-
ture between 30 and 90 frames per second. Conventional
systems can process 1 to 2 frames per second, while the pro-
posed method is capable of processing 30 frames per second
without losing any data. The rest of this paper is organized
as follows. Section 2 presents the proposed method and
describes its architecture in detail. Section 3 describes the
experimental evaluation and compares the proposed method
to other methods. Finally, Section 4 concludes the paper.

2. Proposed Method

Most of plate recognition methods fail to detect all the plates
when there are many of them in the frame being processed.
This makes these methods inapplicable for real-time situa-
tions when there can be many plates in every frame and
the response time is limited. To address this issue, an SSD
architecture is used in the proposed approach to make the
processing speed fast enough for real-time plate recognition.
In the proposed method, first vehicles are detected. Then,
based on the deep learning architecture, in two phases, plates

Preprocessing
denoising

binarization
improving

Plate detection Plate segmentation Character recognition

Figure 1: General steps of the vehicle plate recognition and detection system.

Binary plate Selected contours Segmented parts and contours

Figure 2: General steps of the vehicle plate recognition and detection system.
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are first detected and then the text of the plates are extracted
using a deep network with convolutional layers and recur-
rent layers. The proposed method is an end-to-end method
that detects vehicles and plates simultaneously and recog-
nizes the plates. The following sections explain different
steps of this method.

2.1. Vehicle Detection. In order to achieve a better detection
rate in real-time applications, it is better to start the process
with vehicle detection. Conventional systems based on deep
learning look for plate in the whole frame. Since plates com-
pose a very small part of a frame, this process makes the
existing approach slow. In the proposed method, vehicles
are first detected in order to avoid processing of the parts
of the frame that are unrelated to vehicles. This step elimi-
nates a great deal of unnecessary processing effort and there-
fore speeds up the overall process. Vehicle detection is done
using a deep network composed of several convolutional
layers.

Vehicle detection is done based on the high-level fea-
tures that are extracted by the designed convolutional net-
work. In fact, the proposed method combines low-level
featured in primary convolutional layer and high-level fea-
tures extracted by convolutional and recurrent network to
detect vehicles. Moreover, several layers are used for various
feature extractions from input images. Since the kernels in
various layers vary in size, features are extracted with differ-
ent details. This helps to have images with different details
and to extract relevant and discriminant features. Figure 3
depicts the proposed architecture for vehicle detection.

In [36], we proposed a practical method that produces
data for various phases of Iranian plate recognition system.
Using deep learning methods requires sufficient data for
training models. Due to the lack of data for Iranian plate rec-
ognition, the current paper uses the proposed approach
in [36].

In the proposed architecture, a model based on VGG16
is used for vehicle detection, that is followed by convolu-
tional layers. These layers decrease in size as we move for-
ward such that we are able to detect vehicles with different
sizes. Each layer extracts a different high-level feature from
vehicle for vehicle detection.

In the proposed model, training objective is derived from
the multibox objective [37, 38] but is extended to handle
multiple object categories. Let xpi,j = f0, 1g be an indicator
for matching the i-th default box to the j-th ground truth
box of category p. In the matching strategy above, we can

have ∑ix
p
i,j > 1. Equation (1) presents the overall objective

loss function is a weighted sum of the localization loss
(loc) and the confidence loss, where N is the number of
matched default boxes.

L x, c, l, gð Þ = 1
N

Lconf x, cð Þ + αLloc x, l, gð Þð Þ: ð1Þ

If N = 0, the loss is set to 0. The localization loss is a
smooth L1 loss [33] between the predicted box (l) and the
ground truth box (g) parameters. The weight term α is set
to 1 by cross validation.

2.2. Plate Detection. Most of plate images are noisy due to
environmental conditions. Using Gaussian filter is a com-
mon way to address this issue. Gaussian filter is used as a
preprocessing step in image processing and is a linear filter
that smooths and removes noise. The first activity in this
step is to improve quality of the vehicle image using Gauss-
ian filter. Then, a deep convolutional network-based method
is proposed in order to detect the plate location. Figure 4
shows the proposed architecture for plate detection. The
input resolutions in deep network are 320 × 320, 416 × 416,
and other multiples of 32. Therefore, the input vehicle image
is resized to a 1 : 1 square, in the proposed method. Deep
network preserves the aspect ratio of the images, and if the
input image is not in a square shape, it automatically adds
black bars to conform to a square shape.

In the proposed method, 416 × 416 resolution is used
for plate detection. Plate detection works the best using
this value, which is obtained from several experiments
on the size of Iranian vehicles. Deep architecture of pro-
posed method performs segmentation of size M ×M,
where M is the size of window that can have different
values. Two parameters should be given in prior for plate
detection process: N that is the number of bounding boxes
and S that is the confidence score for each bounding box
and determines whether there is an object inside the box
or the probability of its existence. We should calculate
evaluation metric such as the Intersection over Union
(IoU) to compare predicted bounding boxes and the
dimensions and location of ground truth, to measure the
S parameter. The IoU is computed as shown in Equation
(2), where X and Y are the two bounding boxes. Higher
values for IoU indicate that the two bounding boxes have
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Figure 3: The deep architecture used in the proposed method for vehicle detection.
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a similar location and dimension, to a large extent.

IoU X, Yð Þ = Area of overlap X, Yð Þ
Area of union X, Yð Þ : ð2Þ

For the sake of better performance, other parameters
such as confidence threshold and anchors are constant

based on the default setting. There are special features that
are extracted by the deep architecture of the proposed
method. These features include maximum and minimum
length and height, maximum and minimum number of
pixels, and area. Spall plates with unusual resolution are
ignored in the proposed architecture. Classification is done
in the late stage of process. Those objects that have plate
features are classified as plate and are ignored otherwise.
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Figure 5: The deep architecture used in the proposed method for character recognition.
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Figure 4: The deep architecture used in the proposed method for plate detection.
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2.3. Character Recognition. Character detection and recogni-
tion is one of the most important steps in plate recognition.
In this paper, a method based on convolutional and recur-
rent networks is used for plate detection. LSTM architecture
is very efficient here due to the fact that characters in Iranian
plates follow a specific pattern. This method is fast enough
for real-time applications since plate images enter to the net-
work, and in the end, characters are recognized.

Unlike classic methods, this method does not require
separate stages of segmentation, feature extraction, and clas-
sification. Figure 5 depicts the proposed deep architecture
for plate detection that contains convolutional and recurrent
layers. The network configuration used in our experiments is
summarized in Table 1. The main advantage of the proposed
architecture is that it only requires plate images and their
label sequences and there is no need for plate segmentation.
Moreover, various features must be extracted from plate for
classifying characters to 37 possible classes. Convolutional
networks help to extract these discriminant features. Fea-
tures extracted from plates using CNN enter LSTM net-
works. Using LTSM units in RNN is very useful since
characters and digits have a special order in Iranian plates.
In this method, features are extracted from plate image
based on shape and sequence using convolutional layers.
These features are used as the input of recurrent layers in
the end part of network. These layers consider all the
sequence record. LSTM units are used that contain memory
cells and gates instead of RNN units, in order to avoid gradi-
ent vanishing. In this stage, characters are classified in 37
classes by the network. These classes include 10 digits (0 to
9) and 24 characters that are shown in Table 2. There is also
a special character for disabled drivers. In this kind of plates,
an image of a wheelchair replaces a Persian character. More-
over, there are two English characters, S and D, that are used
for special purposes. It is worthy to mention that scarcity of
plates with special characters prevents training networks
with these characters. To address this issue, we used deep
networks to produce plates with these special characters.
Samples of these plates are shown in Figure 6. This paper
also proposes a method based on generative adversarial net-
works (GAN) to produce plate images with different quali-
ties. Existing data is used to train the network in the
proposed method; then, this trained network is used to pro-
duce various plate images.

3. Experimental Results

Since the proposed method is based on deep learning, there
is a need for a large volume of data that are labeled in various
phases. To this end, data are gathered from many cameras in
streets and highways during several days and nights under
various illumination and weather conditions. There are over
four million frames, and each of which contains several, one,
or no vehicle.

Classic methods are used for labeling data in vehicle
detection, plate detection, and plate recognition process.
The proposed model is trained using these frames that are
labeled for vehicle detection. Three million frames are used
for plate detection and recognition. Images have various illu-

mination, shadow, reflection, weather conditions, and quali-
ties in order to better train the model. It is worthy to
mention that all hyperparameters are chosen based on
numerous random search tests. First, a set of hyperpara-
meters was chosen and the model was trained using the
training data. The set of hyperparameter was then evaluated
based on the testing data. This process was repeated, and the
hyperparameters with highest accuracy were chosen. All
hyperparameters keep their values in different datasets.

In this step, the neural network presented in Section 2.1
is used in order to address the problem of scarcity of plates
with special character; some of which are shown in
Figure 6. Plates containing these characters are rare and
belong to few organizations.

Figure 7 shows several plate samples in our database. It
should be noted that background color of Iranian plates
can be white, red, blue, yellow, or green. The advantages of
deep learning-based methods over other methods such as
color-based methods are that they are not dependent on
color, have lower fault rate, and can be used under different
illumination situation such as high, low, and uneven illumi-
nation. In the proposed method, vehicles are first detected
using deep networks to expedite the plate detection process.

The output of the proposed method in the vehicle detec-
tion phase with unfixed shooting angles and different quali-
ties in real scenes is shown in Figure 8. As it can be seen, the
proposed method is capable of detecting vehicles under var-
ious illumination conditions and from front, back, and dif-
ferent angles. The proposed method is able to detect
vehicles with high accuracy owing to extraction of high-
level features for vehicle detection process. The advantages
of this method is that there is no limitation in the number

Table 1: Network configuration summary: “k”, “s”, and “p” stand
for kernel size, stride, and padding size, respectively.

Type Configuration

Input W × 32
Conv #kernels: 64, k: 3 × 3, s: 1, p: 1
Max pooling Windows: 2 × 2, s: 2
Conv #kernels: 128, k: 2 × 2, s: 1, p: 1
Max pooling Windows: 2 × 2, s: 2
Conv #kernels: 256, k: 3 × 3, s: 1, p: 1
Conv #kernels: 256, k: 3 × 3, s: 1, p: 1

Max pooling Windows: 1 × 2, s: 2
Conv #kernels: 512, k: 3 × 3, s: 1, p: 1
Batch normalization

Conv #kernels: 512, k: 3 × 3, s: 1, p: 1
Batch normalization

Max pooling Windows: 1 × 2, s: 2
Conv #kernels: 512, k :2 × 2, s: 1, p: 0
Map to sequence

Bidirectional LSTM #hidden unit: 256

Bidirectional LSTM #hidden unit: 256

Bidirectional LSTM #hidden unit: 256

Transcription
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of vehicles and the vehicles can even occlude in the image.
The proposed model is trained using images with different
qualities, shooting angles, and illumination conditions in

order to improve detection rate. Training images also
include images taken during day and night and different
weather conditions. This phase of the proposed method is

Figure 6: Samples of plates with special characters.

Figure 7: Samples of plates with special characters.

Figure 8: Output of the proposed method in the vehicle detection phase.

Table 2: Different letters and digits in Iranian plates.

Type Characters

1

2

3
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based on labeled data, and the detection rate is 100%. This
detection rate guarantees that no vehicle is missed by the
proposed method.

The next step is plate detection where the detected vehicle
image from the previous step is searched instead of the whole
image. This considerably speeds up the plate detection process.
Training the proposed deep network is done using threemillion
images with labeled plates. Image processing methods are used

for labeling images and detecting plates. There are images with
different qualities and shooting angles in the training set in
order to improve the detection rate in the proposed method.
Images with different illumination condition are also present
in the training set. In the proposed method, different plate fea-
tures including maximum and minimum length and width and
plate area are extracted based on the training dataset. Figure 9
depicts output of the proposed method for six images.

Figure 9: Output of the proposed method in the vehicle detection phase.
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Figure 10: Detection rate of the proposed method with different optimizer functions.
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As it can be seen, the proposed method is able to detect
plates in images with different shooting angles (including
front and back), distances, and illumination conditions.
Detection rate in this step is 100%. In the next step, the char-
acters of the detected plates should be recognized. To this
end, the convolutional and recurrent network mentioned
in Section 2.3 needs to be trained using different plates.
Then, the proposed model is evaluated based on the test
data.

Since the proposed model is trained using different data-
sets, different features from plates are extracted in various
layers. These features include edges, corners, and structures
and are extracted based on CNN layers. Moreover, in LSTM

layers, sequence features are extracted. This architecture
helps to successfully extract discriminant features for char-
acter recognition.

The experiments on the test data show that the detection
rate of all characters in the proposed method is 99.37%.
Moreover, character detection rate is 99.92% that is calcu-
lated based on each character and not the whole plate.
Choosing a proper optimizer function is a determining fac-
tor. The proposed model is tested with several optimizers.

The validation results using different optimizers are
shown in Figure 10. As it can be seen, Adma-based opti-
mizer functions outperform other functions and have a rec-
ognition rate of more than 99%. Ftrl optimizer does not
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Figure 11: Loss diagram of the proposed method with SGD optimizer function.
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Figure 12: Loss diagram of the proposed method with Adagrad optimizer function.

Table 3: Comparison between the proposed method and other methods on different datasets.

Dataset
Plate detection Acc Plate recognition Acc Overall Acc

Reported Acc Our method Acc Reported Acc Our method Acc Reported Acc Our method Acc

[10] 99% 100% 97% 100% 96% 100%

[17] 96% 100% 94% 100% 90% 100%

[34] 98% 100% 98% 100% 96% 100%
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properly fit in the proposed method and shows plate recog-
nition rate of 0% and character recognition rate of 37%.
Therefore, Adadelta optimizer function that is based on
Adam is used in the proposed method. In order to examine

the convergence of the proposed method, loss diagram of the
proposed method is shown with two optimizer functions of
SGD and Adagrad in Figures 11 and 12, respectively. As it
can be seen, loss rates gradually converge to zero on the

Table 4: Comparison between the proposed methods and the other methods.

Methods
Reported Acc

Plate
characters

Number
of plates

Image size
Processing

time

Method
Plate

detection
Character

segmentation
Plate

recognition
Overall
Acc

D: detection method
R: recognition method

[5] 98.7% 100% 97.6% 96.33% Persian 10000 Variable 180
D: CCA and RANSAC
R: probabilistic SVM

[10] 99.33% NR 96.6% 96% Persian 150 640 × 480 NR
D: color features

R: ANN

[14] 97.3% NR 94.5% 91.94% Persian 320 640 × 480 NR
D: edge features (Sobel)

R: MLP

[17] 96.93% 98.75% 94.5% 90.45% Persian 1185 1024 × 768 NR

D: morphological
operations and

Adaboost
R: SAMME

[23] 97.7% — 98.8% NR Chinese 250K 96 × 32 NR
D: MTCNN
R: MTLPR

[29] 100% — 96.78% NR Chinese — 300 × 300 —
D: CNN
R: CNN

[35] NR 99% NR NR Korean 120 640 × 480 NR
D: sliding concentric

windows
R: ANN

[30] 100% NR 98.4% NR Chinese 2507 1600 × 1200 42 YOLOv3 (352 × 288)

[30] 98.27% NR 98.1% NR Chinese 2507 1600 × 1200 161
Faster_RCNN_

ResNet101 (800 × 600)

[27] 98.04% NR 94.12% NR Chinese 2049 48 × 640 400
Unified deep neural

network

[39] 97.16% 98.34% 97.88% 93.54%
English
Japanese

9026 NR 288
D: improved Bernsen

algorithm
R: SVM

[39] 96.5% NR 89.1% 86% English 1334 NR 276
D: sliding concentric
windows and CCA
R: probabilistic NN

[40] 95.9% NR 92.3% 90%
Chinese
English

5026 720 × 576 125
D: edge features (Sobel)
R: feed forward NN

[41] 97.3% NR 95.7% 93.1% English 1176 640 × 480 223
D: salient features

R: self-defined classifier

[42] 97.1% NR 96.4% 93.6% English 332 867 × 623 594
D: color features and
Hough transform
R: feed forward NN

[43] 94.43% — 99.37% Arabic 600 380 × 540 NR
D: DSSN
R: CNN

[44] 97.76% — 95.05% NR Persian 5719 Variable 54.18
D: YOLO-v3
R: YOLO-v3

[45] 99.37% — 99.53% 98.9% Brazilian — 1024 × 768 —
D: YOLO-v3
R: CNN

[46] 99.72% — 87% — Jordanian 187200 1920 × 1080 —
D: YOLO-v3
R: CNN

[47] 98.22% — 87% — English 2049 Variable —
D: YOLO-v3
R: YOLO-v3

The
proposed
method

100% — 99.37% 99.6% Persian 3 million Variable 46
D: CNN

R: CNN+LSTM
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training and testing dataset. It shows that the model param-
eters are well learned based on the input data and lead to loss
rate reduction during repetitive process of learning. In
Figures 11 and 12, the horizontal axis presents epoch in
the evaluation steps in the training and validation sets, and
the vertical axis presents amount of loss in these sets.

3.1. Comparison with Other Methods. Several datasets are
used in order to compare the proposed method with other
methods in terms of efficiency. Table 3 shows this compari-
son using several datasets containing images of Iranian vehi-
cles in terms of efficiency in different steps. According to the
results, the proposed method performs well for dirty and
low-quality images. In this part, used datasets contain
images of already cropped vehicles in order to evaluate the
proposed method in the plate detection step. Plate detection
rate and character recognition rate are 100% in the proposed
method. The images in the used dataset are captured by
handheld cameras and have good quality.

Table 4 shows the result of experiments with four criteria
to evaluate the proposed method and compare it with other
methods. These criteria are plate characters, number of
plates, image size, and processing time. Plate detection and
recognition process are considered in this set of experiments.
The advantage of the proposed method over other methods,
that do not use deep learning, is that it is segmentation-free.
This improves recognition rate and also speeds up the plate
detection and recognition process.

As it can be seen in Table 4, the proposed method shows
a great performance in vehicle and plate detection, and its
accuracy is 100%. It should be noted that the overall accu-
racy (Overall Acc) is the amount of accuracy when plate
detection and character recognition are done
simultaneously.

3.2. Real-Time Evaluation. This set of experiments focuses
on applicability of the proposed method in real-time situa-
tions. Here, the input is a video with 30 frames per second.
Plate detection is a time-consuming step in plate recognition
process and it gets more complicated as the number of plates
increases in the input image. In the proposed method, vehi-
cles are first detected to speed up the plate detection process.
In this way, exploration is done only in the detected vehicle

image instead of the whole image. The character recognition
process becomes slower as the number of vehicles in the
image increases; therefore, inputs with different number of
vehicles are used in order to demonstrate applicability of
the proposed method. Table 5 shows average processing
times for a 10-time execution of the proposed method in
each step for different scenarios. The total processing time
increases as the number of vehicles increases. As it can be
seen, the proposed method is able to be used in real-time sit-
uation even with many vehicles in a single image.

4. Conclusion

Monitoring systems are necessary in highways and roads,
especially due to the increasing number of vehicles and
increasing traffic volume. Plates are used to recognize vehi-
cles in videos and images captured by monitoring cameras,
since plates are the unique identification of registered vehi-
cles. In this paper, vehicle plate recognition contains three
steps: vehicle detection, plate detection, and character recog-
nition. The proposed method in this paper detects incoming
vehicles in each frame that are inputs for the next step (plate
detection and extraction). CNN is used for vehicles and plate
detection, and deep model with CNN and RNN layer is used
for character recognition.

The proposed method is evaluated using the frames of an
input video. The experimental evaluations show that the
proposed method is capable of performing all three steps
of vehicle detection, plate detection, and character recogni-
tion efficiently with negligible error rates. Moreover, the pro-
posed method is shown to be viable for real-time
applications based on its response time. The proposed
method in this paper can substantially improve plate recog-
nition accuracy based on the obtained results.
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The brain tumor is the 22nd most common cancer worldwide, with 1.8% of new cancers. It is likely the most severe ailment that
necessitates early discovery and treatment, and it requires the competence of neurosubject-matter experts and radiologists.
Because of their enormous increases in data search and extraction speed and accuracy, as well as individualized treatment
suggestions, machine and deep learning techniques are being increasingly commonly applied throughout healthcare industries.
The current study depicts the methodologies and procedures used to detect a tumor inside the brain utilizing machine and
deep learning techniques. Initially, data were preprocessed using contrast limited adaptive histogram equalization. Then,
features were extracted using principal component analysis and independent component analysis (ICA). Next, the image was
smoothed using multiple optimization techniques such as firefly and cuckoo search, lion, and bat optimization. Finally, Naïve
Bayes and recurrent neural networks were utilized to classify the improved results. According to the findings, the ICA with
cuckoo search and Naïve Bayes has the best mean square error rate of 1.02. With 64.81% peak signal-to-noise and 98.61%
accuracy, ICA with hybrid optimization and a recurrent neural network (RNN) proved to better than the other algorithms.
Furthermore, a Smartphone application is designed to perform quick and decisive actions. It helps neurologists and patients
identify the tumor from a brain image in the early stages.

1. Introduction

A tumor is a mass of tissue that forms as a result of an aggre-
gation of irregular cells. Normally, our body’s cells die and
are replaced by new ones as we age. However, brain cancer
and other cancers inevitably break this pattern. In reality,
tumor cells expand even though our bodies do not need
them, and they do not die like normal cells in the body. As
a result, the tumor will continue to grow as cells are added
to the mass. Tumors are divided into two types: cancerous
and noncancerous [1]. A cancerous tumor can start in any
part of the body, and it is formed when cancer cells form a

lump or growth. It is grown into nearby tissues and spreads
to the lymph nodes and different parts of the body via hemo-
globin or the lymphatic system.

In contrast, noncancerous tumors do not spread to other
parts of the body [2]. Noncancerous tumors do not reappear
once they are eliminated and tend to have a regular and
smooth shape, with a delimiting border called a capsule
[3]. Benign, premalignant, and malignant are the three types
of tumor. The benign and premalignant tumors are not can-
cerous, but premalignant tumors can become malignant.
Such tumors are cancerous, and their cells can multiply
and migrate to other areas of the body unless a doctor
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removes them. Likewise, when a brain tumor grows, it
becomes malignant and harmful (dangerous) or remains
noncancerous. The tumor causes the pressure inside the
skull to expand, causing harm to the brain, which is hazard-
ous [3, 4]. Although the mechanisms leading to the develop-
ment of brain tumors are not always precise, some risk
factors are being exposed to the Epstein–Barr virus, also
called Human gammaherpesvirus 4, one of the most com-
mon viruses in humans. This virus can cause infectious
mononucleosis and other illnesses. In addition, such a virus
is being exposed to ionizing radiation. It has genetic syn-
dromes such as neurofibromatosis, tuberous sclerosis, and
von Hippel–Lindau disease. This rare, inherited disorder
causes tumors and cysts to grow in certain parts of the body,
brain, spinal cord, eyes, inner ear, etc.

Brain tumors are classified into two types: primary and
secondary. A primary brain tumor has its origins in the
brain [5, 6]. These tumors are not malignant, but their size
and position might cause significant problems and death.
They are often referred to as benign brain tumors. Several
types of primary tumors include the following: chordomas,
craniopharyngiomas, gangliocytomas, glomus jugulare
tumors, meningiomas, pineocytomas, pituitary adenomas,
and schwannomas [7]. As cancer cells migrate from another
organ, such as the lung or breast, to the brain, they form a
secondary brain tumor, which is generally referred to as a
metastatic brain tumor [8]. Astrocytomas, ependymomas,
glioblastomas, medulloblastomas, and oligodendrogliomas
are different types of secondary tumors. Other forms of
brain tumors include hemangioblastomas and rhabdoid
tumors [9]. There are many methods for segmenting and
detecting brain tumors. Brain tumor segmentation is aimed
at distinguishing tumor tissues from normal cells and asses-
sing the nature and extent of tumor regions, which include
active tumor tissue, necrotic (dead) tissue, and edema (swell-
ing near the tumor). This is achieved by contrasting abnor-
mal areas with typical tissues [10].

Since they invade surrounding tissues, certain cancers,
such as glioblastomas, are challenging to differentiate from
normal tissues. As a solution, several picture modalities with
contrasts are often used. Diverse pixel intensities, noisy/ill-
defined boundaries, and irregular shapes with significant var-
iability are all critical technological challenges in medical
image segmentation. Furthermore, because information about
the labels of nearby pixels is not included in the classification,
segmentation decreases the method’s performance [11].
Single-photon emission computed tomography (SPECT)
scans, MRI scans, and biopsies are methodologies to detect
brain tumors [4]. In medicine, MRI of the brain has gained a
lot of importance, as it is an imaging modality that uses non-
ionizing radiation to generate useful diagnostic images.

Additionally, functional MRI detects variations in blood
flow that indicate brain activity. FMRI generates pictures or
brain maps of how the brain functions by configuring and
operating an advanced MRI scanner so that increased blood
flow to active regions of the brain is seen on the MRI scans
[12]. Multimodal imaging often necessitates picture align-
ment since the specimen is typically physically transferred
from one imaging equipment to another, or certain modifi-

cations in the optical path are required, which might alter
the geometrical characteristics of images. With the pictures
aligned, the various modalities can be utilized to improve
observed object segmentation or better understand the spec-
imen’s varied characteristics [13]. A survey conducted by the
National Cancer Institute showed that a 10% growth rate
could be seen each year in cases related to brain cancer or
tumors [14]. The flowchart of the steps followed in brain
tumor detection and classification is shown in Figure 1.

The initial stage includes a collection of MRI-based brain
image samples that are sent for tumor enhancement. Vari-
ous filters are used to remove the noise, tumor segmentation
using multiple methods such as Otsu and watershed, feature
extraction and selection methods to improve classification
efficiency using various techniques, and then fusion of all
these features for classifying and detecting the tumor in the
brain [15]. Different machine and deep learning techniques
are capable of recognizing and detecting the tumor inside
the brain image. Integrating the Naïve Bayes classifier and
recurrent neural networks enhances the accuracy and speed
of diagnosis and helps the medical sector have better health
outcomes [14]. These techniques are used in diagnostic
procedures, treatment protocol development, medication
development, personalized medicine, and patient manage-
ment and care [16]. New methods and technology, such as
computational and automated pathology and molecular
diagnostics, and many other algorithms, such as firefly and
lion optimization, are finding their way into advanced clini-
cal diagnostics, offering some exciting ways to integrate
these approaches into healthcare [17].

The key contribution of this work is to detect the tumors
inside the brain. Many researchers have already carried out a
lot of work in this field using different machine and deep
learning techniques, but they have failed due to low accuracy
in detecting the tumor. Few studies have used peak signal-
to-noise ratio and mean square error as evaluative parame-
ters to see the detection accuracy of tumor inside the brain
[18]. They have shown low peak signal-to-noise ratio and a
high mean square error, which ultimately affected the accu-
racy rates of their techniques as a low peak signal-to-noise
ratio indicates the lousy quality of image and a high mean
square error value indicates the large set of errors. One prob-
lem with mean-squared error is that it depends strongly on
the image intensity scaling [19]. Suppose a mean-squared
error of 100.0 for an 8-bit image (with pixel values in the
range 0-255) looks dreadful, but an MSE of 100.0 for a 10-
bit image (pixel values in [0,1023]) is barely noticeable [20].

On the other hand, peak signal-to-noise ratio (PSNR)
avoids this problem by scaling the MSE according to the
image range. PSNR is a good measure for comparing resto-
ration results for the same image so that one image with
20 dB PSNR may look much better than another image with
30 dB PSNR [21]. Hence, we proposed a methodology that
used both machine and deep learning algorithms along with
different optimization techniques to enhance the accuracy
by improving and reducing the peak signal-to-noise ratio
and mean square error, respectively. The proposed system
also needs some improvement by labeling type of tumor
inside the brain so that doctors can easily interpret which
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type of brain tumor the patient has and start their medica-
tions as early as possible [22, 23].

To achieve the goal of recognizing a brain tumor with
the best accuracy detection rate, we first preprocessed the
picture with contrast limited adaptive histogram equaliza-
tion (CLAHE) and threshold segmentation to increase
picture visibility. Then, various machine and deep
learning-based methods were employed to extract features
from preprocessed images. Finally, we classified them using
principal component analysis, independent component
analysis, Naïve Bayes, and recurrent neural networks [24].
The collected results were eventually optimized using
cuckoo search, firefly algorithm, lion optimization, and bat
optimization techniques [25, 26].

Finally, based on optimal results, we evaluated the
improved findings using assessment measures such as peak
signal-to-noise ratio, mean square error, and detection accu-
racy to find the optimum method for discovering a brain
tumor. The algorithm with the greatest PSNR, lowest MSE,
and best accuracy rate would be chosen among the other
algorithms. Furthermore, the contribution above aids us in
providing a better understanding of the machine and deep
learning in cancer diagnosis by imaging analysis [27].

Given the enormous number of patients determined to
have a tumor and the critical measure of information created
during tumor treatment, there is a particular interest in uti-
lizing AI to improve oncologic consideration [20, 28]. This
paper puts forward a methodical and experimental study
on the machine and deep learning techniques and their uti-
lization in different research areas. In this article, we have
provided and implemented machine and deep learning-
based algorithms to detect and classify brain tumors using
various features.

The parts of this paper are summarized in the following
order: related work is presented in Section 2, the methodol-
ogy is presented in Section 3, experimental results and inter-

pretation are presented in Section 4, prospective perspectives
of the machine and deep learning in healthcare are presented
in Section 5, and the conclusion is presented in Section 6.

Even with the help of IoMT-enabled MRI devices, we
explored our research. The Internet of Medical Things
(IoMT) combines medical devices and applications that
use network technologies to connect to healthcare informa-
tion technology systems. Benefits can be like unnecessary
hospital visits, and the burden on healthcare systems can
be reduced. Now patients can be connected to their physi-
cians and allow medical data transfer over a secure network.
IoMT devices are connected to different cloud platforms like
Amazon Web Services, on which data is being gathered by
IoMT devices can be analyzed and stored. But the amount
of data handled by the Internet of Medical Things (IoMT)
devices is increasing rapidly as sensitive information is being
disclosed. So the privacy and security of the data gathered by
IoMT devices being stored or transmitted through the cloud
is a major concern these days. Therefore, IoMT can also be
called healthcare IoT. The IoMT market consists of several
smart devices, like medical/vital monitors and wearables,
and it is strictly for healthcare use on the body, in the com-
munity, in-home, hospital, or clinic settings and associated
telehealth, real-time location, and other services [29].

2. Related Work

Machine and deep learning have shown a fast change in the
clinic by deciding the ideal methods of treatment, the neces-
sary dosages, and the period of delivery during the patient’s
medication. A brain tumor is a dangerous condition that
necessitates early detection and specific position techniques
[30]. Therefore, machine learning and especially deep learn-
ing techniques have drawn considerable attention and
sparked interest in recent years for their potential to improve
our lives. The growing number of patients who are being

MRI image
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Figure 1: Detection and classification of a brain tumor.
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identified with tumors and the ample amount of data gath-
ered during the treatment process lead to the need for
machine and deep learning to improve oncologic care [28,
31]. Hence, to have more information related to the role of
the machine and deep learning in oncology, a section has
been provided that presents the technique used by the
researchers to detect brain tumor, and based on the gaps
found in these algorithms, we have proposed a new method-
ology [32, 33].

In machine learning, brain tumor segmentation has been
performed using a Weiner filter with different wavelet bands
and statistical methods [34]. They analyzed the results
based on pixel and feature accuracy. For pixel-based accu-
racy, they compared the foreground, background, error
rate, and quality with ground truth annotation, whereas
for feature-based accuracy, they extracted local binary
patterns using Equations (1) and (2).

LBP = 〠
P−1

i=0
s ni − Gcð Þ2i, ð1Þ

s xð Þ =
1, if x > 0,

0, otherwise,

(
ð2Þ

where P is the number of neighborhood pixels, ni
represents the ith neighboring pixel, and c represents
the center pixel.

Another technique to segment the brain was performed
using model-based trainable segmentation [34] and a classi-
fication system to precisely identify the tumor’s location in
the MRI of brain tissue. Similarly, Nazir et al. [35] used
wavelet subbands to segment brain images and achieved a
classification rate of 99.7%. Wavelet transform-based local
binary pattern variant features and antilion optimization
were also used to develop computer-assisted brain tumor
detection map [36]. Pushpa et al. [37] used preprocessing
to filter as well as smoothening the image and carried out
the segmentation process by using morphological operations
to increase the precision in the classification phase. In addi-
tion to this, various phases had been involved in brain
cancer recognition and categorization, such as preprocess-
ing, cleavage, characteristics extraction, and classification of
brain tumors, by utilizing the SVM algorithm [38]. Puga-
lenthi et al. [39] evaluated and classified the tumor regions
into low/high grades based on the analysis carried out with
the brain MRI slices. The machine learning technique
implemented a sequence of procedures, such as prepro-
cessing, postprocessing, and classification. At the other
end, Manogaram et al. [40] suggested an improved orthog-
onal gamma distribution-based machine learning method
for automatically detecting anomalies in the under- and
oversegments of brain tumor areas. The experimental
system showed the method of orthogonal gamma distribu-
tion using Equation (3).

f xð Þ =
xp−1e−x

τp
p > 0, 0 ≤ x<∞,

0 otherwise,

8><
>: ð3Þ

where p and x are continuous random variables, with the
machine learning approach that achieved 99.55% in iden-
tifying a brain tumor. Morphological screening, clustering,
and Naïve Bayes classifier (NBC) grouping were used to
generate clusters of identical and dissimilar patches from
the image, which were then classified using the Naïve
Bayes classifier by calculating Equation (4).

P Hi ∣Dð Þ = P Hið ÞP D ∣Hið Þ
P Dð Þ , ð4Þ

where PðHi ∣DÞ is the posterior probability, PðD ∣HiÞ is
the likelihood, PðHiÞ is the class prior probability, and P
ðDÞ is the detector prior probability for spotting the tumor
portion in the brain from magnetic resonance imaging.

Machine learning algorithms have also been applied to
detect the edges of a brain tumor from patients’ MRI scan
of brain images by using some noise removal functions
and features of medical images for the diagnosis using bal-
ance contrast enhancement techniques. Bahadure et al.
[41] improved the performance and reduced the complexity
involved in the medical image segmentation process using
Berkley wavelet transformation. The authors used the
method to extract relevant features from each segmented tis-
sue to improve the accuracy and quality rate of the support
vector machine- (SVM-) based classifier. Random Forest
and K–nearest neighbor classifier had been used to calculate
the area of the tumor region and classified it as benign or
malignant using Equation (5).

τj j = 1ffiffiffiffi
N

p 〠
p

vp1 ⋯ vpn, c
p�� ��: ð5Þ

After transforming it into the quantum state and
merging it with the hamming distance, they achieved
Equation (6).

∣∅n = τj j∅n−1∣ = α〠
p∈∩

dp1 ⋯ :dpn ; v
p
1 ⋯ :vpn, c

p ; 1
�� ��, ð6Þ

where τ is the training set, N refers to the total obser-
vation, vp refers to feature vectors where (p = 1⋯N), and
cp is the corresponding class, based on the majority voting
method. The main drawback of support vector machine
and KNN classifier is that they cannot be used for large
datasets. However, despite flaws, these classifiers are also
good in high-dimensional space, simple to understand,
and used for classification and regression.

On the other hand, deep learning algorithms also classi-
fied brain tumor using deep convolution neural network and
achieved an accuracy of 98%. Transfer learning approach
has also been used to classify brain tumors in magnetic res-
onance images. Various networks such as VGG16, VGG19,
ResNet50, and DenseNet21 obtained the highest classifica-
tion score of 99.02% using Adadelta. Deep and Emmanuel
[11] worked on a fused feature adaptive firefly back propaga-
tion neural network for classification, including preprocess-
ing, feature extraction, selection, and combination, and
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achieved high arrangement precision. Deep convolution
neural network has also been used to develop a fully auto-
mated brain tumor segmentation and classification model
which analyzed MRI images of three different types of
tumors in sagittal, coronal, and axial views: meningioma, gli-
oma, and pituitary tumors. It distinguished the brain tumor
using Equation (7).

f ∗ gð Þ tð Þ≝
ð∞
−∞

f τð Þ:g x − τð Þdτ, ð7Þ

where ð f ∗ gÞðtÞ are functions that are being convoluted, t is
the real number variable of functions f and g, gðτÞ is the
convolution of the time function, and τ′ is the first deriva-
tive of the tau function. The precision of the softmax fully
connected layer was utilized to classify the pictures and
achieved 98.67% accuracy.

Aorora et al. [42] proposed a method to segment and
classify the MRI of the brain as normal or abnormal using
the Bhattachraya coefficient and achieved 98.01% accuracy
whereas Suneetha and Rani [43] proposed optimized kernel
probabilistic C-means algorithm, to identify brain tumors.
They also used an adaptive double-window modified mean
filter to enlarge the preprocessed image and recurrent neural
networks to split the image inputs to recognize the tumor in
the MR image and separate the tumor area from the picture.

Recurrent neural network [13] has categorized images to
localize the region of the tumor of interest and classified
them into four categories using a deep neural network clas-
sifier: mild, glioblastoma, sarcoma, and metastatic broncho-
genic carcinoma tumors. The classifier was paired with the
discrete wavelet transform (DWT) and PCA [44]. Sajid
et al. [45] proposed a mixed convolutional neural network
for brain tumor segmentation and used various MRI modal-
ities. The proposed procedure by the authors has validated
on the BRATS 2013 dataset, yielding scores of 0.86, 0.86,
and 0.91 in terms of dice score, sensitivity, and specificity,
respectively, for the entire tumor area. Tables 1 and 2 repre-
sent the datasets, techniques, and limitations of the work
proposed by various researchers.

3. Methodology

This section of the article discusses the approach followed
for the detection of brain tumor using various machine
and deep learning-based models. Figure 2 shows the steps
followed for the process;

The following are the steps followed for the implementation.
The dataset was collected from The Cancer Imaging

Archive (TCIA) which is an open-access database and
hosts a large archive of medical images of tumor in
DICOM format [47].

(i) The dataset included 20 patients’ brain MRIs, 40
investigations, and 8798 pictures. It included two
MRI tests for each patient, and information on
the patient’s clinical performance, imaging results,
and therapy or intervention changes

(ii) After obtaining the preprocessed image, feature
extraction was performed using principal compo-
nent analysis. It improves visualization, reduces
overfitting, and reduces the dimensionality without
losing information from any features. Likewise,
independent component analysis was used to get
rid of unnecessary and redundant data

(iii) The extracted features were later optimized using
cuckoo search, lion, and bat optimization (Section
3.3) to smoothen the image in order to provide a
high classification rate for the high region of inter-
est in the detection scenario

(iv) After that, the data was divided into two portions
in a 7 : 3 ratio: training and testing sets. The train-
ing data was utilized to create machine and deep
learning models that were supplied with 11 dis-
tinct characteristics. Because we may make as
many as we want without impacting the train to
test split ratio, the dataset is split in this way. K
fold cross-validation, on the other hand, is con-
fined to a small data sample

(v) Finally, the data were sent to classification models
such as NBC and RNN, with the results being fur-
ther incorporated with the testing data

(vi) At this point, the model was trained, and with the
help of testing data, the results were obtained

(vii) Metrics such as peak signal-to-noise ratio and
mean square error rate were used to measure the
quality between the original and compressed
images, and detection accuracy was used to analyze
the performance (Section 3.6). The compressed
image will minimize the size without degrading its
quality, and it will be easier for the model to detect
brain tumors. These metrics were also used to com-
pare the results obtained from the algorithms to
show the best technique

The algorithms that were used to evaluate the perfor-
mance of the PCA+firefly+NBC, ICA+cuckoo+NBC, and
ICA+hybrid optimization+RNN to detect the brain tumor
are defined below.

3.1. Preprocessing. Preprocessing optimized the picture data
by suppressing unintentional distortions, thus enhancing
the image quality for subsequent processing. Contrast
restricted adaptive histogram equalization or CLAHE is a
technique to improve the visibility level of foggy image. It
is distinguished from average histogram equalization. The
adaptive process computes several histograms, each equiva-
lent to a particular portion of the region, and uses them to
regroup the appearance’s lightness principles. As a result,
CLAHE was used extensively in the proposed work to pro-
mote local dissimilarity and refine representations of the
boundaries of each appearance area. It reconstructs the pic-
ture by transforming each unit with a translation function
obtained of adjacent regions. To begin with, the mean and
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standard deviation were determined using Equations (8) and
(9), respectively [20, 31].

m x, yð Þ = 1
n x n

〠
n−1

x=0
〠
n−1

y=0
f x, yð Þ, ð8Þ

where x and y are the points and n is the total observation.

σ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n x n
〠
n−1

x=0
〠
n−1

y=0
f x, yð Þ −m x, yð Þð Þ2,

vuut ð9Þ

where σ stands for standard deviation [48], for segment-
ing the image, and threshold segmentation, which separates
an object from its background, was used. Thresholding is an
image segmentation technique in which the pixels of an

image are changed to make the image more straightforward
to interpret. Thresholding is transforming a color or gray-
scale image into a binary image, which is essentially black
and white. This technique can be expressed as given in
Equation (10).

T = T x, y, p x, yð Þ½ �, ð10Þ

where T is the threshold value, x and y are the coordi-
nates of the threshold value point, and pðx, yÞ points are
the gray-level image pixels [49]. If gðx, yÞ is a threshold
version of pðx, yÞ at some global threshold T as shown in
Equation (11),

g x, yð Þ =
1 if p x, yð Þ > T

0 if p x, yð Þ ≤ 0

( )
: ð11Þ

Table 1: The related work of the machine learning approaches for brain tumor.

Authors Dataset Access Technique Limitations

Manogaran,
G. et al. [40]

MRI
dataset

Open Thresholding, gamma distribution
The proposed work needed to accelerate real-time

medical applications and computation time.

Patil, D et al.
[36]

BRATS
2015

Open
Local binary pattern, empirical wavelet
transform, dynamic fuzzy histogram

equalization
The work lacked the accuracy of interpretation.

Arun, N
et al. [34]

MRI
dataset

Open Artificial neural network, machine learning
The technique affected the feature extraction because of

difficulty in segmentation.

Nazir, M
et al. [35]

Harvard
dataset

Open K mean clustering, discrete cosine transform
The proposed study is incapable of correctly classifying

malignant brain tissues.

Garg, G
et al. [46]

MRI
dataset

Open
Principal component analysis, gray level
cooccurrence matrix, stationary wavelet

transform, Otsu’s threshold

The technique needed large dataset for training, had high
time complexity, did not work for small dataset and

required expensive GPUs which ultimately increased cost
to the users.

Kumar, M
et al. [21]

MRI
dataset

Open
Balance contrast enhancement technique,

canny operator, fuzzy c-means

The technique needed to be performed on real medical
images of patients in order to solve urgent diagnostic

problems of patients.

Bahadure, N
et al. [41]

MRI
dataset

Open
Berkeley wavelet transformation, support

vector machine

The methodology required the combination of more than
one classifier and feature selection techniques to improve

the accuracy.

Table 2: The related work of the deep learning approaches for brain tumor.

Authors Dataset Access Techniques Limitation

Jasm, D
et al. [7]

MRI dataset Open
Image mining techniques, neural

network
The techniques did not work for video database.

Polat, O
et al. [9]

T1-weighted
MRI images

Open
VGG16, VGG19, ResNet50,

DenseNet21, Adadelta optimizer
The training process of the VGG net was very slow and also

had complex architecture.

Deep, A.
et al. [11]

BRATS
dataset

Open
Neural network, adaptive firefly,

kernel principal component analysis
The techniques dealt with computational complexity, time

complexity, and feature selection complexity.

Mohsen, H
et al. [10]

MRI dataset Open DWT, deep neural network, CNN
Training of neural network had been time-consuming as it

needed a large-size dataset for training purpose.

Rani, P
et al. [13]

Figshare
dataset

Open
Deep neural network, R-CNN,

ChanVese algorithm
The algorithm segmented the unwanted regions in the brain

MRI.

Pernas, F
et al. [20]

MRI dataset Open
Deep convolution neural network,

sliding window technique
The proposed work needed prior information about the

images and took high computational time.
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3.2. Feature Extraction. Feature extraction refers to methods
that pick and/or merge variables to form functions, thus
reducing the amount of data that must be processed while
wholly and correctly representing the original data collected.
The techniques that were used to remove functionality from
the preprocessed images are described below:

3.2.1. Principal Component Analysis. The principal compo-
nent analysis is a factor analysis method used in image pro-
cessing to isolate features and apply the characteristics
resulting from reducing n-dimensional space. The measures
for implementing the PCA method are outlined in Equa-
tions (12)–(16). The whole dataset is separated into X and
Y . The validation set is handled by Y , while the training
set is dealt with by X. The data are arranged into the inde-
pendent variable’s two dimensions. The average of the col-
umn is subtracted from each record for each situation [50].
Data standardization is a priority and is calculated using
Equation (12).

z = value −mean
standard deviation

: ð12Þ

The covariance of the matrix is calculated using
Equation (13).

cov X, Yð Þ = 1
n − 1

〠
n

i=1
Xi − �xð Þ Yi − yð Þ: ð13Þ

The eigenvalues and eigenvectors on the diagonal of
the matrix are evaluated using Equation (14).

Av = λv, ð14Þ

with eigenvalues on the diagonal and zero values on
all other locations. In this equation, any value of λ for
which this equation has a solution is known as an eigen-
value of the matrix A. Then, the eigenvalue associated
with eigenvector v is calculated using Equation (15)

det A − λ Ið Þ = 0: ð15Þ

The eigenvector is used as the feature vector until all
of the feature values have been arranged. Preprocessing
was used first in the suggested approach, followed by
PCA to achieve efficient feature extraction from the fea-
ture vector found in the mat register. It was calculated
by multiplying the transpose of the original dataset by
the transpose of the feature vector using Equation (16).

FinalDataset = FeatureVectorT = StandarizedOriginalDatasetT:

ð16Þ

3.2.2. Independent Component Analysis. Another algo-
rithm that was used is independent component analysis,
which is used for computing the unknown values of
random variables. Independent component analysis was
created with multivariate data in mind. Principal compo-
nent analysis and independent component analysis are
related in several ways. Data for independent component
analysis research may come from several sources, includ-
ing finance, digital images, paper databases [51]. It breaks

DICOM based brain
MRI image Pre-processing

Training data

Classification modelIdentify the number
of features

Obtain the results
based on PSNR,
MSE, accuracy

Comparison of
results obtained by
different learning

models

Feature extraction Optimization of 
extracted features

Division of data in to
training and testing

Testing data

Figure 2: Proposed system designed for brain tumor detection.
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down a large dataset into smaller chunks. It initially
transforms data to zero-average and then chooses the num-
ber of components. Further, it whitens the data to transform
the measured patterns x to have a unit variance. Then, on this
basis, the random matrix was chosen to implement the
orthogonal matrix. Finally, the convergence was carried out,
and then, the cycle was repeated. In the ICA model, we used
the statistical “latent variables” system and the random vari-
able sk instead of the time signal by computing the Equations
(17) and (18).

xi = aj1s1 + aj2s2 + :: + ajnsn, for all j, ð17Þ

x = As: ð18Þ
The latent variables in the ICs remain unclear. A is also

undefined in the mixing matrix. As a result, the only observ-
able random vector x is used to estimate A and s, assuming
that the number of ICs equals the number of measurable
mixtures and that A is square and invertible. Then, after esti-
mating the matrix A, we can compute its inverse, sayW, i.e.,
W = A−1, and obtain the independent component simply by

S =Wx = A−1x: ð19Þ

Hence, it can be said that principal component analysis
and independent component analysis have been used to
reduce dimensions by creating new uncorrelated variables
that maximize the variance and to reveal hidden factors by
using non-Gaussian signals.

3.3. Feature Optimization. Feature optimization is a process
in which the number of input variables is reduced so that the
computational cost of modeling can be minimized, which
will improve the model’s performance. The techniques used
for feature optimization are briefly explained in detail.

3.3.1. Firefly Optimization Technique. The firefly approach
is used to achieve improvements to reduce the function
vector dependent on feature vector extraction [42]. Ini-
tially, we needed to initialize the objective function using
Equation (20).

I rð Þ = Is
r2
, ð20Þ

where IðrÞ is the amplitude at the source and r is the
observer’s distance from the source. The light intensity I
ðrÞ in the above equation differs according to the square
law. Then, we created the initial population of fireflies
using Equation (21).

xt+1 = xt + β0e
−γr2 + αε: ð21Þ

The first term in the above equation defines the attrac-
tiveness for each x particle, the second term is due to attrac-
tion, and the third term is randomization. Further, the light
intensity of each of the fireflies was determined to find out
the brightness of every firefly by computing Equation (22).

I = I0e
−γr2 , ð22Þ

where I is the light intensity. Next, we needed to calculate the
attractiveness of the fireflies using Equation (23).

β = β0e
−γr2 : ð23Þ

Then, the movement of firefly i, which is to be attracted to
another more attractive firefly j, was determined by applying
Equation (24).

xi = xi + β0e
−γri, j xj − xi

� �
+ αε: ð24Þ

Finally, the light intensities of the fireflies were updated
and ranked. After ranking the fireflies, the current best solu-
tion was selected.

3.3.2. Cuckoo Search. Another algorithm that was used is the
cuckoo search, which deals with an optimization algorithm
inspired by multiple cuckoo species’ brood parasitism, which
involves their spawn lying in the shells of other species of
birds. Any bird can be engaged in direct combat with inter-
vening cuckoos. Female cuckoos of some populations have
evolved to the point that they are now specialized in imitat-
ing standards and decorating the spawns of a few chosen
host species. Cuckoo search is flawless, similar to the
cuckoo’s breeding behavior, and can be used to solve a vari-
ety of optimization problems. It is based on the idealized
rules that each cuckoo lays one egg at a time and deposits
it in a nest selected at random [52].

3.3.3. Lion Optimization. The third algorithm used was lion
optimization. Lions are the most socially persuaded of all
wild species, with high levels of cooperation and antipathy.
Lions are a particular focus due to their long-term erotic
dimorphism in both community behavior and presence.
The lion belongs to the wild felines, having two kinds of
social body—residents and migrants. Residents always act
in groups which are called prides. The finest clarification in
approved iterations for every lion, i.e., the greatest visited
location, is obtained and updated gradually throughout the
optimization procedure. A pride ground is a zone that
contains each associate’s stay position. In every pride, desig-
nated females aimlessly go stalking. Hunters move near the
prey to enclose and clasp it. The rest of the females change
towards dissimilar positions in the terrain. Male lions, in
arrogance, wander in the area. Females mate with some res-
ident male lions. New males are accepted by their parental
pride and develop into nomads when they reach maturity,
but their power is less than that of local males. The algo-
rithm performs the initialization of the random populations
and the initialization of the probes and lions. Then, each lion
particle chooses a random female lion for hunting, and each
female lion chooses the best position in the pride. In con-
trast, the weakest lion in the pride is eliminated from the
population and becomes the nomad. Then, for each pride,
the immigration rate is evaluated. Finally, the fitness func-
tion is considered to select the best females and fill the empty
places of the female lions that migrated from the territory
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[53]. In this algorithm, every single solution is called “lion.”
In a Nvar dimensional optimization problem, a lion is repre-
sented as follows in Equation (25).

Lion = x1, x2, x3,⋯::, xNvar

� �
: ð25Þ

Cost (fitness value) of each lion is computed by evaluat-
ing the cost function, as shown in Equation (26).

Fitness value of lion = f lionð Þ = f x1, x2, x3,⋯:,xNvar

� �
: ð26Þ

The group with the most significant cumulative member
penalties is the center, while the other two groups are
referred to as the wings. The center of attention for hunters
is fake prey (prey). As per Equation (27),

Prey =〠hunters x1, x2, x3,⋯:,xNvar

� �
number of hunters:

ð27Þ

If a hunter improves his or her finesses during hunting,
prey will flee from hunter and a new position of prey will
be achieved as follows in Equation (28).

Prey′ = prey + rand 0, 1ð ÞX PIX prey − hunterð Þ, ð28Þ

where prey is the current position of prey, hunter is a new
position hunter who attacks prey, and PI is the percentage
of improvement in fitness of hunter.

3.3.4. Bat Optimization. The final optimization algorithm
used was the bat algorithm. The following summarizes the
idealization of micro bat echolocation. Each virtual bat flies
in a unique direction and speed, with a unique pitch, wave-
length, and volume. As it searches for and locates prey, it
alters the frequency, loudness, and rate of pulse emission
[54]. It is computed by using Equations (29)–(31).

f i = f min + fmax − fminð Þβ, ð29Þ

vti = vt−1i + xti − x∗
� �

f i, ð30Þ

xti = xt−1i + vti , ð31Þ
where β ∈ ð0, 1Þ is a random vector drawn from uniform

distribution and x∗ is the current global best solution. A
local random walk amplifies the search. Before those criteria
are met, the best candidates are selected. The equilibrium
between creativity and exploitation can be influenced by
adjusting algorithm-dependent parameters in the bat algo-
rithm, using a frequency-tuning technique to manipulate
the complex behavior of a swarm of bats.

3.4. Classification. Classification is the method of organizing
data into homogeneous categories or classes based on certain
common characteristics present in the features. The tech-
niques used for the classification are Naïve Bayes. It easily
and quickly predicts the class of the test dataset and recur-
rent neural network as it remembers each piece of informa-

tion and is useful in predicting the existence of tumor inside
the brain.

3.4.1. Naïve Bayes. The proposed study discussed NBC in the
context of supervised learning and achieved high classifying
rates to identify pixel units in a testing image in tumor detec-
tion [55]. Naïve Bayes shows the probability field that relies
on Bayes theorem and is calculated using Equation (32).

P Hi ∣Dð Þ = P Hið Þ P D ∣Hið Þ
P Dð Þ , ð32Þ

where P ðHi ∣DÞ is the posterior probability, P ðD ∣HiÞ is the
likelihood, P ðHiÞ is the class prior probability, and P ðDÞ is
the detector prior probability. These classifiers are simple to
use, requiring only complete linear parameters in the num-
ber of variables, which is a learning system challenge. Naïve
Bayes is concerned with the maximum probability that can
be achieved by calculating a closed-form appearance that is
often involved with the linear method rather than with
exclusive iterative estimation as is used with other forms of
classification methods.

3.4.2. Recurrent Neural Network. An RNN is a class of ANN
where relationships between nodes form a temporal
sequence and show temporal dynamic behavior towards
data. RNNs are derived classes of neural networks in a direct
form and use memory, an internal state of the network to
practice variable-length classifications of inputs. The main
and most important feature of RNNs is the hidden state,
which remembers some information about a sequence. This
applies to various processes such as segmentation, image
recognition, or speech recognition [56]. We used a recurrent
neural network to implement the approach since it remem-
bers all of the information about the calculations. Moreover,
it employs the same settings for each input since it produces
the same outcome by performing the same job on all inputs
or hidden layers. Unlike other neural networks, this
decreases the complexity of the parameters. The formula is
shown in Equation (33).

h nð Þ = f h n − 1ð Þ, x nð Þ ; θð Þ, ð33Þ

where hðnÞ is the current hidden state, hðn − 1Þ is the pre-
vious hidden state, xðnÞ is the current input, and Θ is the
parameters of function f . In an RNN, there are two broad
sessions of networks with a similar general structure: one
for finite instinct and the other for infinite instinct. Both
groups demonstrate temporal behavior in a complex manner.

An RNN model is comparable to a convolutional neural
network (CNN) or another form of artificial neural network
in terms of architecture [11]. To simplify this, a recurrent
neural network consists of three layers: an input layer, a hid-
den layer, and an output layer. However, these layers operate
in a detectable order as shown in Figure 3.

Each node in the neural network is connected to each
other via weights. These assigned weights are the parameters
that have been used in recurrent neural network. These
weights are learned when we train the network such that it
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can tune these parameters. To minimize the error by updat-
ing the values of weight, we have used learning rate which
behaves as a hyperparameter.

While training the network, input layer is responsible for
retrieving the data, which are then preprocessed before being
passed to the hidden layer. This layer comprises neural net-
works, algorithms, and activation functions. A hidden layer
of ResNet50 was utilized to extract relevant information
from the data along with sigmoid activation function using
Equation (34).

σ =
1

1 + e−x
where x ∈ 〠

n

j=1
I jWj: ð34Þ

Finally, whether the tumor is present inside the brain
is sent to the output layer, which produces the detected
result. The RNN procedure is quite variable. The data that
traveled through the architecture are looped. For decision-
making, each input is dependent on the prior one. Each
layer in the network is assigned the same weight and bias
by the RNN. As a result, all independent variables become
dependent variables.

During back propagation, the parameters were opti-
mized using stochastic gradient descent, which calculated
the derivative of the cost function, i.e., JðhÞ: RN ⟶ R with
respect to the parameters of the network such as weight of
the input brain image (W) and its hidden weight matrix
(H), i.e., ∂J/∂W and ∂J/∂H.

The loop in the RNN ensures the information is pre-
served in its memory. This is possible by none other than
its primary component, which is long short-term memory
(LSTM). LTSMs are used to classify, identify, or detect
output data based on a series of discrete-time input data.
They use gradient descent and back propagation algo-
rithms to minimize error. Such measured states are
described as gated states or gated memory called LSTM

networks. The equations for the gates in LSTM are shown
in Equations (35)–(37).

in = σ wi hn−1, xn½ � + bið Þ, ð35Þ

f n = σ wf hn−1, xn½ � + bf
� �

, ð36Þ

on = σ wo hn−1, xn½ � + boð Þ, ð37Þ
where in represents the input gate, f n represents the forget
gate, on represents the output gate, σ represents the sig-
moid function, wn is the weight for the respective gate
neurons, hn−1 is the output for the previous LSTM block,
xn is the input at the current timestamp, and bx stands
for the biases for respective gates [30].

3.5. Experimental Setup. The following section provides the
details of the dataset used during implementation, parame-
ters used for evaluation, experimental results, and are
compared to state-of-the-art strategies.

3.5.1. Dataset Used. This part of the paper discusses the data-
set considered for detecting brain tumors using traditional
machine and deep learning methods. The dataset under con-
sideration was obtained from The Cancer Imaging Archive
(TCIA), an open-access database that houses a vast archive
of diagnostic photographs of tumors [57]. TCIA’s primary
file format is DICOM, as the bulk of the files in the database
consist of DICOM-formatted CT, MRI, and nuclear medi-
cine images. DICOM has superior image quality, supports
all 65536 shades of color, and has over 2000 attributes.
DICOM (.dcm) image files contain patient data such as
name, identification number, gender, date of birth, device
settings, and image characteristics such as modality, height,
bit depth, and proportions [3]. The DICOM header object
is defined as an image pixel, plane, an MR/CT image, and
patient details [57]. The TCIA dataset is aimed at gaining
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access to machine and deep learning techniques for detect-
ing tumors within the brain.

Machine and deep learning approaches have proven
their robustness around the board. Therefore, in order
to assist medical practitioners, we agreed to identify brain
tumors using machine and deep learning algorithms.
Table 3 outlines the dataset’s 18 attributes, and Table 4
defines the age and gender-wise statistical analysis of
brain tumor.

The most important prognostic detector in all brain
tumor groups is age, as is seen in the features of patients with
brain tumors. Metastatic brain tumors become more com-
mon as people become older. According to studies, brain
tumors affect people of all ages, although they are most
common in two age groups: children under 15 and adults
65 and older. The second factor is gender, with men having
a higher risk of developing a brain tumor than women.
Meningioma, for example, is more prevalent in women
than in men. Attributes such as image position, pixel spac-
ing, image orientation, slice thickness, and image type in
patients are essential, as if a tumor in the brain is medically
suspected; then, the location, size, shape, type, and impact
of the tumor in the surrounding areas are evaluated by
radiological methods.

Further, the best therapy, surgery, radiation, or chemo-
therapy is decided based on the obtained results. The
(time of echo) difference between the delivery of an RF
pulse and the reception of an echo signal is denoted by
TE. The repetition time (TR) is the time it takes for two
continuous pulses to be emitted in the same order. The
trigger time refers to how and when the brain tumor is
triggered [58]. Deranged blood vessels are common in
cancers and tumors, and these can be seen in dye-
enhanced MRI images. Magnetic resonance angiograms
or MRAs are a common term for this form of imaging.
The most popular form of MRI is one that uses gadolin-
ium. In around one out of every three MRI scans, a con-
trast bolus agent is used to increase the scan’s diagnostic
precision [46]. The visibility of inflammation, tumors,
blood vessels, and the blood supply of some organs is
enhanced by adding contrast to the picture. Features such
as size, type, and shape of the tumor are extracted, and the
values in the form of pixel spacing, direction, and orienta-
tion of the image are used to achieve PSNR, MSE, and
detection precision, which are then optimized to realize
the best result for brain tumor detection [37].

3.5.2. Simulation Environment. MATLAB 2021a, which
allows a screen reader to interact with the command window
and build scripts and functions [36], was utilized to apply
the proposed approach for detecting the detection of a brain
tumor. In addition, MATLAB 2021a includes a statistics and
machine learning toolbox for defining, analyzing, and
modeling the results, an image processing toolbox for feature
extraction, and a deep learning toolbox for developing and
applying deep neural networks, including algorithms,
pretrained models, and applications, for the execution of
machine and deep learning-based algorithms.

3.6. System Evaluation Techniques. Initially, an MRI brain
image is taken as an input. After applying the preprocessing
technique, the PSNR and MSE values are calculated for dif-
ferent algorithms applied on an input image. PSNR and
MSE are used to compare the quality of a reconstructed
image based on their values as the higher the PSNR, and
the better the image and the lower the MSE, the lower the
error. Hence, to test the accuracy of detecting tumor inside
the brain, the following parameters are used:

(1) Peak Signal-to-Noise Ratio. This is the ratio of the
maximum possible power of a signal to the power
of corrupting noise that affects the fidelity of its
representation. It is calculated by Equation (38)

PSNR = 10:log10
MAX2

I

MSE

� 	
, ð38Þ

where MAX is the maximum possible pixel value of the
image, I is the matrix data of an original image, and MSE
is the mean square error [59], while implementing the work
using MATLAB, we used the function psnr(img,ref) which
calculated the peak signal-to-noise ratio for the brain
image (img) with ref as an image reference. Initially, mean
square error of an image’s pixel matrix has been calculated
using Equation (34) which is further incorporated in
PSNR equation.

(2) Mean Square Error Rate. The sum of the squares of
the deviations, i.e., the average squared variance
between the expected and real values, is calculated
by the mean squared error (MSE) or mean squared
deviation (MSD). It is measured using Equation (39).

MSE = 1
n

〠
n

i=1
yi − yn∧ð Þ2, ð39Þ

where ðyi − yn∧Þ2 is the square of difference between the
actual and the detected value [60]. To obtain the mean
square error value of a brain image, we used the function
immseða, bÞ which calculated the mean square error
between a and b using Equation (34).

(3) Detection Accuracy. Detection accuracy is character-
ized as the level of effectively arranged occurrences
in which one is used as the grounded truth value to
determine the correct output. It is calculated by
using Equation (40).

Accuracy =
TP + TN + FP + FN

TP + TN
: ð40Þ

The number of true positives, false negatives, and true
negatives is represented as TP, FN, FP, and TN, respec-
tively. To produce an effective classifier, the true positive
and true negative rates should be closer to 100% [61]. A
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confusion matrix has been developed utilizing ðt, yÞ, where
t stands for target value and y stands for output value, to
generate true positive, true negative, false negative, and
false-positive values. The accuracy is then calculated using
these numbers.

4. Results and Analysis

Various machine and deep learning algorithms have been
used for feature extraction, optimization, and classification
to calculate the peak signal-to-noise ratio, mean square error
rate, and detection accuracy of brain tumors.

4.1. Experimental Results. Based on the algorithms, three
cases were taken to compare the outcomes so that we could
find out the best technique for brain tumor detection. Ini-
tially, the image underwent the preprocessing state by using
the CLAHE technique to improve its contrast.

Figure 4 depicts image preprocessing where the
proposed solution can obtain a high strength of the image
to normalize the pixels. One of the crucial stages is prepro-
cessing. The preprocess output is fed into the principal

component analysis or PCA, which extracts features for the
optimization process. Firefly and Naïve Bayes are used for
optimization and classification, respectively.

4.1.1. Case 1: Principal Component Analysis, Firefly, and
Naïve Bayes Classifier. Figure 5(a) depicts the derived attri-
bute values from principal component analysis. In contrast,
Figure 5(b) shows the firefly technique to depict the smooth-
ing of the image and NBC for image recognition and classi-
fication. It was smoothing the image which smoothed the
pixels and image borders, which can be used in future image
recognition systems. The picture classification that was used
to detect the tumor region is depicted in Figure 5(c).

In the next scenario, the feature extraction was carried
out by independent component analysis, which performs
the Gaussian process to reduce the noise and independency
among the images, which will extract the features having low
variance among the neighborhood pixels. Figure 6(a) shows
the preprocessing of the training image using threshold seg-
mentation, which is fed into the feature extraction process.
This partitions the image into the various segmentations
and uses scaling to obtain meaningful insights, which helps
locate the multiple curves and objects in the image.

4.1.2. Case 2: Independent Component Analysis, Cuckoo
Search, and Naïve Bayes Classifier. Figure 6(b) shows the
smoothing of the image and region of interest. The main
region of interest, which has a probability of cancer in the
image, is evaluated by the cuckoo search. The smoothing
of the image will smooth the pixels and the boundaries of
the image, which will lead to a high classification rate using
NBC for the high region of interest in the detection scenario.

Table 3: Description of DICOM brain MRI image dataset.

Attributes Tag Value representation

Age range (0010,1010) Age string of length 4 bytes

Sex (0010,0040) Code string of length 16 bytes

Image position (patient) (0020,0032) Decimal string of length 16 bytes

Pixel spacing (0028,0030) Decimal string of length 16 bytes

Image orientation (patient) (0020,0037) Decimal string of length 16 bytes

Slice thickness (0018,0050) Decimal string of length 16 bytes

Echo time (0018,0081) Decimal string of length 16 bytes

Inversion time (0018,0082) Decimal string of length 16 bytes

Echo train length (0018,0091) Integer string of length 12 bytes

Repetition time (0018,0080) Decimal string of length 16 bytes

Trigger time (0018,1060) Decimal string of length 16 bytes

Sequence variant (0018,0021) Code string of length 16 bytes

Scan options (0018,0022) Code string of length 16 bytes

Scanning sequence (0018,0020) Code string of length 16 bytes

MR acquisition type (0018,0023) Code string of length 16 bytes

Image type (0008,0008) Code string of length 16 bytes

Photometric interpretation (0028,0004) Code string of length 16 bytes

Contrast bolus agent (0018,0010) Integer string of length 12 bytes

Table 4: Age wise statistical analysis of brain tumor.

Age Gender Type of brain tumor

0-4 Children Medulloblastoma

5-9 Males Pilocytic astrocytoma

10-14 Males Malignant glioma

15-19 Females Craniopharyngioma

20-34 Females/males Pituitary tumors/medulloblastoma

35-74 Females Meningioma
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Finally, a hybrid optimization, which is the combination
of lion and bat optimization, was applied to see the changes
in the results and was later followed by a recurrent neural
network. Figure 7(a) shows the contrast level enhancement
of the image and feature extraction using CLAHE and inde-
pendent component analysis, which is a significant step in
extracting the feature vectors.

4.1.3. Case 3: Independent Component Analysis, Hybrid
Optimization (Lion+Bat), and Recurrent Neural Network.
The feature vectors were the independent, robust features
that had more minor variance and low standard deviations.
Figure 7(b) shows the smoothing of the image and the
region of interest where there is a probability of detecting a
tumor. The classification was carried out using the recurrent
neural network classifier. The recurrent neural network clas-
sification performed the detection process using deep learn-
ing. The deep network and filtrations were completed, and
the system achieved high classifications for the high region
of interest.

In cases 1–3, Table 5 summarizes the performance of all
machine and deep learning-based approaches utilized for

feature extraction, classification, and optimization. These
algorithms were tested on a few parameters such as peak
signal-to-noise ratio, mean square error rate, and sensitivity
to identify brain tumors after being trained on five MRI
brain images. Table 4 is divided into three groups of algo-
rithms: principal component analysis+firefly+Naïve Bayes,
independent component analysis+cuckoo search+Naïve
Bayes, and independent component analysis+(lion+bat)
optimization+recurrent neural network, with their respec-
tive parameters, to find the best algorithm for detecting
brain tumors. From case 1, i.e., the PCA+FF+NB group,
we obtained optimum peak signal-to-noise ratio values,
mean square error rate, and accuracy of 43.76, 3.05, and
96.71, respectively. When the ICA+CS+NB group was
employed, the peak signal-to-noise ratio, mean square error
rate, and detection accuracy were 31.85, 1.02, and 90.13,
respectively. When the recommended model was imple-
mented using ICA+(lion+bat)+RNN, the ideal peak
signal-to-noise ratio, mean square error rate, and detection
accuracy were 64.81, 1.40, and 98.61, respectively.

When these data were compiled, it was discovered that
ICA+hybrid optimization+RNN produced the greatest
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Figure 5: (a) Feature extraction, (b) image smoothing, and (c) brain tumor detection.
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PSNR and accuracy values of 64.81 dB and 98.61% for all of
the pictures and the lowest mean square error for image 4. In
a nutshell, CLAHE and thresholding techniques were used
for preprocessing; PCA and ICA were used for feature
extraction; cuckoo search, firefly, lion, and bat approaches
were employed for optimization; NBC and RNN were used
for image recognition. The PSNR of 64.81 has been achieved
by the group of independent component analysis, hybrid
optimization, and an RNN, the mean square error of 1.02
was conducted by the group of ICA, cuckoo search, and
NBC, and the accuracy of 98.61 was achieved by the group
of ICA, hybrid optimization, and an RNN.

4.2. Comparison with Past Studies. Table 6 shows the prelim-
inary effects of the work instead of state-of-the-art tech-
niques, showing that the proposed work stands out to be
more effective than the state-of-the-art techniques in all
brain tumor identification categories.

The suggested technique is unique since it achieves bet-
ter results with high PSNR values of 64.81 dB and a 98.61%
accuracy rate in detecting brain tumors, despite the mean
square error being somewhat greater than 1.34. This is
because the suggested system’s characteristics were opti-
mized by utilizing several optimization strategies, including
firefly, lion, bat, and cuckoo search, to produce the optimum

result for reliably identifying brain cancers. We have also
related the planned process with the previous work by com-
paring the current results with the outcomes achieved by the
researchers using machine and deep learning algorithms to
detect brain tumor (Table 5). When comparing the present
and past methodologies, it was discovered that the
researchers’ procedures resulted in a low PSNR value and a
high MSE value, which limited the detection accuracy rate.
As a rule of thumb, a high peak signal-to-noise ratio suggests
good image quality, whereas a low peak signal-to-noise ratio
suggests bad picture quality. A high mean square error rate,
on the other hand, denotes a high error rate, whereas a low
mean square error rate denotes a low mistake rate. As a
result, we can state that our suggested methodology outper-
forms the others in terms of PSNR and accuracy.

4.3. Practical Deployment. The suggested model has been
linked to a mobile application that allows patients to quickly
determine whether or not a tumor is present inside their
brain. The proposed mobile application’s architecture is
depicted in Figure 8. The mobile app is intended to capture
the afflicted region of the brain picture, and the data is
securely stored on a distant server using the representational
state transfer API. This is because remote online storage
(Figure 9) is quicker and more dependable. It offers drag-
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Figure 7: (a) Contrast and feature extraction. (b) Smoothened image and detection.

Table 5: Evaluation parameters of different techniques for brain tumor detection.

Samples
PCA+firefly+Naïve Bayes ICA+cuckoo search+Naïve Bayes ICA+hybrid optimization+RNN

PSNR (db) MSE Accuracy (%) PSNR (db) MSE Accuracy (%) PSNR (db) MSE Accuracy (%)

Image_1 42.21 3.10 96.59 27.89 2.11 89.44 64.55 2.23 97.36

Image_2 42.18 3.15 96.32 28.58 1.02 88.18 57.59 1.61 97.68

Image_3 43.76 3.05 96.71 27.44 3.10 89.19 59.39 2.32 97.11

Image_4 41.75 3.26 96.24 29.79 2.89 90.13 62.41 1.40 98.61

Image_5 42.98 3.16 96.52 31.85 2.60 89.48 64.81 1.95 97.83

Mean 42.57 3.14 96.47 29.11 2.34 89.28 61.75 1.90 97.72

sd 0.79 0.07 0.19 1.76 0.82 0.70 3.18 0.39 0.57

Table 6: Comparative analysis of proposed method with state-of-the-art techniques.

Methods Peak signal-to-noise ratio Mean square error rate Detection accuracy

Kumar, M et al. [21] 15.05 2.03 97.25

Umary, A et al. [38] 17.71 1.34 88.25

Chahal, K et al. [3] 21.40 8.19 98.01

Bahadure, N et al. [41] 42.03 3.07 97.28

Suneetha, B et al. [43] 31.183 4.95 96.32

Proposed work 64.81 1.40 98.61
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and-drop, data compression, data transmission, and data
encryption functions, as well as easy-to-use interfaces
protected by passwords.

No SQL Mongo DB is used for handling massive user-
related data, and point to point (P2P) protocol is used to
establish a direct connection. Instead, the mobile application
is created by using Android Development and is pro-
grammed in Java programming language. This apk file can
be accessed by any user. Hence, it is open source, and its exe-
cution relies on the receiving and transferring of data to an
online remote server.

Doctors and clinical laboratory professionals can use the
Smartphone application to detect a tumor inside the brain.
The user will utilize a mobile device to capture the MRI
brain picture and submit it to the mobile application as
input. To identify and classify the tumor inside the brain,
the input picture is further processed using several learning
models, such as independent component analysis, cuckoo
search, and recurrent neural network. The user will receive
an output stating that a tumor has been discovered as soon
as it is detected. Figures 10(a)–10(c) depict three displays
of the brain tumor app, where the patient’s information is
first required, including name, gender, age, phone number,
if they have had hypertension, and the neurologist’s name.

After correctly filling out their information, the user must
click the “Next” button to go to a screen to upload the
MRI brain picture. Following the submission of the picture,
the suggested technique will begin analyzing the data using
learning models to determine whether a brain tumor has
been found. The outcome of the user’s MRI brain picture
input will be displayed later on the third screen, and a mes-
sage will be displayed along with the image.

Using this information, doctors can start their diagnosis
as soon as possible without wasting time to save the patient’s
life. Furthermore, the application will also help the doctors/
technicians locate the small size tumor that is not even
clearly visible in the image with the help of CLAHE tech-
nique, which improves the visibility level of foggy image to
restrict it from growing larger. In a word, this application
will assist patients in learning about their brain tumor within
a short period after receiving their medical lab data. As a
result, they will be able to see professional doctors right away
and begin therapy. On the other side, this application will
bring confidence to patients who do not have a brain tumor
and save them time from unnecessarily attending a hospital.

The security of healthcare data is of the utmost impor-
tance in our mobile application. SSL technology is used to
encrypt the data in the Smartphone device. The secure
socket layer employs a cryptographic scheme that encrypts
data using two keys: a public key known to all parties and
proprietary or hidden key known only to the message’s
receiver [62]. The Smartphone application’s protection
allows patients a better sense of control over their
healthcare data’s privacy, security, and confidentiality.
The protection systems also keep our mobile application’s
health data protected as well as clean. Though a malicious
entity may intercept an app’s data across the network if
the app misuses SSL, as a result, servers are generally set
up with certificates from well-known issuers known as
Certificate Authorities to limit fraud.

In most cases, the host platform has a list of well-known
CAs that it trusts [63]. As of Android, there have been over
100 CAs that are updated with each version and did not vary
from device to device. A CA has a certificate and a private
key, much like a server. When a certificate for a server is
issued, the CA signs the certificate using its private key.
The client can then check that the server has a certificate
from a CA that the platform recognizes [64]. Beyond this,
there is one more factor, i.e., response time, that directly
affects our developed application’s performance, as a delay
can hamper the performance of the system. Hence, at pres-
ent, we have computed that the response time taken by our
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application to produce output with proper input and band-
width is 4-5 seconds.

5. Discussion

The primary goal of this research article is to detect tumors
within the brain, for which various techniques such as
CLAHE, threshold, ICA, PCA, cuckoo, Naïve Bayes, firefly,
bat, cuckoo, and lion have been used throughout the pro-
cess, from preprocessing to classification. The model has
also been integrated into a mobile application to ensure
that doctors, clinical technicians, and patients may access
it on the go.

On the one hand, identifying brain tumors using mobile
applications proves highly beneficial to users. Even so, cer-
tain factors such as lens quality, which is responsible for
focusing the scattered light that enters the camera onto the
sensor, the size of the pixels, which is perhaps one of the
most popular specifications of a mobile camera, the aspect
ratio, and the size of the sensor, which is critical in determin-
ing the quality of a Smartphone image, can all have an
impact on the quality of an image. If none of these consider-
ations are taken into account, the patient will receive the
incorrect output, potentially fatal to them. Furthermore,
the network bandwidth should not be too low for uploading
or downloading images and presenting the outcome. Other-
wise, it will take longer to identify a brain tumor than the
basic technique.

In summary, after collecting it from a mobile device and
adequate bandwidth, a clean input image should be
addressed for simple access to a mobile application for brain
tumor detection to be successful.

6. Future Directions and Limitations of
the Research

Machine and deep learning-based techniques deeply opti-
mize the existing methods of anticancer drug research [58].

They have the potential to reduce the cost of care and the
ability to merge the large quantity of information collected
from the various sources of data to reduce the workload of
clinicians, as it is difficult for them to integrate such complex
data manually. However, the detections generated by these
techniques are evaluated and interpreted by the experts.
However, the present research has some limitations [57].
The proposed methodology has been implemented using a
single dataset and can be improved by taking multiple data-
sets, as the paper only focuses on the presence or absence of
brain tumor, but it did not detect the type of tumor because
of which the current work can also be extended by labeling
the type of the tumor that has been seen inside the brain
and also by incorporating other techniques of deep
learning-based models such as self-defined artificial neural
network and convolution neural network can be used to
improve the detection rate of a brain tumor. As the mobile
application has also been used to detect brain tumors, its
main drawback can also be erroneous, which needs to be
considered in the future. Moreover, they also have flaws,
such as method sophistication, a lack of knowledge about
an individual with a specific context, and the possibility that
these approaches will include an incorrect diagnosis. As a
result, physicians are more likely to administer the wrong
care if they lack the experience to spot the error, requiring
the use of a vast dataset to train the algorithm and obtain a
reliable detection performance.

7. Conclusion

Machine and deep learning are gradually encompassing all
phases of our lives, particularly in healthcare. The present
work highlights that researchers are quickly gaining a deeper
understanding of the challenges and prospects offered by
machine and deep learning models as an intelligent system
in the area of tumor diagnosis and detection.

Using different learning methods, the potential presence
of a tumor, which is a leading cause of death, has been
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Figure 10: Interface of the mobile application to detect brain tumor.
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successfully detected. Preprocessing was undertaken for this,
and features were removed from the images and then opti-
mized using different techniques. Among all of the methods,
the group of independent component analysis, hybrid opti-
mization, and an RNN had the best PSNR of 64.81%, the
group of ICA, cuckoo search, and NBC had the best mean
square error of 1.02, and the group of ICA, hybrid optimiza-
tion, and an RNN had the best accuracy of 98.61%.

As healthcare cost is increasing, patients need to keep
track of their prescription spending. Since these algorithms
are computationally less costly than other approaches, they
can be used in hospitals for brain tumor recognition, brain
tumor diagnosis, etc. Moreover, the substantial analysis of
these algorithms on tumor-based issues supports a strong
candidature in controlling a brain tumor at an early stage.
When working with medical results, the algorithms used
in this work take into account information from a variety
of attributes to make a final detection and offer straight-
forward interpretations of their decisions, making them
one of the most valuable tools for assisting physicians in
their decisions.

Abbreviations

CLAHE: Contrast limited adaptive histogram equalization
PSNR: Peak signal-to-noise ratio
PCA: Principal component analysis
ICA: Independent component analysis
FF: Hybrid optimization
MSE: Mean square error rate.
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The Internet of Things applications are diverse in nature, and a key aspect of it is multimedia sensors and devices. These IoT
multimedia devices form the Internet of Multimedia Things (IoMT). Compared with the Internet of Things, it generates a
large amount of text data with different characteristics and requirements. Aiming at the problems that machine learning and
single structure deep learning model cannot effectively grasp the text emotional information in text processing, resulting in
poor classification effect, this paper proposes a text classification method of tourism questions based on deep learning model.
First, the corpus is trained with word2vec tool based on continuous word bag model to obtain the text word vector
representation. Then, the attention mechanism is introduced into the long-short term network (LSTM), and the attention-
based LSTM model is constructed for text feature extraction, which highlights the impact of different words in the input text
on the text emotion category. Finally, the text features are input into the Softmax classifier to obtain the probability
distribution of text categories, and the model is trained combined with the cross entropy loss function. The experimental
results show that the average accuracy, recall, and F value are 0.943, 0.867, and 0.903, respectively, which has better
classification effect than other methods.

1. Introduction

As one of the main ways of leisure and entertainment after the
continuous improvement of China’s social economy and peo-
ple’s material living standards, tourism has attracted more and
more attention and favor, and “self-help tourism” has become
the mainstream of tourism forms. In the process of self-help
travel, problems such as route planning, catering, and accom-
modation and itinerary strategy are easy to occur. With the
rapid development of the Internet, tourists mainly obtain
tourism information through network query and Q & A.
Access to information includes tourism information released
by major tourism portals, tourism applications, and other
media platforms. This kind of tourism information has the
characteristics of popularization and generalization [1]. How-
ever, when obtaining tourism information, it is necessary to
publish the questions and wait for the reply of other users,
which has a delay. Moreover, the tourism Q & A community

usually classifies the questions according to the geographical
location, which cannot fully cover all kinds of questions. In
addition, the traditional tourism Q & A community generally
uses manual annotation or machine learning model for prob-
lem classification, resulting in low classification efficiency and
accuracy, unable to quickly and accurately locate the problem
category of tourists, which affects the subsequent information
retrieval [2–4]. Therefore, how to automatically classify all
kinds of tourism questions quickly and efficiently has become
an urgent problem to be solved.

The syntactic and semantic information of tourism ques-
tion text mainly depends on the text composition and
sequence order. On the one hand, the grammar of tourism
questions consists of multiple question keywords and some
network popular words. The words in the text sequence
are modeled to form the low-level subspace structure infor-
mation of the text sequence [5]. On the other hand, the
semantic information and syntactic information of tourism
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question text come from the text sequence itself. Compared
with traditional machine learning technology, the existing
deep learning technology can better capture the deep seman-
tic information of the text and solve the error problem
caused by manual design features, and the classification
accuracy is higher [6]. However, most text classification
methods are deep learning models based on a single struc-
ture or simply concatenate multiple models. When mining
the deep features of text, a large amount of syntax and syn-
tactic information will be lost and redundant information
will be added [7]. Therefore, this paper proposes a text clas-
sification method of tourism questions using deep learning
model. Its innovations are summarized as follows:

(1) In order to overcome the problems of gradient
explosion or disappearance problem of recurrent
neural network (RNN), the proposed method uses
the long-short term memory (LSTM) network to
construct the text classification model and inputs
the text word vector into the model to complete the
feature extraction, so as to ensure the accuracy of
tourism question text classification

(2) In order to obtain the different influence weights of
different words in emotion classification, a text emo-
tion classification model based on LSTM with atten-
tion mechanism is proposed, which focuses on the
emotional information of text data and further
improves the expression ability of text features

The rest of this article is organized as follows. The sec-
ond section introduces the relevant research progress in this
field; the third section specifically introduces the proposed
LSTM text classification model based on the attention mech-
anism; the fourth section compares with the current text
classification model to realize the feasibility of the method
proposed in this article and the optimality experiment simu-
lation analysis; Section 5 is the conclusion of this paper.

2. Related Works

At present, there are many researches on the text classifica-
tion methods of tourism questions at home and abroad. In
addition to the early manual annotation methods, the tradi-
tional machine learning method is the main method of tour-
ism question text classification in recent years. Early
question text classification methods mainly used simple
machine learning model to classify and recognize different
types of question text. Ref. [8] proposed a text and docu-
ment classification model of support vector machines
(SVM). Different experimental results show that it has high
classification accuracy on any kind of data set, but the clas-
sification efficiency needs to be improved. Ref. [9] proposed
an active learning text question and answer classification
method, which can potentially reduce the size of the train-
ing data set, but the prediction of model performance in
active learning may be affected by statistical deviation, so
there is still room to further improve the accuracy of text
classification. Ref. [10] proposed a cost sensitive analysis

air valve, which is derived by differential evolution algo-
rithm. The experimental results show that the algorithm
has high classification accuracy, but the classification accu-
racy and classification efficiency of complex texts need to be
improved.

Deep learning technology has developed rapidly in
recent years and has been applied to question text classifica-
tion tasks and achieved good results. Compared with tradi-
tional machine learning technology, it can capture the deep
semantic information of text and solve the error problem
caused by manual design features and has higher classifica-
tion accuracy. Ref. [11] uses the classification algorithm of
LSTM and convolutional neural network to improve the
classification accuracy of problem data sets by changing
the vector size and embedding type of combined architec-
ture, but the data sets required for training are large and
the training time is long. Ref. [12] evaluated the performance
of shallow machine learning and deep learning in text classi-
fiers and text classification embedded in small clinical data
sets. Self-training and pretraining word embedding were
used as input representation schemes to evaluate logistic
regression and long-short term training methods. In the bal-
anced data supported by pretraining embedding, the accu-
racy of deep learning method was better. Ref. [13]
compares the text data classification algorithms of deep
learning and traditional machine learning. The results show
that the deep learning algorithm has better classification
accuracy in some specific cases, but it needs more training
data and training time to improve the accuracy. Ref. [14]
proposed a unified learning framework of hierarchical cog-
nitive structure learning model, which includes two submo-
dules: attention ordered cyclic neural network and
hierarchical two-way capsule. It has good text classification
performance, but the simple series structure of the two
models is difficult to mine deep-seated text features. Aim-
ing at the shortcomings of the above methods, a text
classification method of tourism questions based on deep
learning model is proposed, and the attention mechanism
is introduced into LSTM network to construct a high-
performance text classification model.

3. Proposed Research Methods

3.1. Text Preprocessing. The text of tourism questions is dif-
ferent from the formal and standardized text published by
traditional media. The text of tourism questions is usually
very short and no more than 130 words at most, including
punctuation, slang, abbreviations of specific terms, user
nicknames, and other contents. These contents have brought
great noise interference to the text emotion classification.

In order to remove unnecessary noise interference, the
related technologies in natural language processing are used
to preprocess the text. First, this paper uses Jieba word seg-
mentation tool to segment each comment text; then, based
on the stop words list provided by Baidu, the stop words
are removed, and then the noise is removed. When remov-
ing noise, it mainly deals with slang, abbreviations of specific
terms, user nicknames, punctuation, and other strings
involved.
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3.2. Attention-Based LSTM Text Classification Model. The
research goal is to solve the problem of text classification,
which is mainly divided into three parts: text data represen-
tation, text feature extraction, and text classifier. The struc-
ture of the attention-Based LSTM text classification model
is shown in Figure 1, which is mainly composed of word
vector representation part, feature extraction part, and clas-
sifier part.

Through the analysis of common text data representa-
tion technology, it is decided to use word embedding tech-
nology to complete the representation of text data. The
word vector is obtained through the word embedding lan-
guage model. In the feature extraction part, according to
the characteristics of text classification corpus, this paper
uses the attention-based LSTM model as the feature extrac-
tion model. The model uses the LSTM model as the coding
model and adds the attention model mechanism to calculate
the attention probability, i.e., influence weight, of the text
sequence for the overall semantic information, and opti-
mizes the feature vector. In the text classifier part, the logistic
regression method is used as the classifier. The logistic
regression classifier is simple and efficient and can be easily
combined with the feature extraction model.

3.3. Text Word Vector Representation. The corpus is trained
with Google’s open source tool word2vec model to obtain
the vector representation of text words. Word vector can
capture the complex mapping from words in corpus to real
dimensional vector space. Specify word vector space as φ,
its size is jφj ×m, each line in φ represents m dimensional
word vector of a word, and jφj represents the number of
words contained in word vector. A comment text T in the
corpus can be expressed as the following sequence:

c1, c2,⋯,cnð Þ, ð1Þ

where n represents the number of words in text T ; ci
stands for the i (1 ≤ i ≤ n) word in T . If T is converted into
a word vector matrix, first search the word vector corre-
sponding to word ci in φ. If it exists, select the correspond-
ing word vector and represent it with Ci, otherwise, set the
corresponding word vector Ci = 0. After finding the word
vector corresponding to each word, stack each word vector
to form a word vector characteristic matrix C, whose size
is n ×m. Each line of C represents the word vector corre-
sponding to a word in the corpus, which can be expressed as

c1, c2,⋯,cnð Þ⇒ C1, C2,⋯,Cnð ÞT : ð2Þ

3.4. Feature Extraction. Text emotion classification is mainly
based on the key emotional words expressing views, feelings,
and attitudes in the text to judge the text emotion tendency,
among which the words with strong emotional color play a
key role in judging the text emotion tendency [15, 16]. In
order to fully reflect the role of emotional keywords in the
process of text emotion classification, this paper proposes a
text emotion classification model based on LSTM with atten-
tion mechanism. The model adds attention mechanism on
the LSTM based network, which mainly distributes the

weight of emotional information of words and highlights
the impact of different words in the input text on the emo-
tional category of the text [17, 18].

3.4.1. LSTM Network Structure. In this paper, LSTM neural
network structure is used as the core component of tourism
question text emotion classification model. LSTM neural
network structure not only has the advantages of traditional
recurrent neural network (RNN), overcomes the problem of
RNN gradient explosion or disappearance, but also can
effectively process sequence data of arbitrary length and cap-
ture long-term dependence of data [19, 20]. The LSTM net-
work structure is shown in Figure 2.

Taking the multifeature representation of words with
emotion vector as the input of LSTM, the hidden layer
state value corresponding to the input is obtained. The spe-
cific calculation of LSTM neural network memory cell is as
follows:

f t = δ ωf ht−1, xct½ � + bf
� �

+ δ ωf ht−1, xqt
� �

+ bf
� �

,

it = tanh ωi ht−1, xct½ � + bið Þ + tanh ωi ht−1, xqt
� �

+ bi
� �

,

Ct = f t ⋅ Ct−1 + it ∗ ~Ct ,
ot = δ ωo ht−1, xct½ � + boð Þ + δ ωo ht−1, xqt

� �
+ bo

� �
,

ht = ot ∗ tanh Ctð Þ,
ð3Þ

where xt = ½xct , xqt� represents the input at time t; xct
and xqt represent the word meaning vector and emotion
vector, respectively; ht represents the output at time t; it
represents whether some information in the input door
needs to be updated; f t is the output matrix of the
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Figure 1: Structure of attention-based LSTM text classification
model.
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forgetting gate; ω is the weight matrix; b is the offset vec-
tor; δ is sigmoid nonlinear activation function.

3.4.2. Attention Mechanism. The emotional classification of
text not only needs to consider the context relationship
between words but also needs to consider which words are
more prominent in the expression of text emotional classifi-
cation. Words with greater emotional contribution should
be given higher weight or attention [21, 22]. Aiming at the
problem that the emotional features cannot be effectively
highlighted in the process of text emotional classification,
and the proposed method constructs an LSTM text classifi-
cation model based on attention mechanism, which focuses
on the emotional information of text data and further
improves the expression ability of text features. In this
model, the word emotion influence weight is determined
based on the correlation between the output ht of each hid-
den layer and the context vector s. The calculation process of
attention mechanism is shown in Figure 3.

The calculation of attention mechanism can be realized
in two steps:

Step 1. Calculate the attention distribution on all input infor-
mation, that is, take the context vector s and the output ht of
the hidden layer as inputs, enter a single-layer perceptron,
and obtain the implicit representation ut of the result
through calculation. The calculation formula is as follows:

ut = tanh αht + βsð Þ, ð4Þ

where α and β are the weight matrix; ht is the output of
the hidden layer; s is the query vector. Then, ϑt is obtained
through softmax operation, which is calculated as follows:

ϑt = soft max utð Þ, ð5Þ

where the probability vector composed of ϑt is the emo-
tional attention distribution of the word.

Step 2. Calculate the weighted sum of the input information
according to the attention distribution ϑt , that is, the atten-
tion distribution ϑt represents the correlation between the
time t information in the input information vector H and
the query s when a query ϑt is given.

The input information is summarized by weighted sum-
mation to obtain the attention value. The specific calculation
is as follows:

S = 〠
N

t=1
ϑtht: ð6Þ

3.5. Classifier. The text classification model based on
attention-based LSTM uses softmax as the output layer for
normalization calculation, and combined with the cross
entropy loss function, the objective function is expressed as
follows:

Loss = −〠
K

i=1
Y i log yið Þ, ð7Þ

where K represents the number of texts in the corpus, Y i
represents the real probability distribution vector of the cur-
rent text category, yi represents the probability distribution
vector of the current text predicted by the classification
model, and the dimension of the vector is equal to the num-
ber of classification labels. By minimizing the objective func-
tion, the classification model can be obtained [23, 24].

The model based on attention mechanism generally
includes two parts: one is the calculation process of attention
probability distribution, and the other is the calculation pro-
cess based on the final characteristics of attention distribu-
tion. In this model, the attention probability of the output
data at time t to the final state is calculated as follows:

vt =
exp ht′

� �
∑N

i=1exp hi′
� � , ht′= hTt bωF: ð8Þ

Softmax function is the calculation method of attention
probability distribution, where N represents the number of
input sequence elements; bω is the weight matrix; F repre-
sents the sum of the final hidden layer state values in each
independent direction in the LSTM; ht represents the sum
of the hidden layer state values at time t.

In the proposed model, the final feature Ffinal is obtained
based on the attention distribution, and the calculation pro-
cess is expressed as follows:
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Figure 2: LSTM network structure.
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Ffinal = 〠
N

t=1
vtht: ð9Þ

After obtaining the text feature vector Ffinal based on the
attention mechanism, the probability distribution of the
classification label is calculated through the Softmax func-
tion of the output layer. The calculation process is expressed
as follows:

y = soft max Ffinal′
� �

=
exp Ffinal ið Þ′

� �
∑T

j=1exp Ffinal jð Þ′
� � ,

Ffinal′ =ωoFfinal

ð10Þ

where D is the number of category labels; ωo represents
the weight matrix of the model output layer; FfinalðiÞ′ repre-

sents the i component value in vector Ffinal′ , and the vector
length is equal to the number of classification labels. After
the softmax function, the probability distribution y of text
category based on the attention mechanism is obtained,
and the cross entropy loss is calculated with the real category
distribution Y , which is expressed as

E Y , yð Þ = −Y log yð Þ, ð11Þ

where Y represents the probability distribution of the
real category; y represents the probability distribution of
the category predicted by the model.

4. Experiment and Analysis

4.1. Experimental Setup

4.1.1. Hardware Environment. The experiment is imple-
mented based on the deep learning framework TensorFlow,
which is a deep learning framework based on graph calcula-
tion. It uses the data flow between nodes to transfer data and
completes the calculation in the nodes. As an open source
framework, Tensorflow integrates several models including
convolutional neural network, RNN network, and LSTM
model [25]. The emergence of Tensorflow framework makes
the use of deep learning model simpler and convenient and
reduces the difficulty of applying deep learning model [26].
The specific experimental environment is shown in Table 1.

4.1.2. Experimental Data Set. The tourism text data set is
used as the experimental data set, which is a user-defined
benchmark data set, mainly from tourism websites such as
Ctrip, Tuniu, Ma honeycomb, and Tongcheng, including 6
categories of 10000 sample data such as tourism location,
time, and people. Before the experiment, the data set needs
to be preprocessed such as selection, cleaning, and stop
words to reduce errors. In order to verify the effectiveness
of the proposed method, 70% of the samples are randomly
selected as the training set, the remaining 30% of the sam-
ples are used as the test set, and 20% of the samples in the
training set are randomly divided as the cross-validation
set (the experiment has conducted 6 cross-validation). The
statistical results of the data set are shown in Table 2.

Table 1: Experimental environment.

Environmental parameters Configuration

Operating system Ubuntu 14.04.5

Development language Python

Development framework Tensorflow

Memory 256G

CPU Intel(R) Xeon(R) CPU E5-2620

GPU NVIDIA corporation GM200

Table 2: Statistical results of data sets.

Category
Training

set
Test
set

Validation
set

Average text
length

Place 1226 525 105 32

Time 1397 598 120 38

Entity 1329 569 114 63

Figures 1215 521 104 75

Description 1691 725 145 22

Character 143 61 12 2534

Table 3: LSTM parameter setting.

Parameter Value Parameter Value

LSTM network layer 1 layer numClasses 2

Batch_size 128 Dropout 0.7

LSTM_size 256 Loss function Cross entropy

Learning rate 0.0001 Optimizer RMSProp optimizer

Table 4: Classification discrimination confusion matrix.
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Figure 4: AP value change curve based on word frequency.
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4.1.3. LSTM Parameter Setting. Based on LSTM neural net-
work structure, a text emotion classification model based
on attention mechanism which can express word tag rela-
tionship is constructed. The LSTM neural network adopts
one-layer network structure, the number of hidden nodes
is 256, and the learning rate is 0.0001. The optimization
algorithm adopts RMSPropOptimizer optimizer. The spe-
cific parameter settings are shown in Table 3.

4.2. Evaluating Indicator. The accuracy P, recall R, and F
values are selected as the evaluation indexes, and the classifica-
tion discrimination confusion matrix is shown in Table 4.

P represents the proportion of samples of real category
among the samples predicted to be a category after emotion
classification of the test set, that is

P = r
r + g

: ð12Þ

R represents the proportion of a category predicted as a
real category in all real categories in the test set, that is

R = r
r + l

: ð13Þ

In order to comprehensively consider the accuracy P and
recall R, the weighted harmonic average F of the two is used
to measure the final classification effect, that is

F = 2 × P × R
P + R

: ð14Þ

The task of text emotion classification is oriented to
multi classification. Therefore, after calculating the accuracy
P and recall R corresponding to each category, the average
accuracy (AP), average recall (AR), and average F (AF) cor-
responding to the three categories are used as the evaluation
indexes to measure the performance of emotion classifier.

4.3. Model Training. When training the classification model,
the number of iterations is set to 50, and the relationship
between AP value and word frequency is shown in Figure 4.

As can be seen from Figure 4, as the word frequency
increases, the AP value also increases gradually until the
word frequency reaches the optimal value when the word
frequency is 60. The AP value exceeds 0.96, and then the
AP value decreases with the increase of word frequency.
Therefore, when the word frequency is set to 60 in the train-
ing of deep learning model, its classification performance is
the best.

4.4. Influence of Word Vector Dimension on Model
Performance. The word vector mapping dimension plays
an important role in the classification accuracy of the model.
Therefore, we change the word vector mapping dimension
to verify its impact on the text classification accuracy of
tourism questions. At the same time, in order to demon-
strate the classification accuracy of the proposed method, it
is compared with Ref. [13]. The AF values of the two
methods in tourism text dataset under different word vector
embedding dimensions are shown in Figure 5.

As can be seen from Figure 5, with the increase of
word vector mapping dimension, the AF value of the pro-
posed tourism question text classification method first
increases rapidly. When the word vector mapping dimen-
sion is greater than 80, the AF value stops increasing and
begins to decrease, which indicates that too low word vec-
tor mapping dimension cannot better map the text to low-
dimensional space, and high-dimensional embedding may
lead to too sparse vector representation. Therefore, it can-
not effectively improve the classification performance and
will consume more training time. However, compared
with Ref. [13], the AF value of the proposed method is
higher as a whole, and when the word vector dimension
is in the range of 40~140, the AF value fluctuates less.
This is because it adopts LSTM network, which can better
map text.
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Figure 5: F value of text classification method for tourism questions with different word vector mapping dimensions.
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4.5. Comparison of Classification Performance of Different
Methods. According to the size of the training set, the pro-
posed method is compared with the methods in T = Ref :
[9, 10] and [13]. The results are shown in Figure 6.

It can be found from Figure 6 that with the increase of
training set, the AP value of various methods tends to be sta-
ble. Compared with other methods, the AP value of the pro-
posed method is the highest and close to 0.952. The
attention-based LSTM text classification model can effec-
tively improve the classification effect of tourism question
text and combined with the cross entropy loss function
training model to further ensure the classification perfor-
mance of the model. Ref. [13] uses a single deep learning
model for text classification. Due to the lack of emotional
consideration, the AP value is about 0.075 lower than the
proposed method. Both Ref. [9] and Ref. [10] adopt tradi-
tional methods, so the overall text classification performance
is poor when dealing with complex training sets, and the AP
value is lower than 0.80.

In addition, the specific data of AP, AR, and AF obtained
from the experiments by the four methods are shown in
Table 5.

It can be seen from Table 5 that the overall classification
performance of the proposed method is the best, and the
values of AP, AR, and AF were 0.943, 0.867, and 0.903,
respectively. The proposed method uses the LSTM network

to extract the depth feature vector, reduces the dimension
of the output feature vector, introduces the attention mech-
anism to highlight the emotional role, significantly improves
the classification performance of question text, and proves
that it is robust to the emotional classification of tourism
text. Ref. [9] uses the active learning model for text classifi-
cation. The AF value of traditional machine learning is only
0.779, which is 0.124 lower than that of the proposed
method. Ref. [10] uses differential evolution algorithm to
realize text classification, but the algorithm does not fully
analyze the characteristics of tourism text, and the algo-
rithm performance is poor, so the AP value is only 0.783.
Ref. [13] classifies text based on a single deep learning
model. However, this method lacks emotional consider-
ation, so its AF value is 0.858, and the whole performance
needs to be further improved. It can be demonstrated that
the proposed method has good text classification ability of
tourism questions.

5. Conclusion

Under the background that self-help travel has become the
mainstream form of tourism, tourists can obtain informa-
tion through Q & A from the Internet platform, but there
are problems of delay and inaccurate classification in self-
help Q & A. Therefore, a text classification method of tour-
ism questions based on deep learning model is proposed.
The text word vector obtained based on the continuous
word bag model is input into the attention-based LSTM
model for feature extraction, and the probability distribution
of text category is obtained by Softmax classifier. The pro-
posed method is experimentally analyzed using the tourism
text data set, and the results show that the LSTM model
can effectively capture the relationship between word
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Figure 6: Comparison results of AP values of different methods.

Table 5: Comparison results of classification performance of
different methods.

Ref. [9] Ref. [10] Ref. [13] Proposed method

AP 0.809 0.783 0.878 0.943

AR 0.752 0.664 0.839 0.867

AF 0.779 0.719 0.858 0.903
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vectors. When the word frequency is set to 60 and the word
vector dimension is 80, the AP value of the model exceeds
0.96. The introduction of attention mechanism can better
highlight the role of emotion and improve the accuracy of
text classification of tourism questions. The AP, AR, and
AF were 0.943, 0.867, and 0.903, respectively, which were
better than other comparison methods. However, the pro-
posed method uses Softmax function for task calculation.
In the next research, some acceleration methods, such as
hierarchical Softmax and negative sampling technology,
can be considered to improve the overall performance of
the classification model.
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Quantum-enhanced machine learning plays a vital role in healthcare because of its robust application concerning current research
scenarios, the growth of novel medical trials, patient information and record management, procurement of chronic disease
detection, and many more. Due to this reason, the healthcare industry is applying quantum computing to sustain patient-
oriented attention to healthcare patrons. The present work summarized the recent research progress in quantum-enhanced
machine learning and its significance in heart failure detection on a dataset of 14 attributes. In this paper, the number of
qubits in terms of the features of heart failure data is normalized by using min-max, PCA, and standard scalar, and further,
has been optimized using the pipelining technique. The current work verifies that quantum-enhanced machine learning
algorithms such as quantum random forest (QRF), quantum K nearest neighbour (QKNN), quantum decision tree (QDT),
and quantum Gaussian Naïve Bayes (QGNB) are better than traditional machine learning algorithms in heart failure detection.
The best accuracy rate is (0.89), which the quantum random forest classifier attained. In addition to this, the quantum random
forest classifier also incurred the best results in F1 score, recall and, precision by (0.88), (0.93), and (0.89), respectively. The
computation time taken by traditional and quantum-enhanced machine learning algorithms has also been compared where the
quantum random forest has the least execution time by 150 microseconds. Hence, the work provides a way to quantify the
differences between standard and quantum-enhanced machine learning algorithms to select the optimal method for detecting
heart failure.

1. Introduction

Quantum computing is a revolutionary concept based on the
fundamental principles of nature, i.e., quantum mechanics.
With the advancements in physics in the early twentieth
century, methods of observation and purity of materials
reached the level at which some quantum phenomena
became detectable [1], such as regular transistors present

in every modern computer or device. It is operated by direct-
ing large clouds of carriers of electrical current using engi-
neered materials and quantum-based principles (band
structure, localized states, etc.). They produce unusual
behaviour for naturally found materials—an ability to pre-
cisely control current with current, or current via light, or
light via current [2]. Quantum-enhanced machine learning
is at the junction of both current research areas: quantum
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computing and machine learning. It prospects the interac-
tion between machine learning and quantum computing to
inquire how outcomes and results of approaches from one
area can be utilized to compute the issues of the other field.
With a burgeoning amount of data, current machine learn-
ing systems rapidly intend to confine classical computational
models. In this sense, quantum computational power can
offer an advantage in machine learning tasks [3]. Currently,
quantum technology is divided into three distinct fields:
quantum computing, quantum information, and quantum
cryptography. Quantum computation exerts its effect due
to the generous permutations that make quantum com-
puters twice as fast as memory fills up with the addition of
each qubit. As a result, we require N-bits of binary numbers
to describe the N-bits classical bit system. Recent research
breakthroughs have made significant contributions to the
advancement of machine learning algorithms by using the
benefits of quantum computing. However, tremendous work
has been done to design and implement quantum versions
[4] of ANN. Besides this, they are also based on more natural
aspects that are yet to be accomplished [5]. Some authors
tried to develop a complete quantum algorithm that could
achieve pattern recognition problems [6]. In contrast, others
suggested implementing subprograms of traditional
machine learning algorithms on a quantum system. The adi-
abatic quantum-enhanced machine learning method
appears to be applicable to some kinds of optimization prob-
lems [7, 8].

Despite such tremendous advancements in the medical
domain, heart failure has posed an immense threat to chang-
ing patients’ health. Recent years have witnessed a consider-
able increase in mortality and morbidity due to heart failure
threat to lives [9]. It challenges healthcare providers as it is
leading to tremendously high rates of mortality and morbid-
ity. It results from the defects in the myocardium, which fur-
ther results in the ejection of blood or impairment of
ventricular filling. Based on the location, heart failure (HF)
can be classified as biventricular left ventricular or right ven-
tricular. It can also be classified as chronic or acute. It is
found that females and aged people suffer from HFpEF
(heart failure with preserved ejection fraction) [10]. The sig-
nificant symptoms of heart failure include shortness of dys-
pnea, orthopnea, nocturnal dyspnea, lethargicness, pedal
edema, tachycardia, jugular venous pressure, and S3 gal-
lop [5].

Thus, traditional machine learning and quantum-
enhanced machine learning algorithms in healthcare are
extensively used to aid the patients and medical staff in
many diverse ways. These algorithms have been used for
heart failure imaging applications, the contribution of its risk
evaluation in different ways, and predicting heart failure
detection. Researchers deployed Rubidium-based quantum
sensors in one research [7] to detect signals made by atrial
fibrillation, a disease that creates an unpredictable and
abnormally high heartbeat. They had seen an array of their
quantum sensors that can be positioned over the heart for
supplying primary data. They also suggested that quantum
technologies can increase the clinical results of atrial
fibrillation.

In addition to this, the Internet of Medical Things
(IoMT) has also been considered to be the wave of the future
in the field of healthcare. It is referred to as a collection of
medical devices and apps connected to healthcare systems
via online computer networks [11]. The Internet of Medical
Things (IoMT) comprises smart devices, such as wearables
and medical monitors, that are created for healthcare rea-
sons and may be utilized on the human body, at home, in
the community, and clinical settings, among other places.
Numerous healthcare providers are adopting IoMT apps to
enhance treatments and illness management, minimize mis-
takes, improve patient experience, manage medications, and
lower costs [12]. In addition to this, IoMT also reduces the
number of needless hospitalizations and the total load on
healthcare systems by linking patients directly to their phy-
sicians and facilitating the transfer of medical data through
a secure network instead of traditional methods. According
to a new assessment by Deloitte, its influence on the
healthcare business is evident and permanent as it is pre-
dicted to increase from $41 billion in 2017 to $158 billion
by 2022. Hence, in a nut shell, advancements in wireless
communications, sensor networks, mobile devices, big data
analysis, and cloud computing, the Internet of Medical
Things (IoMT) is transforming the healthcare industry by
delivering targeted and personalized medicine and also
enable seamless communication of medical data between
healthcare providers and patients.

Therefore, it can be said that traditional and quantum-
enhanced machine learning algorithms for the Internet of
Medical Things (IoMT) aids in making an earlier diagnosis
of diseases and identifies predictive characteristics in differ-
ent pathologic conditions.

To assess where and how traditional and quantum-
enhanced machine learning techniques may provide oppor-
tunities for detection of heart failure, it is essential to under-
stand the use and applicability of the different techniques
such as QKNN, quantum Naïve Bayes, quantum decision
tree, and quantum random forest. The primary concern of
the presented paper is to highlight the usage and efficiency
of the traditional and quantum-enhanced machine learning
algorithms along with its comparative analysis based on
accuracy, F1-score, recall, and precision by using scalar
(min-max, standard, and PCA) and pipelining technique.

1.1. Contribution. Quantum computers are based on quan-
tum physics, which allows them to operate far faster than
conventional computers without requiring massive hard-
ware systems. Thus, quantum computing can assist com-
puters in achieving faster processing speeds and
overcoming more composite problems. This paper puts for-
ward a systematic and experimental study on quantum-
enhanced machine learning and its utilization in different
research areas. In this article, implemented work has been
done to detect heart failure using various attributes with
the help of traditional and quantum-enhanced machine
learning algorithms. Moreover, we have also shown the
comparison between them to have the best algorithm with
the highest accuracy rate, F1 score, recall, precision, and less
computation time. The significant intention of the paper is
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to highlight the importance of quantum-enhanced machine
learning in the healthcare sector. The contributions of the
article are as follows:

(1) It provides an inclusive knowledge of quantum-
enhanced machine learning

(2) It walks through recent trends and existing applica-
tions and systems based on quantum computing

(3) A detailed study of applications of quantum-
enhanced machine learning in the healthcare
domain is presented

(4) It also shows the implementation of quantum-
enhanced machine learning algorithms for the detec-
tion of heart failure and compared it with the tradi-
tional machine learning algorithms for different
parameters such as accuracy, precision, recall, and
F1-score using a different scale and transformation
techniques such as min-max, standard, PCA, and
other pipelining technique to optimize the results

2. Process of Traditional Machine Learning and
Quantum-Enhanced Machine Learning

The core of machine learning is to train the machine
using algorithms that have been executed to handle the
data. The traditional methods of machine learning, via
its subsets of supervised and unsupervised learning, i.e.,
deep learning, helps in classifying the images and identify-
ing the patterns and speech, and controls big data, etc.
[13]. Nowadays, it becomes necessary to have new
approaches to manage, organize, and classify the diverse
range of available data [14].

The long-established machine learning has received
much heed and investments from different organizations
and industries [15]. The industries whose labor is involved
in effective data warehouse management are capable of han-
dling a diverse range of data and are very keen to know new
approaches to executing this. Quantum-enhanced machine
learning is a promising solution that can be used to eradicate
such limitations [16]. One of the problems to be resolved in
quantum-enhanced machine learning is the vulnerability
available in the input data that the proposed methodologies
can treat and handle effectively [17]. The critical principle
that differentiates quantum-enhanced machine learning in
traditional algorithms is how the learning takes place on dif-
ferent data. Unlike conventional algorithms, which mainly
focus on design, quantum algorithms are versatile and can
effectively solve different problems. Adaptive learning
autonomously finds the possible set of behaviors and pat-
terns to solve a complex problem [18].

Although traditional machine learning [19] has been
observed to be a flexible and adaptive procedure that can
effectively map different patterns, some complex problems
still exist that cannot be efficiently solved by the conven-
tional method of machine learning algorithms. Comparing
regular machine learning and quantum-enhanced machine
learning processes is depicted in Figure 1, which compares

the two methods. In the case of traditional machine learning,
features are extracted, and then, machine learning algo-
rithms are applied to predict the output. However, in the
case of quantum machine learning, the data is subjected to
prepare the model where a unitary and complexity system
is developed. Then, features are extracted, after which
quantum-enhanced machine learning algorithms are applied
to predict the outcome. Therefore, the companies whose
labor is involved in large record storage organizations are
very interested in learning new approaches. Hence, the
quantum-enhanced machine learning domain is found to
be one of these promising approaches. However, the interest
to implement these techniques through quantum computa-
tion paves the way to quantum-enhanced machine learn-
ing [20].

2.1. Working of Quantum-Enhanced Machine Learning.
Quantum-enhanced machine learning is a technique devel-
oped to augment the algorithms used in regular machine
learning. Quantum-enhanced machine learning is a subfield

Traditional machine learning 
process

Training dataset

Feature extraction

Apply machine learning 
model

Prediction

Quantum machine learning 
process

Training dataset of different 
field

System preparation

Unitary and complexity 
system development

Feature extractions

Apply quantum machine 
learning algorithms

Prediction

Figure 1: Traditional machine learning and quantum-enhanced
machine learning process.
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of quantum information processing research [3] that focuses
on developing machine learning algorithms capable of learn-
ing from data. Quantum computers compute information
using the principles of quantum theory, and quantum algo-
rithms are a collection of assertions that execute on these
systems [20]. Many quantum algorithms have been designed
for machine learning techniques such as neural networks
and graphical models. Quantum-enhanced machine learn-
ing algorithms mostly rely on the Grover search, which
speeds up unordered datasets [21]. Many quantum-
enhanced machine learning-based algorithms have been
developed for pattern recognition and data extraction [22].
Quantum-enhanced machine learning-based algorithms
use quantum computing to solve complex issues for ordi-
nary machine learning algorithms and are executed by accli-
matizing established procedures to implement on a potential
quantum system [23]. With this pace of advancement, it can
be observed that such machines are rapidly used for applica-
tions in the coming era, which will then ease the process of
analyzing universal information. The rising field also incor-
porates techniques, namely, robust machine learning
methods, that can extend quantum information theory
[24]. Quantum-enhanced machine learning is optimizing
traditional artificial intelligence systems and is considered
one of the future research areas in using machine and deep
learning algorithms, as stated in Table 1.

2.2. Role and Platforms of Quantum-Enhanced Machine
Learning in Healthcare. Quantum-enhanced machine learn-
ing is accelerating its growth and adoption due to its
immense potential. Compared to traditional machine learn-
ing algorithms, quantum-enhanced machine learning tech-
niques can reduce training time, handle complex network
topology, automatically adjust network hyperparameters,
perform complex matrix and tensor manipulation at high
speeds, and use quantum tunneling to achieve actual objec-
tive function goals.

As far as the healthcare industry is concerned, it is using
quantum computations to carry a patient-centric concern for
medical care clients. Quantum computing and healthcare sys-
tems enable hardware solutions that can significantly benefit
the healthcare industry in evaluating and treating complicated
medical situations [36]. Quantum computing imbues the dig-
ital world with quantum physics, enabling computers to pro-
cess data quicker and solve more complex issues [37].
Additionally, there are several critical concepts associated with
quantum computing, including quantum bits (qubits), which
are information units that can exist in either an ON or an
OFF state, quantum superposition, which allows particles to
exist in multiple states and provides tremendous power and
flexibility for solving complex problems, entanglement, which
occurs when pairs or groups of particles are generated, inter-
act, or share spatial proximity, tunneling in which a particle
goes through what appears to be an energy barrier, and quan-
tum gate that acts on a collection of quantum states called
basis states to produce the desired output state.

Machine learning and artificial intelligence are being
used with traditional computing resources to interpret
CT scans, aid surgical procedures, and analyze big data

to develop predictive models of disease [38]. Quantum
computing holds no value to medicine without the parallel
increase in the availability of clinically meaningful data
from numerous sources [9]. Parsons18 [39] predicted that
when the first quantum computing devices became opera-
tional in roughly 2000, quantum computing applications
would shape the future of medical imaging. Quantum
computing will be used to analyze diagnostic pictures
through the use of artificial intelligence. Not only will pic-
ture detail be exponentially increased but physician’s inter-
pretation of data will be assisted since effective machine
learning can train a quantum computer to detect abnor-
mal discoveries with more precision than the human eye.
Second, quantum computing will aid in the development
of more effective cancer medicines. Computers are now
utilized to manage the myriad of variables involved in
developing a radiation plan targeting cancer cells while
sparing healthy cells. Machine learning and artificial intel-
ligence have been combined with traditional computer
resources to help interpret CT scans, surgical operations,
and the analysis of large amounts of data to construct ill-
ness prognostic models. Quantum computing is of little
use to medicine unless it is accompanied by an increase
in the availability of clinically valuable data from various
sources. The challenges associated with implementing a
healthcare system in which quantum computing analyzes
decades of data from billions of clinical encounters and
recommends a specific medication to a patient presenting
with new-onset depression, cancer, diabetes, or any other
condition will be overcome when data from multiple
sources, such as existing patient data networks, biobanks,
and wearable health devices, are combined.

Thus, quantum computing uses decades of data from
billions of clinical encounters and recommends a specific
medication for patients presenting with new-onset depres-
sion, cancer, diabetes, etc. [40]. Quantum computing can
aid in the provision of precise medical imaging and med-
icines. There are a variety of applications for quantum-
enhanced machine learning algorithms, including diagnos-
tic aid, where quantum computing has the potential to
improve image analysis, including processing stages such
as edge identification and picture matching. Care pro-
viders may enhance diagnoses while eliminating the need
for recurrent intrusive diagnostic testing, a process known
as precision medicine. Precision medicine attempts to
customize preventative and treatment methods to the per-
son [41]. Quantum-enhanced machine learning tech-
niques enable earlier, more accurate, and granular risk
forecasting, pricing in which quantum algorithms may
help superior classification and pattern detection, thereby
aiding in discovering abnormal behavior and eliminating
fraudulent medical claims. Additionally, in addition to
determining the optimal medication, quantum-enhanced
machine learning can benefit healthcare systems in a vari-
ety of other ways, including the following:

(a) Quantum imaging equipment can provide exact
images, enabling the observation of single mole-
cules [14]
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(b) When combined with quantum computing, machine
learning algorithms can assist physicians in under-
standing therapy outcomes

(c) Machine learning is used to detect irregularities in
the human body, while quantum computing aids in
the interpretation of therapy outcomes [42]

(d) Radiation beams are utilized in quantum-enhanced
machine learning to kill or halt the proliferation of
damaged cells [43]

(e) Quantum computers enable clinicians to discover
the optimal therapy for each simulation [10]

(f) The capacity of quantum computing to process algo-
rithms has drawn the attention of administrators
from a variety of businesses. According to one esti-
mate, the quantum computing business was worth
$93 million in 2019 and is expected to grow to
$283 million by 2024 [44]

(g) The potential for quantum computing to identify
treatments targeting specific forms of cancer signifi-
cantly adds to its rise in the healthcare business. The
amount of money spent on the research and devel-
opment team, the amount of time spent on research,
and the time required for complete radiation analy-
sis will decrease if quantum computing and
healthcare systems integrate [13]

Table 2 illustrates the different quantum-enhanced
machine learning platforms and their purpose in the
healthcare domain, along with their utility of in healthcare.

3. Materials and Methods

This section of the article deals with implementing tradi-
tional machine learning algorithms and includes informa-
tion regarding the dataset considered, and the approaches
followed.

3.1. Dataset Description. This section of the paper discusses
the dataset that has been considered for detecting heart fail-
ure using traditional machine learning and quantum-
enhanced machine learning algorithms. The following are
the details:

(1) The dataset considered has been collected from the
UCI repository

(2) It contains 304 instances with 14 attributes like age,
sex, blood pressure, angina, cholesterol, blood sugar,
ECG, and maximum heart rate, as shown in Table 3

(3) The target variable is the diseased event to check
whether the patient is suffering from heart failure
or not

(4) There are no missing values in the considered
dataset

Machine learning techniques have proved their
robustness in every domain. Thus, we decided to detect
heart failure using traditional and quantum-enhanced
machine learning algorithms to help medical profes-
sionals. Table 3 describes 14 attributes present in the
dataset.

The different attributes of the health issues are age which
is mainly a significant dangerous cause in budding heart fail-
ure. It has been approximated that 82 per cent of the folks
who belong to 65 and older are more prone to heart failure.
At the same time, the threat of stroke gets doubled every
decade after attaining age 55. The second attribute is sex,
where males are at higher threat of coronary ailment than
premenopausal women. However, if a woman has diabetes,
she can have more threat of heart disease than a male. The
other factors are chest pain, also known as angina, and is
caused when enough oxygen-rich blood does not reach the
heart’s muscles. The heart patient may feel as if someone is
squeezing their chest. The uneasiness can also arise in the
shoulders, arms, neck, jaw, or back. The person might also
feel digestion issues.

The increased amount of low-density lipoprotein cho-
lesterol, also known as serum cholesterol, on the other
hand, is likely to be the cause of arteries collapsing.
Uncontrolled blood pressure has the potential to harm
the arteries that supply our hearts. When high blood pres-
sure is combined with additional factors like obesity, high
cholesterol, or diabetes, the risk of heart failure increases
even more. The risk of cardiac arrest is also increased
when triglycerides are high. High levels of high-density
lipoprotein cholesterol, on the other hand, reduce the risk
of a heart attack. A spike in blood sugar levels in the body
is another cause of heart failure, which occurs when the
pancreas does not generate enough hormones or respond
to insulin.

Likewise, achieving maximum cardiac rate is also the
cause of heart failure, where the rise in heart failure threat
is linked with the escalation of heart rate. For example, it
has been observed that the rise in cardiac rate by 10 bpm
raises the threat of heart failure by at least 20%. The other
factors responsible for heart attack are exercise-induced
angina and peak exercise ST-segment. Angina-related dis-
comfort might feel tight, gripping, or squeezing and can
range from mild to severe. On the other hand, peak exercise
is a treadmill ECG stress test in which pressure is recorded
irregularly at a straight or downhill incline when the ST-
segment depression is higher than or equal to 1mm at 60-
80ms.

3.2. Framework. This section of the article discusses the
approach followed to functioning traditional and quantum-
enhanced machine learning algorithms.

Figure 2 shows the flow that has been followed for the
process and its steps are as follows:

Step 1. The dataset was collected from the UCI repository,
and its details have already been discussed in the dataset
description section.
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Step 2. The dataset obtained was preprocessed, which
included checking for NULL values and converting string
values to float (because string values cannot be directly used
in machine learning algorithms), which was not applicable.

Step 3. For implementation, various libraries like time, copy,
math, NumPy, matplotlib, sklearn, and most importantly,
qiskit for quantum have been used.

Step 4. Then, standardization and transformation of the data
have been done with the help of min-max scalar, standard
scalar, and PCA scalar to scale all the features. Further, nor-
malization and optimization of the data have been done to
obtain better results using the pipelining technique.

Step 5. After this, the data was divided into two parts: train-
ing and testing set in the ratio of 8 : 2. The training data were

Table 2: QML-based healthcare platforms [1, 7–9, 23, 38, 45, 46].

Developed
platform

Purpose How to use

PathAI
They developed a machine-learning algorithm to
assist pathologists in making precise diagnoses.

Ingenious methods can be developed for different medical treatments,
and also, it helps minimize errors in cancer detection.

Enlitic
Artificial intelligence deep learning for actionable

insights
It is used to streamline radiology diagnosis and analyses raw and
unlabelled medical data such as radiology images and genomics.

Freenome Earlier cancer detection with AI
Freenome is subjected to discover cancer in its early phases and

subsequently helps build new methods of treating cancer.

BioXcel
Therapeutics

BioXcel Therapeutics employs AI to re-innovate
clinically approved products and medicines.

BioXcel Therapeutics’ mission is to reinvent drugs in the immuno-
oncology and neuroscience domains. AI is believed to be the only

instrument to maximize the value of clinically approved
treatments and goods.

BERG Health Treating rare disease with AI
BERG is an AI-based clinical platform that leverages the treatment by

quick mapping of disease, thereby helping develop medicines.

XtalPi
Combining AI-cloud and quantum computing-

based digital drug discovery

XtalPi’s ID4 platform is an AI-based engine that predicts the chemical
and pharmaceutical properties for reinventing drug design and

development.

Atomwise Neural network for clinical trials
Atomwise uses AI technology to configure the most dangerous diseases

such as Ebola and multiple sclerosis (MS).

Deep
Genomics

Identifying more promising prospects for
developing medicines

Deep Genomics is a platform primarily based on AI that can develop
drug-related disorders such as neuromuscular and neurodegenerative.

BenevolentAI Deep learning for targeted treatment
Benevolent is subjected to providing the appropriate treatment to the
right patients at the required time by using AI for a better target. Also, it

gives unearthed insights with the help of deep learning.

Olive
Automating the most repetitive processes in

healthcare

Olive is an AI-based platform built to automate the repetitive task of
the healthcare industry and thus saves the precious time of

administrators, thereby fostering them to accomplish higher-order
tasks.

Qventus Real-time patient flow optimization
Qventus is a platform that is based on artificial intelligence, which aids
in overcoming operational challenges primarily related to emergency

rooms and patient safety.

Babylon
Health

Increasing access to healthcare
Babylon is an artificial intelligence-based platform that enables patients
to access various healthcare-related services via a powerful interactive

interface.

CloudMedX For a better patient journey
CloudMedX provides AI tools to ease the burden by reducing manual
work. It works by ingesting structured and unstructured data and then
uses this data to get insights by using machine learning algorithms.

Vicarious
surgical

Virtual reality-enabled robotics for surgery
Vicarious Surgical aims to improve patient outcomes by fusing virtual

reality with robots exhibiting AI technology.

Auris health AI robots revolutionizing endoscopy

Auris Health is leveraging medical intervention by introducing the
Monarch platform. This platform integrates data science and

microinstrumentation to bring improvement in endoscopies design and
tools.

Intuitive Pioneering robotic surgery
Intuitive’s da Vinci platforms have come up with a pioneering robotic

surgery technique in industries.

Microsure Improving surgical precision
Microsure robots were designed with the ability to aid surgeons with
robotic assistance and thereby to overcome human physical limitations.
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Table 3: Description of dataset attributes.

Attribute Description Input

Age Age of the patients Years

Sex Sex (1 =male; 0 = female) Float

Trestbps Resting blood pressure (in mmHg on admission to the hospital) mm/Hg

CP
Chest pain type– value 1: typical angina – value 2: atypical angina – value 3: nonanginal pain – value 4:

asymptomatic
Float

Cholesterol Serum cholesterol mg/dl

Fps (fasting blood sugar > 120mg/dl) (1 = true; 0 = false) Float

Restecg
Resting electrocardiographic results– value 0: normal – value 1: having ST-T wave abnormality (T wave
inversions and/or ST elevation or depression of > 0.05mV) – value 2: showing probable or definite left

ventricular hypertrophy by Estes’ criteria
Float

Thalach Maximum heart rate achieved Binary

Exang Exercise induced angina (1 = yes; 0 = no) Int

Old peak ST depression induced by exercise relative to rest Continuous

Slope
The slope of the peak exercise ST segment– value 1: upsloping – value 2: flat – value 3: downsloping number of

major vessels (0-3) colored by flourosopy
Float

CA Follow up period number of major vessels (0-3) colored by flourosopy Float

Thal 3 = normal; 6 = fixed defect; 7 = reversible defect Float

Target
Whether person suffering through heart disease or not

0 = Normal
1 = suffering

Float

Identify the count of qubits;
Qubits = number of 

features i.e. 14

Second order expansion of 
the data using entangling

of the qubits

Trained the model using
QML algorithms by the generation

of quantum circuit heart

Training set

Testing set

Collecting the heart data
of heart failure

Data scaling

Normalize the obtained
data and optimize it using

pipelining technique

Heart failure detection by
the generation of
quantum instance

Results obtained are based
on accuracy, F1 score,

precision, recall

Results are compared
between traditional &

quantum machine
learning algorithms

Division of the obtained
data in to training and testing set

Figure 2: Proposed system design.
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used in developing the quantum-enhanced machine learning
model.

Step 6. The number of qubits were specified, and the thumb
rule to do so is as stated: number of qubits = number of
features. So, for our dataset, the numbers of qubits are 14.

Step 7. After this, the mapping of the features is done with
the help of entangling qubits to the second-order expansion.

Step 8. Later, the circuit is generated for quantum-enhanced
machine learning algorithms in which quantum instances
for heart failure detection are formed for the implementa-
tion purpose. The model is trained now, and with the help
of testing data, the results are obtained using various quality
metrics such as accuracy, precision, recall, and F1-score.

3.3. Applied Algorithms for Heart Failure Detection. Incorpo-
rating quantum algorithms within the machine learning
process gives rise to quantum-enhanced machine learning.
It commonly uses machine learning algorithms to examine
traditional data executed on a quantum processor [47]. Tra-
ditional machine learning techniques include the random
forest classifier (random decision forests), an ensemble
learning approach for classification, regression, and other
applications. Using a randomly selected portion of the train-
ing data, the random forest classifier generates a series of
decision trees. It may be the most popular and widely used
AI computation based on its fantastic or spectacular display
throughout a vast grouping scope [40]. Random forest algo-
rithm is solved by

RFf ii =
∑j∈all treesnormfiij

T
, ð1Þ

normfii =
fii

∑j∈all featuresfij
, ð2Þ

f ii =
∑ j:node j splits on feature ini j

∑k∈all nodesnik
~

, ð3Þ

ni j =WjCj −W left jð ÞCleft jð Þ −Wright jð ÞCright jð Þ: ð4Þ

Here, nij means importance of node j, Wj = weighted
number of samples reaching node j, Cj = the impurity value
of node j, leftðjÞ = child node from left split on node j,
rightðjÞ = child node from right split on node j, fii = the
importance of feature i, RFfii = the importance of feature i
calculated from all trees in the random forest model,
normfii = the normalized feature importance for i in tree j,
T = total number of trees. K nearest-neighbor classifier is a
nonparametric AI strategy that is utilized for characteriza-
tion just as relapse. It is based on the distances between a
question and every model in the information by choosing
the predetermined number nearest to the inquiry [48]. It is
calculated by using the Euclidean Distance formula, which

is shown as

d p, qð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
n

i=1
qi − pið Þ2

s

, ð5Þ

where q and p points are used to calculate the distance at n
different positions.

Likewise, there is a choice tree classifier, one of the regu-
lated learning strategies and prescient demonstrating
approaches utilized in insights, information mining, and
AI. These are among the most mainstream AI calculations
to provide their coherence and effortlessness [49]. Decision
tree constructs characterization or relapse models as a tree
structure. It divides an informative index into smaller sub-
sets, resulting in a tree with choice hubs and leaf hubs as
the final result. Decision tree are great instruments for assist-
ing us with picking between a few blueprints [17]. It is calcu-
lated by using information gain (IG) and Gini index as
shown in

IG = Entropy sð Þ − WeightedAvgð Þ ∗ Entropy each featureð Þ½ �,
ð6Þ

Entropy sð Þ = −P yesð Þ log2P yesð Þ − P noð Þ log2P noð Þ,
ð7Þ

where s = total number of samples, PðyesÞ = probability
of yes, and PðnoÞ = probability of no,

Gini Index = 1 −〠
j

P2j , ð8Þ

where j denotes the number of features.
At the end, there is Naïve Baye’s classifier which is a set

of classifier algorithm that relies on Baye’s theorem. It is
used to calculate the conditional probability of a hypothesis
being true given that order of information is also true [36].
Equation (9) is as follows

P Hi ∣Dð Þ = P Hið ÞP D ∣Hið Þ
∑jP Hið Þ , ð9Þ

where PðHi ∣DÞ is the posterior probability, PðHiÞ is the
likelihood, PðHiÞ is the class prior probability, and PðHiÞ is
the posterior prior probability. On the other hand, there
are quantum-enhanced machine learning algorithms used
in quantum-enhanced machine learning software as part of
a larger implementation such as a quantum random forest
classifier that uses quantum trees to select the class and gen-
erate random number generators [50]. In quantum K
-nearest neighbour, the centroid is detected using the swap
gates test between two states of the qubit. Assume that a
training set τ of feature vectors with their associated classifi-
cations is provided, together with an unclassified input vec-
tor x!, to select the class cx for the new input that matches
most of its k nearest neighbors [51]. Its formula for training
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set is shown as

τj j = 1
ffiffiffiffi

N
p 〠

p

vp1 ⋯ :vpn, c
p�

�
�
�: ð10Þ

After transforming it in to the quantum state and merg-
ing it with the hamming distance, we get,

∣∅n = τj j∅n−1∣ = α〠
p∈∩

dp1 ⋯ :dpn ; v
p
1 ⋯ :vpn, c

p ; 1
�
�

�
�, ð11Þ

where τ is the training set, N refers to feature vectors vp ðp
= 1⋯NÞ, and the cp is the corresponding class. Another
quantum AI computation is the quantum decision tree clas-
sifier, which benefits from a preparation dataset including
views about facts that are either collected precisely or
received from professionals [17]. The preparation dataset is
composed of quantum objects rather than perceptions based
on conventional knowledge in a quantum environment. A
quantum state, xi, is spoken to by a d-dimensional property
vector with its ascribes a1, a2, a3, a4…. an [49]. The quan-
tum state belongs to space Si and is described as shown in

∅ = 〠
mi

j=1
αi,j vi,j

�
�

�
�, ð12Þ

where domain value is represented by vi,j, ∅ is the quantum

state and the coefficients jαi,jj2 = 1, and at the end, we have
quantum Gaussian Naïve Bayes classifier in which the devel-
opment of a quantum mechanical description returns the
simplest form of Baye’s theorem [52] using the case of exclu-
sive populations which is shown as

P H1ð Þ = n H1ð Þ
n H1ð Þ + n H2ð Þ , ð13Þ

where H defines the exclusive population and datasets D as
shown in Equation (9).

3.4. Evaluative Parameters. The performance of the pro-
posed system for heart failure detection has been compared
on the grounds of accuracy, F1 score, recall, and precision
which are described as under [2, 5, 53, 54]:

(i) Accuracy: accuracy is characterized as the level of
effectively arranged occurrences which is shown in

Accuracy =
TP + TN

TP + TN + FP + FN
, ð14Þ

where TP, FN, FP, and TN represent the number of true
positives, false negatives, false positives, and true negatives,
respectively. To obtain good classifier, the values of TPR
and TNR should be nearer to 100%.

(ii) F1 score: it is likewise called as F measure. It passes
on the harmony between the accuracy and review. It
is represented as

F1 score =
TP

TP + 1/2 FP + FNð Þ , ð15Þ

where TP = count of true positives, FP = count of false pos-
itives, and FN = count of false negatives.

(iii) Recall: the recall is the portion of recovered exam-
ples among every important occurrence. It is the
incentive between 0.0 for no recall and 1.0 for full
recall. It is determined as the quantity of genuine
positives separated by the all-out number of genuine
positives and bogus negatives. It is represented by

Recall =
TP

TP + FNð Þ , ð16Þ

where TP = number of true positives and FN = number of
false negatives.

(iv) Precision: precision is the part of significant cases
among the recovered occasions. It is determined as
the quantity of genuine positives isolated by the
complete number of genuine positives and bogus
positives. Equation (17) is represented as:

Precision =
TP

TP + FPð Þ , ð17Þ

where TP = count of true positives and FP = count of false
positives.

4. Result and Analysis

Results are obtained by applying feature transformation and
scaling techniques to normalize the data, so that applied
machine and quantum-enhanced machine learning models
will treat the data equally. The techniques are min-max sca-
lar, standard scalar, and PCA scalar, from where the results
are obtained and are later optimized using the pipelining
technique. It is further incorporated into the machine and
quantum-enhanced machine learning models for heart fail-
ure detection. To begin, the min-max scalar technique is
used, which is a complement to Z-scalar normalization.
The data is scaled to a defined range, often 0 to 1. They
are using this method in comparison to standardization;
the expense of having this constrained range results in
smaller standard deviations and the suppression of outliers.
A min-max scaling is performed using

Xsc = X −
X min

X max − X min
: ð18Þ

Min-max scales the data in which the minimum value
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between the columns became 0, and the maximum value is
changed to 1 with other dataset values in between. After
scaling using min-max and obtained, the results for different
heart failure detection models have been shown in Table 4.

Second, apply the standard scalar to the heart failure
dataset, resulting in two variables with values ranging from
10 to 100 and 1000 to 5000. We can compute the biased
result by utilizing these predictor values since the variable
with the most extensive range will significantly influence
the outcome. As a result, it is necessary to normalize the data
to a narrow range. Standardization is calculated by subtract-
ing each number from the mean and dividing it by dataset’s
overall variance. The results of the application of the stan-
dard scalar are displayed in Table 5, which was computed
using

xscaled = variable value – mean
standard deviation

: ð19Þ

Then, principal component analysis (PCA), a technique
for reducing data dimension, was used to detect the relation-
ships. Additionally, patterns in a dataset may be used to gen-
erate a lower-dimensional dataset without sacrificing any
information. Thus, PCA analyzes the heart disease dataset
to determine the high association between various factors.
To preserve the critical data, a final choice is taken to
decrease data’s massive dimensions. This method is excellent
for solving complex data-driven challenges that need the uti-
lization of large datasets. It begins by standardizing the heart
disease data, computing the covariance matrix, and calculat-
ing the calculated features’ eigenvectors and eigenvalues.

Finally, it adds the main components and decreases the size
of the heart disease dataset (see Table 6).

z = value −mean
standard deviation

, ð20Þ

where standardization equalises the contributions of the
many continuous variables to the analysis, subtracting the
mean and dividing by the standard deviation for each vari-
able’s value, as indicated in Equation (18), maybe done
mathematically. After that, the covariance matrix explains
the rationale behind the deviation of the input dataset from
the mean for each other or the probability of a link. Equation
(21) is used to create the matrix.

cov X, Yð Þ = 1
n − 1

〠
n

i=1
Xi − �xð Þ Yi − �yð Þ, ð21Þ

where x and y are variables; they are positively associated
if the two variables rise or decrease simultaneously, but they
are negatively connected if one increases while the other
drops. To determine the primary components of the data,
the third step is to compute the eigenvectors and eigenvalues
of the resulting covariance matrix. If A is a square matrix, v
is a vector, and s is a scalar, then is the eigenvalue associated
with eigenvector v to get the new vectors using

det A − λIð Þ = 0: ð22Þ

Finally, the collected data must be recast along the prin-
cipal component axis. Its objective is to employ feature vec-
tors derived from the covariance matrix’s eigenvectors to
reorient the data along the original axis to those represented
by principle components, a process referred to as principal
component analysis. The results obtained after applying it
to the dataset are shown in Table 6.

Finally, pipelines are employed to optimize data to
achieve faster outcomes. It automates the machine learning
workflow by transforming the data sequence and then corre-
lating them together in a model that can be tested and ana-
lyzed to determine if a result is positive or negative. We have
performed several steps to train the machine and quantum-
enhanced machine learning models to optimize the perfor-
mance using the pipelining technique. It provides flexible

Table 4: Heart failure detection using min-max scalar.

Algorithms Accuracy F1 score Recall Precision

QRFC 0.86 0.88 0.91 0.83

RFC 0.83 0.85 0.88 0.80

QKNN 0.85 0.86 0.87 0.84

KNN 0.82 0.83 0.84 0.81

QDTC 0.75 0.75 0.76 0.73

DTC 0.77 0.79 0.80 0.76

QGNBC 0.81 0.84 0.87 0.80

GNBC 0.81 0.83 0.86 0.79

Table 5: Heart failure detection using standard scalar.

Algorithms Accuracy F1 score Recall Precision

QRFC 0.85 0.87 0.90 0.85

RFC 0.83 0.84 0.87 0.81

QKNN 0.88 0.89 0.90 0.87

KNN 0.85 0.86 0.87 0.84

QDTC 0.75 0.76 0.76 0.73

DTC 0.77 0.79 0.80 0.76

QGNBC 0.83 0.85 0.88 0.81

GNBC 0.81 0.83 0.86 0.79

Table 6: Heart failure detection using PCA.

Algorithms Accuracy F1 score Recall Precision

QRFC 0.82 0.84 0.90 0.79

RFC 0.79 0.81 0.87 0.76

QKNN 0.84 0.85 0.88 0.83

KNN 0.81 0.82 0.85 0.80

QDTC 0.75 0.90 0.80 0.70

DTC 0.79 0.92 0.84 0.73

QGNBC 0.82 0.85 0.93 0.80

GNBC 0.80 0.82 0.90 0.76
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implementation and performs various tasks such as data col-
lection, cleaning, feature extraction, labelling with dimen-
sionality reduction, and model validation and visualization.
The results obtained after applying it to the dataset are
shown in Table 7.

On assaying Tables 4, 5, 6, and 7, evaluative parameters
such as accuracy, F1 score, recall, and precision that have
been obtained using quantum-enhanced and traditional
machine learning algorithms are compared based on min-
max scalar, standard scalar, principal component analysis,
and pipelining optimization as shown in Figure 3.

On applying the min-max scaling technique, the quan-
tum random forest classifier showed the highest accuracy
rate by 0.86, F1 score by 0.88, recall value by 0.91, and pre-
cision score by 0.83 as compared to other algorithms. After
going through the standard scalar, it can be seen that quan-
tum K nearest neighbor achieved the highest accuracy rate
by 0.88, F1 score by 0.89, precision value by 0.87, and recall
value has been shared by quantum random forest classifier
as well as quantum K nearest neighbor by 0.9 each. Likewise,
when principal component analysis had been applied, quan-
tum K nearest neighbor achieved highest accuracy rate by
0.84 and precision value by 0.83, decision tree classifier
achieved highest F1 score by 0.92, and quantum Gaussian
Naïve Bayes classifier secured highest recall value by 0.93.

As per the process, these algorithms were further passed
through optimization techniques, i.e., pipelining, where the
quantum random forest classifier marked the highest values
in accuracy, F1 score, recall, and precision by 0.89, 0.88,
0.93, and 0.89, respectively. Hence, it can be concluded that
quantum-enhanced machine learning algorithms are better
than traditional machine learning algorithms in heart failure
detection because of their remarkable achievements for all
evaluative parameters.

4.1. Comparison with State of the Art Techniques. The com-
parison shown in Table 8 is based on the processing time
taken by the traditional machine learning algorithms and
quantum-enhanced machine learning algorithms. For exam-
ple, the table states that in traditional machine learning algo-
rithms, random forest classifier shows less computation
time, i.e., 193 microseconds. In comparison, as K nearest
neighbouring classifier shows the worst processing time by
301 microseconds. Likewise, in the quantum-enhanced
machine learning algorithm, the quantum random forest

classifier executes in 150 microseconds while the quantum
decision tree algorithm used 286 microseconds for
computation.

Hence, after summing up all these results, including the
computational time, it has been observed that after applying
the pipelining technique for optimizing the results, quantum
random forest stands out to be the best algorithm for detect-
ing heart failure in patients as compared to the other quan-
tum and traditional machine learning algorithms in terms of
accuracy, precision, F1 score, recall, and computational
time. Table 9 shows the preliminary effects of this work as
opposed to state-of-the-art techniques, showing that the
proposed work stands out to be better than the state-of-
the-art techniques in all heart failure identification
categories.

5. Future Research Perspective of QML in
the Healthcare

With the advancement in technology, the healthcare sector
has gained immense popularity and has significantly
benefited [8]. These days, quantum-enhanced machine
learning plays a vital role in many health-related sectors, in
addition to the development of new medical procedures,
maintaining and handling patient data and records, and
the therapeutics of chronic diseases. In this tech-savvy
world, quantum-enhanced machine learning is popularly
used to build rationalized administrative processes in medi-
cal institutes to map and treat contagious diseases effec-
tively [35].

Quantum computing possesses an intelligent multitier
storage capacity solution that helps in enabling the full
power of AI in health and medicine [23]. The storage solu-
tion is best suited for video applications and also yields great
performance in an organization. The multitier storage
framework is more pronounced for its immense benefits in
healthcare and medicine. Balanced performance, large
capacity, and reduced cost are some of the benefits of build-
ing a cost-effective approach for the retention of data [57].
Based on analysis done so far, it can be observed that
quantum-enhanced machine learning has tremendous appli-
cations in the field of the medical department as shown
below:

(i) Medical diagnostics and treatment: quantum-
enhanced machine learning can be advantageous
in the field of health and medicine. This field helps
in the easy execution of medical services by diluting
costs and enhancing the services to patients for
medical treatment and examination [30]

(ii) Heart treatment: nowadays, QML can build pio-
neering methods to determine the heart rate
through magnetic flux and other more robust imag-
ing techniques. In addition to that, quantum com-
puters will be able to analyse and handle data
much more efficiently than old conventional com-
puters, which can be used in CT or magnetic reso-
nance imaging [17]

Table 7: Heart failure detection after pipelining.

Algorithms Accuracy F1 score Recall Precision

QRFC 0.89 0.88 0.93 0.89

RFC 0.84 0.86 0.90 0.83

QKNN 0.87 0.86 0.92 0.81

KNN 0.82 0.83 0.90 0.78

QDTC 0.81 0.80 0.78 0.85

DTC 0.80 0.79 0.75 0.84

QGNBC 0.85 0.86 0.91 0.82

GNBC 0.84 0.85 0.90 0.81
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(iii) Cancer detection: cancer research is yet again a dif-
ferent area that is benefitted from the computational
power of quantum computing. Clinic experts would
be able to treat patients more effectively and timely
by enhancing the speed of transferring the data
from lab to bedside [58]

(iv) Biomedical imaging: enhanced imaging is a significant
process that helps in the premature detection of even
minute changes in the body, thereby providing other
alternative treatment options for patients affected with
diseases such as cancer or dementia, which will
improve outcomes. Quantum learning has proved to
be a promising method in biomedical imaging [59]

(v) Complex optimization problems: artificial neural net-
work has resulted to be a precise diagnostic approach
in traditional machine learning, which is optimized
by varying the specifications of network’s framework.
These methods of optimization are convenient for
quantum computing, where the propensity of “quan-
tum tunnelling” fosters optimization problems to be
computed quickly [11, 12, 18, 34, 35]

The two most important applications are quantum-
enhanced sampling and discrete optimization. Quantum-

0.9
0.89
0.88
0.87
0.86
0.85
0.84
0.83
0.82
0.81

Min-max Standard PCA Pipelining

0.935
0.93

0.925
0.92

0.915
0.91

0.905
0.9

0.895
0.89

0.885
Min-Max Standard PCA Pipelining Min-Max Standard PCA Pipelining

0.93

0.92

0.91

0.9

0.89

0.88

0.87

0.86
Min-Max Standard PCA Pipelining

QRFC
QKNN
DTC

Recall Precision

F1 scoreAccuracy

QRFC
QKNN
QGNBC

QRFC
QKNN

QRFC
QKNN

0.9
0.89
0.88
0.87
0.86
0.85
0.84
0.83
0.82

0.8
0.81

Figure 3: Comparison based on evaluative parameters.

Table 8: Computational time-based comparative analysis between
traditional and quantum-enhanced machine learning algorithms.

Traditional
machine
learning
algorithm

Computation
time (μs)

Quantum-
enhanced
machine
learning

Computation
time (μs)

RFC 193 QRFC 150

KNN 301 QKNN 245

DTC 292 QDTC 286

GNBC 260 QNGBC 236

Table 9: Comparative analysis of proposed method with state-of-
art techniques.

State-of-the-art Accuracy F1-score Recall Precision

Dunjiko, V et al. [10] 0.86 0.71 0.71 0.74

Obiri, D et al. [18] 0.79 0.81 0.80 0.84

Gao, X et al. [55] 0.83 0.85 0.81 0.88

Rajdhan, A et al. [56] 0.85 0.86 0.85 0.88

Proposed work 0.89 0.88 0.93 0.89
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enhanced sampling is the process of extracting a slice of a
probability distribution from a quantum system, and in
finance, discrete optimization is used to maximize the yield
of a group of financial properties, which is an optimization
challenge, where as in most cases, shallow learning
approaches are inaccurate. In addition to this, the study of
medical images, logistics, scheduling, climate modeling,
weather forecasting, cryptography, and artificial intelligence
may benefit from quantum-enhanced machine learning.
These use cases collectively contribute significantly to the
quadruple goal of healthcare.

Although quantum-enhanced machine learning
enhances computing speed and can manage data storage uti-
lizing various techniques, its limits are still readily apparent
in practice. The study is confined to a minimally viable solu-
tion model. More research in heart disease detection may be
required to convert the current model into a quickly deploy-
able services mode, allowing for large-scale use in clinical tri-
als. It also faces several hardware and software challenges
[34], including quantum decoherence caused by heat and
light, which causes qubits to lose their quantum properties
such as entanglement, which results in the loss of stored
data. Rotations in quantum computers’ logic gates are prone
to generate inaccuracy, as any incorrect rotation can result in
an error in the output. Likewise, quantum algorithms face
the constraint of specific simulations that limit their
application.

Hence, the suggested quantum-enhanced machine learn-
ing model will need to be integrated with a deep learning
framework in the future to improve its performance on com-
paring with the previously built models and state-of-the-art
methodologies.

6. Conclusion

An empirical study has been made with regard to the diverse
range of applications of quantum-enhanced machine learn-
ing in healthcare. Several authors shared the same idea of
using traditional machine learning algorithms to compute
a substantial amount of data to compute data intelligently.
The primary objective of this study is to have a comparative
analysis of standard and quantum-enhanced machine learn-
ing algorithms for the prediction of heart failure illness. In
the previous work, researchers have used traditional
machine learning algorithms in the health care sector, which
lacked in terms of accuracy, computation time, and perfor-
mance as compared to quantum-enhanced machine learning
algorithms as they speed up the processing of information,
show higher accuracy rate, and also, increase the perfor-
mance of the system. Thus, in this article, we have per-
formed the experiment by considering various traditional
machine learning algorithms and quantum-enhanced
machine learning algorithms to make the comparison to
depict the best algorithm for heart failure detection. The
detailed analysis of the techniques shows that quantum-
enhanced machine learning significantly contributes to med-
ical science and healthcare.

We have also shown that the prediction of heart failure
as the cause of death can be effectively and more precisely

be predicted with the help of QML algorithms. For that pur-
pose, we have performed the scaling and transformation of
the results by applying the scaling methods and then opti-
mized it by using pipelining. We have seen a considerable
increment in all the performance metrics like accuracy, F1
-score, precision, and recall. The large datasets are handled
much better by quantum computing, which is its primary
objective. Heart rates, temperature, blood pressure, oxygen
levels, and other parameters will be monitored by
quantum-enhanced machine learning algorithms with the
internet of medical things, including smartwatches, fitness
wearables, and smartphones. Patients’ vital signs, such as
blood pressure, heart rate, and electrocardiography (ECG),
will be collected and transmitted to a healthcare practitioner
using IoMT devices, providing a quick and accurate picture
of patient’s state of health and well-being. Additionally, the
substantial analysis of quantum-enhanced machine learning
tools on the diseases and abnormalities soaring rapidly sup-
ports a strong candidature in controlling these diseases at an
early stage.
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