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The era of Internet of Things with billions of connected
devices has created an ever larger surface for cyber attackers to
exploit, which has resulted in the need for fast and accurate
detection of those attacks. The developments in mobile
computing, communications, and mass storage architectures
in the past decade have brought about the phenomenon of big
data, which involves unprecedented amounts of valuable data
generated in various forms at a high speed. The ability to
process these massive amounts of data in real time using big
data analytics tools brings along many benefits that could be
utilized in cyber threat analysis systems. By making use of big
data collected from networks, computers, sensors, and cloud
systems, cyber threat analysts and intrusion detection/pre-
vention systems can discover useful information in real time.
This information can help detect system vulnerabilities and
attacks that are becoming prevalent and develop security
solutions accordingly.

Big data analytics will be a must-have component of any
effective cyber security solution due to the need of fast
processing of the high-velocity, high-volume data from
various sources to discover anomalies and/or attack patterns
as fast as possible to limit the vulnerability of the systems and
increase their resilience. Even though many big data ana-
lytics tools have been developed in the past few years, their
usage in the field of cyber security warrants new approaches
considering many aspects including (a) unified data rep-
resentation, (b) zero-day attack detection, (c) data sharing
across threat detection systems, (d) real time analysis, (e)
sampling and dimensionality reduction, (f) resource-con-
strained data processing, and (g) time series analysis for
anomaly detection.

This special issue has attracted original contributions
that utilize and build big data analytics solutions for cyber

security in a variety of fields. All submissions underwent a
meticulous review process, and nine papers were accepted
for publication in this special issue. The following is a short
summary of the findings of each of these papers.

Cyber Physical Power Systems (CPPS) are a critical
infrastructure and therefore a favorable target of cyber-
attacks. In “VHDRA: A Vertical and Horizontal Intelligent
Dataset Reduction Approach for Cyber-Physical Power
Aware Intrusion Detection Systems,” the authors proposed
the use of the Nonnested Generalized Exemplars (NNGE)
algorithm and showed that it is among the most accurate and
suitable classification methods for developing an intrusion
detection system for CPPS because of its ability to classify
multiclass scenarios and handle heterogeneous datasets.
Furthermore, VHDRA proposed mechanisms to improve
the classification accuracy and speed of the NNGE algorithm
and reduce the computational resource consumption. It
achieves this by vertical reduction of the dataset features by
selecting only the most significant features and horizontally
reduces the size of data while preserving original key events
and patterns within the datasets using the State Tracking and
Extraction Method approach.

In “Integrating Traffics with Network Device Logs for
Anomaly Detection,” the authors presented Traffic-Log
Combined Detection (TLCD), which is a multistage in-
trusion analysis system that overcomes the ineflicacy of
existing anomaly detection systems that search logs or
traffics alone for evidence of attacks but do not perform
further analysis of attack processes. TLCD correlates log data
with traffic characteristics to reflect the attack process and
construct a federated detection platform. Specifically, it can
discover the process steps of a cyberattack, reflect the current
network status, and reveal the behaviors of normal users.
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Experiments with different cyberattacks demonstrated that
TLCD provides high accuracy and a low false positive rate.

Role-based access control (RBAC) is a predominant
access control model and is widely used in both commercial
and research settings. A key requirement of RBAC is to
identify appropriate roles that capture business needs. Role
mining is a common approach to discover user roles from
existing datasets using data mining. The interdependent
relationships between user permissions must be considered
to prevent security vulnerabilities. In “RMMDI: A Novel
Framework for Role Mining Based on the Multi-Domain
Information,” the authors proposed a role mining frame-
work based on multi-domain information. It utilizes the
information from multiple domains such as physical, net-
work, and digital, to find the relationships and similarity
between user permissions, and aggregates the in-
terdependent permissions under the same role using multi-
view community detection methods.

Governments and enterprises are frequently exposed to
coordinated cyberattacks such as advanced persistent threat
(APT). Such attacks require exploiting multiple systems
within an organization to gain unauthorized access to data
for an extended period by staying undetected. Detection and
prevention of such attacks requires classifying the disparate
data from multiple systems based on its semantics and
correlating it through a comprehensive analysis. The article
titled “HeteMSD: A Big Data Analytics Framework for
Targeted Cyber-Attacks Detection Using Heterogeneous
Multisource Data” addresses these gaps by complementing
the analysis using human security experts. It presents a
multilayer design of the framework and discusses the
identification of security related characteristics in the data,
classification of data based on degree of security semantics,
and different types of correlation analysis.

In “Optimizing Computer Worm Detection Using En-
sembles,” the authors addressed the problem of detecting
computer worms in networks. They focused particularly on
the problem of detecting sophisticated computer worms that
use code obfuscation techniques and developed a behavioral
machine learning model to detect computer worms. The
achieved results are promising in terms of accuracy and
generalization to new datasets.

In “Malware Detection on Byte Streams of PDF Files
Using Convolutional Neural Networks,” the authors
designed a convolutional neural network to tackle malware
detection on PDF files. They collected malicious and benign
PDF files and manually labeled the byte sequences within
them. The proposed network was designed to interpret high-
level patterns among collectable spatial clues, predicting
whether the given byte sequence has malicious actions or
not. The experimental results showed that the proposed
approach outperforms several machine learning models.

Due to the numerous benefits of cloud computing, it is
becoming the go-to technology for hosting services and
storing data. However, the utilization of cloud brings in-
herent risks and uncertainty due to lack of visibility into the
cloud and loss of control over operations applied to shared
data. A key requirement in cloud-based data storage and
sharing is to ensure the integrity of shared data. In “Integrity

Security and Communication Networks

Audit of Shared Cloud Data with Identity Tracking,” the
authors proposed a public auditing scheme for dynamic
group-oriented data sharing in cloud environments. They
introduced a new role called Rights Distribution Center
(RDC) to track the membership and identity of users. The
approach enables performing third party audits to verify
data integrity while protecting the privacy of user identity.

Automated data mining can help in extracting important
information from unstructured text for various cyberse-
curity use cases. However, lack of a high-quality large labeled
dataset has been a hindrance for information security re-
search. Crowdsourcing can be an effective way to quickly
obtain a large labeled dataset at low cost, but the crowd
annotations may be of lower quality than those of experts. In
“Multifeature Named Entity Recognition in Information
Security Based on Adversarial Learning,” the authors pro-
posed solutions by first identifying the common features in
crowdsourced annotations using generative adversarial
networks. Due to the diversity and specificity of the entity
categories in cybersecurity, only the basic word and char-
acter features can be used, but these features alone are not
sufficient for effective named entity recognition. To address
this, the domain dictionary and sentence dependency fea-
tures were used as additional features to again identify the
entities and improve the quality of crowdsourcing
annotations.

The rise of cloud computing has resulted in data storage
and computation being delegated to the untrusted cloud,
leading to a series of challenging security and privacy threats.
While fully homomorphic encryption can be used to protect
the privacy of cloud data and solve the trust problem of a
third party, the key problem of achieving fully homomor-
phic encryption is reducing the increasing noise during the
ciphertext evaluation. In “Generalized Bootstrapping
Technique Based on Block Equality Test Algorithm,” the
authors investigated the bootstrapping procedure used to
construct a fully homomorphic encryption scheme. They
proposed a new block homomorphic equality test algorithm
and gave an instance based on the FH-SIMD scheme. Both
theoretical analysis and experiment simulation demon-
strated the high performance of the proposed bootstrapping
algorithm.
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The Cypher Physical Power Systems (CPPS) became vital targets for intruders because of the large volume of high speed
heterogeneous data provided from the Wide Area Measurement Systems (WAMS). The Nonnested Generalized Exemplars (NNGE)
algorithm is one of the most accurate classification techniques that can work with such data of CPPS. However, NNGE algorithm
tends to produce rules that test a large number of input features. This poses some problems for the large volume data and hinders
the scalability of any detection system. In this paper, we introduce VHDRA, a Vertical and Horizontal Data Reduction Approach,
to improve the classification accuracy and speed of the NNGE algorithm and reduce the computational resource consumption.
VHDRA provides the following functionalities: (1) it vertically reduces the dataset features by selecting the most significant features
and by reducing the NNGE’s hyperrectangles. (2) It horizontally reduces the size of data while preserving original key events and
patterns within the datasets using an approach called STEM, State Tracking and Extraction Method. The experiments show that
the overall performance of VHDRA using both the vertical and the horizontal reduction reduces the NNGE hyperrectangles by
29.06%, 37.34%, and 26.76% and improves the accuracy of the NNGE by 8.57%, 4.19%, and 3.78% using the Multi-, Binary, and

Triple class datasets, respectively.

1. Introduction

The CPPS are vital components that require special cyber-
security efforts. The deregulation and multipoint communi-
cation between consumers and utilities has introduced more
complexities that make power system operation very difficult
to manage. The WAMS plays an important role in monitoring
and controlling of the CPPS since it provides large volume of
information and an efficient communication infrastructure.
However, this introduces cyber security vulnerabilities to
these systems. Intruders may exploit such vulnerabilities to
create cyberattacks against the electric power grid. The CPPS
need to be resilient to cyberattacks through a precise and
scalable attack classification technique that can deal with the
large volume of high speed data provided by the WAMS and

facilitate the autonomic control of the complex operation of
the CPPS.

Several approaches have been proposed to secure the
CPPS systems such as the behavior rule-based monitoring
devices methodology [1] in the smart grid that is used to
detect the insider threats, the anomaly detection techniques
[2], which extract the normal behaviors from various com-
munication protocols of Industrial Control Systems (ICSs)
to create a full description of the communication pattern,
The Specification-Based IDS [3] that monitors system secu-
rity states and sends the alerts when the system behavior
approaches an unsafe or disallowed state, the common path
mining approach [4] that creates an IDS using heterogeneous
data for detecting power system cyberattacks using the State
Tracking and Extraction Method (STEM) algorithm [5] to
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preprocess data and then uses frequent item set mining
to extract common paths associated with specific system
behaviors, and recently a NNGE with a Hoeffding Adaptive
Trees approach [5, 6] that is used to create an offline and
online Event Intrusion Detection Systems using STEM to
process the power system security datasets. However, these
approaches are still neither accurate nor scalable enough to
process the high speed big data of the CPPS [5, 7-9]. To
build an efficient security framework that well adapt the
CPPS, the following security requirements are recommended
by several well-established IT security organizations such as
the Department of Homeland Security (DHS) [10], SANS
[11], Check Point Software [12], and ENISA [13]: (1) the
security framework should provide the required tools to
perform the classification and detection of attacks, security
assessment, and auditing processes in an accurate and fast
way [11], (2) the security framework should be integrated
with the current IT security solutions such as IDS to provide
monitoring and log analysis capabilities, security for network
communications, hosts, and control access to physical control
systems [4], (3) the architecture of the security framework
should be more scalable, robust, and flexible to deal with
heterogeneous attacks and heterogeneous CPPS [5], and (4)
the detection and response time of the security framework
should be short enough to prevent attackers from completing
their reconnaissance and/or installing any illicit monitoring
or disrupting malware. According to these requirements, a
scalable, accurate, and fast classification approach is required
to work with the CPPS. The NNGE algorithm is among
the most accurate classification techniques that can work
with heterogeneous datasets formats such as the WAMS data
[5, 7]. Although the accuracy of NNGE as a standalone
classification method is lower [7, 14], it is still the most
suitable classification method to develop a cypher physical
power aware intrusion detection systems because of its ability
to classify multiclass scenarios and sequential data and handle
heterogeneous datasets formats such as discrete, nominal or
symbolic, continuous, and nonvalue features [15-17]. In this
work, we introduce a new data reduction approach called
VHDRA, Vertical and Horizontal Data Reduction Approach,
which includes feature selection, exemplar pruning, feature
reduction, and system states compression methods. VHDRA
improves the classification accuracy and speed and reduces
the computational resource consumption of the NNGE algo-
rithm. It provides the following functionalities.

(1) A vertical reduction for the dataset features by
selecting the most significant features: to this tar-
get, we developed a new fitness function for the
Particle Swarm Optimization (PSO) algorithm [18]
that adopts the classification function of the NNGE
algorithm through selecting the significant features
whose values are closer to a margin of the covering
hyper-rectangle.

(2) Pruning of nongeneralized exemplars using the high-
est ranked features of the PSO: VHDRA uses the Evo-
lutionary Pruning Algorithms (EPA-NNGE) [19] to
improve the classification accuracy of NNGE and to
reduce the model size by reducing the hyperrectangles
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and ignoring the nonselected features among the
significant ones defined by PSO.

(3) A horizontal reduction for the size of the dataset
while preserving original key events and patterns
within the datasets using an approach called STEM,
State Tracking and Extraction Method [6], which
is used to quantize and reduce the heterogeneous
datasets to reduce STEM tracks system states from
measurements and creates a compressed sequence of
states for each observed scenario.

To evaluate the accuracy of the VHDRA, we compare the
detection rates of the NNGE using VHDRA against current
classification approaches including the NNGE with its best
feature selection approach, namely, the Correlation based
Feature Selection (CFS) [6]. The comparison uses an existing
intrusion detection power grid dataset [15]. To evaluate
the improvement in the detection speed and computational
resource consumption, we compare the number of reduced
exemplars using the NNGE with CFS, VHDRA with the
horizontal reduction, VHDRA with the vertical reduction,
and VHDRA with both the horizontal and the vertical
reduction together. The real time implementation of VHDRA
consists of the following three phases: (1) training and
configuration phase. At this phase, the important features are
extracted from the real time dataset using the modified PSO
fitness function, and the k-fold cross-validation algorithm is
applied to compute the dataset threshold. Furthermore, the
quantization intervals of the STEM are created based on the
dataset data boundaries. (2) Online detection phase: at this
phase, the integrated PSO and Evolutionary Pruning NNGE
(EPA-NNGE) approach is used to classify the online events
and fires alerts when an attack is detected. (3) Update phase:
at this phase, the quantization intervals and the STEM’s states
are updated and inserted into the quantized datasets and
duplicated values are deleted. The threshold value is also
updated and new behaviors and events are added to the
dataset. This paper is organized as follows: after Section 1
introduces the NNGE algorithm, the CCPS testbed, and the
test datasets, Section 2 surveys the state of the art of the
previous attempts to improve the NGGE. After that, Section 3
introduces the improved NNGE algorithm and the VHDRA,
then Section 4 discusses the experimental analysis of the
results, and, finally, Section 5 concludes the paper and draws
the furfure work.

L1. The NNGE. NNGE [4, 6, 20] is an instance based clas-
sifier in which the algorithm creates if then else like rules
represented by generalized exemplars. Generalized exemplars
may be singles in which case the exemplar represents exactly
one example from the training database. Alternatively, gen-
eralized exemplars may be hyper rectangles which represent
more than one example of the same class from the training
database. Training the NNGE algorithm is an incremental
process which includes steps named classification, general-
ization, and dynamic feedback. Each labeled example in the
training database is first classified by comparing the new
example to all known hyperrectangles and single examples.
The classification step in training uses the same methodology
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FIGURE 1: Power system framework for generating test datasets [15].

and distance metric as standalone NNGE classification.
Hyperrectangles are generalized rules which represent a class
and single examples are previous examples of a class which do
not fit into a hyperrectangle. The dynamic feedback is used
to adjust feature and exemplar weights used by the distance
function.

After training, new examples are classified by calculat-
ing the Euclidean distance metric from the example to all
exemplars. The new example is classified as the class of the
nearest exemplar. The NNGE algorithm preforms general-
ization by merging exemplars, forming hyper rectangles in
attribute space that represent conjunctive rules with internal
disjunction. The algorithm forms a generalization each time
a new example is added to the database, by joining it to its
nearest neighbor of the same class.

1.2. The CPPS Testbed and Datasets. The datasets that we
used to evaluate our approach are described in detail in
[15]. It consists of synchrophasor measurements from Phasor
Measurement Units (PMUs) of four substations. As shown
in the testbed diagram of Figures 1 and 2, Gl and G2 are
power generators. Rl through R4 are Intelligent Electronic
Devices (IEDs) that can switch the breakers on or off. These
breakers are labeled BR1 through BR4. Line one spans from
breaker one (BR1) to breaker two (BR2) and line two spans
from breaker three (BR3) to breaker four (BR4).

Each IED automatically controls one breaker; thus Rl
controls BRI, R2 controls BR2, and so on accordingly. The
IEDs use a distance protection scheme which trips the
breaker on detected faults whether actually valid or faked
since they have no internal validation to detect the difference.
Operators can also manually issue commands to the I[EDs R1
through R4 to trip the breakers BR1 through BR4. The manual
override is used when performing maintenance on the lines

or other system components. To enhance the cyberattack
detection rate, the security attributes such as relay control
panel SNORT [21] logs are included in the test datasets.
The size of this heterogeneous dataset is approximately 38
Gigabytes and it includes 128 features (e.g., 29 attributes for
a single PMU measurement, and four PMUs generate 116 fea-
tures along with 12 log attributes), which includes nine power
system events and 36 cyberattacks. Details of the attributes
have been introduced in previous work [5, 6, 15]. The test
datasets were generated under 41 scenarios when the power
system operated normally (No Event) and is distributed by
natural faults (Natural Event) and cyberattackers (Attack).
Therefore, the 41 scenarios can be combined into three
classes. To characterize and identify normal performance
of the power systems, the test datasets were combined as
No Event and Natural Event classes. The dataset is then
randomly sampled at one percent and grouped into single
Binary Class (i.e., Normal and Attack), Triple Class (No Event,
Natural Event and Attack), and Multiclass(i.e., 1,2...41).
More details of the datasets are found in [15].

1.3. Threat Model and Attacks Scenarios in the Dataset. The
dataset has five attacks categories described as follows [15].

(1) Cyber Command Injection Attacks. The CPPS Relays
are tripped by remote command injection attack. In this
attack scenario, a network packet capture tool was used to
capture commands used to remotely trip the relay. These
commands are replayed on the network from an attacker PC
connected to the network switch. In another scenario of this
attack in the dataset, insiders physically trip a relay from the
face plate.

(2) Man-In-The-Middle (MITM) Attacks. These are used
to emulate faults and contingencies. The MITM attacks
alter power system measurements transmitted from field
devices to control room systems. Implemented MITM attacks
include a false data injection attack which alters current and
voltage phasors and replay attacks which resend captured
RTU frames from a previous period. Both of these attacks
are used to confuse an operator or automate algorithm
monitoring the systems. Faults, generator loss, load changes,
and transmission line loss are simulated in the dataset. The
MITM attack results in the testbed demonstrate that the
attacker randomly alters current phasors in an RTU stream.
The range of current for the normal operation in this case is
between 200 and 550 Amps. This attack is carried out between
the MTU and a control center computer.

(3) Two Varieties of DOS Attacks Being Used. First, scripts
are available to send high volumes of network traffic (floods)
to a network target in attempt to overwhelm network proces-
sors and memory. This causes a loss of communication which
in turn leads to loss of system monitoring capability. Second,
two Python based protocol mutation engines are available
to send mutated packets against the IEEE C37118 protocol
[22] that is used for network communication between the
CPPS devices. Attacks against this protocol lead to denial
of service and a loss of visibility of the state of the power
system. The first protocol mutation engine randomly flips
bits in network packets. The second protocol mutation engine
sends intelligently manipulated packets.
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FIGURE 2: The real-time smart grid testbed.

(4) A Replay Attack. This is used to replay an authentica-
tion session by an attacker to fool a computer into granting
access. This attack appears in the dataset in a form or
retransmission of a network data transmission and is usually
used to gain authentication in a fraudulent manner.

(5) Physical HMI and UI Manipulation Attacks. These are
provided to simulate invalid changes to relay settings. These
relay settings changes include change threshold and timer
values as well as disabling the relay completely. HMI and
UI manipulation attacks are automated by an Autolt script.
Such attacks mimic effects of insiders taking illicit control
actions and malware taking control of software systems to
manipulate control devices. Usually the spoofing, MITM,
sniffing, command injection, and DOS attacks lead to these
categories of attacks.

2. State of the Art

The recent state of the art refers to several approaches that
aim to select feature subsets with maximum discrimination
capacity data reduction. We survey these approaches as fol-
lows. In [23], authors proposed a feature selection framework
that is augmented with a learning method, termed gener-
alized PDF [24] projection theorem (GPPT), to reconstruct
the distribution in high-dimensional raw data space from
the low-dimensional feature subspace information loss issue
in feature reduction. In [25] authors proposed a Bayesian
classification approach for automatic text categorization
using class-specific features. The proposed approach follows
Baggenstoss’s PDF projection theorem [24, 26] to reconstruct
PDFs in raw data space from the class-specific PDFs in low-
dimensional feature space and build a Bayes classification

rule. The same approach is extended in [27] using a new
divergence measure to measure multidistribution divergence
for multiclass classification. However, among the current
states of the art, the CFS is the most accurate feature selection
approach that works with NNGE [6, 17]. There are several
research works that have been conducted to improve the clas-
sification accuracy of the NNGE algorithm; in this section,
we briefly highlight them. Daniela et al. [19] investigate the
ability of an evolutionary pruning mechanism to improve the
predictive accuracy of a classifier based on nonnested gen-
eralized exemplars. In [28], authors proposed some NNGE
variants based on the analyses of the impact of three elements
of the NNGE classifier on the classification accuracy of the
NNGE algorithm. These elements are the hyperrectangles
splitting procedure, the pruning of nongeneralized exem-
plars, and the presentation order of training instances. In [19]
authors used the NNGE to create rules for classifying the
attacks by using the Ant-Miner Algorithm. First they created
rules using NNGE. After that, they synthesized the rules by
removing repetition rules by custom developed rule mining
NNGE parser which removes repeated rules obtained. This
parser is later pruned using the Ant-Miner algorithm. In [28],
authors used the NNGE algorithm for the classification of
the rice grains. The classification accuracy rate was high and
NNGE was mixed with other image processing and machine
learning approaches.

3. The Improved NNGE Algorithm

The improved NNGE algorithm uses our new VHDRA to
provide a scalable and accurate classification solution that
reduces the attack detection time and the computational



Security and Communication Networks

resources consumption. In our experiments, we evaluate the
influence of the following three factors on the accuracy and
computational performance of the NNGE. These factors are
as follows.

(a) The reduction of the input features using a modified
Particle Swarm Optimization (PSO) fitness function
(Vertical Reduction): the PSO algorithm is used to
compute the learning features weights and then rank-
ing the learning features according to their computed
weights. After that, the ones with the highest weight
(i.e., which means that this feature enables the NNGE
to accurately define the shortest Euclidean distance)
are only selected to be used with the NNGE. To
achieve this, we have developed a fitness function for
the PSO algorithm to compute the learning feature
weights of the weighted Euclidean distance of the
NNGE between a new example and a set of exemplars.
In this way, we efficiently integrate PSO with NNGE.
We call this kind of reduction the vertical reduction
of the input data.

(b) Pruning of nongeneralized exemplars using the high-
est ranked features of the PSO: the NNGE algo-
rithm learns incrementally by first classifying, then
generalizing each new example. When classifying
an instance, one or more hyperrectangles may be
found that the new instance is a member of wrong
class. The algorithm prunes these so that the new
example is no longer a member. Once classified,
the new instance is generalized by merging it with
the nearest exemplar of the same class, which may
be a single instance or a hyperrectangle. Authors
of [29] proved that generalizing exemplars result in
improved classification performance over standard
nearest neighbor. The only thing that may pose a
problem is that the algorithm tends to produce rules
that test a large number of input features that in turn
hinder the scalability of the classification model. To
this target, we use the reduced features produced by
the PSO algorithm to solve this problem and fur-
thermore we reduce the dataset input records using
a STEM.

(c) Reducing the input dataset records using a STEM
Algorithm (Horizontal Reduction): the STEM [5] is
a new data processing and compression method to
quantize and compress the heterogeneous datasets
to reduce the size of data while preserving original
key events and patterns within the datasets. STEM
tracks system states from measurements and creates
a compressed sequence of states for each observed
scenario. It preprocesses the power system events
to minimize the state space and number of rules
generated by NNGE and results in high classification
accuracy, short classification time, and small model
building time.

The details of the previous three factors are described in the
following three sections.

3.1. VHDRA Vertical Reduction Using a Modified PSO Fit-
ness Function. The previous attempts of feature selection
approaches that were tested with the NNGE algorithm such as
CFS Expert Knowledge [6, 17], the Mutual Information based
Feature Selection (MIFS) with the Joint Mutual Information
(JMI) method [11], and the MISF with the Joint Mutual
Information Maximisation (JMIM) method [11] have treated
all features as equally important in computing the Euclidean
distance to the nearest hyper rectangles and this makes them
not accurate or suitable for the CPPS where each feature
has a different weight. Furthermore, they give insignificant
improvements in domains with relevant features such as the
CPPS, where any of the features may influence the others. In
this section, we introduce a new mechanism that ranks the
input features based on their significance and considers the
relevant features and their influence on the covering hyper-
rectangle of the NGGE algorithm. A feature is considered
more significant if its value is closer to a margin of the
covering hyper-rectangle. The significant features enable the
NNGE to accurately define the shortest Euclidean distance
between a new example and a set of exemplars in memory
to make a decision whether the new example belongs to
a particular class. We implement our approach using the
particle swarm optimization (PSO) algorithm that performs
well in domains that have a large number of relevant and/or
irrelevant features. PSO is one of stochastic optimization
methods that are based on the swarming strategies in fish
schooling and bird flocking [18]. It considers each solution
to the problem in a D-dimensional space as a particle flying
through the problem space with a certain position and
velocity and finds the optimal solution in the complex search
space through the interaction of particles in the population.
The implementation of PSO requires few parameters to
be adjusted and is able to escape from local optima. The
velocity and position of the ith particle are denoted by the
two vectors, respectively, V; = (v;;, V..., V;p) and X; =
(x;1> Xip> - - -» x;p). Each particle moves in the search space
according to its previous computed best particle position
(pbest) and the location of the best particle in the entire
population (gbest). The velocity and position of the particles
are updated using the following [18]:

Vit +1) = w-v,(t) +¢ - rand], - | pbest, (£) - x; (1)]
ey
+ ¢, - rand2, - [gbest () — x; (t)]

x;t+1)=x;t)+v;(t+1) (2)

where the velocity of the ith particle at iteration t is given by
v;(t) and its position is given by x;(f) at the same iteration
t, w is a weight factor to balance the global and local search
function of particles, ¢, and ¢, are two learning factors which
control the influence of the social and cognitive components
and they are usually set to 2, randl and rand2 are two random
numbers within the range of [0, 1], pbest;(t) is the best
previous position that corresponds to the best fitness value
for ith particle at iteration ¢, and gbest(t) is the global best
particle by all particles at iteration ¢. The fitness value of the
particle is evaluated after changing its position to x;(¢+1). The
gbest and pbest are updated according to the current position
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Initialize population
For i = 1 to number of particles

then Update pbest; = X;
For k € Neighborhood of X;

Update gbest = X,
Next k
For each dimension j

Next j
Next i

While (number of generations, or the stopping criterion is not met)

If the fitness of X is greater than the fitness of pbest;

If the fitness of X is greater than that of gbest then

v,-j(t +1)=wx vij(t) + ¢, X rand; X (pbestij - xij(t))
+¢, X rand, x (gbestj - xij(t))
ifv;(E+ 1) € (Vinin> Vinax) then
vyt + 1) = max(min(V,,,, v;;(t + 1)), Vi)
x;(t+ 1) = x;(8) + vt + 1)

Next generation until stopping criterion

ALGORITHM 1: The modified PSO Algorithm.

of the particles. The new particle velocity of each dimension
v;(t + 1) is tied to a maximum velocity V,, ., that is initialized
by the user. As the PSO processes are repeated, all particles
evolve toward the optimum solution. We give the pseudo
code of the PSO algorithm at iteration ¢ according to [18] with
some modification as shown in Algorithm 1.

Our modification focuses on adapting the PSO to work
with the NNGE algorithm by developing a new fitness
function x(t) as shown in (3), (4), and (5). The PSO fitness
function defines the correct classification rate using the
features picked by each particle. Figure 3 shows the flowchart
of the PSO algorithm.

x; (1) = 0.0, (4;) +0.(n—|(A))]) (3)
Q,(4;) = min (r: () (4)

yi (f) = min {E; (f) = H™ (f), H"™ (f) - E, ()} (5)
where

(i) x;(t) is the fitness of particle i (one record of the
dataset) at iteration t and it denotes how much a
particle i features values are closer to a margin of the
covering hyper-rectangle H which is going to be split
through the NNGE classifier using the selected subset
of features A of particle i. In other words, the main
target of the fitness function is to choose the feature
which ensures the most “balanced split” and in case
there is a tie (two or more features have the same
distance to a margin of H), the attribute leading to the
largest number of training examples included in one
of the splitting hyper-rectangles will be chosen.

(ii) A; is the feature subset of particle i at iteration ¢; that
is, A={f1, f2,.....fia}-

(iil) [(A;)| is the length of the feature subset without the
nonvalue features

Start

Divide the data into
train and test datasets

L

Initialize position and

velocity of particle
randomly

Evaluate the fitness

values of the particles

L

Update the pbest and
gbest
Stopping Update position
criteria are met? and velocity of
particle
NNGE Classification
Is result No
satisfactory?
Yes Rank Extracted
Features

FIGURE 3: Feature ranking using PSO and the proposed fitness.

(iv) n is the total length of the feature subset including the
nonvalue features.



Security and Communication Networks

(v) Q, is a measure of the classifier performance. It
returns, for the whole subset of features A of particle
i at iteration f, the shorts distance that any of these
features can achieve to a margin of the covering
hyper-rectangle H.

(vi) @,0 are two parameters that control the relative
weight of classifier performance and feature subset
length, @ € [0, 1] and 0 = 1-@. This formula denotes
that the classifier performance and feature subset
length have different effect on fitness function. In our
experiments, we consider that classifier performance
is more important than subset length because most of
the power grid dataset records are of similar size and
they have very few nonvalue features, so we set them
to®=0.9,0=0.1

(vii) y; denotes how much a certain feature f value is closer
to a margin of the covering hyper-rectangle H.

(viii) E; is the conflicting example of particle i; it represents
an example record of dataset that needs to be classi-
fied.

(ix) Hi'”"”, H"** are the minimum and maximum margin
values, respectively, of the covering hyper-rectangle
H.

The iteration of the PSO will continue and stop when either
one of the stopping criteria is met; (i) maximum number
of iterations is defined to PSO or (ii) the fitness of the
proposed feature subset has exceeded the maximum fitness
value being set. We will use the fitness function given in (3)
to compute the fitness of each particle in the dataset. For
each feature f, the parameter y; will be computed; then at
each point a stopping criterion is met; (w) the minimum
value of y; parameters corresponding to each feature f is
selected. After that, all features are sorted according to their
significance to the NNGE classification from the smallest
to the largest one. Only few numbers of good features that
exceed a particular threshold T that is computed during the
training phase are selected. The threshold identified to select
the most significant features is computed in the training phase
for the Binary, Triple, and Multiclass datasets. To compute
these three thresholds, the fitness of the PSO is defined by
using the k-fold cross-validation, where k = 128, number of
features in the dataset. The training dataset is divided into k
subsets of the same size. One subset is used for validation.
Using the remaining k-1 subsets, we build the new PSO
fitness function based on (3), (4), and (5) that compute the
nearest hyper rectangles of the NNGE. Each subset is used
once for validation using one feature, and the process is
repeated k times. We compute the threshold T using (6) by
computing the average of the measure of fitness (y;), defined
at (5), for all features from the 128 trials.

T = (Z?:l YI) (6)
n

where 1 denotes number of validation data.
In the second phase, NNGE is used for classification
using the top significant features that have fitness values

7
) B [ & B
A A A A A HI
@ A A A - A A
p : p El E2 E3
AA AA
A A A A
A 2 A A N A a A A
A A A A A A
a = H a =
A A

FIGURE 4: An example of NNGE splitting variants based on the
extracted input features.

w lower than T. The classification step is based on the
computation of the distance D(E,H) between an example
E = (EL1,E2,...,En) and a hyper-rectangle H as given in
(7) [7]. Figure 4 illustrates an example of splitting variants for
numerical attributes.

D(E,H) = i(wd(E—H)) (7)

i pmax _ pmin
i=1 Ei Ei

where

(i) N is number of features in the current Example E.
(i) E7, E;”i” define the range of values over the training
set which correspond to attribute i.
(iii) H; is the interval [H™", H™*].
(iv) d is the distance between the features values and

the corresponding hyper-rectangle “side” and it is
computed according to

0, H™ < E; < H™
d(E,H;)= {H™ ~E, E,<H" (8)
E, - H™, E;>H"™*

As shown in Figure 4, the left picture shows that the initial
instances (filled triangle) belong to one hyper-rectangle H.
After splitting, right picture shows that each instance is
assigned to a particular hyper-rectangle HI or H2 according to
the closest margin strategies described before; some example
instances pl, El, E2, and E3 represent a tie case described
before; then, in such case, one of the features of these
examples which leads to the largest number of training
examples included in one of the splitting hyper-rectangles H1
or H2 will be chosen.

3.2. VHDRA Vertical Reduction Using the Evolutionary Prun-
ing. There are two main approaches to reduce the size
of classifiers: prepruning and postpruning. The prepruning
approach aims to select the good training instances or
prototypes and those are aiming at selecting the relevant
attributes. This is achieved by VHDRA through the vertical
data reduction using the PSO algorithm. The postpruning
approach is applied to a set H = {H,, H,, ..., Hg} of NNGE
hyperrectangles once it has been generated with the aim of
reducing its size and improving its classification accuracy.



In this paper, the selection of the hyperrectangles is
based on the evolution of a population of binary encoded
elements corresponding to various subsets of the initial set
of hyperrectangles. In [19], two evolution pruning algorithms
are introduced, the first version of the algorithm called
EP-NNGE (Evolutionary Pruning in NNGE) and the EPA-
NNGE algorithm. Authors of [19] proved that EPA-NNGE
achieves high accurate classification results. In this paper,
we use the EPA-NNGE to prune the hyperrectangles of
the NNGE. EPA-NNGE is based on the idea of evolving a
population of M binary strings containing K components.
Each element x of the population corresponds to a subset of
H; for example, if a component x;. has the value 1, it means
that Hy is selected into the model, while if it is 0, it means that
H, is not selected. The quality of an element x is quantified
using two measures: one is related to the accuracy of the
classifier based on the selected hyperrectangles H(x) and the
other is related to the reduction of the model size. Thus the
fitness is given by

|Z| — |7 (%)

f(x)=AAcc(Z (x))+(1-A) 7]

)

where

(i) Acc denotes the accuracy that is computed by count-
ing the correctly classified instances covered by the
hyperrectangle that also means the total number of
instances covered by the hyperrectangle after exclud-
ing the conflicting examples.

(ii) |H| denotes the number of hyperrectangles.

(iii) A € (0,1) is a parameter controlling the compromise
between the two quality measures.

The population elements of the EPA-NNGE algorithm
are evaluated using (9). The computation of the classification
accuracy of the EPA-NNGE algorithm is based on the
computation of the distance between a test instance and a
hyperrectangle and only the selected attributes (as are they
specified by the corresponding part Xs of the population
elements) are only considered. This means instead of using
(7), we will use

S d (E;, H;)
D(E,H) = \]Z <Xsle) (10)

i=1

3.3. VHDRA Horizontal Data Reduction Using STEM. The
horizontal reduction approach uses the STEM. The STEM
was used to preprocess power system data from a diverse
set of sensors. Sensors include PMU, relay logs, control
panel logs, and a network monitor called SNORT. The PMU
provides mostly continuous data types and the other sensors
provide discrete inputs. Section 4.3 gives a practical example
of the STEM, and its detailed steps are discussed in [6] and
are summarized in the following.

(1) Collect raw data: a PMU provides measurements of
different electrical quantities from PMU, relay logs,
control panel logs, and SNORT.
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(2) Merge raw data: the previous measurements are
upsampled prior to merging.

(3) Quantization: measurements with large state space
should be quantized in such a way that the quantiza-
tion interval maintains important patterns in the data.

(4) State mapping and compression: each row is mapped
to a state ID. Unique states are provided an ID and
repeated states use the same ID as previous instances
of that state. After mapping, each row will have an
assigned state ID. Compression removes repeated
states in a sequence. After compression, each event
is represented by a temporally ordered list of states
and a label. After that, STEM sequentially captures
only distinct states, compresses states, and stores it in
the database. In this way the data size is significantly
reduced by intelligently pruning the repetitive states.

4. Experimental Analysis and Results

We have conducted three types of experiments to evaluate the
following.

(1) The effectiveness of the VHDRA vertical data reduc-
tion is by using the new fitness function of the PSO
in selecting the significant features that their values
are closer to a margin of the covering hyper-rectangle
of the NNGE and the impact of this reduction on the
classification accuracy of the NNGE algorithm

(2) The impact of the vertical data reduction is by using
the EPA-NNGE pruning algorithm on the classi-
fication accuracy of the NNGE and on reducing
the model size which in turns reduces the compu-
tational resources consumption. These experiments
evaluate the reduction of the computational resources
consumption in terms of the number of reduced
hyperrectangles and ignored features that are defined
by the pruning process in the training phase of the
NNGE.

(3) There is the impact of the horizontal reduction of the
STEM on the NNGE classification accuracy and the
reduction of the model size in terms of the number of
reduced hyperrectangles.

4.1. Evaluate the Impact of the VHDRA Vertical Reduction
Using the New PSO Fitness Function. In these experiments,
we evaluate the impact of the VHDRA vertical data reduction
using the new PSO Euclidean distance fitness function on the
NNGE classification accuracy and the model size. The exper-
iments use the power grid dataset described in Section 1.2.
In the training phase, we compute a particular threshold to
extract the most significant features. The threshold values in
the Binary, Triple, and Multiclass datasets, respectively, are
44.38, 61.23, and 81.78. Any feature with a fitness value larger
than these thresholds is ignored. The algorithm defines the
most significant 17 features for the Binary class dataset, 19
features for the Triple class dataset, and 22 features for the
Multiclass datasets as shown in Table 1.
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FIGURE 5: A comparison between the VHDRA using the PSO and the other existing approaches using the Binary, Triple, and Multi-class

Datasets.

TaBLE 2: NNGE classification rate using the Binary, Triple, and Multiclass datasets.

Feature selection Binary class Triple class Multiclass
With (%) 98.38 98.01 94.03
Without (%) 65.42 66.41 23.66

TABLE 3: A comparison between the VHDRA using the PSO algorithm and the other existing approaches using the binary, triple, and

multiclass datasets.

Approach Binary class Triple class Multiclass
No. of features ~ Detection rate (%)  No. of features ~ Detection rate (%)  No. of features ~ Detection rate (%)

VHDRA (PSO) 17 98.38 19 98.01 22 94.03
NNGE (CFS) 28 94.68 28 94.62 28 87.77
IBL 28 97.20 17 97.38 28 92.10
J48 28 93.69 28 93.69 28 84.45
Random Forest 28 96.77 28 96.77 28 90.41
JRip 28 91.20 28 91.22 129 73.94

To test the accuracy of the selected features, we apply the
NNGE classifier using (6) to compute the classification rates
using the three datasets; see Table 2. In the following, we
compare the output of our VHDRA with the new PSO fitness
function against the most accurate five classification algo-
rithms that we have tested before [11], namely, the traditional
NNGE, Instance-based Learning (IBL), J48 tree, Random
Forest, and JRip. According to our previous experiments [11],
the best feature selection approach among the existing ones
is the CFS. We used the CFS with the previous mentioned
five classification algorithms using the Binary, Triple, and
Multiclass datasets to compare the classification accuracy of
these approaches against our approach. Table 3 and Figure 5
show that VHDRA with the new PSO fitness function uses
less number of features and outperforms the classification
accuracy of the current classification algorithms.

4.2. Evaluate the Impact of the VHDRAS Vertical Reduction
Using the EPA-NNGE Pruning Algorithm. In these exper-
iments, we evaluate the impact of the VHDRA vertical
data reduction using the EPA-NNGE pruning algorithm

on the classification accuracy and the model size. In these
experiments, we use the significant features selected in the
previous experiments of Section 4.1 using the modified PSO
fitness function as follows: 17 features from the Binary dataset,
19 features from the Triple dataset, and 22 from the Multiclass
datasets. Since our main goal of our approach is both to
improve the classification accuracy and to reduce the model
size, we edit the evolutionary process by a fitness function
based on a value of A that corresponds to an equilibrium point
at which the EPA-NNGE accuracy rate and the hyperrectan-
gles reduction rate are equal. The EPA-NNGE accuracy rate
is computed for each dataset as a ratio between the numbers
of correctly classified records/instances to the total number
of records/instances in the dataset. The hyperrectangles
reduction ratio is defined as (|H| — |H(xbest)|)/|H|) where
xbest is the instance with the corresponding best f(x) value
which is computed using (8). The influence of the parameter
A on the accuracy and on the reduction of the model size
is evaluated for the Binary, Triple, and Multiclass datasets as
shown in Figures 6, 7, and 8, respectively. The best values of A
that corresponds to the equilibrium point in the three datasets
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FIGURE 6: Influence of A on the EPA-NNGE accuracy gain and hyperrectangles reduction using the Binary class dataset.
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FIGURE 7: Influence of A on the EPA-NNGE accuracy gain an

are 0.74, 0.53, and 0.44, respectively. To evaluate the impact
of the pruning algorithm on the reduction of the model
size and accuracy gain, we consider both the hyperrectangles
reduction ratio described before and the reduced number of
features as shown in Table 4.

An overall view of the accuracy gain ratio, hyper-
rectangles reduction ratio, and attributes reduction ratio
for the Binary, Triple, and Multiclass Dataset is shown
in Figure 9 for the VHDRA reduction using the EPA-
NNGE and PSO versus the traditional NNGE with CFS
without the pruning capabilities. The accuracy gain is com-
puted as (Acc(VHDRA) — Acc(NNGE))/Acc(NNGE) * 100).
The ratio of the reduced hyperrectangles is computed as
|Hyrpral/[Hyngel * 100). The ratio of the reduced features
is computed as (Nypypra/Nynce * 100). Table 5 shows the
accuracy gain, features reduction ratio, and hyperrectangles
reduction ratio. The largest gain in accuracy (9.25%) was

d hyperrectangles reduction using the Triple class dataset.

obtained using the Multiclass dataset. This can be explained
by the fact that this dataset has the highest hyperrectangles
reduction ratio (13.07%) and the lowest feature reduction
ratio (35.71%). The smallest reduction in the model size
(including the feature reduction and hyperrectangles reduc-
tion ratios) occurs using the Triple class dataset. This is why
this dataset has the lowest accuracy gain (4.29%).

4.3. Evaluation of the Horizontal Data Reduction Using STEM.
In this section, we evaluate the impact of the horizontal data
reduction using STEM on the NNGE classification accuracy
and the Model Size. The following STEM steps are applied.

(1) After collecting and merging raw data, we use the sig-
nificant features selected in the previous experiments
using the PSO and EPA approaches as follows: 15
features from the Binary dataset, 14 features from the
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FIGURE 8: Influence of A on the EPA-NNGE accuracy gain and hyperrectangles reduction using the Multi-class dataset.
TABLE 5: A comparison between the VHDRA and the traditional NNGE with CFS.
Binary class Triple class Multiclass
Accuracy gain (%) 4.53 4.29 9.25
Feature reduction ratio (%) 46.43 50 35.71
Hyperrectangles reduction ratio (%) 9.68 7.41 13.07
60.00% ; (a) Any row of the quantized data that contains
50.00% 4 the same quantization values for each feature is
assigned the same state such as {S0,S1...S14}
40.00% - . .

’ (b) The states of each data are inserted into the
30.00% - Quantized Datasets using the selected features.
20.00% _ . _

(3) The duplicated values (i.e., the records in the dataset
10.00% - have the same state and marker values) are deleted.
0.00% 1 . Only unique records are saved. Using this step, the
Binary Triple Multiclass size of the dataset was reduced from 5MB raw datasets
Class CLASS Dataset to 6KB. This reduction can significantly enhance the
Dataset Dataset detection speed
m ACC Gain

m Feature Reduction Ration
Hyperrectangles Reduction Ratio

FiGure 9: VHDRA with EPA-NNGE and PSO vs. NNGE-CFS:
accuracy gain ratio, hyperrectangles reduction ratio, and attributes
reduction ratio for the Binary, Triple, and Multi-class Dataset.

Triple dataset, and 18 from the Multiclass datasets; see
Table 6. The numeric values of each feature are then
quantized using domain expert inputs. The quanti-
zation intervals are shown in Table 6. To compare
VHDRA to the NNGE with CFS, we repeated this step
with the 28 features of the NNGE with CFS.

(2) Assigning states to each sample is as follows.

The horizontal reduction improves the performance of
the NNGE with CFS by 29.15%, 21.42%, and 17.81% using
the Binary, Triple, and Multiclass datasets, respectively. The
overall performance of VHDRA using both the vertical and
the horizontal reduction improves the accuracy of the NNGE
with CFS by 1.25%, 1.18%, and 5.23% using the Binary, Triple,
and Multiclass datasets, respectively. STEM works also for
online detection. The dataset is used to train the system
and the quantization intervals are defined based on the
dataset data boundaries. For online detection, the dataset is
periodically updated and quantization intervals are modified.
Furthermore, the states of each data are also updated and
inserted into the Quantized Datasets and duplicated values
are deleted.

Table 7 compares the detection accuracy gain ratio and
the hyperrectangle reduction ratio of all VHDRA elements
against the NNGE with CFS. From this table, we can notice
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TABLE 6: Measurement quantization.

Quantization anntlzatlon
Feature . interval Range

interval name .

enumeration

Voltage Low, Normal, High {0, 1,2} {(0,130MV], (120MV, 146MV], (146MV, inf)}

Low, Normal, .
Current Warming, High {0,1,2,3} {(0, 100A], (100A, 700A], (700A, 12000A], (12004, inf)}
Frequency Low, Normal, High {0, 1,2} {(0,59.8Hz], (59.8Hz, 60.2Hz], (60.2Hz, inf)}

Zonel, Zone2, .
Impedance Normal {0,1,2} {(0,7.9],(7.9,9.875], [9.875, inf)}
Control, relay, and
SNORT log Yes, No {0, 1} {0, 1}

TABLE 7: A comparison between VHDRA elements against NNGE with CFS.
Binary class Triple class Multiclass
Accuracy gain Hyperrect. Accuracy gain Hyperrect. Accuracy gain Hyperrect.
(%) Reduction (%) (%) Reduction (%) (%) Reduction (%)

VHDRA (vertical and 4.19 3734 3.78 26.76 8.57 29.06
horizontal)
VHDRA (vertical) 4.53 9.68 4.29 7.41 9.25 13.07
VHDRA (horizontal) 1.25 29.15 118 21.42 523 17.81

that VHDRA with its vertical and horizontal reduction fea-
tures achieves the best performance by reducing the NNGE
hyperrectangles while keeping good detection accuracy.

5. Conclusion and Future Work

The large volume of high speed heterogeneous data of the
CPPS makes their network targets for intrusions. In this
paper, we introduced the VHDRA, a Vertical and Horizontal
Data Reduction Approach, to improve the detection accuracy
and speed and reduce the computational resource consump-
tion of the NNGE algorithm. VHDRA reduces the NNGE’s
hyperrectangles by pruning the nongeneralized exemplars
using the highest ranked features of the PSO.

It also reduces the size of dataset while preserving original
key events and patterns within the datasets using the State
Tracking and Extraction Method. The experiments show
that the NNGE using VHDRA outperforms the current
classification techniques for the Multi-, Binary, and Triple
class datasets, respectively, as follows: the vertical reduction
improves the accuracy of the NNGE with CFS by 9.25%,
4.53%, and 4.29% and reduces the features by 35.71%, 46.43%,
and 50%. It also reduces the hyperrectangles by 13.07%,
9.68%, and 7.41%. On the other hand, the horizontal reduction
improves the accuracy of the NNGE with CFS by 5.23%,
1.25%, and 1.18%.

The overall performance of VHDRA using both the verti-
cal and the horizontal reduction reduces the hyperrectangles
by 29.06%, 37.34%, and 26.76% and improves the accuracy of
the NNGE with CFS by 8.57%, 4.19%, and 3.78%.

For future work, we will evaluate the scalability, actual
computational resource consumption, and the speed of the
VHDRA. Furthermore, we will also study the influence of

quantizing and clustering the input data of the STEM using
an intelligent model that integrates an Expert System with a
Neural Network one instead of using domain expert input
data on the accuracy and computational performance of
our approach. Furthermore, to detect zero-day attacks, we
will integrate our finite state Hidden Markov Model [30] to
predict multistage and zero-day attacks in CPPS.

Data Availability

Reference [15] refers to the dataset used in this research.
Furthermore, the tools used to implement the framework are
given in the references.
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Advanced cyberattacks are often featured by multiple types, layers, and stages, with the goal of cheating the monitors. Existing
anomaly detection systems usually search logs or traffics alone for evidence of attacks but ignore further analysis about attack
processes. For instance, the traffic detection methods can only detect the attack flows roughly but fail to reconstruct the attack event
process and reveal the current network node status. As a result, they cannot fully model the complex multistage attack. To address
these problems, we present Traffic-Log Combined Detection (TLCD), which is a multistage intrusion analysis system. Inspired
by multiplatform intrusion detection techniques, we integrate traffics with network device logs through association rules. TLCD
correlates log data with traffic characteristics to reflect the attack process and construct a federated detection platform. Specifically,
TLCD can discover the process steps of a cyberattack attack, reflect the current network status, and reveal the behaviors of normal
users. Our experimental results over different cyberattacks demonstrate that TLCD works well with high accuracy and low false

positive rate.

1. Introduction

Cyberattacks usually leave footprints on network devices.
Typically, an attacker’s attack path jumps through multiple
routers or servers and then uploads malicious code (e.g., XSS
script), implants virus (e.g., botnet), and submits Trojaned
software or unofficial patch containing malicious payloads
[1-7]. Generally, the footprints left by cyberattacks are
spatiotemporally dispersed across logs of different victims’
machines [8]. For instance, XSS script attack may leave evi-
dence in server’s weblog. However, as the logs are dispersed
across diverse disconnected sources, piecing together the
contextual information of each malicious footprint still needs
human involvement. Therefore, directly leveraging the logs
for anomaly detection is ineffective. On the other hand,
network traffic can also provide complementary evidence
for attack-related activities, such as anomalous data about
connections from IRC/HTTP/DNS servers to botnet. How-
ever, it is insufficient to precisely detect attack behaviors and

grasp a complete view of attacks with only the network traffic
data.

To date, most existing log-based or traffic-based intrusion
detection methods have the following limitations: (1) They
only focus on a single or a few logs, lacking context infor-
mation (especially the contacts in internal network). (2) The
traffic characteristics are not diverse enough to achieve good
detection performance. (3) Both the log-systems and the
traffic-systems heavily rely on hefty equipment, which incurs
very large cost overhead [9]. (4) The false positives and false
negatives are not satisfactory in realistic detection process
[10]. In this paper, we propose to integrate traffics with
network device logs for detecting cyberattacks. Specifically,
we collect logs and traffics from switch, router, firewall, and
servers. Then we use fuzzy association rules to integrate the
device logs with traffics to reconstruct the cyberattack.

Overall, the main contributions of this paper are listed
as follows: (1) We propose a novel combined detection
method to reconstruct the attack process. (2) Our method
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can effectively integrate multiple network device logs with
traffics by leveraging fuzzy association rules. (3) We conduct
extensive evaluation of TLCD over diverse cyberattacks (e.g.,
phishing, XSS, and botnet). The experimental results clearly
demonstrate the effectiveness of our method.

2. Related Work

In general, network intrusion detection mainly includes
signature-based detection and anomaly-based detection [11,
12]. Specifically, signature-based detection relies on exist-
ing signature databases to detect malware infections. By
using signature-based detection methods, malwares can be
effectively identified through pattern matching. However,
signature-based detection techniques have the fatal disadvan-
tage that a new malware infection cannot be detected if its
signature is not contained in the signature database.

Anomaly detection is a technique for detecting abnormal
behaviors that deviate from normal behaviors [13, 14]. Specif-
ically, it aims to detect events in the monitored domain dif-
ferent from the pattern defined by normal behaviors [13, 15].
Basically, the normal behavior of the network needs to be
identified first. Compared to the signature-based detection,
the main advantage of anomaly-based intrusion detection
is the ability to detect new or unknown attacks, since
abnormal behaviors can also occur when the signature of
new malware is not available. However, due to the complexity
of the behaviors from different networks and applications,
it is difficult to accurately identify the normal behaviors.
The existing anomaly detection methods are usually based
on device logs or traffic flows alone [16]. In general, their
methods are too simple to achieve satisfactory results [17].
Additionally, they fail to effectively reconstruct the attack
conditions [18]. On the contrast, our detection method is
multinetwork device interrelated and verified and can further
improve the accuracy and reflect the state of the network
environment at the time.

3. Method

This work mainly proposes to implement anomaly detec-
tion through integrating multiple network device logs with
traffics. Specifically, the device logs and traffics are inte-
grated through association rules. Our method can effectively
improve the detection performance and reconstruct the
network attack process, which enables us to grasp a complete
view of the entire network environment.

3.1. Method Overview. Due to the diversity of network
attacks, the network environment is quite complex. For
instance, botnets must first send control commands to each
C&C server and then to the controlled-host, while worm
needs first to upload malware code to target-host and then
infect others computers by the target-host. Therefore, the
network device logs and traffic flows can play very important
roles in cyberattack detection. To collect our data for anomaly
detection, we first obtain the traffic flows with port mirroring
and adopt TCPDUMP to extract useful traffic attributes (such
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FIGURE 1: The overview of TLCD.

as the source port, destination port, protocol number, source
IP, destination IP, the number of packet size, and send time).
Additionally, we also extract log information (such as Data,
Time, Module, Level, PID, Type, Action, Application, Reason,
etc.) from the gateway’s internal routers, switches, firewalls,
and servers. After that, we attempt to extract the mapping
relations between logs and traffics with association rules.
Finally, the extracted relationships can be used to generate the
time stamps of log records and reconstruct the attack process.

In Figurel, we display the overview of TLCD. The
locations of the traffic captures and log collectors are shown in
Figure 2. Traffic capture modules are placed at the university
servers and enterprise servers, which are connected outside
the Internet. In this way, we can capture both the inbound and
outbound data in real time. The inputs to TLCD are multiple
raw data from network devices (e.g., router, switch, firewall,
and servers). The detection is specifically designed to be for-
mat agnostic for both the traffics and logs. Through a parser
plugin, TLCD can handle any input format of traffics and logs.
As the detection task is usually featured by large-scale data,
filtering is necessary for reducing the detection cost and time
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FIGURE 2: The deployment of the traffic captures and log collectors (server-1, firewall-1, router-1, and router-2 are deployed in enterprise.

Servers-2, switch-1, firewall-1, and servers-3 are deployed in campus).

overhead. Therefore, we will filter out the irrelevant data in
both logs and traffics. In the feature extraction module, we
extract 63 traffic features (including 5 new TCP flags) and 16
log features. The log features are mainly used to reveal what
happened before and after the cyberattack and auxiliarily
detect the anomaly behaviors. The fuzzy association module
aims at modeling strong associations between traffics and
logs. After obtaining the confidence intervals of candidate
rules, the ones among high confidence intervals are used to
construct strong association rules. Note that there are many
kinds of mappings here. It is possible that multiple traffics
relate to one single log or one traffic relates to several logs.

To present the mechanisms of TLCD, we list the details as
follows:

(1) Phase I, reprocessing: the traffic captures and log
collectors first collect the original traffics and logs,
which are considered as the inputs to TLCD. Then,
these traffic-log inputs are reprocessed via the parser
plugin and the filter module. Specifically, the filter
module filters out the irrelevant data in both logs and
traffics.

(2) Phase II, feature extraction: the feature extraction
module consists of five components, including the
traffic correlation (to analyze the traffic packets for
malware), temporal correlation (to obtain the time
characteristics of malware), combination correlation
(to model the strong relevance of malware traffic),
TCP flag (to record the sending and responding of
traffic data), and log-information (to record the log
information for attack reconstruction) components.

(3) PhaseIII, fuzzy association module: this module aims
to integrate the traffics with logs through association
rules.

TABLE 1: Details of the TCP flags.

TCP handshake situation
ACK, URG, FIN, RST values

TCP flags The destination IP repeatedly responds with ACK =1
The destination IP only has ACK = 1, SYN =1and
FIN=1
The source IP only has SYN =1

(4) Phase IV, anomaly detection module: advanced
machine learning techniques are adopted to recognize
malicious data as anomalies.

(5) Phase V, attack reconstruction module: the recon-
struction module leverages the associations between
the logs and traffics to generate the time stamps of log
records, which can be finally used to reconstruct the
attack process.

3.2. Feature Extraction

3.2.1. Network Traffics. To collect the traffic-log data, we
have monitored the university-enterprise network for one
month. The features used in our framework include temporal
correlation features [19], TCP flag features (displayed in
Table 1), and log features (displayed in Table 2). Usually,
some cyberattacks, such as botnets and phishing emails,
need to automatically send commands through programs.
These automatic attack commands, more or less, contain
inherent patterns. Specifically, we capture the traffics from 4
common cyberattacks (XSS, HTTP botnet, P2P botnet, and
phishing) and find that different network attacks behave dif-
ferently in the TCP handshake stage. For instance, phishing
mail transmission process adopts POP3 and IMP4 protocol,
allowing attackers to send different types of files. Also, the
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TABLE 2: Detailsof the network device logs.
Firewall logs Traffic logs Event logs Network Security logs System  ¢yon logs Mail logs Messages  Mysqld
logs logs logs logs
Data * * * * * % * * * %
Time * * * * * * * * % *
Module * * *
Level * * * * * * *
PID * * * * * *
Type * * * * * % %
Action * * * * %
Source *
Destination *
Translated .
Source
Translated "
Destination
Duration *
Bytes Sent *
Bytes Received o
Application * *
Reason * * * * * * * * * *

corresponding data volume can be very small. Therefore,
the phishing mails can result in the same TCP handshake
states to the normal ones, and it can be kinda easy to
establish a connection. However, in a botnet, an attacker
needs to control the C&C server and send a large number of
commands, which will inevitably cause a handshake failure in
TCP handshake. In Table 1, we display the details of TCP flags.
Specifically, SYN denotes whether a connection is established,
FIN and ACK denote the corresponding responses, and RST
denotes the connection reset. Note that the ACK information
can be used together with SYN and FIN as evidences for
attack detection. For instance, if both SYN and ACK are
activated, it means that the connection is established with
confirmation. On the contrast, if only SYN is activated, we
can conclude that that the connection is established without
confirmation. Usually, most of the unreachable attacks can
only activate SYN. Additionally, for the situation with FIN
and RST activated and SYN unactivated, the firewalls may
still detect the SYN/FIN packet. When such a packet appears
in the situation, it is most likely that the network has been
attacked. As the ACK/FIN packet represents a completed
TCP connection, a normal FIN packet is always marked by
ACK. A “NULL” packet is the packet not marked by any TCP
flags (URG, ACK, PSH, RST, SYN, and FIN are all set to 0).
For normal network activities, the TCP stack can never gener-
ate packets featured by unreasonable TCP flag combinations;
otherwise the networks have been attacked. Therefore, the
TCP flag features can provide useful information about the
network status [19].

3.2.2. Network Device Logs. In Table 2, we display the details
of network device logs. As we can see, different types of

network device logs have different characteristics. Specifi-
cally, the firewall logs record the events between the inside
and outside the network, such as port filtering, hazard level,
and authentication; the traffic logs record current traffic
conditions, such as packet size, IP address, and duration; the
event logs record events that occur during the execution of
the system, in order to provide traces for activity monitor
and problem diagnosis; the network logs record the process
of network access, such as data packet request or uploading;
the security logs mainly record the operations of network
devices and the system errors; the system logs record the
hardware and software errors, as well as events that occur
in the monitoring system, allowing the user to check the
cause of errors and find traces left by the attacker; the
Cron logs record periodic tasks in Linux (Cron reads the
configuration files and writes them in memory when Linux
starts. As there exist some cyberattacks featured by cyclicality,
Cron logs are effective for identifying this type of attack);
the mail logs allow the administrators to get the copies of
messages processed by the Domino system router (when
the mail log is enabled, Domino will check the messages
as they go through MAIL.BOX, and save their copies to
MAILJRN.NSF for future recovery); the message logs are
plain text files that will be first checked for error messages
when a problem occurs; the MySQL logs contain information
of log-err, query log, log-slow-queries, log-update, and log-
bin. By default, all logs are created in the MySQL directory.
In this work, we extract attributes from ten types of logs
from different network devices. Each type of log has its
own attributes. For instance, the firewall log has attributes of
data, time, module, level, type, and reason, while the traffic
logs have attributes of data, time, action, source, destination,
translated source, translated destination, duration, bytes sent,
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bytes received, application, and reason. Although different
logs reflect different characteristics of the device status, the
shared attributes, such as time, date, and reason, can be
effectively used to infer the status of one event in different
logs.

3.3. Anomaly Detection

3.3.1. Feature Integration through Association Rules. In daily
networks, there are no direct correlations between the log
data and the traffic data. However, they can be correlated
through the shared attributes like time and date. Therefore,
we need to model the mutual mappings between traffics
and logs by effectively leveraging the correlated attributes.
With that, we can obtain the classification boundaries of
the log attributes based on the corresponding attributes of
traffics.

The discretization of traffic features, which is useful for
boundary division, plays an important role in detecting
anomaly traffics. Specifically, we use the Fuzzy-C Means
(FCM) algorithm to divide the traffic characteristics (includ-
ing quantitative attributes and Boolean attributes) into sev-
eral fuzzy sets. Note that the elements and nonelements of
each fuzzy set can be mutually transformed, in order to
achieve the goal of softening features. In the process of highly
skewed data, FCM algorithm can effectively model the actual
distribution of data and clearly reveal the boundary between
normal data and anomalies.

In our method, we first extract 29 basic attributes of
the traffics, including the five-tuple (source IP address,
destination IP address, source port, destination port, and
protocol number), the total number of uplink and downlink
packets, the total number of uplink and downlink payload
packets, the total amount of uplink and downlink load, flow
duration, average load, the maximum load, the minimum
load, average time interval between the uplink and downlink
data packets, the minimum time interval, the maximum time
interval, and so on. Then, we extract 16 basic attributes of
the logs, including data, time, module, PID, type, action,
source, destination, translated source and destination, dura-
tion, bytes sent and received, application, reason, and so
on. We assume that each feature comes from a Gaussian
distribution. Then according to the membership function of
fuzzy recognition, we can determine the fuzzy numbers of the
maximum fuzzy set. Denoting the center of the maximum
fuzzy set as y, the membership degree asr; (i=1,2,3,...,n),
and o as the parameter, the Gaussian fuzzy expression can be
represented as follows:

2
y = exp [—%] o

To approximate the maximum membership degree, we
design the objective function as

g(a):zn:{exp[_(x;ig‘u)]—ri} . (2)

i=1

The corresponding membership function is expressed as

0, 'xj —Ej' > 25j

—\2
X=X, (3)
i -

1-(2—51> 5 'xj—xj'SZSj,

where X is the center and 2s; is the standard deviation o.
Finally, we can identify whether a sample is an anomaly based
on the principle of the maximum membership.

Ay (x)) =

3.3.2. Anomaly Detection. The key point in anomaly detec-
tion is to detect anomalies from benign data according to
the extracted features. To achieve this, we adopt supervised
learning methods, such as K-Nearest Neighbor (KNN), Sup-
port Vector Machine (SVM), neural networks, or decision
trees, to design the detection module. Basically, supervised
learning first needs to establish a training set and then
train a classification model over the training set. For this
anomaly detection task, our goal is to learn a classifier that
can effectively detect out the anomalies. In this work, we
adopt Gradient Boosting Decision Tree (GBDT), which is
an advanced machine learning technique and models the
data with an ensemble of decision trees. To finally evaluate
the performance of our method, 10-fold cross validation is
adopted in our work.

4. Experiments

4.1. Dataset. In our experiments, we evaluate our method
over 4 types of network attack (XSS, HT'TP botnet, P2P bot-
net, and phishing). These cyberattacks are carefully injected
into the normal business and will not bring undesirable
effects for other business. Both the traffic data and the log
data are collected from university servers and enterprise
servers. To obtain the traffic data, we have monitored the
university-enterprise network for one month. Specifically, we
simulate the P2P botnet and HTTP botnet attack according
to the Contagio blog [21] and white paper [22], which
provide guidance about how to make botnet evade intrusion
detection techniques. To simulate the XSS attacks, we inject
malicious code into the web pages of university servers.
The simulated phishing emails are sent to both university
servers and enterprise servers. Note that in our simulation,
the anomaly traffics only account for 0.1% of the total traffic
flows, which is close to the real situations. As displayed in
Table 3, the collected data include 30 normal traffic datasets,
6 traffic datasets for XSS injection attacks, 5 traffic datasets for
phishing emails, and 20 ones for botnets (13 P2P botnets and
7 HTTP botnets). On the other hand, as displayed in Table 4,
the log data are collected from 1 switch, 2 routers, 2 firewalls,
and 3 servers.

4.2. Experimental Results. To validate the performance of
integrating traffics with logs for anomaly detection, we
conduct comparison experiments through only leveraging
the traffic data (or the log data). As displayed in Tables
5-8 and Figures 3-6, it is clear that neither traffics nor
logs can independently achieve desirable results in detecting
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TABLE 3: The collection details for traffic data.

Type Traffic Amount Name

Normal 30 N/A

XSS 6 N/A

Phishing N/A

HTTP botnets[20] Virut, Sogou

P2P botnets [21] 13 NSIS.ay, SMTP Spam, Zeus (C&C), UDP Storm, Zeus, Zero access, Weasel

TABLE 4: The collection details for log data.

Device name Quantity Brand
Switch 1 Huawei
Router 2 Cisco,Huawei
Firewall 2 Juniper
Server 3 Cisco

TABLE 5: The detection results over XSS attack.

XSS FP FN

10-fold KNN for traffics 8.2% 5.6%
10-fold SVM for traffics 8.6% 5.8%
10-fold KNN for logs 9.1% 9.9%
10-fold SVM for logs 9.0% 8.6%
10-fold SVM for logs-and-traffics 5.2% 6.3%
10-fold KNN for logs-and-traffics 6.2% 3.6%
TLCD (GBDT) 4.3% 2.5%

TABLE 6: The detection results over phishing email.

Phishing FP FN

10-fold KNN for traffics 71% 7.3%
10-fold SVM for traffics 6.5% 7.3%
10-fold KNN for logs 8.8% 8.3%
10-fold SVM for logs 7.9% 8.2%
10-fold SVM for logs-and-traffics 5.0% 6.0%
10-fold KNN for logs-and-traffics 5.5% 4.8%
TLCD (GBDT) 5.3% 4.9%

TABLE 7: The detection results over HTTP botnet.

Http Botnet FP FN

10-fold KNN for traffics 5.5% 4.8%
10-fold SVM for traffics 5.3% 5.0%
10-fold KNN for logs 6.3% 5.9%
10-fold SVM for logs 6.3% 5.8%
10-fold SVM for logs-and-traffics 3.6% 2.9%
10-fold KNN for logs-and-traffics 3.8% 2.7%
TLCD (GBDT) 2.5% 2.8%

cyberattacks (both the False Negative (FN) and False Positive
(FP) values decrease significantly), which is consistent with
[16]. On the contrast, when we integrate the traffic flows
with network device logs, the detection performance can
be significantly improved. Additionally, we also compare

TaBLE 8: The detection results over P2P botnet.

P2P botnet FP EN
10-fold KNN for traffics 4.5% 4.6%
10-fold SVM for traffics 5.2% 5.0%
10-fold KNN for logs 6.4% 6.0%
10-fold SVM for logs 6.0% 5.9%
10-fold SVM for logs-and-traffics 2.9% 2.9%
10-fold KNN for logs-and-traffics 3.3% 2.9%
TLCD (GBDT) 2.8% 2.6%
XSS attack
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the detection performance of different supervised learning
methods, including SVM, KNN, and GBDT. As we can see,
these compared methods can achieve very similar results,
with GDBT slightly better than the others. This effectively
demonstrates that the features obtained through integrating
traffics with logs are robust for our cyberdetection task.

4.3. Attack Reconstructions. In our experiments, we also
evaluate the performance of TLCD on attack reconstruction.
In particular, for these detected attacks, we first obtain
their time horizon and communication address according
to the information of the corresponding anomaly traffics,
such as data, time, IP, and so on. With that, we can get the
corresponding log features, and then the concrete network
devices are determined. Finally, we reconstruct the original
attack paths based on the abnormal information above.
Figures 7-10 display our attack reconstruction results for
the four simulated cyberattacks. Generally, the XSS attack
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FIGURE 7: XSS attack reconstruction.
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FIGURE 8: Phishing attack reconstruction.

damages the web server through passing several network
devices, including routers, firewalls, switches, and so on.
The phishing attack shares similar attack process to XSS,
except that it adopts the IMP4 protocol and a fixed port.
Different from XSS and phishing, the HTTP botnet does
not aim to attack the servers, but the hosts through passing
the servers. Note that the HTTP botnet attack is completed
by web pages and the ICMP protocol. The P2P botnet
attack is implemented not only through the servers, but
also directly over the hosts. As displayed in Figures 7-10,
our reconstructed results have accurately revealed the attack
paths of the corresponding cyberattacks, which demon-
strates that our method can effectively reconstruct the attack
process.

5. Conclusion

In this paper, we propose to integrate traffics with network
device logs for detecting cyberattacks. Specifically, we use

fuzzy association rules to integrate the device logs with traffics
to obtain the features for attack detection and reconstruction.
The experiments over four common network attacks clearly
demonstrate that our TLCD method can effectively detect
diverse cyberattacks and reconstruct their event process.
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Role-based access control (RBAC) is widely adopted in network security management, and role mining technology has been
extensively used to automatically generate user roles from datasets in a bottom-up way. However, almost all role mining methods
discover the user roles from existing user-permission assignments, which neglect the dependency relationships between user
permissions. To extend the ability of role mining technology, this paper proposes a novel role mining framework based on multi-
domain information. The framework estimates the similarity between different permissions based on the fundamental information
in the physical, network, and digital domains and attaches interdependent permissions to the same role. Three simulated network
scenarios with different multi-domain configurations are used to validate the effectiveness of our method. The experimental results
show that the method can not only capture the interdependent relationships between permissions, but also detect user roles and

permissions more reasonably.

1. Introduction

Access control is a fundamental concern in network security
management. Role-based access control (RBAC) has become
the dominant model for both commercial and research fields
[1, 2]. The key point of RBAC is to determine proper roles to
capture business needs, which is named as role engineering.
There are mainly two kinds of approaches to find user roles:
top-down and bottom-up. The top-down approaches always
perform a deep analysis of business processes and identify
user roles manually [3], while the bottom-up approaches
always discover the user roles from existing datasets automat-
ically, which are also named as role mining as they usually
resort to data mining techniques [4, 5].

Existing role mining approaches mainly discover a proper
user-role assignment relation UA € USERS x ROLES and a
proper role-permission assignment relation PA ¢ ROLES x
PERMS from an existing user-permission assignment rela-
tion UPA € USERSxPERMS. In the process, user-permission
assignments are considered to be independent. However,
considering a typical service authorization process, users are
authorized by multiple policy control points, including gate
machines, firewalls, or identity authentication systems. Those

systems are always configured separately and may grant users
with more permissions than they deserve. For example, users,
who are authorized to enter certain space, may have the
opportunity to use the terminals belong to other users in
the same space; users can connect the server behind the
firewall remotely to bypass the access control lists and access
unauthorized services; users can use the assigned passwords
to crack similar passwords for other unauthorized services,
etc. In a word, if the interdependent relationships are not
taken into consideration, users with certain roles would get
extra permissions, introducing security vulnerabilities into
network systems.

To address the above-mentioned issues, this paper pro-
poses a novel role mining framework named as RMMDI from
the perspective of network security management. Instead
of mining user roles from user-permission assignments, the
framework discovers user roles from the fundamental infor-
mation in multiple domains, including the physical domain,
network domain, and digital domain. The framework is
aimed at outputting a flat RBAC state that divides user per-
missions into several disjoint subsets. The user permissions
in one set tend to be interdependent while the permissions
in different sets tend to be independent. If a permission
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set is assigned to a user role, a user assigned some roles is
unlikely to get extra permissions assigned to other roles. As
such, potential security risks involved in the user-permission
assignments process can be avoided.

The rest of this paper is organized as follows. In Section 2,
some general works are briefly reviewed. Section 3 presents
the proposed framework in detail. Section 4 shows the
experimental setup and results, and Section 5 presents a com-
prehensive discussion. At last, Section 6 provides concluding
remarks.

2. Related Work

2.1. Role Mining. RBAC has become a dominating model for
access control in network security. Instead of assigning per-
missions to the user directly, RBAC introduces the concept
of roles to make access control system more compact and
comprehensive [6]. A role is defined as a collection of permis-
sions. The key point of RBAC is to generate proper roles. In
this process, the bottom-up approach named as role mining
gets much more attention than the top-down approach as the
latter is time-consuming and human-intensive [3].

Kuhlmann et al. first proposed the concept of role mining
for finding roles from user-permission assignment data [7].
Traditional role mining approaches are mainly divided into
two classes based on their output [5, 8, 9]. The first class
is to output a prioritized list of candidate roles, each of
which is assigned a priority value. A larger priority value
means the role is more important or useful. Complete Miner
(CM) and Fast Miner (FM) are two typical algorithms of the
first class, which identify overlapping clusters by analyzing
the subset enumeration in an unsupervised way [10]. The
second class is to output a complete RBAC state under a
certain cost. There are also a lot of classic algorithms in
the class, for example, OFFIS Role mining tool with Cluster
Analysis (ORCA) [11], Hierarchical Miner (HM) [12], Graph
Optimization (GO) [13], HP Role Minimization (HPr) [14],
and HP Edge Minimization (HPe) [14].

Besides those traditional role mining algorithms, there
are also many important approaches that emerged in recent
years. For example, Frank et al. proposed a probabilistic
approach to improve the role mining process by taking
account of the business information. The approach uti-
lized the similarity between user-permission relations to
detect exceptional assignments and wrong assignments [15].
Besides, entropy-based methods were used in this approach
to analyze the impact of business knowledge on role mining
[16]. Alessandro et al. presented an approach that allowed
role engineers to leverage business information. In the role
mining process, the access data was divided into smaller
subsets from a business perspective firstly and then tradi-
tional methods can be used to discover roles with business
meanings [5]. Iran et al. proposed a method based on formal
concept lattices to discover roles with semantic meanings
[12] as well as a method based on logistic PCA (Principal
Component Analysis) to eliminate data noises [17]. Du X
and Change X proposed two algorithms based on artificial
intelligence, i.e., the genetic algorithm and ant colony opti-
mization algorithm [18]. Dong et al. proposed both fast exact
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and heuristic methods based on biclique network cover to
minimize role number or edge number [19].

With regard to goodness measure, several metrics have
been proposed in the literature, including minimizing the
number of roles [10, 20], minimizing the number of edges
(13, 14, 19], minimizing the number of user-role assignment
and permission-role assignment relations [13], minimizing
both the number of roles and edges [21], and minimizing the
administrative cost [22]. These optimization goals can be uni-
formly represented by the Weighted Structural Complexity
(WSQC) [8,9].

Although there are a lot of effective role mining
approaches, most of them neglect the relationships between
user permissions. From the perspective of network security
management, user permissions are not independent. A user
or potential attacker may get extra permissions from the
preassigned permissions, which may introduce fatal risks
to network security. Hence, in the framework RMMDI,
we model the interrelationships between user permissions
from multi-domain configuration information and get more
reasonable user roles, mitigating the vulnerabilities and
strengthening network security.

2.2. Multi-Domain Information Modeling. Traditional net-
work security analysis mainly concentrates on the network
domain, with a few concerns on other domains. However,
with the deepening of research on insider threat, an increas-
ing number of studies have shown that the attacker will attack
the network not only in digital ways, but also through the
physical domain and social domain.

The existing methods of joint modeling of network multi-
domain information mainly define multi-domain informa-
tion by using the formalized methods and then make infer-
ence based on the logical rules to judge whether the system
can reach the unsafe state. Probst et al. proposed a formal
model for describing scenarios that span the physical and
digital domain [23, 24]. Kotenko et al. proposed a model for
describing attacks that use social engineering and physical
access based on the preconditions and postconditions of
atomic actions [25]. Scott et al. built a security model that
adds a spatial relationship between the elements in the
ambient calculus [26]. Dimkov presented a security model
named as Portunes graph to abstract the environment of an
organization into a stratified graph, which involved the infor-
mation in physical, digital, and social domain information
[27]. Kammuller and Probst combined formal modeling and
analysis of infrastructures of organizations with a sociological
explanation to provide a framework for insider threat analysis
[28].

In this paper, we take possible interaction effects among
multi-domain permissions into consideration, which are the
basis of similar permission finding and role mining based on
multiple domain information.

2.3. Multi-View Community Detection. The community is a
universal property in many complex networks, which means
that network nodes can be divided into small groups [26].
Traditional community detection methods only utilize single
network information. And several multiview community
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FIGURE 1: Role mining framework based on multi-domain information.

detection methods have been proposed, which utilize more
information and achieve better performance.

Nonnegative Matrix Factorization (NMF) [29] is a clas-
sic clustering method, and several multi-view community
detection methods based on NMF are proposed. Akata et
al. proposed a method to jointly factorize multiple data
matrices through a shared coefficient matrix [30]. Liu et al.
proposed MultiNMF that regularizes the coefficient matrices
learned from different views towards a common consensus
for clustering [31]. He et al. extended NMF for multiview
clustering by jointly factorizing the multiple matrices through
coregularization [32]. Pei et al. proposed a nonnegative
matrix tri-factorization (NMTF) based clustering framework
with three types of graph regularization [33]. Li et al. pro-
posed a framework based on regularized joint nonnegative
matrix factorization (RJNMF) to utilize link and content
information jointly to enhance the community detection
accuracy [34].

In the framework RMMDI, we use the Pairwise Coreg-
ularized NMF clustering algorithm proposed in [32] to
merge the information from two service networks (views).
Experiments show that it can get more information than
from a single view and make the role mining results more
reasonable.

3. Role Mining Framework Based on
Multi-Domain Information

In this paper, we proposed a role mining framework based on
the multi-domain information, which is named as RMMDI.
The framework is aimed at dividing possible user permissions
into several disjoint subsets and assigning each subset to a
user role. Then users are assigned with one or more necessary
roles according to the permission they deserve. The structure
of RMMDI is shown in Figure 1. The framework can be
divided into three modules: basic information acquisition,
relationship network construction, and community detection
and role definition.

The basic information acquisition module obtains the
necessary basic information from the target network, includ-
ing multi-domain entity information and relationship infor-
mation. The relationship network construction module con-
structs eight networks based on the obtained basic infor-
mation, including the intermediate networks and ultimate
networks. The community detection and role definition
module detects permission communities on the ultimate
networks by a multi-view community detection method and
defines possible user roles.

3.1. Basic Information Acquisition. The basic information
acquisition module is to collect network basic information,
including the entities and entity relationships in the physical
domain, network domain, and information domain, which
are the foundation of relationship network construction.

3.1.1. Entity. There are five kinds of entities involved in the
framework, i.e., space, object, service, info, and user.

Entity space represents specific physical space such as city,
campus, building, or room, which is in the physical domain.
All the space entities are represented as a set NS. Entity
object is also located at the physical domain and represents
network device like router, switch, or terminal. All the object
entities are represented as a set NO. Entity service is in the
network domain and represents network service like HTTP
(Hypertext Transfer Protocol), FTP (File Transfer Protocol),
and Email. All the service entities are represented as a set
NV. Entity info is in the digital domain and represents the
information like password, data, or digital file. All the info
entities are represented as a set NI. Entity user represents
network user. All the user entities are represented as a set NU.

3.1.2. Relationships. There are seven kinds of relationships
involved in the framework, i.e., spatial similarity relation-
ships, containment relationships, service access relationships,
local management relationships, remote management rela-
tionships, service domination relationships, and info domi-
nation relationships.



Spatial similarity relationships are described by the
matrix M € A%, where A = {0,1} and § = |NS|. M5(, §)
is determined by

1, if(i=j) oru(ij)+u(ji)>e
M (i) = (i=7) (i, j) +u(ji) o
0, otherwise
where u(i, j) is the number of users who can move from
space ns; to space ns; and ¢ is the threshold value, ranging
from 0 to 2| NU|.
Device containment relationships are described by the
matrix M € A9, where A = {0,1}, O = |NOJ, and
S = [NS|. M®(i, j) is determined by the following.

1, if object no; locates in space ns;

M* (i, ) = e

0, otherwise
Service access relationships are described by the matrix
M"? e A", where A = {0,1}, V = [NV],and O = |NOJ.
MY®(i, j) is determined by the following.

M (i)
1, if service nv; can be reach by device no; )
0, otherwise

Local management relationships are described by the
matrix MOVL € A9V where A = {0,1}, O = |[NO]J, and
V = |INV]. MOVL(, j) is determined by the following.

MO (i)

1, if device no; can be managed by service nv; locally (4)
- 0, otherwise

Remote management relationships are described by the
matrix MOV-R € A9V where A = {0,1}, O = |[NO|, and
V = |INV|. MOV, 7) is determined by the following.

MO (i )

J

1, if device no; can be managed by service nv; remotely (5)
0, otherwise

Service domination relationships are described by the
matrix M'? € AY*! where A = {0,1}, V = |NV|, and
I =|NI|. MV, ) is determined by the following.

M™ (i, j)
1, if the password of service nv; is ni; (6)

0, otherwise

Info domination relationships are described by the matrix
M"T e AP where A = {0,1} and I = |NI|. M"(i, j) is
determined by

MU (i j) = 1, if (nij — ni,») or (m'i — nij) )
0, otherwise
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where symbol a — b indicates that information a is
dominated by information b. It means there is a service v €
NV, whose password is b and from which the users can get
information a.

3.2. Relationship Network Construction. The relationship net-
work construction module is to construct basic relationship
networks based on the obtained basic information. As shown
in Figure 2, there are eight networks to be constructed
in total. The ultimate goal of this module is to form the
Device View Service Network (DVSN), Information View
Service Network (IVSN), and Multiview Service Network
(MVSN). These three ultimate networks are used in commu-
nity detection and role definition. Besides the three ultimate
networks, there are other five networks involved in user-role
mining, which are named as Local Management View Device
Network (LMVDN), Remote Management View Device
Network (RMVDN), Local Information View Device Net-
work (LIVDN), Remote Information View Device Network
(RIVDN), and Multiview Device Network (MVDN). The
five intermediate networks are the foundation to construct
ultimate networks. The meanings of intermediate networks
and ultimate networks are described as follows.

3.2.1. Intermediate Networks. The five intermediate networks
are described as undirected weighted graphs, whose adja-
cency matrices are constructed from the seven basic relation-
ship matrices.

LMVDN. The LMVDN represents the similarity between
devices from a spatial (local management) perspective, which
means the devices located at similarity spaces are more
similar than others. The network is represented by the
adjacency matrix A%°-5, whose values represent the similarity
of two devices. The matrix is determined by the following.

AOCOS _ 408 5 1SS (MOS)T (8)

RMVDN. The RMVDN represents the similarity between
devices from a remote management perspective, which
means the devices that can be managed by similar manage-
ment services are more similar than others. The network is
represented by the adjacency matrix A°?®, whose values rep-
resent the similarity of two devices. The matrix is determined
by the following.

T
AOO,R _ MO,VR MVO + ( MO,VR MVO) (9)

LIVDN. The LIVDN represents the similarity between
devices from the perspective of local management service
password, which means the devices with similar local man-
agement service password are more similar than others. The
network is represented by the adjacency matrix A°%-F, whose
values represent the similarity of two devices. The matrix is
determined by the following.

AOO,IL — MOV,LMVIMII (MOVLMVI)T (10)

RIVDN. The RIVDN represents the similarity between
devices from the perspective of remote management service
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FIGURE 2: Relationship networks constructed in RMMDI.

password, which means the devices with similar remote
management service password are more similar than others.
The network is represented by the adjacency matrix A°-%,
whose values represent the similarity of two devices. The
matrix is determined by the following.

AOO,IR _ MOV,RMVIMII (MOVRMVI)T (11)

MVDN. The MVDN represents the similarity between
devices from multiple perspectives, which merges the rela-
tionships from the local management perspective and the
remote management perspective. The network is represented
by the adjacency matrix A%°, whose values represent the
similarity of two devices. The matrix is determined by

AQ0 _ 008 JOOIL 2OOR LOOIR (12)
where the symbol - means dot product of two matrices.

3.2.2. Ultimate Networks. The three ultimate networks are
also described as undirected weighted graphs, whose adja-
cency matrices are constructed from the seven basic relation-
ship matrices and five intermediate networks.

DVSN. The DVSN represents the similarity of service
permissions from a device perspective, which means the
services accessed by similar devices are more similar than
others. The network is represented by the adjacency matrix
AVV-P, whose values represent the similarity of two devices.
The matrix is determined by

AVVD* _ VO 400 (MVO)T 13)

AYVP = relationFilter (AVVD*’ A) (14)

where relationFilter(G, A) is the function of filtering edges

from the original graph, whose parameter G is the original
graph and A is the ratio of edges to be reserved.
As the matrix A”VP" is a fully connected matrix in
which the edges with small weight have negative impacts on
community results, we use a function relationFilter(G, A) to
filter the low weight edges from the network. In function
relationFilter(G, A), for any node # in the graph G, we only
reserve the top A x edgeNum(r) edges with the largest weight.
If two edges have the same weight, we reserve the edge
between the node #n and the neighbor node with a higher
degree.

IVSN. The IVSN represents the similarity of service
permissions from an information perspective, which means
the services with a similar password are more similar than
others. The network is represented by the adjacency matrix
AYV, whose values represent the similarity of two devices.
The matrix is determined by

AYV = relationFilter (M VI qH (MVI)T R /\) (15)

where relationFilter(G,A) is the same edges filtering
function in formula (14).

MVSN. The MVSN represents the similarity of service
permissions from multiple perspectives, which merges the
similarity relationships from the device perspective and the
information perspective. The network is represented by the
adjacency matrix AV, whose values represent the similarity
of two devices. The matrix is determined by the following.

A" = AP 4 AV (16)
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. . VD AVV.I
Input: nonnegative matrices AY VA

(3) Update H vv-D according to Formula (18)
(4) Update H Vv according to Formula (19)
(5) Update wVvv-p according to Formula (20)
(6) Update WYV according to Formula (21)
(7) end while

(9) return C = {c;, 6, -+ , 6}

. number of communities k, parameters A, A, A,
Output: Service Community Division C = {c;, ¢, -
(1) Initialize W'V >0, H"V" 20, WV 20, H"V > 0

(2) While Objective function does not converge and the Number of iterations is less than Threshold do

Gt

(8) Divide nodes to communities division C = {¢,,¢,, " -

, 6.} according to the coefficient matrix W'V

ALGORITHM l: Permission community detection algorithm (PCDA).

3.3. Community Discovery and User-Role Definition. After
building the ultimate networks, services can be divided
into community relations through multi-view clustering
algorithm, where all service permissions are divided into a
community division C = {¢;, ¢, , ¢}. Then, foreach ¢; € C,
arole can be defined correspondingly. In this way, all network
service permissions can be naturally assigned to k classes,
where the possible values of k can be determined through
algorithms such as maximum module degree.

In multiview service community discovery, we use
the Pairwise Coregularized NMF clustering algorithm
(PCoNMF) proposed in [32], which is based on regularized
joint NME The objective function of service community
discovery is formulated as follows.

T=1p l'AVVJD _wVvp (HVVD)T”;

A, 'l AV _ Vv ( HVV,I)T”j7 -

VV_D VV_I|2
+Ap [WP - W

st. HVP >0, H' >0

The hypothesis behind PCoNMF is to regularize the
coefficient matrices of the different views to a common
consensus, which is then used for clustering. PCoONMF also
adopts alternating optimization to minimize the objective
function. The optimization works as follows: (1) fix the value
of WYV and WYV while minimizing J over H""-" and
H"VL; then (2) fix the value of HV" and H"V- while
minimizing J over W'V and W"V-, We repeat the two steps
until the iteration threshold is achieved.

According to [32], the update rules are as follows.

T
wVvVD\" qvvD
(WVVD)T WVV-DAVVD
vw.\T ,vvi
[T TAE S (W ) A 19)

vv.I\T Vv avvs
(WVV-I) wVVvI A

WYV
T
VD ApAVVD ( HVVD) AWV (20)
A WYV-PHVV-D ( HVV,D)T + A WVV-D
WYVl
T
v A AVVI ( HVV,I) n /\DIWVVJ) (21)
wVV-I.

A WVVIHVV( HVVJ)T + A WYV

Hence, the permission community detection algorithm is
shown as Algorithm 1.

4. Experiments and Results

In this section, we evaluate our role mining method based on
the multi-domain information of a simulated network, which
is the simplification of the inner network of Corporation M.

4.1. Experiment Environment. We built a simulation network
for experiments, including a router, a firewall, an Intrusion
Prevention System (IPS), 3 switches (Switchl, Switch2, and
Switch3), 6 servers (WServer, DServer, FServer, GServer,
OServer, and IServer), 3 gate machines (GMI1, GM2, and
GM3), and 13 terminals (T1, T2, T3, ..., T13). We used a
HUAWEI S7706 as the core router, three HUAWEI S5700
as switches, a TOPSEC NGFW 4000-UF as the firewall, a
TOPSEC IDP 3000 as IPS, and computers from Dell and HP
as the servers or terminals. The router enabled 3-layer routing
and the firewall were configured with bidirectional access
control lists. All the servers and terminals were installed
with different versions of Windows, including Windows
2003 Server, Windows XP, and Windows 7. We deployed
an entrance guard system including 3 gate machines and a
server (GServer). The gate machines used face recognition
technology to determine whether a person can pass or not.
An office automation system was deployed on the OServer,
whose database was deployed on the DServer. We also
deployed two websites and an FTP using IIS (Internet Infor-
mation Services) on WServer, IServer, and FServer. Similarly,
the websites depended on the same database deployed on
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FIGURE 3: An example network.

DServer. The physical link relationships among devices are
shown in Figure 3.

All the devices are distributed in 12 rooms in 3 buildings.
10 devices are located in building 1: terminal T1, T2, and T3 are
inroom1-1; T4 and T5 are in room 1-4; T6 and T7 are in room
1-5; Switchl is in room 1-2; and GM1 is in the hall of building
1 (room 1-3). 8 devices are located in building 2: terminals T8
and T9 are in room 2-1; T10 and T11 are in room 2-4; T12 and
T13 are in room 2-5; Switch2 is in room 2-2; and GM2 is in
the hall of building 2 (room 2-3). 10 devices are located in
building 3: router, firewall, IPS, Switch3, and all servers are in
room 3-1, and GM3 is in the hall of building 3 (room 3-2).

There were 34 services in the network, including 28
management services and 6 business services. The manage-
ment services were used for device management, while the
business services were used for corporation business. Each
device was managed by a management service. The router
and switches enabled SSH service. The servers and terminals
enabled the Remote Desktop Service. In addition, the gate
machines enabled web-based management interfaces. The
website deployed on WServer provided a web service on
port 80 named as WS_W, which was used to publish public
information. The FServer provided an FTP service on port 21
named as FS_F, which was used by Network Administrators to
share information. The GServer provided a data transmission
service on port 8080 named as GS_T, which was used
to synchronize data between GM machine and GServer.
The OServer provided a web service on port 80 named as
OS_W, which was used to document circulation for all users.
The IServer provided a web service on port 80 named as
IS_W, which was used by Server Administrators to share
information. The DServer provided a database service on port

1433 named as DS_D, which was used to provide underlying
support for WS_W, OS_W, and IS_W.

There were 33 passwords in the analysis. Each service,
except for WS_W and OS_W, has a password. Besides,
NULL was added to represent the empty password. All the
information involved is shown in Table 1.

There were 13 users involved in analysis named from
Userl to Userl3, who used terminals T1 to T13 and knew
passwords T1_.M_P to T13_M_P, respectively. Using the top-
down approaches, the network security administrators had
gotten 5 user roles for the business information, which were
named as Ordinary User, Server Administrator, Database
Administrator, Network Administrator, and Security Admin-
istrator. The role-permission assignments are listed in Table 2.

4.2. Baseline Methods. To demonstrate the effectiveness of
our method, we compare our approach with two groups of
baselines. The first group comprises 5 clustering methods: 2
single view methods and 3 multiview methods. The second
group comprises 4 traditional role mining methods: ORCA
(OFFIS Role mining tool with Cluster Analysis), CM (Com-
plete Miner), HPr (HP Role Minimization), and HPe (HP
Edge Minimization)

4.2.1. Clustering Methods. SP (Spectral Clustering). SP [35] is
a classical single view clustering algorithm, which makes use
of the eigenvalues of the data similarity matrix to perform
dimensionality reduction before clustering in fewer dimen-
sions. The similarity matrix is provided as an input, consisting
of a quantitative assessment of the relative similarity of each
pair of points in the dataset.

SymNME SymNMEF [36] is a clustering algorithm based
on NME which takes a nonnegative and symmetric matrix as
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TABLE 1: Device related information.
Device Location Services Password Device Location Services Password
T1 Ri1-1 Ti.M TI_.M_P GM2 R2-3 G2_M G2_M_P
T2 Ri1-1 T2_M T2_M_P GM3 R3-2 G3_M G3_M_P
T3 Ri1-1 T3_M T3_M_P Switchl RI1-2 SI.M SI.M_P
T4 Ri1-4 T4_M T4_M_P Switch2 R2-2 S2.M S2_M_P
T5 Ri1-4 T5-M T5_-M_P Switch3 R3-1 S3_M S3_M_P
T6 R1-5 T6_M T6_M_P Router R3-1 R.M R.M_P
T7 RI1-5 T7_-M T7_-M_P Firewall R3-1 F.M F_M_P
T8 R2-1 T8.M T8_M_P IPS R3-1 IPS.M IPS.M_P
T9 R2-1 T9_M T9_M_P WServer R3-1 ws.w o
WS_M WS_M_P
T10 R2-4 T10.M T1I0_M_P DServer R3-1 DSD DS.D.P
DS_M DS_M_P
T R2-4 T11.M T11_M_P FServer R3-1 FS.F FS.EP
FS_M FS_M_P
T12 R2-5 T12.M T12_M_P GServer R3-1 GS.T GS.T.P
GS_M GS_M_P
T13 R2-5 T13.M TI3_M_P OServer R3-1 OS-W R
OS.M OS_M_P
GM1 R1-3 GI.M GI_.M_P IServer R3-1 Is.w IS-w-p
IS.M ISM_P
TABLE 2: User role-permission assignments by top-down methods.
Roles Service Permissions
Ordinary User WS_W, OS_W
Server Administrator WS_M, FS_M, GS_M, OS_M, IS_M, DS_M, IS-W
Database Administrator DS_D

Network Administrator

S1IM, S2_M,S3_M, R_M, FS_F

Security Administrator

F_M, IPS_M, G1.-M, G2_M, G3_M, GS_T

an input. The matrix contains pairwise similarity values of a
similarity graph and is approximated by a lower rank matrix
instead of the product of two lower rank matrices.

PCoSpec (Pairwise Coregularized Spectral clustering)
and CCoSpec (Center-wise Coregularized Spectral cluster-
ing). Two coregularization schemes are adopted in spec-
tral clustering framework [37], PCoSpec utilizes a pairwise
coregularization to enforce the eigenvectors of each pair
to be similar, and CCoSpec employs the centroid-based
coregularization to enforce the eigenvectors to be similar with
a common center.

CCoNMEF (Cluster-wise Coregularized NMF clustering).
CCoNMEF extends NMF for multiview clustering by jointly
factorizing the multiple matrices through cluster-wise coreg-
ularization [32], which enforces the cluster similarity matri-
ces to be similar.

RMSC (Robust Multiview Spectral Clustering). RMSC
[38] is a multiview spectral clustering method based on
Markov chain, which explicitly handles the possible noise in
the transition probability matrices associated with different
views.

4.2.2. Mining Baseline Methods. ORCA. ORCA [11] is the first
role mining algorithm, which uses the hierarchical clustering
technology to discover user roles. The algorithm defines each

permission as an initial cluster first, then merges the clusters,
and forms a role hierarchy.

Complete Miner (CM). CM [10] is another classic role
mining algorithm proposed in 2006. It starts by creating an
initial set of roles for the distinct user-permission sets, then
computes all possible intersection sets of the initial roles, and
outputs a list of candidate roles.

HP Role Minimization and HP Edge Minimization. HP
Role Minimization (HPr) and HP Edge Minimization (HPe)
[14] are the role mining algorithms based on minimum
biclique coverage. HPr tries to find a minimal set of roles that
override the user-permission assignment relationship, while
HPe uses a heuristic method to find the smallest number of
edges of an RBAC system.

4.3. Experiments Setup

4.3.1. Scenarios Construction. To validate our framework
and method, we built 3 scenarios named as Scenariol (S1),
Scenario2 (S2), and Scenario3 (S3) based on the basic exper-
imental environment shown in Figure 3 and assigned users
one or more user roles, which is shown in Table 3. We can find
out that each user in SI was assigned only 1 user role, while
they were assigned 2 user roles in S2. In S3, users working
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TABLE 3: User-role assignments in different scenario.
Scenario Ordinary Server Database Network Security
User Administrator Administrator Administrator Administrator
Userl, User2, User8, User9,
S1 User3 User4, User5 User6, User7 Userl0, Userll Userl2, Userl3
S2 All Users User7, User8 Userll, Userl2, User4, User5 User9, Userl0
Userl3
Userl, User2,
User5, User6,
S3 User9, User4, User7 User8 Userll Userl2
Userl0,
Userl3

in one room may be assigned different user roles, which may
introduce more vulnerabilities to network security.

For each scenario, we first configured the gate machines
and firewall according to Tables 2 and 3. Spatial access
control lists were added on gate machines, making users
have physical access to devices they managed or used, while
network access control lists were added on the firewall,
making the terminals have network access to the target
services.

It should be noted that there were potential conflicts
among multi-domain configurations on the semantic level.
Take the user User4 in Sl as example. User4 was a Server
Administrator and should not access service DS_M and the
firewall had forbidden T4 to access service DS_D directly,
but T4 was permitted to access service WS_M and there
was no firewall between WServer and DServer. Thus, User4
can use T4 to log in WServer remotely first and then access
service DS_D (he can get the password DS_D_P from the
configuration files on WServer). This is a typical semantic
conflict between the network access control lists. Similarly,
as User4 had the ability to access DS_D physically by entering
the room 3-1, there is another conflict between the network
access control list and the spatial access control list. Those
conflicts may result in extra permissions for users.

Then, we extracted basic information from the network
and established the necessary relationship matrices. Note that
there were 16 space entities, 28 object entities, 34 service
entities, 32 information entities, and 13 user entities in all
the 3 scenarios. The relationship matrices M® ¢ R**!6,
MY € R¥*32 MOVL ¢ R34 40 MOV R ¢ R2%3 were
the same in all three scenarios, where |MOS|0 = | MOV lo =
IMOVR|0 = 28 and |MVI|O = 34. The matrices M> ¢
R'®1® and MY© € R**?® varied from scenario to scenario,
depending on the configurations of gate machines or firewall.
For each space pair (S,;,S,), we counted the users who can
move from S, to S, under each scenario and set the parameter
& = 14 when constructing the matrix M5, The results showed
that [M5S|, = 46 in SI, M|, = 46 in S2, and |M5|, = 42
in S3. We used the scanner NMAP to get the accessibility
relationships between devices and services, establishing the
matrix M"©. The results showed that IMVOI0 = 549 in SI,
IMY®|, = 566 in S2, and M|, = 548 in S3.

Finally, we detected the user roles by RMMDI and com-
pared the results with the two groups of baseline methods.

On the one hand, we performed the role mining baseline
methods based on the user-permission assignment (UPA)
matrices constructed from the firewall configurations and
compared the results with RMMDI. On the other hand, we
studied the best parameters for each clustering method and
then compared the effectiveness of RMMDI with the clus-
tering baseline methods. Accuracy and normalized mutual
information (NMI) [31-33, 36] were adopted to evaluate the
community detection effectiveness of different parameters,
whose values both range from 0 to 1 and a higher value
means better effectiveness. We calculated the accuracy and
NMI of different clustering methods with ground truth after
studying the best parameters for each clustering method. In
the experiments, we constructed two ground truths manually.
In one ground truth, we divided 21 service permissions
into 5 roles according to Table 2. In the other ground
truth, we combined the roles “Database Administrator” with
“Server Administrator” and classified 21 service permissions
into 4 roles. For one community detection result, we com-
pared it with the two ground truths and calculated metrics
separately.

4.4. Result

4.4.1. Role Mining Results. Firstly, we performed the baseline
role mining methods based on the firewall configurations.
As the firewall only conducted the network access control
lists, it can only reflect the accessibility between devices and
services. Since each terminal was assigned to a user, we can
get the 3 different UPA matrices from it. As we wanted to
find disjoint service subnets, we used W = (1,1, 1, 00, 00)
as the optimization objective. In order to save space, only the
permission divisions are shown in Table 4. We found that the
permission divisions were almost the same as those in Table 2,
which meant that the role mining methods can find no errors
from the top-down approach.

Then, we also performed the RMMDI on all scenarios
with the role number k = 5,100 times for each scenario. The
majority of the results were different from the result shown
in Table 2. The most frequent result (222 in 300 times) is
listed as Table 5. Comparing with Table 2, we counted the
number of inconsistent classification results of each service.
All 18 services were classified inconsistently for 572 times
in total. And the top 2 services with the most inconsistent
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TABLE 4: Role mining results of baselines on all scenarios.
Scenario Method Role Permissions
Rolel WS_W, OS_-W
ORCA Rolea WS_M, FS_M, GS_M, OS_M,
s1 M IS_M, DS_M, IS_W
HPr
HPe ROle3 DS_.D
Role4 SI-M, S2_M,S3_M, R_M, FS_F
Role5 F_M, IPS_M, GS_T
Rolel WS_W, OS.W
Role2 WS_W, OS_W, WS_M, FS_M,
GS_M, OS_M, IS_M, DS_M, IS.W
S2 HPr
Role3 WS_W, OS_W, DS_D
Roled WS_W, OS_W, S1_M, S2_M,
o S3_M, R_M, FS_F
Role5 WS_W, OS_W, F_M, IPS_M, GS_T
Rolel WS_W, OS.W
ORCA Role2 WS_M, ES_M, GS_M, OS_M,
$ CM IS_M, DS_M, IS.W
HPe Role3 WS_W, OS_W, DS_D
Role4 SI_M, S2_M, S3_M, R_M, FS_F
Role5 F_M, IPS_M, GS_T
Rolel WS_W, OS.W
Ogl\iA Rolea WS_M, ES_M, GS_M, OS_M,
S3 IS_M, DS_M, ISW
HPr
HPe R0163 DS.D
Role4 SI_M, S2_M,S3_M, R_M, FS_F
Role5 F_M, IPS_M, GS_T
TABLE 5: The most common result of RMMDI when k=5.
Method Role Permissions
Rolel WS_W, OS.W
Role2 WS_M, ES_M, GS_M, OS_M, IS_M, DS_M, IS_W, DS_D
RMMDI Role3 GS_T
Role4 SI_M, S2_M,S3_M, R_M, FS_F
Role5 F_M, IPS.M

classification times were DS_D (282 times) and GS_T (258
times).

Finally, we changed the role number k = 4 and performed
the experiments 100 times under each scenario. The most
common results are shown in Table 6.

4.4.2. Parameter Study Results. We studied the parameters
used in RMMDI as well as the baseline clustering methods.
We performed a series of experiments for a series of different
parameters and tried to find out the optimal parameters. The
experiments were conducted under S2 with role number k =
4.

We first studied the parameters used in baseline meth-
ods, including A, .. in PCoSpec, A pec p and A e 1 in
CCoSpec, and A,,,.. in RMSC. With each parameter, we set
A = 0.05 and studied 30 different values between 0.005 and

100. When A = 0.15, A =38, A 1, and

p-spec c_spec.D cspec_I =

Aymse = 0.15, the methods had relatively better effectiveness
on the dataset.

Then, we studied the parameters in PCoNMF and
CCoNME There are 3 parameters: A P A, and Ap;. A and
A; represent the weights of view A”V-" and A"V, while A,
is the regularization parameter. We studied 27 different ratios
of Ap to A; between 10 and 0.02, as well as 10 different values
of A, between 0.1 and 10. The experiments were conducted
50 times for each pair. The results are shown in Figures 4
and 5. We found that the parameters A, and A; had little
impact on both the accuracy and NMI when A,/A; < 1 and
05 < Ap; < 1.5, soweused Ay =1,A; =3,and Ap; = 0.9
in the study of A and the clustering experiments shown in
Section 4.4.3.

Finally, we studied the parameter A used in RMMDI. We
performed an experiment with a series of A from 0.05 to 1
with step size 0.5 and observed their impacts on the clustering
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TABLE 6: The most common result of RMMDI when k=4.

Method Role Permissions
Rolel WS_W, OS.W
RMMDI Role2 WS_M, ES_M, GS_M, OS_M, IS_M, DS_M, IS_W, DS_D
Role3 SI_M, S2_M,S3_M, R_M, FS_F
Role4 F_M, IPS_M, GS_T
0.9 -
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FIGURE 4: Evaluating the accuracy and NMI of PCoONMF and CCoNMF on varying A,/A;.

effectiveness (shown in Figure 6). The other parameters were
set as mentioned in the previous paragraph.

We found that the curves showed a downward trend in
whole, and the accuracy and NMI got greater values when A
was around 0.3, which was used for the experiments shown
in Section 4.4.3.

4.4.3. Clustering Results. We also conducted experiments to
compare the effectiveness of RMMDI with the clustering
baseline methods. We performed all algorithms 200 times on
each scenario and compared results with the ground truth
shown in Table 4. All the other parameters were set as the
optimal values mentioned in Section 4.4.2. The results are
listed in Tables 7-9, in which the results of SP and SymNMF

AVV AVVJ)

were the larger result of 3 different inputs, , and

A"V Most of those values were from the input A"V

5. Discussion

We propose a novel user role framework, which uses multiple
domain information to mine user roles other than the
preassigned user-permission assignment matrix.

It is proved that the framework is suitable for role mining.
For the three scenarios used in the experiment, different users
are assigned to different user roles. One user may be assigned
one or more user roles, and one user role may be assigned to
several users. For the results listed in Tables 7 and 8, we can
find that the accuracy of the proposed framework is greater
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TABLE 7: Accuracy for different methods on 3 scenarios.
Scenario SP SymNMF PCoSpec CCoSpec PCoNMF CCoNMF RMSC
S1 0.9010 0.9229 0.7121 0.9057 0.9381 0.9190 0.6952
S2 0.8981 0.9276 0.6675 0.9072 0.9428 0.9365 0.5762
S3 0.9210 0.9181 0.7070 0.9035 0.9365 0.9333 0.6333
TaBLE 8: NMI for different methods on 3 scenarios.
Scenario SP SymNMF PCoSpec CCoSpec PCoNMF CCoNMF RMSC
S1 0.8605 0.8571 0.5827 0.8414 0.8738 0.8579 0.6382
S2 0.8506 0.8703 0.4869 0.8497 0.8879 0.8744 0.479
S3 0.8692 0.8538 0.5958 0.8464 0.8774 0.8719 0.4890
TABLE 9: Runtime for different methods on 3 scenarios (s).
Scenario Sp SymNMF PCoSpec CCoSpec PCoNMF CCoNMF RMSC
S1 0.0178 0.0109 0.1367 0.1247 0.8533 1.1568 0.0580
S2 0.0145 0.0091 0.0973 0.1108 0.8518 1.0866 0.0440
S3 0.0127 0.0085 0.0929 0.1031 0.8494 1.2394 0.0230
0.9 5
0.85 1
0.8 -
0.75 4
0.7 1
0.65 -
A/‘
0.6 T T T T T T |

—#%— PCoNMF_ACC
—&— PCoNMF_NMI
—#- CCoNMF_ACC
—4- CCoNMF_NMI

01 02 03 04 05 07 09 1 15 3 5 7 9 10

FIGURE 5: Evaluating the accuracy and NMI of PCoNMF and CCoNMF on varying A ;.

than 93.5% in all the three scenarios, while the NMI is greater
than 87.0%. It means that the framework can detect user
roles from the multiple domain configuration information
successfully.

More importantly, it is also demonstrated that the frame-
work has the ability to find interdependent relationships

between permissions, avoiding potential errors. From the
experimental results in Section 4.4.1, we find that RMMDI
tends to integrate user roles “Database Administrator” and
“Server Administrator”. Analyzing user potential permis-
sions, it can be found that all Server Administrators can
access service DS_D as they can both reach the service from
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other servers and get its password from configuration files in
WServer. Therefore, it may be more appropriate to integrate
user roles “Database Administrator” and “Server Administra-
tor”. This trend cannot be found by traditional methods.

It is also proved that the performances of different
clustering methods vary in the framework. As shown in
Tables 7 and 8, the accuracy and NMI of PCoNMF are
always the best among all the three scenarios, 30% better
than the worst method. It means that a reasonable clustering
method will promote the effectiveness of the framework sig-
nificantly. Compared with the single view clustering methods,
PCoNMF promotes the accuracy and NMI by more than
1%, which means the reasonable utilization of information
from multiple views will get more structure information than
from single view. Both the PCoSpec and RMSC have a lower
accuracy or NMI, which means the multiview methods based
on spectral clustering may not be suitable to the datasets.

There are 4 parameters involved in the RMMDI in total
and it is important to select proper values to the parameters.
The first two parameters A and A; are the weights of views
AVV-P and AVV-. From the results in Figure 4, we find that
the view A"V~ has more structure information than A""-"
in the experiments and it is reasonable to set a larger A; and
a smaller A . The third parameter Apy; is the regularization
parameter that indicates the degree of community proximity
between the two perspectives. A too low A ,; will not establish
the connection between two views. Nevertheless, as the view
AV has more structure information than AVV->, a too big
Apy will reduce the accuracy of the algorithm. Therefore, a
moderate parameter Ap; (0.5 < Ap; < 1.5) will make the
algorithm perform better. The last parameter A is used in
the function relationFilter(G, A), which means to reserve the
top A x edgeNum(n) edges with the largest weight. From the
results shown in Figure 6, we find that it is vital to reserve an
appropriate proportion of links. A big A will reserve more low
weight links and the existences of low weight links will impact
the effectiveness of the framework. However, a low value of A
will lost a lot of useful structure information, which will have
an impact on the effectiveness of the algorithm too.

6. Conclusion

In this paper, a novel framework for role mining based on
multi-domain information named as RMMDI is proposed.
The key idea of the framework is to mine user roles from
multiple domain information rather than existing user-
permission assignment matrices. In the framework, infor-
mation from the physical domain, network domain, and
digital domain is used to find the relationships between user
permissions, and multi-view community detection methods
are used to integrate information from different domains.
Experiments on 3 simulated network scenarios demonstrate
that RMMDI can capture the interdependent relationships
between permissions and perform user-role mining more
effectively and reasonably.
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In the current enterprise network environment, multistep targeted cyber-attacks with concealment and advanced characteristics
have become the main threat. Multisource security data are the prerequisite of targeted cyber-attacks detection. However, these
data have characters of heterogeneity and semantic diversity, and existing attack detection methods do not take comprehensive
data sources into account. Identifying and predicting attack intention from heterogeneous noisy data can be meaningful work.
In this paper, we first review different data fusion mechanisms of correlating heterogeneous multisource data. On this basis, we
propose a big data analytics framework for targeted cyber-attacks detection and give the basic idea of correlation analysis. Our
approach will offer the ability to correlate multisource heterogeneous security data and analyze attack intention effectively.

1. Introduction

In the current network environment, network attacks are
more covert and systematic. Advanced Persistent Threat
(APT) brings huge economic losses and security risks to
governments, enterprises, and other institutions [1]. Network
security administrators do not realize that their network
has been compromised until weeks, months, or even years
later. Traditional detection techniques cannot ideally handle
targeted cyber-attacks with characteristics of complexity and
customization. Multistep targeted cyber-attacks have become
the most critical factor affecting network security [2].

The significance of timely detection and analysis of
targeted cyber-attacks lies in two aspects [3]. First, timely
detection of intrusion behaviors: illegal system services can
be cleaned up and recover from a crash in time after the
system has been attacked. That can reduce losses caused
by less normal service hours. Second, targeted cyber-attacks
are often implemented in multiple stages, and the abnormal
behaviors detected currently may not rebuild the whole
attack sequence. Timely detection of preattack steps can

help us understand the intention of an attack. Detecting
and predicting follow-up attacks in time can help us take
protective measures to prevent further damage caused by
follow-up attacks.

In the current research of intrusion detection technology,
it can be divided into host detection and network detection
[4]. Host-based intrusion detection method analyzing proce-
dure behavior to find payload is represented by the malicious
code. Network-based intrusion detection mainly analyses
network flow to identify unknown network attacks. Threat
intelligence, combined with big data analysis method of
massive logs and traffic data, provides a more comprehensive
security perspective.

However, the intrusion detection method based on single
source data cannot reflect the relationship of seemingly irrel-
evant events. Besides, traditional security solutions (such as
intrusion detection system, antivirus software, etc.) generate
a lot of intrusion alerts. These alerts still need to be examined
and cross-checked with other available data (such as host log
and network communication data) in order to eliminate false
positives and identify any legitimate attacks [5].
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Illegal events affected by attack behavior are hidden in
the dispersive log. Existing detection methods are insufficient
in recognizing anomaly events to support sophisticated
attacks detection. Targeted cyber-attacks detection based on
heterogeneous multisource data has become a consensus. At
present, the limitations of targeted cyber-attacks detection
fall in three major categories as follows.

(1) Heterogeneous multisource security data is compli-
cated and the semantics of expression is more abundant.
There are various attack detection methods for different data
sources. But the combinatorial relationship between research
questions is not clear enough. There is a lack of systematic
discussion in academic research.

(2) Existing methods are unable to quickly and efficiently
locate anomalies related to network attacks. The problem of
data correlation has not been well solved. Data association
method in heterogeneous multisource still constrains the
development of targeted cyber-attacks detection.

(3) The intelligence and automatization of existing detec-
tion technology are not satisfactory. Semantic information
about secure data is not effectively expressed. Manual analysis
is still the main way in attack recognition.

In order to address the limitations discussed above,
we propose a novel layered framework for targeted cyber-
attacks detection based on the integration of heterogeneous
multisource data. The proposed framework utilizes attack
investigation through correlation analysis, which can effi-
ciently cope with targeted cyber-attacks detection in a big
data environment. Based on this framework, inner-layer
and cross-layer analysis approach for targeted cyber-attacks
is proposed. Follow-up researchers can carry out further
research on this basis.

This paper concentrates on the issue of the targeted
cyber-attacks detection from the practical perspective. We
propose a novel framework that uses big data correlation
analysis techniques to analyze cyber incidents for enterprise
network in order to improve attack detection ability. The
proposed framework is named as HeteMSD: A Big Data
Analytics Framework for Targeted Cyber-Attacks Detection
that uses heterogeneous multisource data. We aim to develop
an efficient framework that can assist security analyzers to
reduce the blindness of data analysis from heterogeneous
data sources without reducing the level of digital security
guarantees.

Currently, both of experimental and theoretical works for
targeted cyber-attacks detection have been in a groping stage,
and there are still some significant discrepancies among the
research of targeted cyber-attacks detection based on hetero-
geneous multisource data. Our proposed framework has a
great significance as it intends to solve the conflicts between
advanced network attack protection and big heterogeneous
data burdens. The main contributions of our work are as
follows.

(1) This paper comprehensively summarizes the existing
data sources and points out the existing problems from the
view of expression difference. Then we summarize and clas-
sify the multisource heterogeneous security detection data
from three aspects: nonsemantic data, semantic data, and
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security knowledge data. Thus, we can have a more intuitive
understanding of heterogeneous multisource security data.

(2) This paper proposed a novel framework designed for
eliminating data redundancy while enhancing data relevance.
We divide the research problem into five layers: sensing
layer, event layer, alert layer, context layer, and scenario layer.
We've made classification and integration of data sources and
provide a dataflow diagram of the data process.

(3) This paper combines cyber-attacks analysis methods
with big data correlation techniques to improve security levels
and realize the comprehensive network security situation
awareness. The research issues in related fields were investi-
gated from perspectives at different levels.

The remainder of this paper is organized as follows.
Section 2 gives a definition of targeted cyber-attacks and anal-
yses existing targeted cyber-attacks detection technologies.
Section 3 summarizes heterogeneous data sources and gives
a novel classification perspective. Then we present the pro-
posed framework based on the integration of heterogeneous
multisource data and explain the brief dataflow in practical
application. Section 4 discusses the application of correlation
analysis for targeted cyber-attacks detection. Finally, the last
section concludes the paper and describes the direction of
future work.

2. Related Work

Targeted cyber-attacks are a class of dedicated attacks that
aim at a specific user, company, or organization to realize
specific intention, such as stealing sensitive data from a back-
end database or paralysis system service. Targeted cyber-
attacks have a characteristic of discrimination and are not
random in nature. It means attackers involved in targeted
attacks differentiate the targets and wait for the appropriate
opportunity to realize the attack plan. Targeted cyber-attacks
usually require several stages to achieve the goal. The lifestyle
of a successful implemented targeted cyber-attack process
usually includes gathering, infecting targets, system exploita-
tion, data exfiltration, and maintaining control. [6]. Each of
these steps is the key factor of targeted cyber-attacks. To
successfully implement targeted cyber-attacks, all the above
stages must be successful.

The difference between the targeted cyber-attack and a
traditional attack is that targeted cyber-attacks are more com-
plex and usually with strong intrusion motivation. Attackers
spend more time choosing the target, find vulnerabilities,
and customize malware. Targeted cyber-attacks are usually
implemented by professionals instead of simply using attack
tools.

The example attack scenario described in Figure 1 is as
follows.

(i) Step 1: Attacker utilizes social engineering tools such
as phishing mail to bypass firewall and infiltrates
application server (Serverl).

(ii) Step 2: Attacker takes Serverl as a springboard to
identify and penetrate hosts in the internal network.



Security and Communication Networks

D
N7

Attacker Step 3 Internet
Step 1 Step 5
‘ Step 2 Step 4
Server 1 Host Server 2

FIGURE 1: An example of targeted cyber-attack.

(iii) Step 3: Attacker establish C&C channel between the
Attacker and host to control the host of the intranet
to make further intranet penetration.

(iv) Step 4: Attacker uses the controlled host to log into the
internal data server Server2 to collect sensitive data.

(v) Step 5: Send the collected sensitive data to the Internet
to achieve the purpose of data theft.

When talking about targeted cyber-attacks, another con-
cept Advanced Persistent Threat must be involved. APT can
be seen as a subset of targeted cyber-attack [7]. Commonly
speaking, APTs are targeted cyber-attacks with higher-level
attack means. APT is implemented through a variety of
different attack paths. It exists for a long time without
being discovered in a real network environment. Generally,
when talking about advanced complex and targeted network
attacks, targeted cyber-attacks and APTs are interchangeable.
There are few differences between targeted cyber-attacks and
APTS [6].

The implementation process of targeted cyber-attacks can
be described by the Kill Chain model [8]. As shown in
Figure 2, the Kill Chain model summarizes the attack process
as target reconnaissance, weapon customization, delivery,
exploitation, installation, C&C channel establishment, action
implementation, and other attack steps. Kill Chain attack
model is as follows.

Targeted cyber-attacks have brought enormous threat to
enterprise network security. In recent years, targeted cyber-
attacks detection represented by APTs detection has attracted
great attention from academic researchers and security
industry. A variety of detection schemes have been proposed.
Generally, it can be divided into host-based detection and
network-based detection. At present, more detection meth-
ods are combined with big data analysis method and machine
learning technology. Researchers also proposed correlation
analysis method of audit log and network data based on threat
information [9].

Host-based detection method: the representatives are
antivirus software and HIDS. The main idea of malware
detection is to detect malicious programs through a mon-
itoring system call, network access, file operation, process

creation, and memory modification. Through static analysis
and dynamic analysis, malicious programs can be detected
and APT attacks can be prevented [10]. The HIDS method
based on pattern matching can effectively identify known
attacks. But unknown attacks cannot be detected and the
rule base needs to be updated regularly. Then behavior-based
detection method is proposed. In recent years, with the rise
of data mining and machine learning technology, researchers
[11] have proposed a variety of detection technologies based
on abnormal behavior recognition.

Network-based detection method: the pattern of com-
mand and control channel by malware has certain regularity
(such as attack payload signature, sequential characteristics of
network communications, and the generated domain name).
Network traffic generated by targeted cyber-attack is different
from those in normal business environments. Therefore, it is
feasible to find the attack load of attack process by the network
detection method.

Due to increase in number of sophisticated threats and
the great increase in the volume of security data, the land-
scape of analyzing heterogeneous security data has drastically
changed, as now working with security data has entered in the
category of Big Data problem [4].

Parth Bhatt [12] proposed a research framework to handle
complex attacks and it was tested with simulated attack data.
The central basis of the framework consists of an Intrusion
Management System and a multistage attack model. The
multistage attack model is used to identify prevention and
detection controls that provide logs used by the Intrusion
Management System, and it is also used as a guide to logs
correlation activities.

Mirco Marchetti [13] designed and evaluated a novel
framework that is tailored to support security analysts in
detecting APTs. The proposed framework uses multifactor
approaches where big data analytics methods are applied
to internal and external information to support human
specialists so that those specialists can focus their security
and intelligence analyses on the subset of hosts that are most
likely to have been compromised. The proposed approach
represents a step forward with respect to the state of the art
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and paves the way to novel methods for early detection and
mitigation of APTs

At present, traditional detection schemes focus on one
or more stages. They cannot achieve comprehensive attack
detection and have a high false negative rate and false
positive rate. Although there have been a lot of research and
great progress is made, targeted cyber-attacks are still occur-
ring constantly. The shortcoming is that existing method
still depends on manual analysis. It cannot identify and
respond quickly. Here we want to reduce human participation
and make the detection process as intelligent as possible.
Similar attacks should be detected according to the attack
pattern. Data parsing should be as automatic as possible
and be detected in an adaptive way. The intelligence of
attack detection is mainly embodied in several research
points.

(1) Accuracy. A large number of false alerts pose a big
challenge in intrusion detection. Even if the false alarm rate
is merely 1%, a large amount of data can bring a lot of alerts,
which will bring enormous burdens to security managers.
Reducing false positive and false negative is an important
content in intrusion detection.

(2) Efficiency. Fast identification of attack behavior is
also important in practical application. Shortening attack
detection time will minimize the damage caused by the
attack. Thus it can reduce security risk for the system and
handle security accidents in time.

(3) Intelligence. Automated attack inference process.
Reducing manual labor costs on irrelevant information can
help human analysts put artificial judgment in the key
part.

The ability to cross-correlate events or alerts from var-
ious sources in the network is key for detecting sophis-
ticated multistage attacks at an early stage, which would
allow a reasonable time to stop the attack or mitigate the
damage.

In summary, existing targeted cyber-attacks detection
technologies for network security threats recognition are not
fully adapted. These methods cannot meet the needs for
network security situational awareness. Current utilization of
multisource heterogeneous data is inadequate. The purpose
of this paper is to better correlate security data from different
sources and improve situational awareness ability. The related
research issues and the next research directions are discussed
in the following content.

3. Concepts and the Proposed Framework

3.1. Heterogeneous Multisource Data. Data is the premise of
attack detection and threat analysis. However, security data

come from diverse sources, such as IDS alerts, firewall alerts,
NetFlow data, Linux syslog, Event Tracing for Windows,
etc. Heterogeneous data formats from various sources have
diverse semantic meanings. It is difficult to identify the
relationship in practical application. Firstly, we investigate
and summarize the heterogeneous multisource security data
from threat hunting aspect. Security data has the following
characteristics.

(1) Heterogeneous Format. Comprehensive security data
come from local hosts, servers, routers, firewalls, IDSs, and
other security devices. Data acquisition and storage from
different sources are quite different. Data formats include
structured, semistructured, and unstructured.

(2) Diverse Semantic. Different types of data represent dif-
ferent levels of security knowledge. For example, network
data and host logs represent information in different fields.
IDS alerts, firewall logs, and other security logs represent
information at different semantic levels from host logs and
network data. Different security data calls for different treat-
ment in practical application.

(3) Correlation across Data Sources. A complex targeted
cyber-attack hides its behavior in multisource heterogeneous
data. A single attack will bring records of data from multiple
sources. These data can be linked together with the hosts,
users, location, etc. as the associated elements. And all these
data as a whole can be restored to a complete attack scenario.

It is an important research issue to classify security data
from various sources. This paper summarizes and analyses
the multisource heterogeneous security data in targeted
cyber-attack detection. Firstly, we classify them into three cat-
egories according to the different semantic levels of security
data expression.

(1) Nonsemantic Data. Nonsemantic data includes detailed
descriptions of the running process and logs reflecting the
attacks, but it does not contain security semantic information.
Nonsemantic data includes operation logs, system calls,
NetFlow data, user behavior logs, etc. Analysts can analyze
malicious behavior from their data and generate semantic
data.

(2) Semantic Data. Based on pattern matching and other
technologies, we can get security alerts from the nonsemantic
data. This kind of data has security semantics information,
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which indicates the violation of security rules or the abnormal
operation of the system such as IDS alerts, firewall logs,
OS security logs, and so on. There are many different secu-
rity systems deployed in the current network environment,
including firewall, antivirus software, intrusion detection
system, and traffic analysis system. The key technologies
corresponding to these security systems have made great
progress in the past decades. But these independent sys-
tems can only solve local problems but cannot reflect the
overall situation of network security. The limitations of
traditional security systems are becoming more and more
obvious.

(3) Security Knowledge Data. At present, most network
attacks rely on specific vulnerabilities and services, such
as operating system vulnerabilities, software vulnerabilities,
or protocol vulnerabilities. If vulnerability information is
integrated into the process of attack detection, the accu-
racy of attack detection can be improved. Besides, with
the development of security technology, threat intelligence
technology has become an important data source for detec-
tion [14]. Security knowledge data includes vulnerability
database, attack pattern database, and another external threat
intelligence.

3.2. Framework Design. In the previous section, we analyze
and summarize three kinds of security data. But how to carry
out targeted cyber-attack detection based on multisource
heterogeneous data? In this section, we present a novel
framework for targeted cyber-attacks detection after an in-
depth study of targeted cyber-attack detection technology,
According to the different analytical perspective, we divide
the detection into five levels: sensing layer, event layer, alert
layer, context layer, and scenario layer. Figure 3 shows a high-
level architecture of our framework.

(1) Sensing Layer: sensing layer includes the initial data
source of targeted cyber-attack detection. In this layer, het-
erogeneous multisource security data acquisition and data
sensing is an important basic research issue. Summarizing
all kinds of data sources comprehensively and systematically
and collecting and transmitting security data efficiently from
many collectors is still a challenge to the current security
research. In addition, as an important source of perceived
data, how to quickly and timely response to new security
threats combined with security knowledge is also a problem
that needs to be considered. The main research area in the
sensing layer includes data acquisition, data aggregation, data
parsing and preprocessing, data fusion, feature extraction,
and feature selection.

(2) Event Layer: event layer handles with nonsemantic
data. As mentioned above, the nonsemantic data of network
security are various and the attributes are quite different (for
example, time sequential data, spatial data, trajectory data,
and NetFlow data). How to extract specific features from
these data and express large-scale heterogeneous data will be
a big challenge. Especially in targeted cyber-attack detection,
only by establishing the relationship between different data

can the later analysis process be conducted efficiently. In
this layer, the main research area includes event aggrega-
tion, content security, event correlation, anomaly detection,
etc.

(3) Alert Layer: data input of alert layer includes anomaly
detection results and semantic data. The semantic data
include alerts coming from event layer data after analysis
and detection and alerts generated by firewall, intrusion
detection system, antivirus software, and other security
devices. The difference from the event layer is that the
alert layer contains all kinds of alert data with security
semantics, such as exception score, alarm level, etc. In
this layer, the main research area includes alert expression,
alert clustering, alert fusion, security information, and event
management.

(4) Context Layer: due to the wide range of alert data
sources, the result of alert correlation is only attack frag-
ments or preliminary attack steps. How to obtain reinforcing
knowledge from security data is still a challenging problem.
Traditional machine learning technologies focus on a single
data source rather than heterogeneous multisource data.
It is still a challenging problem in targeted cyber-attack
detection to extract attack context and attack fragments from
security data of different sources. Human participation is
an important factor in this layer. Reducing manual analysis
is a problem to be solved at this level. In this layer, the
main research area includes attack modelling, attack pattern
mining, attack scenario reconstruction, attack inference,
etc.

(5) Scenario Layer: In this layer, the attack scenario
is reconstructed based on attack modelling and attack
scenario reconstruction. Attack scenarios are expressed in
a way consistent with human cognition. In this layer,
the main research area includes threat intelligence expres-
sion, attack causality analysis, visual analysis, and attack
planning.

Other existing research issues can be introduced into our
framework. The research contents of each layer and across
layers are analyzed respectively. Current research issues in
this field are shown in Figure 4.

Discovering targeted cyber-attacks from heterogeneous
multisource data is a systematic analysis process. The problem
is more complicated because of the diversity of security
data. As data continues to be added, data processing will
provide a deeper understanding of attack scenarios. As shown
in Figure 4, there are data dependencies across layers. The
lower layer provides input data for the upper layer, while the
upper layer analyses the input data for further analysis. More
specifically, the data flow process is shown in Section 3.3

3.3. Dataflow Diagram. In the current research, intrusion
detection technology needs further refinement and modifi-
cation. The key issue is to analyze the relationship between
different levels of security data. However, even if the detection
framework is given, it is difficult to find the behavior traces
of attacks from heterogeneous data. This paper presents
a general attack detection method. The dataflow diagram
discussed in Figure 5 gives the description of the process
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from the original security data to the generated attack  generate security event with security semantics. Preprocessed
scenario. security events, combined with semantic data, are the input

Three kinds of data summarized in Section 3 are inputs  of the data analysis module. After data fusion analysis, these
for different stages in the dataflow diagram. The initial = data are analyzed and generate security alerts with higher
input data is nonsemantic data. Raw data is preprocessed to  confidence. Furthermore, security data supplemented by
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FIGURE 6: Anomaly detection technology based on data fusion.

security knowledge will generate attack fragment with more
cognitive information. Finally, these fragments are filled into
the attack inference model to form a more complete attack
scenario. Attack scenario reconstruction is implemented with
attack correlation and attack investigation. Specifically, the
data analysis process is shown in Figure 5.

The main functions of each module in Figure 5 are as
follows.

Data preprocessing module: the input of data preprocess-
ing module is nonsemantic data. It mainly processes raw data
into security events for subsequent analysis, where security
events are with certain security semantics. This module is the
key to find abnormal traces of targeted cyber-attacks. The
main methods used in this module are feature extraction,
feature selection, and anomaly detection.

Data analysis module: the function of this module is
extracting security alerts with security semantic data from
basic security incidents such as low-level alarms and anoma-
lies. And that can eliminate false alarms of alarms produced
by security devices to a large extent. By combining analysis of
alarms and anomaly detection results generated by security
equipment, a more reliable result is obtained. Ranking algo-
rithms are commonly used in this module.

Data correlation module: this module generates frag-
mented information that expresses attack patterns based on
multiple correlation analysis methods. That can establish the
relationship between different levels of data and enhance
security situation awareness. This module is designed
to aggregate alerts and security knowledge representing
human cognition. Attack scenarios will eventually be formed
through knowledge extracting from the original data.

In summary, we introduced the framework and explain
the flow of data processing in the application. The following

section will give the main correlation analysis methods used
in this framework.

4, Correlation Analysis

The key to targeted cyber-attack detection lies in how to
integrate and establish the correlation between multisource
heterogeneous security data. In the previous section we have
discussed the framework design. Furthermore, there is a need
to correlate security measures with attack phases for better
understanding. In this section technical aspects of correlation
analysis and defence measures are discussed, more concretely,
mainly in the following aspects.

4.1. Event-Event Correlation. The correlation between event
and event can be achieved by multisource data fusion. For
raw input data, abnormal detection results represent event
correlation. Data fusion can reduce data redundancy and
collaborative information acquisition through complemen-
tarity [15]. The features of original heterogeneous data need
to be extracted as the formats of the original data are
inconsistent. The global abnormal results are obtained by
utilizing the comprehensiveness association of multisource
data. At present, the main method of heterogeneous event
fusion is to extract features from different security data
and form a global feature vector. The relationship between
different sources of data can better reflect the global anomaly
that cannot be expressed by a single data source.

The anomaly detection method of multisource hetero-
geneous data is different from that of single source data.
Existing multisource heterogeneous data anomaly detection
technologies based on data fusion can be divided into three
categories (as shown in Figure 6). First, anomaly detection



algorithms are applied to different data sources, and the
global anomaly is obtained after aggregation analysis of
anomaly detection results. Second, different data sets are
merged into a unified data source with the same data pattern.
In this way, the multisource data anomaly detection is
transformed into the traditional single-source data anomaly
detection problem. Thirdly, more data sources are added
in the process of anomaly detection to supplement and
strengthen the anomaly detection results.

In this field, extracting feature vectors from multisource
heterogeneous data is a key factor. And anomaly detection of
multisource heterogeneous data based on ensemble learning
needs further research.

4.2. Alert-Alert Correlation. An attack behavior may trigger
many different alert events, so it is necessary to associate the
original security events to higher-level alerts. Alert correla-
tion is an important technology to cope with large number
of alerts generated by intrusion detection systems. And it has
become a new research trend in the field of attack detection.
In current attack analysis methods, manual analysis is still
a key factor in identifying attack scenarios. The automatic
method is to establish a link between alerts to simplify the
analysis of security experts. At present, there are mainly three
kinds of alerts correlation analysis methods.

(1) Similarity-based method. Alerts are clustering by
calculating the similarity of attribute values between alerts.

(2) Condition-based method. Alerts are correlated based
on the precondition and postresult of an attack. The attack
correlation is established by matching the premise and result
of different attack types.

(3) Scenario-based method. The attack scenarios are
established by matching the alarm with the known attack
pattern.

Through alert correlation, redundant information of alert
events can be deleted. On the other hand, the higher-level
semantic information of alarm events can be extracted and
improve the accuracy of attack final detection results. It
reduces the large number of alerts generated by intrusion
detection system and can help analysts to better grasp
and analyze the attacker's motivation. Establishing alarm
correlation model by adjusting probability inference results
with optimization algorithm needs further study.

4.3. Pattern-Knowledge Correlation. In recent years, repre-
sentation learning technology has gained wide attention
in the fields of speech recognition, image analysis, and
natural language processing. Representation learning aims at
representing the semantic information of the object asa dense
low-dimensional real-valued vector. In this low-dimensional
vector space, the closer the two vectors are, the higher their
semantic similarity is. Knowledge representation learning is
a representation learning method oriented to entities and
relationships in the knowledge base. Recently, a series of
important advances have been made in this field [16]. It can
efficiently calculate the semantic relationship between entities
and relationships in low-dimensional space. This method can
effectively solve the problem of data sparsity and significantly
improve the performance of knowledge reasoning.
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The vectors learned by the representation learning algo-
rithm can find the similarity between the descriptive text
data by calculating the distance or tag the document further.
They are usually used in the field of emotional analysis. In
the field of cyber security, the result of the representation
learning algorithm is used to express the similarity between
attack pattern and vulnerabilities. By matching the evaluation
results with the attack context detection results, we can find
the closest attack pattern and reduce the cost of manual
analysis.

4.4. Alert-Context Correlation. After discovering attack steps
or fragments by correlation analysis, the reconstruction of
attack scenario often relies on manual analysis of security
experts. However, manual analysis cannot cope with the
change of targeted cyber-attacks and the dramatic increase
of big security data. Therefore, it is necessary to remove
irrelevant factors from fragmented attack data by attack
modeling method. Correlating alerts and attack patterns
can simplify the judgment process by using the intelligent
method. That will extract more cognitive attack scenarios
from the results and leave them to the analysts to judge, so
as to improve the detection efficiency and shorten the attack
detection time.

Attack modeling is an important technology to analyze
attacks in cyberspace and to guide the detection and investi-
gation of targeted cyber-attacks. Attack modeling can further
help security analysts in dealing with targeted cyber-attacks.
Researchers have proposed a variety of targeted cyber-attack
analysis models, such as attack graph, attack chain, diamond
model, pyramid model, and so on. Targeted cyber-attack
scenarios can be reconstructed based on cognitive analysis
model.

5. Conclusions and Perspectives

This paper discusses cyber-attacks detection from an
attacker’s perspective to help security professionals to have
in-depth understanding of targeted cyber-attack. In this
paper, we proposed a novel framework, HeteMSD, in order
to enhance data relevance using heterogeneous multisource
data. The proposed research work was a novel attempt in
targeted cyber-attacks detection field and provided the
theoretical fundamental for future research. HeteMSD is
explained with technical components and corresponding
methodologies. Moreover, correlation analysis against attack
investigation is discussed with effective implementation
using existing solutions. Various techniques for mitigation,
prevention, and detection at different layers are also
discussed in detail to help the defender in implementing
effective defenses.

This work represents a first step in the definition of a
comprehensive framework for the investigation of targeted
cyber-attacks. HeteMSD still needs to be complemented with
more features for the integration of the human expert, who,
beyond being a simple observer, also has the knowledge
required to enrich the preliminary analyses proposed by the
framework. Further work must be done to anomaly detection
based on multisource data fusion. More research will be done
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on the extension of proposed correlation method. Lastly,
security knowledge reasoning is likely to become a major
topic of interest for security investigation in the near future.
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The scope of this research is computer worm detection. Computer worm has been defined as a process that can cause a possibly
evolved copy of it to execute on a remote computer. It does not require human intervention to propagate neither does it attach
itself to an existing computer file. It spreads very rapidly. Modern computer worm authors obfuscate the code to make it difficult
to detect the computer worm. This research proposes to use machine learning methodology for the detection of computer worms.
More specifically, ensembles are used. The research deviates from existing detection approaches by using dark space network traffic
attributed to an actual worm attack to train and validate the machine learning algorithms. It is also obtained that the various
ensembles perform comparatively well. Each of them is therefore a candidate for the final model. The algorithms also perform just

as well as similar studies reported in the literature.

1. Introduction

Malware includes computer virus, Trojan horse, spyware,
ad-ware, computer worms among many others. In survey
by [1], a malware event occurs in organizations every 3
minutes and attacks many sectors with alarming losses to
intellectual property, compromised customer records and
even destruction of data. This research has as its scope
computer worm detection in a network. Reference [2] defines
a computer worm as a “process that can cause a (possibly
evolved) copy of it to execute on a remote computational
machine”. Worms self-propagate across computer networks
by exploiting security or policy flaws in widely used network
services. Unlike computer viruses, computer worms do not
require user intervention to propagate nor do they piggy-
back on existing files. Their spread is very rapid [3, 4] with
the ability to infect as many as 359,000 computers in under
14 hours, or even faster. Computer worms therefore present
unique challenges to security researchers hence motivating
this study.

Defense against computer worm attacks may be through
prevention of worm attacks, detection of worms, containment
of worm spread and removal of worm infections. Prevention

is not always wholly possible because of the inherent vulnera-
bilities found in all software. Detection is therefore the better
approach.

A number of computer worm detection approaches
have been explored in the research environment. Content-
based fingerprinting captures a worm’s characteristics by
deriving the most representative content-sequence as the
worm’s signature. Anomaly-detection leverages the fact that
worms are likely to exhibit anomalous behavior such as port-
scanning and failed connection attempts, which are distinct
from normal behavior. Behavioral foot-printing makes use of
the fact that each worm exhibits a definite communication
pattern as it propagates between hosts in a network and
these patterns can be used to uniquely identify a worm.
Intelligent detection approaches that use machine learning
have also been proposed. While each of these approaches has
its strengths, a number of weaknesses have also been noted.
For example, content-signature schemes, while an established
dimension to detect worms, fail to detect novel worms and
are expensive on the system. In anomaly detection, profiling
normal network behavior is impossible and establishing
detection threshold is also difficult. Behavioral foot-printing
is prone to behavior camouflaging attacks. Approaches that
leverage machine learning have generated high false positive
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and false negative rates. This has been partly because of
poor characterization of worm traffic and also because of
the lack of sound datasets for training and validation of the
algorithms.

This paper presents an approach that attempts to provide
better performance. The feature set used for the machine
learning algorithms are selected network packet header fields
as reported in an earlier paper by the authors [5]. The rest of
the paper is organized as follows. Section 2 reviews existing
literature on computer worm detection using machine learn-
ing. Section 3 discusses the methodology for the research.
Section 4 discusses the results. The paper concludes with a
summary in Section 5.

2. Related Work

A number of approaches for computer worm detection
have been reviewed in the literature. These include content-
based signature schemes, anomaly-detection schemes, and
behavioral-signature detection schemes, a summary and
analysis of which has been presented by the authors in an
earlier paper [6]. For this present work, only approaches
that utilize machine learning are emphasized. Reference [7]
was one of the seminal works in using machine learning
techniques for malware detection. It used static program
binary properties and achieved a detection rate of 97.76%.
Reference [8] used n-grams extracted from the executable to
form training examples. They apply several learning methods
such as Nearest Neighbors, Naive Bayes, Support Vector
Machines, Decision Trees, and Boosting. Boosted Decision
Trees performed the best with an Area under Curve (AUC)
0f 0.996. Win32 Portable Executables (PE) as a feature is used
by [9-11]. Paper [12] achieves a True Positive Rate of 98.5%
and a False Positive Rate of 0.025 using Windows Application
Programming Interface (API) calls as the features. Other
feature types used include Operation Code (OPcode) [13],
sequence of instructions that capture program control flow
information [14], and binary images [15]. Reference [15]
obtains an accuracy of 98%. Paper [16] uses a restricted
Boltzmann machine, a neural network, to create a new
set of features from existing ones. These are then used
to train a one-side perceptron (OSP) algorithm. The work
gets very close to obtaining a zero false positive classifier.
Paper [17] uses Logistic Model Trees, Naive Bayes, Support
Vector Machines (SVM), and k Nearest Neighbors (kNN)
and obtains an accuracy of 98.3% with the Linear Model
Tree algorithm. A deep neural network that uses byte entropy
histogram, PE import features and PE metadata features is
deployed by [17] and achieves a detection rate of 95% and
a false positive rate of 0.1%. Reference [18] also uses deep
learning.

Most of the reviewed works utilize a single parameter for
the detection. The present work will utilize many features as
reported by the authors in [5].

3. Methods

The main aim of this work is to investigate various machine
learning ensembles on computer worm detection using uni-
directional network traffic to a dark space. The methodology
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adopted follows the standard procedure in machine learning:
(1) collecting data, (2) exploring and preparing the data,
and (3) training a model on the data and evaluating model
performance.

3.1. Dataset. The datasets used for the experiments were
obtained from the University San Diego California Center
for Applied Data Analysis (USCD CAIDA). The center
operates a network telescope that consists of a globally rooted
/8 network that monitors large segments of lightly used
address space. There is little legitimate traffic in this address
space; hence, it provides a monitoring point for anomalous
traffic that represents almost 1/256th of all IPv4 destination
addresses on the Internet.

Two sets of datasets were requested and obtained from
this telescope. The first is the Three Days of Conficker
Datasets [19] containing data for 3 days between November
2008 and January 2009 during which Conficker worm attack
[20] was active. This dataset contains 68 compressed packet
capture (pcap) files each containing one hour of traces. The
pcap files only contain packet headers with the payload
having been removed to preserve privacy. The destination IP
addresses have also been masked for the same reason. The
other dataset is the Two Days in November 2008 dataset [21]
with traces for the 12th and 19th November 2008, containing
two typical days of background radiation just prior to the
detection of Conficker which has been used to differentiate
between Conficker-infected traffic and clean traffic.

The datasets were processed using the CAIDA Corsaro
software suite [22], a software suite for performing large-
scale analysis of trace data. The raw pcap datasets were aggre-
gated into the FlowTuple format. This format retains only
selected fields from captured packets instead of the whole
packet, enabling a more efficient data storage, processing and
analysis. The 8 fields are source IP address, destination IP
address, source port, destination port, protocol, Time to Live,
TCP flags, and IP packet length. An additional field, value,
indicates the number of packets in the interval whose header
fields match this FlowTuple key.

The instances in the Three Days of Conficker dataset
have been further filtered to retain only instances that
have a high likelihood of being attributable to Conficker
worm attack of the year 2008. Reference [20] focuses on
Conficker’s TCP scanning behavior (searching for victims
to exploit) and indicates that it engages in three types
of observable network scanning via TCP port 445 or 139
(where the vulnerable Microsoft software Windows Server
service runs) for additional victims. The vulnerability allowed
attackers to execute arbitrary code via a crafted RPC request
that triggers a buffer overflow. These include local network
scanning where Conficker determines the broadcast domain
from network interface settings, scans hosts nearby other
infected hosts and random scanning. Other distinguishing
characteristics include TTL within reasonable distance from
Windows default TTL of 128, incremental source port in
the Windows default range of 1024-5000, 2 or 1 TCP SYN
packets per connection attempt instead of the usual 3 TCP
SYN packets per connection attempt due to TCP’s retransmit
behavior.
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This dataset solves the privacy challenge by removing the
payload and also masking out the first octet of the destination
IP address. It is also a more recent dataset than the KDD
dataset that has been the one available for network security
researchers. However, it only includes unidirectional traffic
to the network telescope and therefore does not allow the
researchers to include features of computer worms that would
be available in bidirectional traffic and would deliver a more
complete training for the classifiers.

3.2. Features. 'This section presents an analysis of the features
to be used for detection and their contribution towards
the detection capability of the learning algorithms. These
features were obtained after performing feature selection
experiments whose results were reported in [5]. The best
features for the classification task were there identified as
Time to Live (TTL), Internet Protocol (IP) packet length,
value or number of packets in the packet capture interval
whose header fields match the Flow Tuple key, well known
destination ports or destination ports within the range 0-
1024, and IP packet source country China. The above features
are IP packet header fields. TTL is used to avoid looping in
the network. Every packet is sent with some TTL value set,
which tells the network how many network routers (hops)
this packet can cross. At each hop, its value is decremented
by one and when the value reaches zero, the packet is
discarded. Different operating systems have default TTL
ranges and since computer worms target vulnerabilities in
particular operating systems, they will usually be associated
with TTL within certain ranges. For example, Conficker
worm packets have TTL within reasonable distance from
Windows default TTL of 128. Packet length indicates the
size of the packet. Particular computer worms are associated
with particular packet length sizes. For example, the packet
length for Conficker worm is around 62 bytes. The value
feature referred to the number of packets with a unique packet
header signature sequence. A number of flow tuples with a
particular key would be suspicious. China originates most
of the malicious software packets. Computer worms target
well known ports where popular services run for maximum
impact. Conficker worm, for example, targets port 445 or 139.

3.3. Ensembles. Various machine learning ensembles were
explored and their detection capabilities investigated. Ensem-
ble methods try to construct a set of learners and combine
them. The ensemble methods investigated included averaging
technique, GradientBoostingClassifier, AdaBoost, Bagging,
Voting, Stacking, Random Forests, and ExtraTreesClassifier.
The base classifiers used included SVM, Multilayer percep-
trons, kNN, NB, Logistic Regression, and Decision Trees.
Python programming language was used for the classification
experiments and more especially the Scikit-learn library [22].
These ensemble techniques are described as follows.

3.3.1. ExtraTreesClassifier. This builds an ensemble of
unpruned decision trees according to the classical top-down
procedure [23].

The Extra-Trees splitting procedure for numerical
attributes is given in Algorithm 1. It has two parameters: K,
the number of attributes randomly selected at each node and
nmin, the minimum sample size for splitting a node. It is
used several times with the (full) original learning sample to
generate an ensemble model (we denote by M the number
of trees of this ensemble). The predictions of the trees are
aggregated to yield the final prediction, by majority vote in
classification problems.

3.3.2. Random Forests. Paper [24] defines a random forest
as a classifier consisting of a collection of tree-structured
classifiers h(x, 6k), k = 1,..., where the 0k are independent,
identically distributed random vectors and each tree casts a
unit vote for the most popular class at input x. This is as shown
in Algorithm 2.

3.3.3. AdaBoost. Reference [25] explains AdaBoost as taking
as input a training set (x;, y;)...(X,, ¥,,) where each x;
belongs to some domain or instance space X, and each label
y; is in some label set Y. AdaBoost calls a given weak or
base learning algorithm repeatedly in a series of rounds t =
1...T. One of the main ideas of the algorithm is to maintain
a distribution or set of weights over the training set. The
weight of this distribution on training example i on round
t is denoted Dt (i). Initially, all weights are set equally, but
on each round the weights of incorrectly classified examples
are increased so that the weak learner is forced to focus on
the hard examples in the training set. AdaBoost is shown in
Algorithm 3.

3.3.4. Bagging. The name Bagging came from the abbrevi-
ation of Bootstrap AGGregatING [26]. The two key ingre-
dients of Bagging are bootstrap and aggregation. Bagging
applies boostrap sampling to obtain the data subsets for train-
ing the base learners. Given a training data set containing
m number of training examples, a sample of m training
examples will be generated by sampling with replacement.
Each of these datasets is used to train a model. The outputs
of the models are combined by averaging (in regression) or
voting (in classification) to create a single output. Algorithm 4
shows Bagging.

3.3.5. Gradient Boosting. Gradient Boosting [27] is a machine
learning technique for regression and classification problems,
which produces a prediction model in the form of an
ensemble of weak prediction models, typically decision trees.
It builds the model in a stage-wise fashion like other boosting
methods do, and it generalizes them by allowing optimization
of an arbitrary differentiable loss function. Gradient Boosting
is shown in Algorithm 5.

3.3.6. Voting. Voting is the most popular and fundamental
combination method for nominal outputs. In majority vot-
ing, every classifier votes for one class label, and the final
output class label is the one that receives more than half of
the votes; if none of the class labels receives more than half of
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Split a node(S)

split
Output: a split [a < a.] or nothing

candidate attributes;
(iii) Draw K splits {s,, ..
L..,K;

Pick a random split(S,a)

Output: a split
(i) Let ag
max and dag

min

min> s

max];

(iii) Return the split [a < a_].

Stop split(S)

Input: a subset S

Output: a boolean

(i) If |S| < n_;_, then return TRUE;

‘min?

(iv) Otherwise, return FALSE.

Input: the local learning subset S corresponding to the node we want to

(i) If Stop split(S) is TRUE then return nothing.

(ii) Otherwise select K attributes {a,, ..., ax} among all non-constant (in S)

. Sk}, where s; = Pick a random split(S, ;), Vi =

Inputs: a subset S and an attribute a

denote the maximal and minimal value of a in S;
(ii) Draw a random cut-point g uniformly in [ag

(ii) If all attributes are constant in S, then return TRUE;
(iii) If the output is constant in S, then return TRUE;

ALGORITHM l: Extra Trees Algorithm.

Input: Learning set- S, Ensemble size B, Proportion of
attributes considered f

Output: Ensemble E

DE=¢

(2) fori=1to B do

(3)  S'=Boostrap Sample(S)

(4) C'=Build Random Tree Model (S', f)

(5) E=Eu{C}

(6) return E

ALGORITHM 2: Random forest.

the votes, a rejection option will be given and the combined
classifier makes no prediction.

3.3.7 Stacking. Reference [28] explains that Stacked General-
ization is a method for combining heterogeneous base mod-
els, that is, models learned with different learning algorithms
such as the nearest neighbor method, DTs, NB, among others.
The base models are not combined with a fixed scheme such
as voting, but rather an additional model called meta model is
learned and used for combining base models. First, the meta
learning dataset is generated using predictions of the base
models and then, using the meta learning set, the meta model
is learned which can combine predictions of base models into
a final prediction.

Input: Learning set- S, Ensemble size B.
Output: Ensemble E

DE=9¢

(2) W=Assign Equal Weights (S)
(3)fori=1toBdo

(4) C'=Construct-Models (S, W)

(5)  E,=Apply Model (C', S)

(6) if (E,, =0)U(E, >0.5) then

(7) Terminate Model Generation

(8) return E

(9) forj=1to Number Of Examples (S) do
(10) if Correctly Classified (S C') then
(11) W, =W, E, /I-E,,

(12) W = Normalize Weights W
(13)E=Eu {C}

(14) return E

ALGORITHM 3: AdaBoost.

3.4. Ensemble Experiments. Ensemble experiments started
with a comparison of the base classifiers. The base classifiers
performed as shown in Figure 1.

Multilayer perceptron performed poorest and was there-
fore considered for elimination.

To build an ensemble of various models, the experiments
started by benching a set of Scikit-learn classifiers on the
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Input: Learning set- S, Ensemble size B.
Output: Ensemble E

DE=¢

(2) fori=1to B do

(3) S=Boostrap Sample(S)

(4) C=Construct-Base Model (S')

(5) E=EuU{C}

(6) return E

ALGORITHM 4: Bagging.

Inputs:

(i) input data (x, y) Ni=1

(ii) number of iterations M

(iii) choice of the loss-function (y, f)

(iv) choice of the base-learner model h (x, 0)

Algorithm:

(1) initialize f; with a constant

(2) fort=1to M do

(3) compute the negative gradient gt(x)

(4) fita new base-learner function h(x, 6t)

(5) find the best gradient descent step-size pt : pt = arg
minp N i=1yi, ft-1(xi) + ph(xi, 6t)

(6) update the function estimate: ft «— ft-1 + pth(x, 6t)
(7) end for

ALGORITHM 5: Gradient boosting.

dataset. The considered models performed as shown in
Table 1.

It is evident that the base classifiers performed almost
equally well in terms of accuracy.

A way to understand what is going on in an ensemble
when the task is classification is to inspect the Receiver Oper-
ator Curve (ROC). This curve shows the tradeoff between
precision and recall or the rate of true positives versus true
negatives. Typically, different base classifiers make different
tradeoffs. An ensemble can adjust these. The ROC curve
obtained for the various classifiers and how they compare to
the ensemble averaging technique is shown in Figure 2.

Random Forest reported the results in Table 2 and Figures
3and 4.

A Cohen Kappa score of 0.932 was obtained for Random
Forest.

Experiments with ExtraTreesClassifier gave the results
shown in Table 3 and Figures 5 and 6.

AdaBoost gave the results reported in Table 4 and
Figure 7.

Bagging gave the results reported in Table 5 and Figure 8.

Voting reported the results as shown in Table 6 and
Figure 9.

4. Discussion of Results

Before the construction of classifier ensembles, it was found
out that errors were significantly correlated for the different
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TaBLE 1: Benchmarking models.
Model Score
Logistic Regression 0.943
Decision Tree 0.975
Support Vector Machines 0.990
Naive Bayes 0.985
K Nearest Neighbors 0.954
TaBLE 2: Random Forest.

Accuracy Precision Recall F1
0.896 0.907 0.888 0.895
TaBLE 3: ExtraTreesClassifier scores.

AUC Accuracy Precision Recall F1
0.972 0.887 0.889 0.884 0.889
TaBLE 4: AdaBoost scores.

AUC Accuracy Precision Recall F1
0.993 0.915 0.861 1.0 0.925
TABLE 5: Bagging scores.

AUC Accuracy Precision Recall F1
0.995 0.911 0.873 0.971 0.919
TABLE 6: Voting scores.

Accuracy Precision Recall F1
0.919 0.872 0.992 0.927

classifiers, which is to be expected for models that perform
well. Yet most correlations were in the 50-80% span, showing
decent room for improvement could be realized by ensem-
bles.

When ROC curves were plotted for the averaging ensem-
ble technique and the base algorithms, the ensemble tech-
nique outperformed Logistic Regression, Decision Tree, and
kNN. This was as shown in Figure 2 where the curve for the
ensemble technique approached the left topmost corner the
most. The ensemble technique performed almost as well as
the NB and SVM classifiers. Trying to improve the ensemble
by removing the worst offender (Logistic Regression in
Figure 2) gave a truncated ensemble ROC-AUC score of
0.990, a further improvement.

Table 7 summarizes the performance of the ensemble
classifiers.

The highest ROC-AUC score was achieved by Gradient-
Boosting (0.997) while the lowest was achieved by Random
Forest (0.970). The figures were however all high and not
very different from one another indicating that all ensemble
techniques perform well. Voting was removed from the
comparison as it was slow, especially with more base clas-
sifiers integrated. Some of the ensemble classifiers however
did not generalize well. These were ExtraTreesClassifier and
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FIGURE 2: ROC comparison of simple average and base classifiers.

TABLE 7: Performance comparison of the ensemble classifiers.

Algorithm AUC
Gradient Boosting 0.997
Random Forest 0.970
Extra Trees Classifier 0.972
AdaBoost 0.993
Bagging 0.995
Stacking 0.986
Simple Averaging 0.987

Random Forest. The rest of the ensemble techniques investi-
gated generalized well including the slower voting ensemble
technique.

It was evident that ensemble techniques improved
obtained scores higher than some base learners though

the performance difference was not significant as would be
expected.

5. Conclusion

The study addressed the problem of detecting computer
worms in networks. The main problem to be solved was
that existing detection schemes fail to detect sophisticated
computer worms that use code obfuscation techniques. In
addition, many existing schemes use single parameter for the
detection leading to a poorer characterization of the threat
model hence a high rate of false positives and false negatives.
The datasets used in many approaches is also outdated.
The study aimed to develop a behavioral machine learning
model to detect computer worms. The datasets used for the
experiments were obtained from the University San Diego
California Center for Applied Data Analysis (USCD CAIDA).
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FIGURE 7: AdaBoost learning curve.

The results were promising in terms of accuracy and gen-
eralization to new datasets. There were no marked differences
between the classifiers, especially when the datasets were
standardized.

It is apparent that the particular classifier used may not
be the determinant in classification in machine learning
experiments but rather the choice of features. While this
is largely consistent with other similar studies, it should be
further confirmed by future research.

It is true that not all computer worms can be detected
by a single method. In future, it is recommended that a
combination of different detection approaches be combined
to be able to detect as many types of computer worms as
possible. Also, the span of features used for detection should
be expanded to include even more features for the detection.

The contribution of each feature to the detection ability
should be documented.

Unsupervised learning has not been investigated in this
research. Unlabeled traffic datasets are available to security
researchers and practitioners. The cost of labeling them is
high. This makes unsupervised learning useful for threat
detection. The manual effort of labeling new network traf-
fic can make use of clustering and decrease the num-
ber of labeled objects needed for the usage of supervised
learning.

Data Availability

The packet capture (pcap) data used to support the
findings of this study are provided by the UCSD, Center
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FIGURE 8: Bagging learning curve.
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FIGURE 9: Learning curve for voting.

for Applied Internet Data Analysis. Two datasets were
used: 1. the CAIDA UCSD Network Telescope “Two Days
in November 2008” Dataset and 2. the CAIDA UCSD
Network Telescope “Three Days of Conficker”. They may
be released upon application to IMPACT Cyber Trust,
who can be contacted at the website address https://
www.impactcybertrust.org/dataset_view?idDataset=382 and
https://www.impactcybertrust.org/dataset_view?idDataset
=383. The Corsaro tool that was used to process the pcap
files is available as an open source tool at the Center
for Applied Internet Data Analysis (CAIDA) website at
https://www.caida.org/tools/measurement/corsaro/.
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With increasing amount of data, the threat of malware keeps growing recently. The malicious actions embedded in nonexecutable
documents especially (e.g., PDF files) can be more dangerous, because it is difficult to detect and most users are not aware of such
type of malicious attacks. In this paper, we design a convolutional neural network to tackle the malware detection on the PDF
files. We collect malicious and benign PDF files and manually label the byte sequences within the files. We intensively examine the
structure of the input data and illustrate how we design the proposed network based on the characteristics of data. The proposed
network is designed to interpret high-level patterns among collectable spatial clues, thereby predicting whether the given byte
sequence has malicious actions or not. By experimental results, we demonstrate that the proposed network outperform several

representative machine-learning models as well as other networks with different settings.

1. Introduction

Recently, as the file exchanges increase, intelligent attacks
using documents with malicious code are increasing rapidly.
Most Internet users are aware of the danger of files attached
to mails or websites in forms of execution files. However,
because people are not conscious at the documents, they
become a good channel to deliver malware. Of the docu-
mented malware, PDF-based attack is one of the major attacks
because of the flexibility of PDFs in contrast to other docu-
ment formats. Most malicious PDF documents embed binary
or JavaScript codes triggering specific vulnerabilities and
perform malicious actions, as described in [1]. Various studies
have been conducted to detect such malicious PDFs. The
previous studies usually focused on feature extraction from
the documents and applied the features to machine-learning
models. Some of widely used features include the PDF struc-
ture information, entity property, metadata information,
encoding method, content property, and lexicon-based fea-
tures. Although such hand-crafted features have shown suc-
cessful results, it requires much effort to design the features.
As the exponentially increasing amount of data, deep
neural networks are drawing much attention in various

fields such as image processing, natural language processing,
sensor data processing, and speech recognition [2-6]. One
of the main benefits of using the deep neural networks
is that it is not necessary to define features because the
networks automatically extract or compute features. In this
work, we propose a novel approach using convolutional
neural network (CNN) to tackle the malware detection. The
contributions of this study can be summarized as follows:
(1) we design a new CNN model well-suited to the malware
detection on PDFs, (2) we demonstrate the performance of
the proposed network by experiments using our manually
labelled PDF dataset, and (3) we provide specific discussion
about the experimental results.

The proposed approach does not require feature defini-
tion at all, but it is worth noting that it is still necessary
to investigate or study the data structure in order to define
better input data or design better network structures. As we
target the PDFs in this work, we review the structure of the
PDFs intensively and illustrate how we design the proposed
network according to the characteristics of the input data
(i.e., byte sequences). Although we conduct experiments
only with the PDF documents, we expect that the proposed
network is easily applicable to other formats (e.g., .rtf files).
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In the following section, we review previous studies and the
structure of PDF documents.

2. Background

2.1. Malware Detection on Stream Data. Malware is a pro-
gram written to give an undesirable or harmful effect on
a computer system. As the technology of malicious code
generation by attackers becomes more intelligent, various
researches have been conducted for detection and analysis
of malicious codes. The malware can be divided into two
categories: executables and nonexecutables. There have been
many security programs to detect malicious actions in the
form of portable executable files (e.g., Norton, Kaspersky).
However, the nonexecutables (e.g., malicious actions in
PDF documents) are easy to bypass some existing security
programs and there is a high risk of false positives. Such
document type malware is known to be more dangerous, as it
is often considered as being insignificant by common users.

In order to detect the malicious documents, many studies
focused on feature extraction based on the PDF structure
analysis, where the features can be seen as a summary of
the logical structure. In [7], a format-independent static
analysis method, namely, a hierarchical document structure
(hidost), was proposed. They adopted a structural multimap,
where structural paths are represented by keys and the leaves
are indicated by values. Several values of the multimap are
reduced to a median value to constitute feature vectors that
are used to train machine-learning algorithms. Cuan et al.
[8] defined features using PDFiD Python script which verifies
objects displayed in PDFs. As a simple trick called gradient-
descent attack may bypass the proposed approach, they
proposed two solutions: using a threshold for each feature
and reducing the number of noncritical features. Smutz and
Stavrou [9] extracted features from document metadata,
such as the number of characters in titles and the size of
images. Li et al. [10] developed a robust and secure feature
extractor called FEPDE which parses and extracts features
from PDF documents. FEPDF consists of a matching method,
detecting the PDF header, detecting all objects, detecting
cross-reference, and detecting trailer. They emphasized that
FEPDF can identify new malicious PDFs that have not been
identified by existing feature extractors.

Note that these studies commonly require intensive fea-
ture engineering process, because it will almost determine
the performance (i.e., accuracy) of the malware detection. In
this paper, we designed a convolutional neural network to
tackle the malware detection on nonexecutables. Although
the proposed network allows getting results by just pushing
the binary sequences into it without feature engineering, it is
still important to investigate the structure of the target data.
That is, the neural networks automatically capture features,
but the features are obtained from input data which must
be defined by an expert. Furthermore, understanding of
the data structure helps to design better networks. In this
paper, we target the PDF files because PDF-based attacks are
known to be one of the major attacks recently. The following
subsection provides detailed explanation about the structure
of the PDFs.
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2.2. Stream Data of PDF Files. The PDF document consists
of header, body, cross-reference table, and trailer areas. The
header contains document version information, and the
body has objects that contain information about the actual
document. The cross-reference table carries tables used to
refer to objects. The trailer contains the root object and
cross-reference table position information among the objects
in the body region. The applications of PDFs (e.g., PDF
reader) allow execution of JavaScript codes within the files,
which means that any functions can be dynamically executed
through JavaScript APL

The JavaScript code is contained in a stream, one of the
PDF object types, where the object types include Boolean
values, arrays, dictionaries, streams, and indirect objects. The
stream is a collection of consecutive bytes of binary data that
varies in length. The stream is normally supposed to contain
large image files or page composition objects. A sample of
stream object in a benign PDF file is shown in Figure 1. The
object number is 141 and has 1,392 bytes. This stream can be
decoded using FlateDecode filter, and the result is depicted
in Figure 2. The function in this sample seems normal, but it
is obvious that the users will be in danger if some malicious
actions are contained in the stream.

In Figure 3, an example of a stream object obtained from
a malicious PDF document is shown. The object number is
17 and its length is 1,279 bytes. The decoded beginning part
of the malicious JavaScript code is shown in Figure 4, where
it uses the ‘unescape’ function that decodes a string object
encoded with ‘escape’ function. These two functions are
intentionally employed to make the users confused, thereby
making difficult to detect the malicious actions.

Figures 5 and 6 show another example of a malicious
PDF stream object. The JavaScript code in Figure 6 calls
the ‘replace’ function which uses regular expressions to
replace certain characters with a desired string. As shown so
far, the malicious JavaScript codes often appear obfuscated
by encoding, and some functions (e.g., replace, unescape)
trigger malicious actions.

There have been studies, of course, that focused on the
JavaScript codes in the PDFs. Khitan et al. [12] defined
features based on functions, constants, objects, methods,
and keywords as well as lexical properties of JavaScript
codes. Zhang [13] used features such as the number of
objects, number of pages, and stream filtering information
of JavaScript codes, together with the PDF structure infor-
mation, entity characteristics, metadata information, and
content statistics attributes. Liu et al. [1] proposed a context-
aware approach based on the observation that the malicious
JavaScript works differently from the normal JavaScript. This
approach monitors suspicious activity based on JavaScript
statements by putting the original code as an argument to
‘eval’ function and then opens the PDF document. The ‘eval’
function executes the delivered executable JavaScript code
and returns a result. That is, it executes the code in a separated
environment and finds suspicious codes running dropped
malware.

In this study, we do not perform lexical analysis on
JavaScript code or run PDF documents for dynamic analysis
as in previous studies. We design a convolutional neural
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141 0 obj.<</Filter [/FlateDecode] /Length 1392>>
stream.H%oinoU'G‘I‘b—'Qp‘moeD rRIiE+]of (a%geAce" @

-O€ieysl0%sU |‘Aj©en)~b‘|"0 ‘ }j*.endstream.endobj.

FIGURE 1: Example of a stream object in a positive PDF file.

; P P *

// Section 1 functions

function SetSection1(oDlgLit)

1

// Section 1 field data

this.getField("UserTitle").value = Section] strTitle;
this.getField("UserFirstName").value = Section]1.strFirstName;
this.getField("UserLastName").value = Sectionl.strLastName;
thus getField("UserStreet").value = Section1.strStreet;
this.getField("UserCity").value = Sectionl.strCity:
this.getField("UserZip").value = Sectionl.strZip.toString();

}

F1GURE 2: Example of a decoded stream content of a positive PDF
file.

network that takes a byte sequence of a stream as an input
and predicts whether the input sequence contains malicious
actions or not. In next subsection, we briefly review the
previous studies adopting neural networks to tackle the
malware detection task.

2.3. Neural Networks for Malware Detection. There have been
few studies thus far in applying neural networks to malicious
software (malware) detection. Most recent works among
them have used features extracted through dynamic analysis,
so the features are extracted under the binary run in a
virtualized environment. Kolosnjaji et al. [14] proposed a
combination of convolutions and long short-term memory
(LSTM) [15] to classify malware types based on the features
of the API call sequences. Huang and Strokes [16] defined
a manual 114 high-level features out of API calls as well
as original function calls to predict malware types. This
approach is essentially composed of two models, malware
detection and malware type classification. The authors argued
that the shared parameters of the two models contribute to
improving the overall performance. These studies of dynamic
analysis are performed on a certain nonpublic emulation
environments, which makes it difficult to reproduce the
works.

The other line of malware detection is the static analysis,
in which features are obtained from the files without running
them. Raff et al. [17] applied neural networks to the malware
identification problem using the features in forms of 300
raw bytes of the PE-header of each file. This work showed

17 0 obj<</Length 1279/Filter[/FlateDecode]>>
stream

Ho% ViU 93 o] lznddilemerpeivm

O<Fall>oifEv{ {66 Wm<LCOf | fmﬂgo>3i$p-| Oy

endstreamendobj

FI1GURE 3: Example of a stream object in a malicious PDF file.

var unes=unescape:

var pGvRIJZpqdN = unes("%u4143%u494b%ul1EB%u5SBFC%u334B
26u66C9%ub0B9%u8001%u0B34%uE2{9"+
"x25\x75EBFA'%25'x75E805\x23\x 7SFFEB'x25\x 75FFFF"+
"%uF911%uF9F9%uA3F9%u72AC%u7815%u9D15%uFSFD%u72F9"+
"%oul 10D%uF869%uF9IF9%u0172%ul611%uF9F9%u70F9%u06FF"+
"%u91CF%u6254%u2684%uED11%ul 9F8%u70F9%uFSBF%uCF06"+
"%uD091%u3FEB%ul 1AF%uF8FC%uF9F9%uBF70%u06E9%u91CF"+
"%uC5A0%u82FE%u0F 11%uF9F9%u70F9%uEDBF%uCF06%u8791"+

FIGURE 4: Example of a decoded stream content of a malicious PDF
file.

7 0 obj
<</Length 74174 /Filter [/ASCIIHexDecode]>>
stream

76617220733d66616¢73652c¢623d2262222c¢66413d27272¢

8292¢734b3d66756e6374696£6e28297b7d2c633d2263222¢

endstream

endobj

FIGURE 5: Another example of a stream object in a malicious PDF
file.

var s=false,b="b" fA="_array=",I=new Date(),i="1" jJR=new Date(),var
h=false jX="jX",m=2571 bdktvx=String,ehkrvz=String,dInr="94",fhvy=0,
adgv="",adjo=bdktvx['eMvBaMIB" replace(/[B3M7{]/g,")].dejoqw—
[70.62,66,154,174,162,156.168,162.163,167,84,159,157,177,147,162.1
68,97,173,154,166,172,164,101,84,165,153,167,93,180.,65,67.61,66,17
1,161,157.165,153.89,92,178.149,171.167,169.98.165.,153,167,155,17
3,156,89,94,89.102,89,112.89.160,158.162,98,175,70,62,66,61,66,173,
154,166.172.164.89,95,118.84,178.149,171,167,169.111,70,62.66.61.1
82,65.67.61,66,173,154.166,172.164,89,113,89,173,154,166,172,164.1
03,167.174,150,172,168,171,157,167,155,97,100,101,84,165,153.,167.

FIGURE 6: Another example of a decoded stream content of a
malicious PDF file.



that the neural networks are capable of extracting underlying
high-level interpretation from the raw bytes, which in turn
makes it possible to develop malware detectors without hand-
crafted features. Saxe and Berlin [18] utilized a histogram of
byte entropy values from the entire files and defined a fixed
length feature vector as the input of the neural networks.
Le et al. [19] designed CNN-BiLSTM architecture, where the
rational of taking bidirectional LSTM (BiLSTM) layer on
top of CNN layer is that the BiLSTM layer may interpret
sequential dependencies between different pieces generated
by the CNN layer. They showed that the CNN layer is effective
in representing local patterns of fixed length, and the BiLSTM
has a potential to capture arbitrary sequential dependencies
of executables. Raff et al. [20] derived a feature vector
from the raw bytes and designed a shallow convolutional
neural network with a gated convolutional layer, a global
max-pooling layer, and a fully connected output layer. They
insisted that their work is the first to define a feature vector
from the entire binary, and it was hard to develop deeper
networks due to the extraordinarily long byte strings (e.g.,
1-2M length). Their biggest contribution is that the feature
vector is obtained from the entire binary, so that it may grasp
the global context of the entire binary. That is, the contents
of a binary may have the high amount of positional variation
or can be rearranged in arbitrary ordering, so they adopted
the global-level feature vectors with a very large dimension.
Although their network is designed to have ability to scale
well with variable length of binary strings, it essentially will
not be applicable to any longer binary strings (e.g., 3-4M
length). All of these studies commonly utilized raw bytes of
executables.

The proposed network in this paper is designed to take
a byte sequence within the nonexecutables as an input
and generates an output based on high-level patterns of
collectable spatial clues, which implies that the proposed
network is applicable to byte sequences with variable lengths.
In the following section, we illustrate how we design the
proposed network according to the characteristics of the
input data (i.e., byte sequences).

3. Proposed Method

To detect malicious actions without heavy feature engineer-
ing, we designed a deep learning model against stream objects
and discriminate the maliciousness in the object level. The
stream objects have no size limitation, and a certain part
of the stream exhibits malicious actions while the other
part does not. Such high-level location invariance makes it
difficult to detect the maliciousness of the object. Among
deep learning models, convolutional neural networks (CNN)
are known as successful in detecting locally contextual pat-
terns. The CNN models have brought dramatic performance
advance in the area of image processing [21, 22], and one
of its benefits is that it works with smaller amount of data,
compared to other deep learning models (e.g., recurrent
neural networks, fullyconnected neural networks).

A graphical representation of our proposed network is
depicted in Figure 7, where the network consists of an
embedding layer, two convolutional layers, a pooling layer, a
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fully connected layer, and an output layer. Note that the figure
just shows a structure of the network, and the dimensions of
the layers and the number of channels must be much larger.
The E denotes the embedding size and S means a sequence
length. Rather than directly submitting the raw byte values
into convolution (i.e., using a scaled version of a byte’s value
from 0 to 255), we adopt an embedding layer to map each byte
to a E-dimensional feature vector because the byte values do
not imply intensity but convey some contextual information.
That s, given a byte sequence of length S, the E x Sreal-valued
embedding matrix is computed during the training process,
so that the matrix will help to grasp a wider breadth of input
patterns.

The embedding layer makes it possible to represent
meaning of each byte by incorporating all the byte sequences.
As discussed in [20], the raw values of byte sequences do
not simply represent intensity, and it will be better to find an
alternative way to see the values. For example, a byte value
160 does not imply ‘better’ or ‘stronger’ intensity than 130,
but the two values must convey different meaning. In the
‘word embedding’ concept in the natural language processing
(NLP) field, similar words (e.g., ‘hi’ and ‘hello’) are close
to each other in the embedding space, whereas opposite
words are far from each other. Likewise, our embedding
layer interprets the contextual meaning of byte values and
represents them on the embedding space.

Several locally adjacent E-dimensional vectors gener-
ated from the embedding layer are then fed into the first
convolutional layer followed by another convolutional layer.
The first convolutional layer is designed to take a C; x E
matrix which is supposed to carry spatial clues of malicious
actions, in the hope that the collected clues will be enough
for the entire network to make a wise decision. In the
recent work [20], a convolutional neural network designed
for analysing the entire sequence at once was proposed, but
this network will not be applicable to longer sequences. In
contrast, our network collects simple local clues and generates
high-level representation, which means that the proposed
network is available to all sequences with variable lengths.
Each convolutional layer takes one or more adjacent vectors
(or values) from its previous layer as an input and generates an
output value by a summation of element-wise multiplication
with a filter. This filter, also known as a kernel, is computed
during the training process.

The two convolutional layers have K; and K, distinct
channels (i.e., kernels), respectively, to find different spatial
patterns. The convolutional layer slides or convolves from
the top-left corner to the bottom-right corner with an
arbitrary stride, thereby resulting matrix or vector will carry a
compilation of spatial patterns throughout the input. Similar
to many studies related to CNN [2, 23, 24], our network has
consecutive convolutional layers because multiple stacked
convolutional layers are known to have better (higher-level)
representation than a single convolutional layer. We have
two convolutional layers stacked along the network depth,
where the first convolutional layer takes a C, x E matrix as
an input, and the second convolutional layer takes a C, x 1
vector as an input, respectively. The first layer is supposed
to catch simple clues, which will be used for the second
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FIGURE 7: Graphical representation of the proposed convolutional neural network.

layer to understand underlying higher-level patterns. For
example, the first layer may capture simple clues of JavaScript
statements (e.g., replace), while the second layer represents
contextual information about their types or arguments.

One may argue that stacking more convolutional layers
might be better, because the deeper network is often known
to be capable of extracting more complicated patterns. This
might be true, but it should be noted that the deeper network
is not always better than the shallow networks. The length
of network must be considered carefully by investigating the
data; too complicated network will probably overfit, whereas
too simple network will underfit. By examination into the
sequence data, we conclude that the two convolutional layers
will be enough to capture the variety of the spatial patterns of
malicious actions. We also, of course, show that this structure
is indeed better than deeper networks through experiments.

The high-level representation obtained from the two
consecutive convolutional layers is submitted to the pooling
layer that helps to focus on some representative or primary
patterns. Among several types of pooling layer such as
average-pooling and L2-norm pooling, we adopt the max-
pooling layer as it is generally known to be effective in various
tasks. Similar to the convolutional layer, the pooling layer
slides from the top-left corner to the bottom-right corner
with an arbitrary stride, resulting in output vectors of much
smaller size. The output vectors are flattened or concatenated
to form a one-dimensional vector that will be passed to the F-
dimensional fully connected (FC) layer. The FC layer collects
the primary patterns from the pooled values, and the last
output layer represents how likely the given byte sequence
embeds malicious actions.

4. Experiments

4.1. Dataset. We collected PDF files from various antivirus
or antimalware companies and constructed a dataset through
manual labelling process. There often exist several stream
objects in a malicious PDF file, and one of more streams
contains malicious actions. As we observed that all mali-
cious streams contain JavaScript codes, we mark the objects
as ‘malicious’ if they contain JavaScript codes, otherwise
‘benign’. The objects of benign PDF files are all marked as
‘benign’. Note that we do not employ whether to contain
JavaScript as a feature at all. The proposed network will

TaBLE I: Data statistics, where the positive and negative percentages
imply the proportions of the malicious streams and the benign
streams, respectively.

Size (# of instances) 1,978
Positive : Negative (%) 50.0:50.0
Length (dimension) 1,000

see only the raw byte sequence. The object streams are
hexadecimal representations of text streams, as shown in
Figure 8, where each line of the figure is a part of the
conversion of Figures 2, 4, and 6, respectively.

The data statistics are summarized in Table 1, where each
data instance is defined as a byte-level stream object. As
shown in Figure 9, for each data file, multiple byte streams are
collected, each of which is manually labelled with a positive
(malicious) or a negative (benign) tag. The total amount of
originally collected byte sequences was 4,371, but randomly
downsampled 989 negative instances.

Note that the byte streams have different lengths as
described in Figure 10, but the proposed network cannot
handle such sequences of variable lengths. As the network is
designed to grasp high-level patterns from collectable spatial
clues of malicious actions, it is not necessary to use the whole
sequence of different length at a time. Rather, we padded
short sequences and cut away the remaining part from long
sequences, so that all sequences have the same length of
1,000. When the network is trained with these fixed length
sequences, it can be applied to divided byte sequences with
the same size in a target file, so that it will predict whether
the target file contains malware or not.

4.2. Model. We compared the proposed network with several
representative classification methods such as support vector
machine [25], decision tree, naive bayes, and random forest
[26]. The brief description and parameter settings of the
methods are summarized in Table 2.

We also examined various settings for our network, and
the best setting was found as follows: (1) the embedding
dimension E = 25, (2) C, and C, are set to 3, respectively, (3)
pooling layer dimension P = 100, (4) K, and K, are 32 and
64, respectively, and (5) fully connected layer dimension F =
128, where the notations can be found in Figure 7. The two
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FIGURE 8: Byte streams.
TABLE 2: Description of comparative classifiers and parameter settings.

Model Description
Naive bayes (NB) (i) Probabilistic classifier based on the bayes” theorem

(ii) Assumes the independence between features

Decision tree (DT)

(i) C4.5 classifier using J48 algorithm

(ii) Confidence factor for pruning: 0.25

(i) Non-probabilistic binary classification model that finds a decision boundary with a maximum

distance between two classes

Support vector machine (SVM) (ii) Kernel: Poly

(iii) Exponent=1.0, Complexity c=1.0

(iv) Trained via sequential minimal optimization algorithm [11]

(i) Kind of ensemble model that generates final result by incorporating results of multiple

decision-trees

Random forest (RF) (ii) #trees=100
(iii) #features=log(#trees)+1
(iv) Each tree has no depth-limitation
File File 4000 -
- 3500 -
positive negative ne 3000 -
2500 -
Byte stream Byte stream 2000 -
1500 -
1000

negative

Byte stream

negative

negative

Byte stream

Byte stream

FIGURE 9: Positive or negative tags for each byte stream in the data
files.

convolutional layers have strides (1, 25) and (1, 1), respectively,
and the pooling layer has a nonoverlapping stride (100, 1). The
sequence length S must be 1,000. Every layer takes rectified
linear unit (ReLU) as an activation function except for the
output layer that takes a softmax function. The cost function
is defined as a cross entropy over all nodes of the output layer.
Consequently, the total numbers of trainable parameters are
89,371.

Song

200 400 600 800 1000 1200 1400 1600 1800 2000 > 2000

= freq(clean)
freq(malware)

FIGURE 10: Frequencies of clean and malware PDF byte streams with
different lengths, where the x-axis represents stream lengths and the
y-axis shows frequencies.

We adopt Adam’s optimizer [27] with an initial learning
rate of 0.001 to train our network. Our training recipe is as
follows: (1) L2 gradient-clipping with 0.5, (2) drop-out [28]
with a keeping probability 0.25 for the fully connected layer,
and (3) batch normalization [29] for the two convolutional
layers. We tried to use the regularization methods such as L2
regularization and decov [30] and observed no performance
improvements, as the batch normalization and drop-out
are known to have regularization effect themselves. The
weight matrices of the convolutional layers, the FC layer,
and the output layer are initialized by He’s algorithm [31],
and bias vectors are initialized with zeros. In the following
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TABLE 3: Experimental results with the PDF dataset, where the two values of each cell are of ‘benign’ and ‘malicious) respectively.
Model Precision Recall F1
DT 96.00/90.30 89.70 / 96.30 92.70/ 93.20
NB 88.40/99.70 99.70 / 87.00 93.70 / 92.90
SVM 94.70 / 98.90 99.00 / 94.40 96.80 / 96.60
RF 93.50 / 99.40 99.40 / 93.10 96.40 / 96.10
Emb+Conv+Conv+Pool+FC 99.76 /100.0 97.37 1 97.37 98.48 / 98.65
Conv+Conv+Pool+FC 99.78 /100.0 92.62/97.27 95.71/98.61
Emb+Conv+Pool+FC 99.73/100.0 94.94 /97.78 9712/ 98.87
Emb+Conv+Conv+FC 99.67 /100.0 97.78 1 92.32 98.55/96.00
Emb+Conv+Conv+Conv+Pool+FC 99.70 /100.0 92.21/95.35 95.36 / 97.60

subsection, we demonstrate the performance of our network
by experimental comparison with the other classifiers and
different networks.

4.3. Result. One unfortunate aspect of the field of malware
detection is that there is no available public dataset for various
reasons. The dataset easily obtainable from public is often
not of a sufficient quality, so previous studies could not
compare performance (i.e., accuracy) across works because
of different data characteristics and labelling procedures. It
is inevitably hard to compare our performance with other
state-of-the-art studies for the same reason. We compare our
network with some comparative machine-learning methods
and CNN models with different settings. The measurement
is conducted using 10-fold cross validation, where the perfor-
mance values (i.e., F1score, precision, and recall) are averaged
values of three distinct trials.

The experimental results are described in Table 3,
where the two values for each cell correspond to the
‘benign’ and ‘malicious’ classes, respectively. For example,
the F1 scores of random forest (RF) are 96.4 for ‘benign’
and 96.1 for ‘malicious’ For the four traditional machine-
learning models (e.g., DT, NB, SVM, and RF), the values
of the input sequence are treated as nominal values. We
tested five different structures of CNNs. The first network,
Emb+Conv+Conv+Pool+FC, is the best structure which has
an embedding layer, two consecutive convolutional layers,
a pooling layer, and a fully connected layer followed by an
output layer. The number of epoch differs from networks
according to the complexity (i.e., the number of layers and
parameters) of the networks and the dataset size. For instance,
the first network is trained through 30 epochs, whereas
training of the second network requires 25 epochs.

Among the traditional machine-learning models, the
support vector machine (SVM) exhibits the best F1 scores and
random forest (RF) has the comparable results. As also shown
in Table 3, it seems obvious that the five CNNs outperform
the traditional machine-learning models. From the results
of the five networks, we can find two main observations.
First, the embedding layer (Emb) seems to play a significant
role in better representation of byte sequences, as the second
network without the embedding layer exhibits much worse
F1 scores than the other networks. Second, the stacked
convolutional layers enable interpreting high-level patterns,

and the optimal number of layers seems to be two. The third
network having a single convolutional layer and the fifth
network having three convolutional layers are worse than the
first network. The fifth network especially has the worst F1
score among five networks. This indicates that more stacked
layers are not always better than shallow networks.

4.4. Discussion. The experimental results can be summarized
in two aspects. First, the convolutional neural networks
showed superior performance than the traditional machine-
learning models. The FI score of the proposed network is
almost 2% greater than the SVM, which can be explained that
the convolutional neural networks have better comprehensive
power to analyse the underlying spatial patterns of the
byte sequences. Second, it seems that the embedding layer
followed by the two convolutional layers is best suited to
representing high-level patterns of malicious actions. Less or
more stacked convolutional layers gave worse results.

Other than the two aspects, we need to discuss about
the parameter settings for training. The results of Table 3
are obtained from the network trained with the dimensions
and the parameters as aforementioned in Model part. We
found the optimal parameter setting by grid search, and some
remarkable results with different settings and dimensions are
summarized in Table 4. The first two rows correspond to
the embedding size E, and the last two rows are associated
with the pooling size P. Other remaining rows are related to
the training recipe, such as drop-out, gradient-clipping, and
batch normalization. The drop-out together with the batch
normalization was helpful to generalize the network, and
we observed no improvements with additional regularization
methods. The gradient-clipping made the network more
robust, as it prevented from tripping over desirable points of
the gradient space.

We also checked the training time of the comparable
methods. Table 5 shows the elapsed seconds for training dif-
ferent methods. The training of the four traditional methods
is performed on a machine of Xeon E5-2620 V4 with 128GB
RAM, while the CNN models are trained using a machine
of i7-9700K with 64GB RAM and two RTX 2080 Ti. The
training time of the CNN models strongly depends on the
performance of GPUs. All methods are trained using the 1,978
instances, and the number of epochs is equally 30 for the
CNN models. Note that the fourth CNN model without a
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TABLE 4: Experimental results with different settings, where the two values of each cell are of ‘benign’ and ‘malicious, respectively.

Dimensions & Training options Precision Recall F1

E=15 99.68 /100.0 92.52/95.75 95.34/97.82
E=35 99.73/100.0 94.03/97.47 96.58 / 98.71
Drop-out with 0.5 99.70 /100.0 93.53 /9737 96.23/98.66
L2 gradient-clipping with 0.3 99.74 /100.0 95.25/9717 9717 / 98.55
L2 gradient-clipping with 0.7 99.70 /100.0 9211/ 9778 95.14 / 98.86
w/o batch-normalization 99.70 /100.0 95.96 / 9727 97.68 / 98.61
P=50 99.70 /100.0 95.05/97.07 9713/ 98.50
P =150 99.76 /100.0 93.83/97.88 96.29 / 98.92

TABLE 5: Training time of comparable methods.

Model Time (seconds)
DT 0.69

NB 0.16

SVM 750.88

RF 1.56
Emb+Conv+Conv+Pool+FC 22.07
Conv+Conv+Pool+FC 21.12
Emb+Conv+Pool+FC 13.85
Emb+Conv+Conv+FC 31.52
Emb+Conv+Conv+Conv+Pool+FC 23.16

pooling layer takes much longer time than the other three
CNN models. The reason is that the pooling layer has an effect
of reducing the filter sizes, so the fourth CNN model has
greater number of parameters to train. Except for the SVM,
the traditional models seem computationally more efficient
than the CNN models. One of the reasons for the lagging
of training SVM must be the use of Poly kernel function.
We may use another kernel functions (e.g., linear kernel), of
course, but it will probably degrade accuracy. As the training
of random forest (RF) is much faster than the CNN models,
it might be preferred to choose the RF model if we want
efficiency with a small loss of effectiveness (i.e., accuracy).

5. Conclusion

The threat of malicious documents keeps growing, because
it is difficult to detect the malicious actions within the docu-
ments. In this work, we proposed a new convolutional neural
network designed to take a byte sequence of nonexecutables
as an input and predicts whether the given sequence has
malicious actions or not. We illustrated how we design the
network according to the characteristics of the input data
and provided discussion about the experiments using the
manually labelled dataset. The experimental results showed
that the proposed network outperforms several represen-
tative machine-learning models as well as other convolu-
tional neural networks with different settings. Though we
conducted experiments only with the PDF files, we expect
that this approach can be applicable to other types of data
if they contain byte streams. Therefore, as a future work, we

will collect data of other file types (e.g., .rtffiles) and perform
further investigation.
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More and more users are uploading their data to the cloud without storing any copies locally. Under the premise that cloud users
cannot fully trust cloud service providers, how to ensure the integrity of users’ shared data in the cloud storage environment is one
of the current research hotspots. In this paper, we propose a secure and effective data sharing scheme for dynamic user groups. (1)
In order to realize the user identity tracking and the addition and deletion of dynamic group users, we add a new role called Rights
Distribution Center (RDC) in our scheme. (2) To protect the privacy of user identity, when performing third party audit to verify
data integrity, it is not possible to determine which user is a specific user. Therefore, the fairness of the audit can be promoted. (3)
Define a new integrity audit model for shared cloud data. In this scheme, the user sends the encrypted data to the cloud and the
data tag to the Rights Distribution Center (RDC) by using data blindness technology. Finally, we prove the security of the scheme
through provable security theory. In addition, the experimental data shows that our proposed scheme is more efficient and scalable

than the state-of-the-art solution.

1. Introduction

As an emerging network storage technology, cloud storage
has been extended and developed in cloud computing.
Cloud computing systems are transformed into cloud storage
systems when the core of computing and processing is to store
and manage massive data. In simple terms, cloud storage is an
emerging solution that puts storage resources on the cloud for
people access.

The user can access data on the cloud easily through
any connected device whenever and wherever. Through data
storage and sharing services in cloud computing, group
members can share data in the form of a group. As a member
of a group, users can not only access the shared data, but
also modify the shared data. While cloud computing makes it
easier for users to share data, users are still concerned about
the security of data, especially the integrity of data, due to
some security factors in cloud storage. The effective way is
to use third party auditor (TPA) to achieve the purpose of
validating shared data integrity. However, third party auditor
(TPA) can obtain the block identifier (that is, the identity of
each shared block signer) during the process of verifying the

data integrity. If these identity information and confidential
information in the shared data group cannot get effective
protection, they will be leaked to a third party auditor (TPA)
such as the situations that user in the group plays a crucial
role or data block in the shared data has higher value.
Although the current public auditing scheme for sharing
data solves the problem of user identity protection, it also
brings dynamic changes in the group. However, the identity
of group members who maliciously modify the shared data
cannot get traced. We can observe that the amount of
computation is comparatively large during the signature of
data blocks by cloud users, which takes users a long time with
limited resources. This paper proposes an auditing scheme
that supports user identity tracking and lightweight sharing
of cloud data, which enables traceability of user identities
and reduces the burden on the resource constrained users.
Using the data storage and sharing services provided by
cloud server, legitimate users can easily form a group by
sharing data with each other. That is to say, the users can
create data and share it with others in the group. Users
in the group can not only access the shared data, but also
modify the shared data. Although cloud service providers
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provide users with a secure and reliable storage environment
as much as possible, data integrity can still be compromised.
For example, it is considered that operational errors, data
hardware and software failures, may lead to data tampering
and data loss. This series of problems happened to us [1].

2. Related Work

Users always pay more attention to data security in the cloud.
In recent years, data integrity schemes have become one of
the research hotspots. With the help of data integrity schemes,
any data corruption or deletion can be discovered in time and
then necessary measures can be taken to recover the data. To
develop a better understanding of data integrity schemes, we
carry out the relevant work from the audit model, soundness,
and other aspects.

Performance. Many researchers have proposed a series of
schemes to this problem. On the one hand, how to solve the
problem of user revocation? Wang et al. [2-7] noticed the
problem of shared data integrity verification and proposed a
public auditing method that supports efficient user revoca-
tion for shared data. To sum up, this scheme introduces proxy
resignature technology to solve the problem. However, when
the user is revoked, the cloud server is allowed to replace
the previously signed data block of the revoked user to a
legal group instead of the group member, which can cause
efficiency problem. In addition, in scheme [8], the authors
propose to enable efficient user revocation in identity-based
cloud storage auditing for shared big data. On the other hand,
Yuetal. [8, 9] proposed the issue of key security among cloud
users. In these schemes, the key exposure in one time period
does not affect the security of cloud storage auditing in other
time periods and verifiable out-sourcing of key updates.

Identity Privacy. With the development of related technolo-
gies in cloud computing, public audit of shared data integrity
has attracted more and more attention. Yu et al. [10] proposed
that the storage and sharing services of cloud servers allow
users to share data in the form of a group. As a group member,
they have the right to view and modify shared data. Although
users can easily share data, data integrity issues remain [11,
12]. Using TPA for public auditing results in the leakage of
user’s identity privacy [13]. Wang et al. [14] fully considered
the confidentiality of the data in the public audit process
and proposed a privacy scheme that used ring signature
to protect group member. Adopting the ring signature can
ensure that the TPA protects the user’s identity privacy while
verifying the integrity of the data. However, the efficiency
of the scheme is reduced by the increasing number of team
members. Meanwhile, the client also takes a lot of computing.
Therefore, the scheme does not apply to large user groups.
Shen et al. [15] proposed a lightweight auditing scheme for
shared data privacy protection, taking full account of the
computational limitations of the resource constrained client.
Using data blindness methods, the scheme allows (TPM)
Third Party Medium instead of group users to sign the data. It
not only reduces the burden on the client, but also ensures the
privacy of identity during public auditing. Thus the identity
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of the data owner can be protected. However, this scheme
does not support group dynamics and the traceability of
data blocks. Wang et al. [16] proposed another public audit
method for sharing data privacy protection. Using dynamic
broadcast technology, group members can be signed as the
owner of the data when modifying the shared data, thereby
protecting the privacy of the group members. It not only
realizes the dynamic operation of data by group members,
but also supports group dynamics. However, this scheme does
not protect the identity of data owner, making the TPA steal
the identity of the data owner during public auditing, and it
does not support the traceability of data blocks.

Public Auditability/Private Auditability. The first method [17]
allows only the data owner to audit. The second [18] method
allows a third party auditor to audit. The audit process
in both approaches is performed without retrieving the
remote data. If only the data owner can verify the integrity
of the outsourced data, then this scheme is considered to
provide private auditability. However, in some cases, it is not
practically feasible for the data owner to remain online all
time for data integrity verification. Hence, the data owner
can delegate this responsibility for integrity verification to a
third party auditor or other users. A data integrity scheme
must have public auditability property to support this audit
delegation.

Dynamic Data Handling. Data can be either static (backup or
archival data) or dynamic nature (supporting operations like
insertion, deletion, and modification). Providing integrity for
dynamic data is more challenging than static data or just
attaching data. Most of the schemes proposed in the literature
are not able to handle dynamic data, such as the description
of the schemes [19, 20] dynamic data handling characteristic
demands that data integrity should remain intact, even after
insertion, deletion, or modification.

Soundness. An untrusted server cannot able to deceive a
challenge request. In the schemes of Wang [21] and Zhang
et al. [22], the soundness property of data integrity schemes
ensures data reliability. Data integrity schemes are designed
to prevent tampering. Therefore, if metadata is tampered with
or corrupted intentionally or unintentionally by the CSP, this
should be timely identified by a data integrity scheme. If the
CSP can pass a challenge request without holding the data or
with corrupted data, then a client will never be able to identify
data corruption promptly, and the value of the data will be
lost. Therefore, a good data integrity scheme requires that the
server’s response must be reliable.

Privacy Preserving. Privacy protection should be emphasized
in the process of data integrity verification. As involved in the
scheme [23], privacy concerns are introduced due to public
verifiability. On the premise that the data owner will not allow
the disclosure of his private data to a third party auditor,
the privacy preservation property demands that a third party
auditor should not obtain any confidential information about
the user’s data but can still verify the integrity of outsourced
data.
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Fairness. In the scheme [24], fairness means that a data
integrity scheme should provide protection for an honest
CSP against legitimate but dishonest users, who may attempt
to accuse CSP of manipulating the outsourced data. If a
data integrity scheme does not support fairness, it means
dishonest users can damage CSP reputation.

Organization. The organization of the paper is as follows: the
first part introduces the research status and background of
cloud sharing data; the second part introduces the relevant
work; the third part introduces the relevant knowledge; the
fourth part describes the system model and each function of
its entity, and describes the integrity audit scheme in detail;
the fifth part analyses the security of the scheme, including
the correctness analysis, unforgeability analysis, and proof
of identity privacy by using provable security theory; the
sixth part analyses the performance of the proposed scheme,
including the functional comparison and efliciency analysis
among different schemes. Finally, according to the advantages
and disadvantages of this paper, we will formulate our next
research direction.

3. Preliminaries

3.1. Bilinear Pairings. Let G, and G, be two multiplicative
groups of the prime order q, and g,, g, be generators of group
G,. A bilinear pairing is a map &: G; x G, — G, with
following properties.

(1) Bilinearity

For Vg, 9, € G, and a,beg Z,, o
1

R - ab
there is e(gl,gg) =é(91,9,)

(2) Nondegeneracy

e(g91,9,) # 1 (2)

(3) Computability. There is an efficient algorithm to compute
this pairing.

3.2. Data Blindness. In general, the blindness of the data is
that user A passes the encrypted data to user B and user
B cannot infer the plaintext of user A based on these data.
Therefore, users are protected as privacy. Among them, a
simpler and less computational scheme is proposed in the
paper, which can complete the blinding of data. The method
is as follows: user A blinds the data block by using the random
function and sends it to user B. User B cannot obtain the
original data.

3.3. Security Theory Assumption

Definition 1 (DL problem). Unknown a® _z*, g is the genera-
tor. Given g” calculate o.

Definition 2 (DL assumption). The probabilistic advantage
of algorithm B to solve the DL problem in probabilistic
polynomial time is

Advpy (B) = pr[a «— B(g,g")] (3)

If Advp, (B) is negligible, it is called the DL problem which is
difficult.

Definition 3 (DCDH problem). Known a,b® z3, given g'/*
and ¢, calculate g*.

Definition 4 (DCDH assumption). The probability that algo-
rithm B solves the DCDH problem in probabilistic polyno-
mial time is

Advpepy (B) = pr[g° — B(g.9%. 9°) (4)

If Advpepy(B) is ignored, it is difficult to call the DCDH
problem.

3.4. Dynamic Broadcast Technology. Broadcast encryption
technology is capable of transmitting encrypted information
to group members over a broadcast channel. During the
dissemination of this information, only members of the group
can decrypt the message. Compared with traditional BE, BE
can effectively support the dynamic changes of the group.

3.5. Data Sharing Integrity Verification Threat Target

Cloud Server Storage Problem. Cloud servers face the prob-
lems in situations where data is lost or data preservation
is incomplete. Considering the interest of cloud service
providers, to protect their reputation, they may have the
potential to defraud public auditors.

Data Leakage Problem. In the process of integrity auditing
performed by the third party audit, when the cloud service
provider submits the certificate to the TPA for complete
public verification, the cloud service provider also sends
the linear combination value of the data to the third party
audit. This leads to the possibility that third parties may steal
content from shared data and infer the identity of the relevant
user.

Data Tamper Problem. As for shared data in the cloud, team
members may make malicious changes, resulting in the fact
that shared data is not available. However, due to the fact that
users cannot be traced back to a particular cloud, resulting in
data being tampered with, so they still cannot determine the
user’s identity.

4. Our Construction

4.1. System Architecture

Rights Distribution Center (RDC). Figure 1 shows the cloud
shared data model. In the process of data integrity verifi-
cation, users, third party audit, and cloud service provider
are often involved in privacy disclosure and user identity
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traceability issues. In this paper, by introducing the Rights
Distribution Center, as shown in Figure 2 the users will
be reasonably grouped and the RDC will record the oper-
ations of the data performed by the user. The RDC first
performs an initialization operation to set global parameters
(Gy, G;, 8, g, 4, PK) for the system. RDC selects x as its own
private key and X; € Z{ as the private key of the member M;
and sets a hash function H: Z; — G;. Secondly, the RDC
generates auxiliary information of the relevant data according
to the (id;,§;) sent by the user. The relevant information
is counted in the table. Finally, when the user requests to
operate on the data, the RDC will record the operation of the
corresponding user to achieve identity tracing.

User. As a member of the cloud sharing data service, after
registering an account, the user needs to insert, modify, and
delete his or her own data. As shown in Figure 3. In the
scheme, when the user sends the data to the cloud service
provider, the user first performs data blinding operation on
the data. On the one hand, the user blinds the data using
the pseudorandom function and sends the blinded (5) to the
cloud service provider.

mi' =m; + g (5)
On the other hand, the user sends the tag §; generated by

his data block to the Rights Distribution Center. Finally, the
cloud user generates its own integrity verification request.

0,=0 e (%)_rj (H(id,) » u®)" (6)
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According to the auxiliary information sent by RDC and
its own private key, the audit request is sent to the TPA. The
third party audit center verifies the integrity of the data and
returns the results to the user.

Cloud Service Provider (CSP). The cloud storage service
provides data owners with data storage capabilities, so that
the client does not need to back up locally when using
it, reducing the pressure on local storage. When the cloud
service provider receives the challenge of the TPA, the cloud
service provider generates evidence to indicate the integrity
of the data and sends it to the TPA based on the stored file.
According to the proposed scheme, on the one hand, the
cloud service provider processes the data sent by the user and
obtains the original data through processing. It will use the
pseud random key 7 to get the original data m; and store
the data in the next step. On the other hand, according to
the challenge sent by the TPA, the cloud service provider
calculates the &, corresponding to m;. It calculates the linear
combination value u of the sample block, and sends proof =
(0,u) to TPA, from which the TPA detects whether the data
is complete. Figure 4 provides a brief description of the cloud
service provider.

Third Party Audit (TPA). In Figure 5, when receiving a user’s
audit request, the TPA first sends a challenge to the cloud
service provider and then verifies the data based on the
evidence returned by the cloud service provider to determine
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TaBLE 1: The meaning of the notation.

Notation Meaning Notation Meaning
e A bilinear pairing map name Representative data identifier
H A hash function id; The identity of the user
G, G, Multiplicative groups with order q m/ The blinded iy,block
Z A prime field with nonzero elements v Random select from Z;
F The data file shared in the cloud X The group member’s secret key
m, The i, block of the shared cloud data file,that is F={m;,m, m; - - - m,} le 121; group member’s partial secret
i Represents data block number X The RDC'’s secret key

The proof message sent to TPA by
chal The challenge message sent to CSP by the TPA proof the CSP
audit request The audit message sent to TPA by the RDC TPA Third party audit
RDC Rights distribution center User Receive cloud service
CSP Cloud service provider UIT User identity table

Identity Privacy. TPA cannot determine which user sent the
Identity audit request during the validation of data integrity.

The cloud sharing model mentioned in this paper
includes RDC, CSP, TPA, and Client. In the following intro-
duction, the relevant notations are shown in the Table 1. The
details of the algorithm are shown in Figure 6.

TPA . .
(1) Setup. User can be expressed as Mj(]=1, 2...s) in the
; scheme. The initialization work is completed by RDC. RDC
ilzgrfzy chiﬁrelige generates two multiplicative groups G,,G,,

FIGURE 5: Third party audit.

whether the data is complete. Finally, the TPA returns the
result of the integrity verification to the user. If it is complete,
it returns 1; else it returns 0. In this scheme, we first initialize
the user identity hash value as a reservation to the TPA. It will
be used to verify the identity of the user. After the identity of
the user is verified by the TPA, the TPA sends a challenge to
the cloud service provider. Receiving the evidence returned
by the cloud service provider, the TPA verifies whether (7) is
true to judge the integrity of the data.

é(HH (id;)" « ”“’K) =2(g.0) 7)

i€l

4.2. The Proposed Scheme. To verify the integrity for shared
data efficiently [15, 25-30], our scheme is designed to achieve
the following goals.

Cloud Data Privacy. In our scheme, we need to make sure that
TPA does not know the real data from the user. At the same
time, it cannot get the content of the real data from the cloud
response in the audit phase.

Audit Soundness. When the cloud stores the data intact, the
cloud server can be validated by TPA.

&G, xG, — G, (8)

RDC selects two independent generators g, 4 € G,
chooses a hash function H:Z; — G, and calculates

PK = g 9)

RDC selects X; € Z; as the private key of member M;
and selects x as its own private key. Select r; and calculate
gh. So the public parameters are (G,,G,,&, g, 4, PK). RDC
distributes the private key to user.

(2) Encryption. The user selects the file and divides the file into
blocks M = {m;,m,,my------ m,}. The user’s identity can be
identified as id;. For each file block we can make the following
operations. First, the file is blinded; we blind the data by using
pseudo-random functions. We use a; = f,, (i,name). Each
blinded file block is ] = m; + a;. Second the user generates a
file label for each file block by using a short signature Tag,, .
For convenience, we use J; to represent Tagmi. On the one
hand, the user sends (mlf, 1) to the CSP. On the other hand,
the user sends (id;, §;) to RDC. Once RDC receives the user’s
(id;, 6;), it will generate user’s identity table referred to as UIT,
which is shown in Table 2. RDC chooses x as its own private
key and calculates

x;:x—xj (j=1,2-5) (10)
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1. Generates a group private key x; 2.Generates a group public key g*;

RDC —

User

TPA "

3. Selects x; as private key of memberM;; 4.Sends x; to member Mj;

5. Data blinding m! = m; + a; ; 6.Generates file tagd;
7. Sends(mf, ;) to CSP; 8.Send(id;, §;)to RDC;

9. Generatesa; = o » (PK/g*i)™"i (H(id;) « ;46")"]';
10. Sends audit request :{H(id;), 0;} to TPA;

11. Accepts audit request {H(id;), 0;} from User;
12. Sends chal = {(H(id;), v;, 0;)};¢1 to CSP;

17. Verifies &(I1;c; H(id;)" « ut, PK) = &(g, 0);

13. Accepts chal{(H(id;), v;)};c; from TPA;

CSp —_—

14. Computes a; = f,, (i, name).getting m;;

15. Computeso = ILie; 07" u = Y, v;0;
16. Sends proof = (g, u)to TPA;

FIGURE 6: The relationships and interaction order of four entities.

TaBLE 2: User identification table.

No id tag Identity hiding Member private key
1 id, 8, H (id,) X,
id, 6, H (id,) X,
3 id, 5, H (id,) X
n id, S; H (id,) x;
TABLE 3: Stores related user hash values.
No The hash of the user’s identity
1 H(id,)
H (id,)
H (id,)
n H (id,)
Using 6, and x;, RDC calculates o;.
o = (H (id;) » uigh )xj (11)

Send o] to the user. The RDC sends the hash value to the
TPA. As shown in Table 3, TPA keeps a copy of the legal user’s
identity table.

(3) Audit Request. User calculates ; by o;.
) (PK\TT sy
Gizoi-<?) (H(zdi)-y ) ’ (12)

Send an audit request {H(id,), 0;} to the TPA.

(4) Send Challenge. TPA receives and uses the look up table
to determine whether it is a valid identity. If it is an invalid
user, the result is returned to user. If it is a legitimate user, the
TPA sends the corresponding challenge to the cloud service
provider.
The TPA randomly selects v; € z; and sends (13) to CSP.
chal = {(H (id,) , v;» 0;)},; (13)
The cloud server uses the pseudorandom key m; to
compute

a; = fr (i,name) (14)

thus restoring the original data m;. According to a
random value, calculating the m; corresponding &; by the
CSP.CSP aggregates

o= H O’ivi (15)
iel
and calculates a linear combination of sampling blocks
u= Z Vi(Si (16)
i€l

Then the CSP sends proof= (o, u) to the TPA as an
evidence of whether the data is complete.

(5) Verify. TPA receives proof= (0, u) and verifies whether the
equation is true. If the equation is satisfied, it means the data
is complete, and then the TPA returns 1; else it returns 0.

(6) Members Join or Remove. When a member joins, the new
user needs to register the corresponding account firstly and
sends his identity to the RDC. RDC will redistribute the key
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to the user. The user who gets the key will have the same
rights as other users and he can perform data processing on
the shared data. At the same time, RDC will also add this
new user in the user identification table. When a user wants
to leave the group, or if some malicious users are removed
forcibly, RDC will mark the user’s key as a special treatment.
When a user with the same key logs in again, the user can no
longer continue to view and modify the data.

(7) Members Modify Data and Achieve Identity Tracking.
When the user wants to modify his own data, the user needs
to send a request to the CSP. After the CSP authenticates, the
CSP immediately informs the RDC and the RDC will use
the dynamic broadcast list to broadcast in the group where
the user is located. They can receive information about the
data change. If there is no objection, the RDC will record
the identity of the member. And the CSP will rereceive
the user’s modified data. When there is an argument about
the operation of the data block m;, the RDC can find the
dishonest member by looking up the operation of the relevant
user. The RDC finds the corresponding element by looking up
the list (id;, §;). Finally, it finds the cloud user M I

5. Security Analysis

In this section, we will prove the correctness, unforgeability,
identity privacy protection, data confidentiality, and identity
traceability of the scheme in detail. By certification we
can make a conclusion that the proposed scheme has high
security.

5.1 Correctness Analysis. In this paper, the correctness firstly
means that a cloud user uploads data to a cloud server, after
receiving permission from the RDC. We do this by applying
for authentication. Only legitimate users can apply for this
right. Malicious users are flagged and locked in time.

Secondly, correctness means that after a cloud user
obtains reasonable authority and sends an audit request to
the TPA, the TPA receives the evidence sent by the cloud
service provider to perform data integrity audit. Therefore,
the correctness of the scheme is that TPA can complete the
integrity verification through the evidence provided by the
cloud service provider, thus giving the cloud user an accurate
answer to the data integrity audit. If the data is complete, the
result is 1 and if the data is incomplete, 0 is returned. Now it
is proved in detail as follows.

We can prove that the validation results are correct; that
is, the left side of the equation equals the right.

i€l

E(HH(idi)v" -u",PK> =2(g,0) (17)
Firstly, we simplify the equation

o=l (26) (16aye "

!

= (H (ldl) . [,{6" . gri)xj

7
= (H(id) i+ g7) "« <g—;)_rj
g J
< (H(id)) « ¢*)" = (H(id;) » u®)"
(18)
Secondly, we calculate
é(g.0) = E(Q’H(EV’>
iel
=e( o[ T((H(d,) - ,ﬁ)")”)
iel
=e 9, 1—[ O'ivi >
iel (19)

= é( (H (id;)" « u*, PK>
i€l

The proof is over, so we can know that when the cloud
server can save the data correctly, we can verify the integrity
of the data through the evidence sent by the cloud service
provider.

5.2. Unforgeability Analysis. Based on the security definition
based on the discrete logarithm problem, we assume that
there are malicious attackers who can falsify evidence and
successfully authenticate with a third party. There must be
an algorithm that solves the difficult problem of discrete
logarithms based on the probability of nonnegligible. In order
to complete the statement that the evidence in the scheme is
not falsified now, we make the following game.

Game. We assume that there is shared data M. When a third
party audit sends a challenge to the cloud service provider,
challenge is {id;, v;}. The evidence generated by the original
data is (o, u) when the cloud based on the data M' (M + M');
the service provider assumes that the evidence it generates is
(o,u"), and we specify u # u'. If the TPA passes the integrity
verification, then we say that cloud service providers have
won this game.

When the cloud service provider wins the game, we can
get the two TPA equations for verifying the data’s integrity:

é(g,0) = é(l_[ (H (id;)" « 4", PK> (20)

i€l

O A (CTC R B

i€l



Through the above two formulas, we know that g, y are
generators of G;. And we know that PK=g%, so PK is also
a generator of group G,. By applying the relevant proper-
ties of the bilinear map, we can infer the following equa-
tions:

!

[/tu = ‘uu (22)
y=g"'PK"? (rl,r2 from Zq.) (23)
‘uAu — (grl PKTZ)AM — 1 (24)

From the above three equations, we can infer that

PK = gx _ g—rlAu/rzAu (25)

From this, we can conclude that

X = LAu (26)
- r,Au

By observing the above formula, we find that the value
of x can be solved when this equation is established, which
is known from our previous game definition that Au#0.
Therefore, the equation is meaningless only when r, is zero.
We can calculate it. The probability of finding x in the
group Z, is 1-1/q. Since q is a large prime number, the
probability of 1-1/q cannot be ignored. That is, when the cloud
service provider wins this game, we can solve the problem
of discrete logarithm with a nonnegligible advantage. This
is contrary to the difficulty of discrete logarithm. Therefore,
cloud service providers mentioned in the scheme can only
pass the verification of the TPA if they provide the correct
evidence, which illustrates that the proposed scheme has
unforgeability.

5.3. Identity Privacy. As described in this scheme, the user’s
identity privacy means that when the TPA receives the audit
request sent by the user, it cannot obtain the identity of the
user from the audit request.

When we perform data integrity verification, we should
pay attention to the protection of user’s identity privacy. In the
process of integrity auditing by a third party audit, the identity
verification process hides the identity of the user by exploiting
the good nature of the hash function so as to better protect the
user’s identity privacy. Specifically, on the one hand, during
the integrity audit process, when the TPA authenticates the
user, it is not necessary to directly compare the user’s specific
id value but rather compares the hash value stored by the
third party audit center with itself. If the hash value shows
that the user identity exists, then the identity of the sender
of the audit request can be verified, and the third party audit
center can send evidence to the cloud service provider. On
the other hand, TPA cannot infer relevant information about
the user’s identity based on the audit request sent by the
user.

5.4. Data Privacy. In the scheme proposed of this paper,
the privacy of data refers to when a user sends a data
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TaBLE 4: Comparison of scheme features.

Features Scheme Scheme Scheme Our
[14] [15] [16] scheme

data block

identity privacy v v v v

Dynamic group X X v N

Identity tracking X X X v

Cloud user

identity privacy % v x v

authentication request: on the one hand, the information
about user’s data cannot be acquired by other parties except
for the server; on the other hand, the user combines data.
When the audit request is sent, the user’s data information
is not leaked out to the third party audit center during the
processing of the audit request.

6. Results and Discussion

6.1. Algorithm Function Analysis. In cloud computing, data
is usually shared by several users. Through comparative
analysis of different schemes, as shown in Table 4, we can
compare and analyze the different functions involved in
the scheme, including identity tracking, data block pri-
vacy, dynamic groups, and identity privacy. Therefore, on
the one hand, we can have a basic understanding of
our schemes function. On the other hand, we can better
conduct the next step of research by comparing different
schemes.

6.2. Algorithm Performance Analysis. In this section, we per-
formed the following experiment. Based on these functions,
we designed several experiments to assess the workload of
involved entities. These experiments are carried out on a
server running Linux OS with an Intel Pentium processor of
2.70GHZ and 4GB memory.

In terms of audit generation time efficiency, we evaluated
the authentication algorithm. In terms of running time, we
compared the efficiency of the three schemes (Yang [31],
Ateniese G [32], and Wang [14]). The experimental results are
shown in Figures 7 and 8. Our signature scheme is based on
the BLS signature scheme and it is similar to the Yang [31]
scheme. The scheme of Ateniese G [32] is based on proxy
resignature. The computational cost is mainly the resignature
of the data block and the modular exponent calculation on
the G, group. The scheme of Wang [14] is based on RSA
signatures. Its computational complexity is similar to that of
ring signatures, and the amount of computation is also huge.
It can be seen from the figure that Ateniese G [32] and Wang
[14] are very time consuming, so our scheme has advanta-
ges.

We compare the time-consuming calculation with the
number of other challenge blocks. The running time is shown
in Figure 9. We can see the calculations of the three schemes,
our scheme, Dongare D [33], and Yuan ] and Yu [34].
The amount of computation for the three schemes is linear
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FIGURE 8: Challenge audit time.

with the number of data blocks being challenged increasing
or decreasing. The more data blocks are challenged, the
more time it takes to calculate. In the same experimental
environment, our scheme spends less time than Yuan. J's
scheme in calculating time. It takes more time than the
Dongare D’s scheme. However, this scheme can only achieve
identity privacy; it cannot implement identity traceability. In
terms of feasibility, our scheme has more obvious advantages.
Specifically, generating a challenge message that specifies 400
random blocks takes only about 20 milliseconds, while the
time specified as 1000 blocks increases to 50 milliseconds.
The scheme meets the current mainstream cloud server
configuration and it has strong feasibility.

160 —
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the number of data blocks in shared file(x 103)

FIGURE 9: Authenticator generation time.

7. Conclusions

According to the above analysis, we can see that our proposed
scheme is able to realize the desired security goals. In this
paper, we establish a data sharing framework in cloud envi-
ronment and propose a public auditing scheme with identity
privacy and identity traceability for group members. The
proposed auditing scheme achieves the security requirements
that a well-constructed auditing scheme for shared cloud data
should satisfy. As far as future work is concerned, we will
continue to study how to improve the allocation of rights
in the data integrity audit process and how to improve the
security level of user data and protect identity privacy. The
above will be the focus of our next research.
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In order to obtain high quality and large-scale labelled data for information security research, we propose a new approach that
combines a generative adversarial network with the BILSTM-Attention-CRF model to obtain labelled data from crowd annotations.
We use the generative adversarial network to find common features in crowd annotations and then consider them in conjunction
with the domain dictionary feature and sentence dependency feature as additional features to be introduced into the BiLSTM-
Attention-CRF model, which is then used to carry out named entity recognition in crowdsourcing. Finally, we create a dataset to
evaluate our models using information security data. The experimental results show that our model has better performance than

the other baseline models.

1. Introduction

Named entity recognition (NER) aims to extract various
types of entities from text. This is a fundamental step in text
mining and has received much attention recently, especially
in medicine [1-6] and biochemistry [7-10]. In contrast, the
development of NER tasks in information security has been
relatively slow. In previous works, several methods have
been proposed for extracting vulnerabilities and extracting
information from unstructured texts [11-14]. In the past two
years, research into NER has basically entered a stagnant state
in the domain of information security. The lack of large-scale
labelled data in this field is one of the main reasons for this
situation.

Snow et al. proposed a way to quickly and cost-effectively
obtain large-scale labelled data using Amazon Mechanical
Turk [15] and demonstrated that nonexpert annotations
were relatively useful for training models [16]. We can use
crowdsourcing as an effective way of obtaining large-scale
labelled data at low cost within a short time. However, in a
professional field, crowd annotations may be of lower quality
than those of experts, and we therefore need to integrate high-
quality consensus labelling from crowdsourcing annotations.

Although we can obtain high-quality annotations using
the majority vote method [17], this requires a great deal
of manpower, and for some sentences or entities, whose
meanings are rather ambiguous, it may be difficult to reach
an agreement among the annotators. A generative adversarial
network (GAN) has the ability to generate data. Goodfel-
low et al. proved theoretically that when the GAN model
converges, the generated data have the same distribution
as the real data [18]. Yang et al. demonstrated the usability
of the GAN model for NER using Chinese crowd-sourced
annotations [19]. However, the focus of this work is on using
the GAN model to find the features of the trust annotators,
and its application is mainly in the general domain.

In practice, there is a significant difference between entity
types used in general applications and those used in infor-
mation security. Some entity categories in the information
security domain are not simply nouns or nominal phrases, as
traditionally defined in NER. For example, consider the text:
[a Trojan] “known as ‘Bicololo’ was first discovered in Octo-
ber 2012 and specially designed to steal login credentials”. In
this sentence, the phrasal verb “steal login credentials” should
be extracted as an entity of the consequence class of the
unified cybersecurity ontology (UCO) [20]. Therefore, when
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we identify named entities in the information security field,
we need to use certain supplementary features in addition to
the traditional (word and character) features.

In this paper, we propose a new model entitled BiLSTM-
Attention-CRF-Crowd to improve the quality of the crowd-
sourcing annotations in information security. Our goal is
to combine a GAN model with the BiLSTM-Attention-CRF
model. The GAN model is used to find the common features
of annotations in order to integrate the best unique consensus
annotations and then pass them to the BiLSTM-Attention-
CRF submodel as one type of additional feature. Here, we
add an attention layer between the BiLSTM and CRF layers,
primarily to process long sentences appearing in the text. A
neural network model using a conventional encoder-decoder
structure is needed to represent the information in the input
sequence as a fixed-length vector; it is difficult to retain all
the necessary information when the input sequence is long,
especially when the length of the input sequence is longer
than the length of the sequence in the training data set, and we
therefore added the attention layer to address this limitation.
The submodel performs NER again on the crowdsourced
annotations for the information security data to improve the
quality of these annotations. The main contributions of our
work can be summarised as follows:

(I) In order to solve the problem of a lack of high-
quality annotated data in the field of information
security, a new model called BILSTM-Attention-CRF-
crowd is proposed to improve the quality of the
crowdsourcing dataset by combining a GAN model
with the BILSTM-Attention-CRF model.

(II) Due to the diversity and specificity of the entity
categories in information security, only basic features
such as word and character features are used as input
for the BiLSTM-Attention-CRF model, which cannot
meet the requirements for NER tasks in this field.
Based on this, domain dictionary features and sen-
tence dependency features are introduced. These are
used as additional features along with the common
features learned by the GAN model. The experimental
results show that these additional features have practi-
cal value for improving the performance of the model.

2. Related Works

2.1. GAN. Compared with its applications in computer
vision, the GAN model is less widely used in the field of
language processing because the values used in images and
video are continuous, and the generator and discriminator
can be directly trained using the gradient descent method;
in contrast, letters and words in text are all discrete, and the
gradient descent method cannot be directly applied. Zhang
et al. proposed the TextGAN model, which uses several
techniques to deal with discrete variables [21]. For example,
it uses a smooth approximation to approximate the discrete
output of the LSTM and feature matching techniques in the
generator training process. Since the number of parameters
in the LSTM is significantly greater than that for the CNN,
the LSTM is more difficult to train, and the TextGAN
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discriminator (CNN) only updates once after the generator
(LSTM) has been updated multiple times. Yu et al. proposed
SeqGAN, which draws on the concept of reinforcement
learning to deal with the discrete output problem. It regards
the error in the discriminator output as the reward value in
reinforcement learning and regards the training process of
the generator as a decision-making process in reinforcement
learning. This model is applied to speech text and music
generation [22]. Li et al. and Kusner et al. applied GAN
to open dialogue text generation and context-free grammar
(CFQG), respectively [23, 24]. We mainly draw on the method
of processing of discrete variables and its objective function
for feature matching in [21].

2.2. Crowdsourcing. David etal. presented a confusion matrix
for each annotator, using an expectation maximisation (EM)
estimation of these matrices as parameters and the true token
labels as hidden variables [25]. Dredze et al. proposed a
conditional random field (CRF) model for learning from
multiple annotations, but the features that the CRF can
learn are limited [26]. In previous work [19, 27, 28], the
aim was to model the differences between the annotators
and to extract the more trustworthy annotators. Although
this improves the performance of the model, this choice
of annotation is too dependent on the credibility of an
annotator.

2.3. NER in Information Security. In order to solve the
problem of a lack of large-scale labelled data, Rodrigo Agerri
et al. designed a projection algorithm to transport NER
annotations across languages [29]. However, in information
security, there are no scaled annotations sets in any language.
Giorgi et al. combined gold-standard corpora with silver-
standard corpora by using transfer learning to expand the
scale of high-quality labels [30]. However, this is applied in
the field of biology.

Few documents from the last three years can be found on
the subject of NER in information security. A small number
of works have focused on extracting vulnerabilities and attack
information from unstructured texts in the past few years
[11-14]. Bridges et al. proposed a maximum entropy model
trained with an averaged perceptron to extract entities from
text, but these authors extracted only the entities and did
not classify the types of these entities [11]. Weerawardhana
et al. extracted vulnerability information from an online
vulnerability database [12]. Lal proposed a CRF to extract
vulnerabilities from the text [13]. Mulwad et al. used wiki-
tology to extract vulnerabilities and attacks from web text,
although wikitology is an ontology in the general domain
[14].

3. Feature Selection

A high-quality feature set is key to the success of NER tasks in
information security. In this paper, we use word and character
features as our basic feature set and others (such as domain
dictionary and sentence dependency features) as two kinds
of additional features.
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3.1. Word Features. Word features (word embedding) involve
a distributed representation of a word in vector space.
This can capture semantic and grammatical information
about a word from an unlabeled corpus [31]. Words with
similar context or semantics are closer in the word vector
space, and word vectors can therefore be used for natural
language processing tasks such as entity classification, entity
alignment, and relation extraction. Word2vec [32] is the
most commonly used tool for training word vectors. In this
paper, in order to obtain high-quality word vectors, we select
94,534 vulnerability record descriptions from entries in the
Common Vulnerabilities and Exposures (CVE) corpus [33]
listed since 1997 for word vector training.

3.2. Character Features. Character features contain struc-
tural information about the name of the entity and can
represent the specific composition of the entity’s name,
especially in the information security domain. For exam-
ple, viruses such as Backdoor.Win32.Gpigeon.pd and Back-
door.Win32.Gpigeon2010.pc, which are PE viruses affecting
Windows, have the same prefix; hence, when we encounter
one these words, we know that it is the name of a PE
virus for windows, based on its prefix. Unlike traditional
manually designed character features, we can obtain the
character feature vectors for words through training. First, the
character vector of each character in the word is obtained by
querying the character table, and then the character vector
corresponding to the word is used as input for the BiLSTM.

3.3. Additional Features

3.3.1. Domain Dictionary Feature. In information security,
in order to better identify entities, it is not sufficient to
use only word and character features; we also need to add
domain knowledge, including features such as a domain
dictionary. At present, there is no established dictionary
for reference in information security, so we can use the
Internet to construct a preliminary domain dictionary. In
this paper, we use Wikipedia as a corpus and the UCO
in the information security domain to construct a domain
dictionary. Wikipedia contains three types of page: an entry
page, no_created entry page, and a list page. Entry pages
are mainly used to describe concepts. In Wikipedia, the
URLs of these three types of pages follow certain rules.
For example, the URL for the entry page is usually in the
form http://en.wikipedia.org/wiki/*, and the URL for the list
page is usually in the form n.wikipedia.org/wiki/Category.
In computer-related fields, we therefore only need to use
en.wikipedia.org/wiki/Category: computing as a crawler
input for concept capture. After the concept is captured, k-
means clustering is carried out. There are eight important
concept classes in UCO, and k can therefore be set to eight
for k-means clustering.

The resulting clustering categories are labelled by hand
and then reclassified using the Mahalanobis distance. The
specific algorithms are as follows:

(I) We have a set of classes {c, ¢, ¢} where k is the
number of classes, and {x;,xi,...xZ} expresses the

original concept vectors in class C, in UCO. Then, the
mean vector y, and covariance matrix ) , f C, are as
follows:

b= %,

Z?:I x; —Ug
o Talh-u)

= n—1

@

(IT) If w; represents the vector of the subclass of C, after
clustering, then the semantic similarity is calculated
by the Mahalanobis distance:

W-u)' Y w-u) @

a
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The clustering result is determined again. We set the
threshold y; if D,,(w;,c,) = y, then the concept
is considered not to belong to the current concept
category. The initial value of the threshold y can be
obtained from the original concept under the training
category.

(III) If a concept has not been classified into a category
after filtering, it can be judged based on its upper and
lower concept in Wikipedia. If its upper and lower
concept are not in the same category at this time, then
the distance between the upper (lower) concept and
the class centre of the category is calculated separately.
We select a category with a smaller distance as its
category. In contrast, we put the concept into the class
to whose upper and lower concept belong.

(IV) Before classifying a new concept into a category, the
algorithm returns to Step I to recalculate the mean
vector and covariance matrix for the category.

3.3.2. Sentence Dependency Feature. As discussed above, the
entity types in information security are no longer simply the
types defined in traditional NER tasks.

We use the example given above to analyse the annotation
of the semantic role and syntactic dependencies. We use
Stanford CoreNLP [34] as a syntactic analysis tool. The result
of this syntactic analysis is shown in Figure 1.

The core verbs in this sentence are “discovered” and
“designed”, and “Bicololo” is the passive subject of these two
verbs. The subject of this sentence is a worm virus from
the attacker class. If we want to extract the entity of the
consequence class, we should focus on the modifier followed
by “designed”, for which the phrase “steal login credentials” is
the open clausal complement. The open clausal complement
is a verb or a verb phrase which is used to add a description of
the core verb. At this point, we can create the following rules
for extracting consequence class entities:

(I) The subject of the sentence should be the type of
attacker entity.

(IT) We consider the verbs associated with each attacker
entity, such as “be designed to/for”, “be used to”,
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compound

specially ~ designed to steal login credentials

FIGURE 1: Sentence dependency analysis.

“result”, “cause”, and other predicate verbs and
extract the minimum verb phrases or clauses associ-
ated with these. Here, the minimum verb phrase or
clause is a phrase or clause that does not contain any
nested or identical type.

(I) If the relationship between the minimum phrase
or clause and the foregoing predicate verbs is that
of a complement or modifier, the minimum phrase
or clause can be considered as an entity of the
consequence class.

4. Model Design for BiLSTM-Attention-
CRF-Crowd

Our model focuses on two tasks. Task 1 is the generation
of crowd annotations through adversarial learning in order
to integrate the optimal single-consensus annotations. In
Task 2, the common features generated in Task 1 are used
in conjunction with the domain dictionary features and the
sentence dependency features and are input to the BILSTM-
Attention-CRF submodel for renamed entity recognition of
the crowdsourcing annotations in order to improve their
quality. The architecture of our model is illustrated in Fig-
ure 2.

The model consists of two submodels. Figure 2(a) shows
the GAN model, which consists of the generator BiLSTM-
Attention and the discriminator CNN. The crowd anno-
tations are used as input for the generator to form new
feature representations after being processed by the BILSTM-
Attention layer. The new feature representations are passed
to the CNN, which is trained using the expert annotations,
and the CNN determines whether the distributions of the
new features from the crowd annotations and the expert
annotations are consistent. If so, the new features can be
passed as one of the additional features to the model shown
in Figure 2(b); otherwise, the new features are passed back to
the BiLSTM layer. Figure 2(b) shows the BiLSTM-Attention-
CRF submodel for NER in the crowdsourced domain dataset.
Several features, such as the dictionary, sentence dependency,
and common features of the crowdsourced annotations are
input to the model to improve the quality of the crowdsourced
annotations.

4.1. Adversarial Learning for Common Features. The structure
of the GAN contains two models: a generative network
and discriminative model. The goal is to learn a generative
distribution that matches the real data distribution. More

positive
v(X)

(a) (b)

FIGURE 2: Diagram of the proposed model.

specifically, the generative network generates samples from
the generator distribution, and the discriminative model
learns to determine whether a sample is from a generative
distribution or a real data distribution.

Adversarial learning is used to find the common features
of the crowd annotations. The discriminative model is trained
using expert annotations and crowd annotations, which are
used as the input for the generated model, and the generated
feature distribution is passed to the discriminative model
and used to determine the similarities and differences in the
feature distributions of the crowd and expert annotations.
The model is repeatedly trained until the discriminator
can no longer distinguish a difference between them. At
this point, the result of the model is the set of common
features of the crowd annotations, which is also the set
of optimal single-consensus annotations that we want to
integrate. As shown in Figure 2(a), the model consists of
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two parts: the generation model composed of BiLSTM-
Attention and the discriminant model composed of the CNN.
The max-pooling layer and the softmax layer in the CNN
optimise the feature map generated by the CNN layer and
normalise the selected new features to determine whether
they are consistent with the expert annotations feature
distribution.

4.1.1. BiLSTM-Attention Model. We consider a sentence s =
{wy, w,,...,w,}, where n is the number of the words in
the sentence. Given the crowd-annotated NE label sequence
¥ = {y1 V2> --> Vu}» where y; represents the corresponding
annotation of the named entity w;, we use X; and ¥, as
the word vectors and the annotation vectors of word w;,
which are trained using word2vec, and pass them as input

to the generative model BILSTM to get the features hif cature,
where

RJe¥e — BiLSTM (%, ;) 3)

In order to obtain more important features, a new
attention layer is used above the BiLSTM layer to capture a
new representation of the feature h;:

f (hi, h]) _ (hifeature)T wah_]feuture

a;; = soft max (f (hy_y, b)) (4)

n
_ feature

= Sa

j

where w, is the model parameter.

4.1.2. CNN. Following this, we add a CNN module based
on the outputs of the BiLSTM-Attention model, to deter-
mine the similarities and differences between the feature
distributions for the crowd and expert annotations. A con-
volutional operator with a window size of five is used, and
then a max-pooling strategy is applied to the convolution
sequence to obtain the final fixed-dimensional feature vec-
tor. The overall process can be described by the following
equations:

I’; = tanh (WC [hi—Z’ hi—l’ e hi+2]) (5)

h

new = max {1y . by} (6)
where W€ is the CNN model parameters, and the activation
function tanh is used primarily to normalise and prevent
the loss of features. In the pooling method, the maximum
feature is the most important, as it effectively filters out word
combinations with less information and can ensure that the
extracted features are independent of the length of the input
sentence.

The feature h,,,,, is then mapped to the output D(h,,,,) €
[0,1] using a softmax function to determine whether the
input feature is consistent with the feature distribution of the
expert annotations.

4.1.3. Objective Function. We use the feature matching
method in [21], set S as the expert annotations and use
iterative optimisation schemes consisting of two steps:

minimizing: Lp,
= ~E5log (D () = Egs) [log 1 - D(G(%))]

minimizing: Lg

~o(3333)

7)

X

-1 -1

(g - pg) (Z +Z>(#s - hs)

s X

where ). and ) represent the covariance matrices for
the expert and the crowd annotation features, respectively,
U Uz denote the mean features of the expert and the
crowd annotation features, respectively, and their values
are empirically estimated using mini-batch. L represents
the Jensen-Shannon divergence between two multivariate
Gaussian distributions dt ri(y,, Y ) and dt ri (ug, ) 5). The
main purpose of this is to provide a stronger signal for
modifying the generation model in order to make the feature
distribution generated by the generated model more similar
to that of the discriminant model [21].

In training the generation model, which contains discrete
variables, the direct application of gradient estimation would
fail. Thus, we draw on the method used in [21], and use a
soft-argmax function when performing the inference as an
approximation to the inputs of the generated model BiLSTM:

v(X) = W, soft max (Vh,,,, L) (8)

where o represents the element-wise product, V is a weight
matrix used to calculate the word distribution, and W,
is model parameter. When L — 00, this expression
approximates the default input vector calculation formula for
BiLSTM.

4.2. BiLSTM-Attention-CRF SubModel. The BiLSTM-Atten-
tion-CRF submodel adds the attention mechanism to the
classical BILSTM-CRF model to allow it to pay attention
to the correlation between the current entity and the other
words in the sentence and to obtain the feature representation
of words at the sentence level to improve the accuracy of the
model labelling. The model structure is shown in Figure 2(b).

Using the word feature X, the character feature ¢;, and
additional features corresponding to the words w; as the input
to BiLSTM, we get the new representation h; of the word
w; (here, the method of calculating /] is the same as for

the hif cature above), which is used as input to the attention
layer. The attention weight value b; in the attention matrix
is derived by comparing the current word w; with the other
wordswj (j=1,2,...i = 1,i+1,...n) in the sentence.
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The method of calculation of f(w;, wj) is shown in (2).

A sentence-level vector ! is then computed as a weighted
sum of each BiLSTM output /.

)

= Zbijhz{ (10)
=1

Next, we combine the sentence-level vector rig with the

BiLSTM output of the target word as a vector [rig , h;] to be
passed to the tanh function to produce the output of the
attention layer.

¢ = tanh (Wg [rig, h:]) 11)

Finally, we use ¢; as the input of the upper CRF layer. Here,
the CRF has two roles: the first is to calculate the score o; for
each ¢; in the corresponding annotation, and the second is
to use the tagging transition matrix T (to define the score
of two consecutive annotations) and the Viterbi algorithm
to calculate the best annotation sequence. This process is
expressed as follows:

Oi = WCi (12)
N

score (D, y) = Z (Oi,yi + T}’ifl’yi) (13)
i=1

yresult = argmax (score (D, y)) (14)

where the function score( ) is used to calculate the score of the
annotation sequence y = y,%,... ¥, of the input sentence,
yesult is the final output annotation sequence result (i.e., BIO

annotation), and W represents the model parameter.

5. Experimental Results and Analysis

To evaluate our model, we divided the baseline models into
two groups based on their different uses. First, our model
and the first group of baseline models were applied to the
crowdsourcing annotations to verify the ability of our model
to integrate consensus annotations in comparison with other
baseline models. Secondly, our model and the second group
of baseline models were applied to identify specific entities
in information security to verify the ability of our model to
identify specific types of entities. Finally we verified the effect
of additional features on the performance of the model.

5.1. Data Sources. The dataset used in this experiment
was mainly drawn from the field of information security,
and included related blog posts (such as we live security,
threatpost), CVE descriptions, Microsoft security bulletins,
and information security abstracts. From this corpus, 10,187
sentences were selected (consecutive paragraphs including
20 abstracts, 45 blog posts, 59 CVE descriptions and 50
Microsoft security bulletins) and each sentence was assigned
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to three annotators to generate crowd annotations. These
three annotators were students at the authors’ institution
with no educational background in information security.
Each annotator only needed to annotate four types of
named entities in the sentence: the product, the consequence,
the attacker, and the version. Two senior students taking
information security courses were asked to annotate 1,000
sentences that were randomly selected to train the discrim-
inant model in the GAN. From the crowd annotations, we
randomly chose 7,000 sentences as a training set and used the
remainder as a test set.

5.2. Baseline Models. The comparison models were divided
into two groups for experiments.

Group 1: to learn the common features of crowd annota-
tions, we used the following as comparison models:

(I) Majority vote (MV)[17]
(IT) Dawid and Skene Model [25].

Group 2: to predict the named entity sequence from
unlabeled text, we used the following as comparison models:

(I) BiLSTM-Attention-CRF: The model in [35] was
trained directly using the crowd annotations. When
we used this model, we removed the part of the model
that used image features.

(IT) BiLSTM-Attention-CRF-VT: This was trained on the
data selected from the crowd annotations by majority
vote.

(IIT) HMM-crowd [28].

(IV) CRE-MA: From the model in [26], we used the source
code provided by the author.

5.3. Settings. There are several hyperparameters in our
model. We set the dimensions of the futures vector to 300,
the number of units in BiLSTM to 1000, and the minibatch
size to 64. The max-epoch iteration was set to 100. The
method described in [36] with a learning rate of 107> was used
to update the model parameters, and the I, regularisation
was set to 10>, We adopted the dropout technique to avoid
overfitting. The dropout was 0.3 for BiLSTM and 0.5 for the
attention layer.

Our experiment was implemented on two NVIDIA GTX
1080Ti GPU with 64 GB memory, and the model was trained
for approximately one hour.

5.4. Evaluation of Experimental Results. The indicators used
in the evaluation of the experiment were the accuracy rate (P),
the recall rate (R), and the F1 value.

5.4.1. Performance Comparison of Integrated Crowd Annota-
tion Model

(I) Performance Comparison between Our Model and the First
Group of Baseline Models. We use the accuracy rate of the
correct annotation obtained from the training corpus used
by each model as our evaluation criterion.
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TABLE 1: Performance comparison for the models used.

Method Accuracy rate
MV 65.3%
Dawid and Skene 72.5%
BiLSTM-Attention-CRF-crowd 78.9%

TaBLE 2: Comprehensive performance evaluation for each model.

Method Precision Recall F1

BiLSTM-Attention-CRF 88.5% 79.9% 84.4%
CRF-MA 88.4% 75.6% 81.5%
Dawid and Skene-LSTM 79.3% 75.1% 77.1%
BiLSTM-Attention-CRE-VT 75.5% 75.6% 75.6%
BiLSTM-Attention-CRF-crowd 89.1% 90.0% 89.0%

Performance comparisons for various models on the test
corpus are shown in Table 1.

The performance of MV was relatively poor. This is
because it is difficult to achieve uniformity for an ambiguous
entity due to the professionalism of the field and the uneven
distribution of the annotation level. Our model achieves the
best performance. In addition to obtaining the correct anno-
tations in the training corpus, our model also can generate a
positive sample that is consistent with the feature distribution
of the expert annotations through repeat training. Through
the secondary extraction of the BILSTM-Attention-CRF sub-
model, the accuracy rate of correct annotations in the training
corpus is improved.

(II) Comparison of the Overall Performance of NER in the
Information Security Field for Each Model. Table 2 shows that
in terms of precision, the BiLSTM-Attention-CRF model that
was directly trained using unprocessed crowd annotations
had the highest precision. This means that the crowd anno-
tations are useful for training the NER model. The BiLSTM-
Attention-CRF-VT model trained on data selected using the
MV method from the crowd annotations showed the poorest
performance. This model may therefore not be suitable
for the information security field. The reason for this may
be the complexity and professionalism of the information
security text statements. Many entities cannot be selected
by voting. In addition, contextual information is lost by
voting selection, which means important feature information
is lost. The BiLSTM-Attention-CRF model, which directly
uses unprocessed crowdsourcing label data as training data,
does not lose important context information; however, the
level of noise is increased, so its overall performance is slightly
lower than that of the BILSTM- Attention-CRF-crowd model.

5.4.2. Performance of Specific Type Entity Recognition

(I) Integrated Performance Evaluation of Specific Types of
Entity Annotation. In order to verify the integration per-
formance of our model in terms of recognising different
types of entities, the integration results of the four types
of entities proposed above in the crowd annotations were
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FIGURE 3: Performance comparison for different types of entity.

compared. In Figure 3, the ordinates represent the P, R,
and F1 values, respectively. The labels 1, 2, 3, and 4 on the
abscissa correspond to the entity type (product, attacker,
consequence, and version, respectively), and 5 represents
the mean of the three indicators of the model. As can be
seen from Figure 3, the model performs better on Types 1
and 4, mainly because the class indicated by Type 1 is the
product. In general, although this type of entity belongs to
the information security domain, public awareness of this
field is relatively high, meaning that the precision of the
annotation is relatively high. The category corresponding
to Type 4 has a relatively fixed pattern; it always appears
after the product name and is usually expressed by numbers.
The performance of the model is best for entities with a
fixed patterns, because its features are easier to learn. For
Types 2 and 3, which are relatively specific types of entity
in the information security field, the precision of the crowd
annotations was low. In particular, the consequence class of
Type 3 has higher requirements for the professional ability of
the annotator and the entity part of the category is not fixed,
so the performance is slightly weaker.

(II) Performance Evaluation of Specific Types of Entity
with Other Models. In Figure 4, the ordinate represents the
accuracy of each model, and the abscissa is the same as in
Figure 3. These models take the basic, domain dictionary
and sentence-dependency features as additional features for
input. It can be seen from the figure that the performance of
the BiLSTM-Attention-CRF-crowd model is better than that
of the other models. However, the model also has a lower
accuracy than the recognition of each type in Figure 3, which
also proves that the common feature of adversarial learning
has a significant effect on improving the accuracy of the
model.

(III) Effect of Additional Features on the Performance of Each
Model. The above four entity types are used as extraction
targets, and we compare our model with itself which uses
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word features and character features as inputs (i.e., BILSTM-
Attention-CRF-crowd (basic)) and another using basic fea-
tures and additional features as inputs (BiLSTM-Attention-
CRF-crowd (basic+attach)). The results for the extraction
accuracy are shown in Figure 5.

It can be seen that the extraction accuracy of the
BiLSTM-Attention-CRF-crowd (basic+attach) model is sig-
nificantly higher than that of the BiLSTM-Attention-CRF-
crowd (basic) model, which proves that the additional fea-
tures have a measurable effect on the accuracy of entity
extraction, and, especially on the performance of extracting
the consequence class, the practical value of the sentence
dependency feature for extracting the entity type of nonnoun
or nonnoun phrases verified.

Combined with the above experiments, the performance
of the BilSTM-Attention-CRF-Crowd model is excellent and
is superior to the other models studied in this paper.

6. Conclusion

In this paper, we have proposed a new model BiLSTM-
Attention-CRF-crowd to improve the quality of crowdsourc-
ing annotations in information security field. The main
work includes the following: (1) the common features of
crowd annotations are found by the GAN model to generate
the best unique consensus annotation; (2) these common
features, domain dictionaries, and sentence dependencies
are used as additional features to identify the entities of
crowdsourcing annotations again, so as to improve the quality
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of crowdsourcing annotations. We evaluate our model on
data sets in the field of information security, and the results
show that its performance is better than the other baseline
models mentioned in this paper. It is also verified that the pro-
posed domain dictionary features and sentence dependency
features have practical value for improving the performance
of the model. However, the increase of input features will
inevitably lead to an increase in the time complexity of the
model. In future, we will consider further improvements to
the model.
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With the rapid development of cloud computation and big data, the data storage and outsource computation are delegated to the
untrusted cloud, which has led to a series of challenging security and privacy threats. Fully homomorphic encryption can be used
to protect the privacy of cloud data and solve the trust problem of third party. The key problem of achieving fully homomorphic
encryption is how to reduce the increasing noise during the ciphertext evaluation. Bootstrapping procedure can refresh ciphertext
with large error, such that the resulting ciphertext has potentially smaller error and allows being continuous homomorphic
evaluation. In this paper, we investigated the bootstrapping procedure used to construct fully homomorphic encryption scheme.
We proposed a new concept of block homomorphic equality test algorithm and gave an instance based on the FH-SIMD scheme.
Furthermore, based on the block homomorphic equality test algorithm, we proposed a faster bootstrapping procedure with smaller

bootstrapping keys. Both theory analysis and experiment simulation validate high performance of our bootstrapping algorithm.

1. Introduction

Rapidly developing cloud storage and computation platform
allow user delegate data outsource to the cloud server. Cloud
computing has the characteristics of data concentration,
resource sharing, highly interconnecting, fully opening, etc.
It breaks the information island of traditional IT field;
meanwhile, it brings even more serious security problems. To
protect the privacy of data and the confidential of business
secret, it is necessary to encrypting the upload data. However,
it is difficult to process ciphertext for traditional encryp-
tion algorithm, and this promoted the improvement and
development of fully homomorphic encryption (FHE). The
prominent advantage of the fully homomorphic encryption
is that it can solve ciphertext evaluation problem.

In 2009, Gentry [1, 2] constructed the first fully homo-
morphic encryption scheme using ideal lattice, which sup-
ports arbitrary depth circuit evaluation. Since then many fully
homomorphic encryption schemes have appeared involving
new mathematical concepts and NP hard problems and
improving efficiency, such as FHE from LWE [3], Ring LWE
[4], Integer [5], and LWR [6].

In PKC 2010, Smart and Vercauteren [7] proposed a
variant of Gentry’s scheme with relatively small key and
ciphertext sizes. Packing messages allows us to apply single-
instruction-multiple data (SIMD) homomorphic operations
to many encrypted messages. Smart and Vercautren [8]
showed that applying the Chinese reminder theorem (CRT)
to number fields partitions the message space of Gentry’s
FHE scheme into a vector of plaintext slots, resulting in a
substantial speed-up, the scheme denoted as FH-SIMD. In
the work, they explained that the SIMD operations could
be utilized to perform many higher level operations, such as
performing AES encryption homomorphically and searching
an encrypted database on a remote untrusted server.

Gentry, Sahai and Waters [9] constructed a simple
homomorphic encryption scheme from learning with errors
in Crypto 2013, called GSW scheme. In this work, they
proposed a new technique for building FHE scheme via
the approximate eigenvector method. The homomorphic
addition and multiplication In GSW scheme are just matrix
addition and multiplication, which makes GSW scheme both
asymptotically faster and easier to understand. Otherwise,
GSW scheme operates single bit once encryption and it is
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required to take heavy cost for evaluating a large number of
ciphertexts.

Bootstrapping technique is a central technique on fully
homomorphic encryption (FHE), which converts “somewhat
homomorphic” encryption (SHE) scheme into a fully homo-
morphic one. That is, bootstrapping procedure homomor-
phically evaluating the SHE scheme’s decryption function on
a ciphertext that cannot support any further homomorphic
operations, and produces a new one that encrypts the same
message and can handle more homomorphic operations.

Bootstrapping procedure is computationally very expen-
sive, and it is becomes the main bottleneck of fully homo-
morphic encryption practicability. Therefore, there are lots of
works try to improve its efficiency. Gentry, Halevi, and Smart
[9] proposed a simpler approach that bypasses the homomor-
phic modular-reduction bottleneck by working with a mod-
ulus very close to a power of two. In Crypto 2013, Alperin-
Sheriff and Peikert [10] gave entirely algebraic algorithm
for bootstrapping in quasilinear time. They gave a method
for homomorphically evaluating a class of structured linear
transformation using “ring-switching” procedure, resulting
in evaluating the decryption function efficiently.

Recently, Alperin-Sherift and Peikert [11] proposed gen-
eralized bootstrapping technique using GSW scheme. The
homomorphic decryption of FHE scheme from LWE con-
cludes inner production and rounding operation, and homo-
morphic equation text algorithm is the key subprocedure of
the rounding operation. Embedding the additive group Z,
into the symmetric group of g x g permutation matrices is
another technique used in the work [11].

In Eurocrypt 2015, Ducas and Micciancio [12] gave an
efficient bootstrapping technique by encoding the cyclic
group Z, into the group of roots unity: i +— X', where i
is primitive g — th root of unity. This allows implementing
a bootstrapping procedure similar to the work of Alperin-
Sherift and Peikert [11], but where each cyclic group element
is encoded by a single ciphertext, rather than a vector of
ciphertext, this efficiently reduces the size of bootstrapping
key.

In AsiaCrypt2016, Chillotti et al. constructed an efficient
bootstrapping fully homomorphic encryption scheme, called
TFHE [13]. Its time of running bootstrapping is less than 0.1
second. In AsiaCrypt2017, Chillotti et al. [14] optimized the
multiple addends of work [13], and made the bootstrapping
time reduced 13 milliseconds. 2018, Zhou et al. [15] optimized
the serial addends to parallel addends, and the speed of single
bootstrapping gate is faster that of work [14]. TFHE scheme
and the optimized version both are single bit bootstrapping
procedure [13-15]. Although a lot of effort is being spent on
improving bootstrapping, the efficient and effective method
has yet to be developed. And how to construct efficient
multibit bootstrapping procedure is worth further study.

Our Results. In this paper we investigate the homomor-
phic equality test algorithm in bootstrapping procedure and
proposed the concept of block homomorphic equality test
algorithm B_Eq? and give an instance based on the FH-SIMD
scheme. Furthermore, we proposed a faster bootstrapping
procedure based on the block homomorphic equality test
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algorithm. Both theory analysis and experiment simulation
validate the higher performance of our bootstrapping algo-
rithm than that of Alperin-Sheriff and Peikert’s work [11].

Organization. In Section 2, we describe some preliminaries on
the field and homomorphism, and the concept of generalized
bootstrapping technique. In Section 3, we proposed block
homomorphic equality test algorithm B_Eq? and give a
faster bootstrapping procedure based on B_Eq? algorithm. In
Section 4, we give theory analysis and experiment simulation.
We give conclusions in Section 5.

2. Preliminaries

2.1. Field and Homomorphism. Let F(x) € [F,[x] be a monic
polynomial of degree N, which decomposed to exactly I
distinct irreducible factors as follows:

1
F(x)= ) F(x), €))

i=1

where every polynomial F;(x) has degree D = N/I.

Letting A denote the algebra A := F,[x]/(F), we can get
the natural homomorphism via Chinese Remainder Theorem
(CRT):

Blx] FKlx
F) © (R

For n | D, the finite field K, := [F,. is a subfield of F,p.
Let F,[x]/(K,,(x)) denote a fixed canonical representation of
[K,, where K, (x) € F,[x] is some irreducible polynomial of
degreen. Let ¢ be a fixed root of K, (x) in the algebraic closure
of F,. Since KK, is contained in each of L; == F,[x]/(F;), there
is a homomorphic embedding as follows:

K, — L
Wi (3)
Lc (v) — a(0,,;(6))),

where 0, ;(8;) is a root of K, (x) in algebra L;, that is,

A

n

E[FZD®-"®[F2D. (2)

K, (0,;(x)) = 0(modF, (x)). (4)

According to CRT and the above homomorphic embed-

ding, we can obtain a homomorphic embedding of [Kln into
the algebra A which defined as follows:

(5)
!
(A (W), %1 () — Z 2 (Un,i (x)) - H; (x)- G; (x).

where the polynomials H;(x) and G;(x) is obtained by CRT
and computed as follows:

F (x)

H; (x) «— m,

(6)
G, (x) «— (H;(x))"" (modF, (x)).
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From the above definition of I, ;, we can see that I,; maps
a vector of [ binary polynomials (£,(y), ..., #;(y)) each of
degree less than #, into a single polynomial a(x) of degree less
than N. The map I, ; defines an isomorphism between Kln and
Fn,l(Ki), so the inverse map I | is well defined from I‘n,l(KL)
to Kln. We can represent I | as follows:

r kL

nl*

{rn,, (K)cA—K, (7)

a(x) — (a(x)modF, (x),...,a(x) mod F (x)).

There are two methods to compute elements in Kln: one
method is computes component wise on vectors of  elements
in [,; the other concludes three process, firstly, mapping
all the inputs to the algebra A by T, ;; secondly, performing
computations in algebra A; finally, mapping the results
back to Ki by T, |. Furthermore, the fully homomorphic
encryption scheme FH-SIMD performs one evaluation for /
elements in [, using the algebra A.

2.2. Generalized Bootstrapping Technique. Gentry firstly pro-
posed bootstrapping technique, which may transform a
somewhat homomorphic encryption scheme to a fully homo-
morphic encryption scheme. Subsequently, Jacob Alperin-
Sherift and Chris Peikert [11] proposed generalized boot-
strapping technique. The generalized bootstrapping tech-
nique involves two encryption schemes, outer encryption
scheme and inner encryption scheme. It performs decryption
procedure of inner encryption scheme using outer encryp-
tion scheme, resulting in reducing error in ciphertext. The
generalized bootstrapping technique allows that the outer
encryption is different from the inner one, realizing that we
can design corresponding outer encryption scheme for the
concretely inner encryption scheme, such that it effectively
performs the decryption circuit of inner encryption scheme.
Therefore, the generalized bootstrapping is more efficient
than the ordinary one.

2.3. The Decryption of FHE from LWE. The decryption of
all fully homomorphic schemes based on LWE involved
computing inner production and rounding, that is, input
secret key s € Z‘; and binary ciphertext ¢ € {0, l}d; the
decryption algorithm is written as

Dec (s,c) = | (s,c)], € {0,1}, (8)

where the modular rounding function |[-],: Z, — {0,1}
indicates whether its arguments is “far from” or “close to”
0 (modulo q), and the modulus g and the dimension d can
both be made as small as quasi-linear O(Q) in the security
parameter via dimension-modulus reduction [3], while still
providing provable 2* security under conventional lattice
assumption. The inner product (s,c) is just summing the
elements of vector s selectively, that is,

(s,c) = C}Z::lsj. )

Supposing that (s,c) = v, the algorithm rounding can be
interpreted by iteration as

vl,= )

x€Z, st.lx],=1

[x =1, (10)

where [x = v] denotes the equality test algorithm, when x is
equality to v, [x = v] outputs 1; otherwise, [x = v] outputs 0.
Now, we give the decryption algorithm of FHE based
LWE in the ciphertext state. During the bootstrapping pro-
cedure, the ciphertext of secret s € Z¢ is written by 5 =
(51,...,53) as bootstrapping public key. The inner product in
the ciphertext state is denoted as v = (5,¢) = chzl 5j. And
the rounding algorithm in the ciphertext state is denoted as

1712 = Brez, seany-1 (K= 1), (1)

«

where “@” denotes the homomorphic addition on the cipher-
text space and [x = v] indicates the homomorphic equality
test algorithm; it outputs the ciphertext of 1 if and only if
x = v; otherwise it outputs the ciphertext of 0. We let 1 denote
the ciphertext of 1 and 0 denote the ciphertext of 0.

2.4. Generalized Bootstrapping Procedure of FHE from LWE.
Assume that the binary ciphertext to be bootstrapped is

c € {0, l}d, the secret key is s € ZZ, and the dimension d and

the module g are enough small (¢, d = Q(1)). The decryption
function of FHE scheme from LWE is Dec (c) = [{s,c)1, €
{0, 1}. We also supposed that the outer encryption scheme is
FH-SIMD, that is, FHE scheme which supports SIMD opera-
tion. The generalized bootstrapping technique concludes two
algorithms: BootGen algorithm and Bootstrap algorithm
[11].

(i) BootGen(s € Z;, pk): input secret key vector s € Z;,
and the public key of FH-SIMD encryption; output
the bootstrapping public key bk, that is, encrypt the
secret key vector s via FH-SIMD scheme and resulting
the ciphertext as the bootstrapping public key bk.

(ii) Bootstrap(bk,c = {0, l}d): input the bootstrapping
pubic key bk and the ciphertext vector ¢ = {0, 1}4,
output a new ciphertext ¢’ of original encryption
scheme based LWE, and the result of decrypting ¢’
using secret key s € ZZ is same as the one decrypting

¢ using secret key s € ZZ, but ¢’ with less error.

3. Faster Bootstrapping Based on FH-SIMD

3.1. Main Ideas. Jacob Alperin-Sheriff and Chris Peikert
proposed the generalized bootstrapping method based on
the GSW scheme. Homomorphic equality test is a key
component of the generalized bootstrapping algorithm, that
is, for the fixed v € Z_, under the ciphertext state, travels
every x € Z, which satisfies |[x], = 1, and decide that
whether v = x or not, see Figure L.

We intend to proposed block homomorphic equality test
algorithm, that is, it travels a block (x,x,,...,x), x; € Z,
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FIGURE 2: Block homomorphic equality test.

which satisfies [x], = 1, and decide that whether this batch
of (x,x,,...,x;) exitsa x; such that v = x; holds, see Figure 2.

Resort to the FH-SIMD homomorphic encryption
scheme [7], we will give a block homomorphic equality test
algorithm B_Eq?, and then propose an efficient generalized
bootstrapping algorithm. The bootstrapping key is an
encryption of each coordinate of the secret key s € Z¢,
and consists of d FH-SIMD ciphertexts. To bootstrapping
ce {O,I}d, the inner product (s,c) ¢ Zg is computed
homomorphically as a subset-sum using addition method,
and the rounding function is computed using block
homomorphic equality test algorithm and addition method.

3.2. Block Homomorphic Equality Test Algorithm. In this
section, we describe our block homomorphic equality test
algorithm, called B_Eq?.

Input: ciphertex v € Z, and plaintext block (xy,...,x;) €
z.

! Output: if there exits a x; € {x;,x,,...,x;} such that v =
x; holds, then the block homomophic equality test algorithm
outputs 1; otherwise it outputs 0.

We assume that v and all x; are # bits in length, and thus
can be encoded as an element of the finite filed K, = F,.,
where n = [logg]. The concrete procedure is described as
follows:

(1) For (xy,...,x;) € Z;, where every x; satisfies [ x;], =
1, embed each coordinate x; € Z, as an element of [,.. Our
aim is to pack (x;,...,x;) into single element X € K, so
we compute X = I ;(x,...,x;). Then compute the trivial

encryption of X in the algebra A using FH-SIMD scheme. It
is worth noting that we encrypt X without random, such that
saving computational cost. That is,

(12)

X = FH - SIMD.Encrypt (T,; (x,...,x;), pk) .

Then compute

V=r,@...7. (13)
(2) Sum the ciphertext V and X, and denote the sum as
¢, that is,

M =VaX. (14)
(3) Homomorphically raised c® to the power (2" - 1),
that is,

O (C<1))2"—1 . (15)

And compute

Ly ()= (Gam)”,...Gem)" ).

According to the homomorphism of encryption scheme
FH-SIMD, the (2" — 1) power of ciphertext is corresponding
to the (2" — 1) power of plaintext. Of course, the ciphertext
is homomorphically raised to the power (2" — 1), via per-
forming 2n applications of multiplication. Since the plaintext
corresponding to (v 8 X;) is an element of finite field F,» and

(16)
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its max multiplicative order is (2" — 1), then the plaintext
corresponding to (v @ Ei)zn_l is either 0 or 1. Therefore, (v B
7,-)27'_1 is a ciphertext of encrypting 1 (nonzero element) or a
ciphertext of encrypting 0 (zero element). When (v#X;) is an
encryption of 0, this means that v = x; holds; when (vBX;) is
an encryption of 1, this means that v = x; does nit hold.

(4) Compute

¥ =P mFH

- SIMD.Encrypt (T,,; (1,...,1), pk),  (17)

Ly ()= (Gem) ' al.. Gox)’ 'o]).

We can see that as long as the equation x; = v holds,
the i-th component of ¢ is 0 ® T = T; otherwise, the i-th
component of ¢® is T@ T = 0. Therefore, if there exits a x; €
{x;,%,,..., x;} such that v = x; holds, then (VEEZ)Z"_1 |l =1,
and all other (v & }j)z"-l @1 =0, forall j # i. It follows that
¢® =T, That is, if there exits a x; € {x,,%,,...,;} such that
v = x; holds, the block homomophic equality test algorithm
outputs 1; otherwise it outputs 0.

From the above steps, we finish the block homomorphic
equality test; then we can homomorphic compute | v],, that

is, [V], = @,

3.3. Faster Bootstrapping Technique. In this section, we con-
struct faster bootstrapping procedure from the block homo-
morphic equality test algorithm B_Eq?. The bootstrapping
procedure consists of two algorithms: BootKeyGen and
Bootstrap. The procedure is used to refresh ciphertexts of
all known standard LWE-based FHE. We get the input
ciphertext ¢ € {0, l}d for Bootstrap, and it is from the
dimension-modulus reduction and bit-decomposition of the
ciphertext to be bootstrapped. Let s € ZZ be the secret key
that corresponding to the ciphertext c.

BootGen(s € Zg, pk): input the secret key s € Zg for the
ciphertext to be refreshed and the public key pk of FH-SIMD
scheme. Without loss of generality, for every j € [d], encode
each coordinate s; € Z_ to the element of finite field F,.. Then
encrypt its ciphertext under FH-SIMD scheme, and generate
the bootstrapping key:

5; = FH - SIMD.Encrypt (s, pk). (18)

Output the bootstrapping public key bk = {s,...,5;}.
The bootstrapping key consists of d FH-SIMD ciphertexts.

Bootstrap(bk,c € {0, 119): input the binary ciphertext ¢ €
{0, l}d, and perform the following two phases:

(i) Inner Product Homomorphically compute inner
product v using the bootstrapping public key bk. It is
known that

v 2 (sc)= Z s; €2, (19)

jie=1

It follows that

V2 (0) =8y, ). (20)

(ii) Round For every x; € Z_, which satisfies |x;], = 1,
arrange in order of size, and divide them into blocks
of [ items, and let us suppose they are distinct from
one another, and there are altogether k blocks:

(e 20) 5 (o0 X))o eos (Xeopyies -0 X)) - D)

For every block (xjj,.1,...,X(jy)s j = 0,1,...,k =
1, run block homomorphic equality test algorithm in
parallel,

¢; = B_Eq? (V, (le+1,...,x(j+1)l)). (22)

Then compute

C = BjicjarkCj- (23)

We can see that ¢ is either 1 or 0, and then C is the

encryption of |v],, C is also either 1 or 0, and it refreshed
ciphertext with smaller error. Note that the output C is a
FH-SIMD ciphertext encrypted under pk. If desired, we can
convert this ciphertext back to one for the original LWE FHE
cryptosystem. We can also perform key-switch from sk back
to the original secret keys.

4. Analysis
4.1. Correctness Analysis

Lemma 1 (correctness). For bk «— BootGen(s, pk), the
FH-SIMD ciphertext C «— Bootstrap(bk,c) is designed to
encrypt Dec,(c) = | (s,¢c)], € {0, 1}.

Proof. Firstly, the FH-SIMD ciphertext §; is designed to
encrypt s; from (18). Therefore, since ¢ : Z, — [Fp is
homomorphic embedding, the ciphertext v as defined as in
(20) designed to encrypt

Zsjz(s,c)=v. (24)

jie=1

By correctness of block homomorphic equality test algo-
rithm B_Eq?, the homomorphic sum C = 8j,.;4¢; is
designed to encrypt 1 if and only if v = x. Finally, since the
homomorphic sum is taken over every x € Z_ such that
[x], = 1,itis designed to encrypt 1if and only if [vql2 =1. O

4.2. Security Analysis

Lemma 2 (semantic security). Suppose that the FH-SIMD
scheme secret key sk is generated independently of the secret
keys = (s;,...,84) € Z‘; of FHE scheme from LWE; then Ind-
CPA security of the bootstrapping key follows immediately from
the Ind-CPA security of FH-SIMD, hence from SIVP of ideal
lattice.
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TaBLE 1: Compare of the performance of homomorphic equality test algorithm.
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FIGURE 3: The relation between the ciphertext multiplicative quantity and the modulus g.

Proof. For bk «— BootGen(s, pk), if there is not an adversary
can distinguish the bootstrapping key bk from a random
element in the same space, then the bootstrapping procedure
called satisfing semantic security.

In our bootstrapping procedure, for s = (s;,...,s;) € Zg,
the bootstrapping key consists of d FH-SIMD ciphertexts;
that is, bk = {s,...,5;} is generated via FH-SIMD scheme,
where

5; = FH - SIMD.Encrypt (s, pk). (25)

Suppose that there is an adversary & can distinguish the
bootstrapping bk from random element. Then we can con-
struct an algorithm 3 by calling the adversary & and break
the Ind-CPA security of FH-SIMD scheme and, furthermore,
solve the SIVP of ideal lattice. O

4.3. Performance Analysis. Our block homomorphic equality
test algorithm B_Eq? has a cost of (2-Enc+2-C,+2logg-Cy 1+
2.1, 41, 1) per data block, where C,, denotes add operation of
the ciphertext and C,,; denotes multiplicative operation of the
ciphertext, whereas the homomorphic equality test algorithm
Eq? involves q - C4, which is exponential times of B_Eq?
algorithm, meaning that the computation of Eq? algorithm
is more costly, reference to Table 1.

In the work of Alperin-Sheriff and Peikert [11], one inner
product evaluation of bootstrapping needs to compute d
ciphertexts compose evaluation, and one rounding evalua-
tion of bootstrapping needs to call O(q) Eq? algorithm, and
O(q) ciphertext multiplicative operation. Whereas one inner

production of our faster bootstrapping needs to compute d
ciphertext additions, and one rounding evaluation needs to
call k B_Eq? algorithm, where [ is the size of block, and k is
the number of block, k = [g/1].

Suppose that LWE problem has 80 bits security when
q is set to be 2003. Parameters setting as above, and when
q is set to be 2003, 2047, 2501, 3001, 4093, and 12899, we
give the relation between multiplicative operation quantity
and modulus g, as shown in Figure 3. As the modulus q
increases, the number of ciphertext multiplicative operation
grows swiftly in the AP’s bootstrapping procedure, whereas
the number of ciphertext multiplicative operation grows
slowly.

On the other hand, for the fixed modulus g and m, we
give the relation between multiplicative operation quantity
once running our faster bootstrapping procedure based on
the block size of block homomorphic equality test algorithm
B_Eq?. When m = 11441, N = ¢(m) = 10752, and
2%mod 11441 = 1, so d = 48, we set n = 12, which satisfies
n | d. Then we set the size of block as 16, 32,64, 128,224,
that is, the size of block | = 16, 32,64, 128,224. Then the
number of blocks k = 3024,1512,768,384,216. We can see
from Figure 4, as the block size increases, the ciphertext
multiplicative operation drops dramatically.

5. Conclusions

Fully homomorphic encryption scheme allows evaluat-
ing encrypted data, without decrypting the corresponding
ciphertext. In fully homomorphic encryption scheme, the
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the number of ciphertext multiplicative operation
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FIGURE 4: The relation between the ciphertext multiplicative quantity and the block size.

ciphertext has a noise that grows at each homomorphic
evaluation. When the noise reaches a threshold, then the
ciphertext cannot be decrypted correctly. The number of
homomorphic operations can be made asymptotically large
using bootstrapping technique.

In this paper, we further investigated the bootstrapping
procedure. We proposed the concept of block homomorphic
equality test algorithm and give an instance based on the FH-
SIMD scheme. Furthermore, we give a faster bootstrapping
procedure based on the block homomorphic equality test
algorithm. Both theory analysis and experiment simulation
validate the higher performance of our bootstrapping than
that of the work [11].
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