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Since the advent of Kung-Traub’s conjecture established
in 1974 on optimal convergence of iterative memory-free
methods, the development of iterative methods and their
dynamics has been focused for several decades until present
times to improve the order of convergence, initial condition
behavior, and CPU time for effectively solving nonlinear
equations encountered in many fields of sciences such as
applied mathematics, computational physics, engineering
mathematics, and nonlinear discrete dynamics and chaos.
Real-life nonlinear problems including weather forecast,
satellite-orbit tracing, image processing via discrete data, and
locating objects through global positioning systems can be
solved by efficient iterative methods with the aid of high-
precision modern computers.

The primary aim of this special issue is for authors
from diversified scientific disciplines to accomplish their
high-quality research goals that seek recent developments
and innovational techniques on iterative methods and their
dynamics for nonlinear problems under consideration. The
areas to be covered in this issue are root-finding iterative
methods for nonlinear equations, nonlinear recurrence rela-
tions, fixed point theory, initial-boundary value problems,
stability analysis and dynamics of iteration functions, and
computational complexity of iterative techniques.

In total, 34 papers were initially submitted in this special
issue, covering various aspects of iterative or dynamical
approaches to resolve their governing equations of the
system. After thorough inspections and microscopic strict
reviews on these papers, it is our regret to be able to select

only five papers for their publication in the current issue,
even though many of them were of very good quality. Those
selected five papers describe very important topics dealing
with iterative maps from functional analysis, root-finding
Padé-like approximants, recurrence relations from climate
data, recursive optimization on modern traffic control sys-
tems, and dynamical analysis from partial differential equa-
tions reducing carbon emission based on strict government
regulations.
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This paper deals with designing a new iteration scheme associated with a given scheme for contraction mappings.This new scheme
has a similar structure to that of the given scheme, in which those two iterative schemes converge to the same fixed point of the given
contraction mapping. The positive influence of feedback parameters on the convergence rate of this new scheme is investigated.
Moreover, the derived convergence and comparison results can be extended to nonexpansive mappings. As an application, the
derived results are utilized to study the synchronization of logisticmaps. Two illustrated examples are used to reveal the effectiveness
of our results.

1. Introduction

Fixed point theory has achieved great progress since the
last two decades. Various schemes have been constructed to
approximate the fixed point of a contraction mapping (see,
e.g., [1–30]).

For a contraction mapping, we can define an iteration
scheme which converges to the fixed point of that mapping.
Here is a question whether we can design another iteration
scheme with a similar structure to that of given scheme to
approximate the fixed point. Motivated by this question, we
design a new iteration scheme which is associated with the
given iteration scheme.

This new scheme has a similar structure to that of the
given scheme.Those two schemes converge to the same fixed
point of the given contractionmapping.The convergence rate
of this new scheme can be accelerated by the increase of
the feedback parameters.Those convergence and comparison
criteria can be applied to nonexpansive mappings. Moreover,
the derived results are utilized to study the synchronization
of logistics maps. Two examples are used to reveal the
effectiveness of our results.

2. Preliminaries

Let 𝐶 be a nonempty convex subset of a normed linear space𝐸. Let 𝑇 be a contraction mapping of 𝐶 into itself with the
contraction constant 𝜇; that is,

𝑇𝑥 − 𝑇𝑦 ≤ 𝜇 𝑥 − 𝑦 , 0 < 𝜇 < 1, (1)

for any 𝑥, 𝑦 ∈ 𝐶. The set of fixed points of 𝑇 is denoted by𝐹(𝑇) = {𝑥 ∈ 𝐶 : 𝑇𝑥 = 𝑥}. The set of natural numbers
is denoted by N. {𝛼

𝑛
} and {𝛽

𝑛
} are two sequences of real

numbers such that 0 ≤ 𝛼
𝑛
and 0 ≤ 𝛽

𝑛
for all 𝑛 ∈ N. Consider

the following scheme:

𝑥
1
∈ 𝐶,

𝑥
𝑛+1

= 𝛼
𝑛
𝑥
𝑛
+ 𝛽
𝑛
𝑇𝑥
𝑛
, 𝑛 ∈ N. (2)

Remark 1. It should be pointed out that scheme (2) is a
general framework which includes the following well-known
schemes as special cases.

(i) If 𝛼
𝑛
= 0 and 𝛽

𝑛
= 1, scheme (2) reduces to Picard

iteration.
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(ii) If 0 < 𝛼
𝑛
< 1 and 𝛽

𝑛
= 1 − 𝛼

𝑛
, scheme (2) reduces to

Mann iteration.

(iii) If 0 < 𝛼
𝑛
< 1, 𝛽

𝑛
= 1 − 𝛼

𝑛
, and 𝑇𝑥

𝑛
= �̃�((1 − 𝛾

𝑛
)𝑥
𝑛
+𝛾

𝑛
�̃�𝑥
𝑛
), where �̃� is a contraction mapping of 𝐶 into

itself and 0 < 𝛾
𝑛
< 1, scheme (2) reduces to Ishikawa

iteration.

For the fixed point scheme described by (2), a question
naturally arises whether we can design another iteration
scheme with a similar structure to scheme (2) to approximate
the fixed point. Moreover, this new scheme has a similar
structure to that of the given scheme. Those two schemes
converge to the same fixed point of the given contraction
mapping.

Motivated by this question, we define the following
scheme associated with scheme (2):

𝑦
1
∈ 𝐶,

𝑦
𝑛+1

= 𝛼
𝑛
𝑦
𝑛
+ 𝛽
𝑛
𝑇𝑦
𝑛
+ 𝑘
𝑛
(𝑥
𝑛
− 𝑦
𝑛
) , 𝑛 ∈ N, (3)

where {𝑘
𝑛
} is a scheme of feedback parameters which can be

determined later. Let 𝑒
𝑛
= 𝑥
𝑛
− 𝑦
𝑛
for 𝑛 ∈ N. Then we can

construct the following scheme from schemes (2) and (3):

𝑒
1
= 𝑥
1
− 𝑦
1
∈ 𝐶,

𝑒
𝑛+1

= (𝛼
𝑛
− 𝑘
𝑛
) 𝑒
𝑛
+ 𝛽
𝑛
(𝑇𝑥
𝑛
− 𝑇𝑦
𝑛
) , 𝑛 ∈ N. (4)

From [4, 31, 32], the fact lim
𝑛→∞

‖𝑒
𝑛
‖ = 0 will ensure

lim
𝑛→∞

‖𝑥
𝑛
− 𝑦
𝑛
‖ = 0. The main purpose of this paper is

to find the conditions to guarantee lim
𝑛→∞

‖𝑒
𝑛
‖ = 0, which

means that scheme (3) has a similar structure to scheme (2).
Schemes (2) and (3) converge to the same fixed point of the
given contraction mapping 𝑇.
3. Main Results

3.1. Convergence Results. Now, we give some convergence
results for iteration (3).

Theorem 2. Let 𝐶 be a nonempty convex subset of a normed
linear space 𝐸. Let 𝑇 be a contraction mapping of 𝐶 into itself
and 𝐹(𝑇) ̸= 𝜙. If

𝛼 + 𝛽𝜇 − 1 < 𝑘 ≤ 𝑘
𝑖
≤ 𝑘 ≤ 𝛼, (5)

where 𝛼 = max{𝛼
𝑖
}, 𝛼 = min{𝛼

𝑖
}, 𝛽 = max{𝛽

𝑖
}, 𝑘 = max{𝑘

𝑖
},

and 𝑘 = min{𝑘
𝑖
}, 𝑖 = 1, 2, . . . , 𝑛, then lim

𝑛→∞
‖𝑥
𝑛+1

− 𝑦
𝑛+1

‖ =0, which also implies that scheme (3) and scheme (2) converge
to the same fixed point of 𝑇.
Proof. From (5), we have

0 < 𝛼
𝑖
− 𝑘
𝑖
,

0 < 𝛼
𝑖
− 𝑘
𝑖
+ 𝛽
𝑖
𝜇 (6)

for 𝑖 = 1, 2, . . . , 𝑛. Then,
𝑒𝑛+1 = (𝛼𝑛 − 𝑘

𝑛
) 𝑒
𝑛
+ 𝛽
𝑛
(𝑇𝑥
𝑛
− 𝑇𝑦
𝑛
)

≤ (𝛼
𝑛
− 𝑘
𝑛
) 𝑒𝑛 + 𝛽

𝑛

𝑇𝑥𝑛 − 𝑇𝑦
𝑛


≤ (𝛼
𝑛
− 𝑘
𝑛
) 𝑒𝑛 + 𝛽

𝑛
𝜇 𝑥𝑛 − 𝑦

𝑛


≤ (𝛼
𝑛
− 𝑘
𝑛
+ 𝛽
𝑛
𝜇) 𝑒𝑛

...
≤ 𝑛∏
𝑖=1

(𝛼
𝑖
− 𝑘
𝑖
+ 𝛽
𝑖
𝜇) 𝑒𝑖 .

(7)

It follows from (5) that 0 < 𝛼+𝛽𝜇−𝑘 < 1, where 𝛼 = max{𝛼
𝑖
},𝛽 = max{𝛽

𝑖
}, and 𝑘 = min{𝑘

𝑖
}, 𝑖 = 1, 2, . . . , 𝑛. Thus,

𝑒𝑛+1 ≤
𝑛∏
𝑖=1

(𝛼
𝑖
− 𝑘
𝑖
+ 𝛽
𝑖
𝜇) 𝑒𝑖 ≤ (𝛼 + 𝛽𝜇 − 𝑘)𝑛 𝑒1 . (8)

It is easy to see that ‖𝑒
𝑛+1

‖ → 0, as 𝑛 → ∞; that is,
lim
𝑛→∞

‖𝑥
𝑛+1

− 𝑦
𝑛+1

‖ = 0. This completes the proof.

Remark 3. It follows from Theorem 2 that |𝑘
𝑖
| < 1 for 𝑖 =1, 2, . . . , 𝑛.

Theorem 2 can be applied to approximating the fixed
point of a nonexpansive mapping where the contraction
constant 𝜇 = 1. If 𝜇 = 1, Theorem 2 reduces to the following
result.

Corollary 4. Let 𝐶 be a nonempty convex subset of a normed
linear space 𝐸. Let𝑇 be a nonexpansive mapping of𝐶 into itself
and 𝐹(𝑇) ̸= 𝜙. If

𝛼 + 𝛽 − 1 < 𝑘 ≤ 𝑘
𝑖
≤ 𝑘 ≤ 𝛼, (9)

where 𝛼 = max{𝛼
𝑖
}, 𝛼 = min{𝛼

𝑖
}, 𝛽 = max{𝛽

𝑖
}, 𝑘 = max{𝑘

𝑖
},

and 𝑘 = min{𝑘
𝑖
}, 𝑖 = 1, 2, . . . , 𝑛, then lim

𝑛→∞
‖𝑥
𝑛+1

− 𝑦
𝑛+1

‖ =0.
3.2.Three Special Cases. Now, we useTheorem 2 to construct
the associated schemes for Picard iteration scheme, Mann
iteration scheme, and Ishikawa iteration scheme for contrac-
tionmappings and derive the convergence theorems for those
schemes, respectively. First, we consider the Picard iteration
scheme. The Picard iteration scheme is defined by

𝑥
1
∈ 𝐶,

𝑥
𝑛+1

= 𝑇𝑥
𝑛
, 𝑛 ∈ N. (10)

We define the iteration scheme associated with Picard itera-
tion scheme (10):

𝑦
1
∈ 𝐶,

𝑦
𝑛+1

= 𝑇𝑦
𝑛
+ 𝑘
𝑛
(𝑥
𝑛
− 𝑦
𝑛
) , 𝑛 ∈ N. (11)



Discrete Dynamics in Nature and Society 3

Let 𝑒
𝑛
= 𝑥
𝑛
− 𝑦
𝑛
for 𝑛 ∈ N. Schemes (2) and (3) give the

following scheme:

𝑒
1
= 𝑥
1
− 𝑦
1
∈ 𝐶,

𝑒
𝑛+1

= −𝑘
𝑛
𝑒
𝑛
+ (𝑇𝑥

𝑛
− 𝑇𝑦
𝑛
) , 𝑛 ∈ N. (12)

Then, by the similar proof of Theorem 2, we have the
following convergence theorem.

Theorem 5. Let 𝐶 be a nonempty convex subset of a normed
linear space 𝐸. Let 𝑇 be a contraction mapping of 𝐶 into itself
and 𝐹(𝑇) ̸= 𝜙. If max{|𝑘

𝑖
|} + 𝜇 < 1, 𝑖 = 1, 2, . . . , 𝑛, then

lim
𝑛→∞

‖𝑥
𝑛+1

− 𝑦
𝑛+1

‖ = 0.
Second, we consider the Mann iteration scheme. The

Mann iteration scheme is defined by

�̌�
1
∈ 𝐶,

�̌�
𝑛+1

= (1 − 𝛽
𝑛
) �̌�
𝑛
+ 𝛽
𝑛
𝑇�̆�
𝑛
, 𝑛 ∈ N. (13)

We construct the following iteration scheme associated with
Mann iteration scheme (13):

̌𝑦
1
∈ 𝐶,

̌𝑦
𝑛+1

= (1 − 𝛽
𝑛
) ̌𝑦
𝑛
+ 𝛽
𝑛
𝑇 ̌𝑦
𝑛
+ 𝑘
𝑛
(�̌�
𝑛
− ̌𝑦
𝑛
) , 𝑛 ∈ N. (14)

By defining an error variable ̌𝑒
𝑖
= �̌�
𝑖
− ̌𝑦
𝑖
for 𝑖 = 1, 2, . . . , 𝑛, we

obtain the following iteration scheme:

̌𝑒
1
= �̌�
1
− ̌𝑦
1
∈ 𝐶,

̌𝑒
𝑛+1

= (1 − 𝛽
𝑛
− 𝑘
𝑛
) ̌𝑒
𝑛
+ 𝛽
𝑛
(𝑇�̌�
𝑛
− 𝑇 ̌𝑦
𝑛
) , 𝑛 ∈ N. (15)

Then, from the similar proof forTheorem 2, we derive the
following convergence result.

Theorem 6. Let 𝐶 be a nonempty convex subset of a normed
linear space 𝐸. Let 𝑇 be a contraction mapping of 𝐶 into itself
and 𝐹(𝑇) ̸= 𝜙. If 𝛽𝜇 − 𝛽 < 𝑘

𝑖
≤ 𝑘
𝑖
≤ 𝑘 < 1 − 𝛽, where

𝛽 = min{𝛽
𝑖
}, 𝛽 = max{𝛽

𝑖
}, 𝑘 = max{𝑘

𝑖
}, and 𝑘 = min{𝑘

𝑖
},𝑖 = 1, 2, . . . , 𝑛, then lim

𝑛→∞
‖�̌�
𝑛+1

− ̌𝑦
𝑛+1

‖ = 0.
Third, we consider the Ishikawa iteration scheme. The

Ishikawa iteration scheme is defined by

𝑥
1
∈ 𝐶,

𝑥
𝑛+1

= (1 − 𝛽
𝑛
) 𝑥
𝑛
+ 𝛽
𝑛
�̃� ((1 − 𝛾

𝑛
) 𝑥
𝑛
+ 𝛾
𝑛
�̃�𝑥
𝑛
) ,
𝑛 ∈ N,

(16)

where �̃� is a contraction mapping of 𝐶 into itself with the
contraction constant 𝜇. We generate the following iteration
scheme associated with Ishikawa iteration scheme (16):

𝑦
1
∈ 𝐶,

𝑦
𝑛+1

= (1 − 𝛽
𝑛
) 𝑦
𝑛
+ 𝛽
𝑛
�̃� ((1 − 𝛾

𝑛
) 𝑦
𝑛
+ 𝛾
𝑛
�̃�𝑦
𝑛
)

+ 𝑘
𝑛
(𝑥
𝑛
− 𝑦
𝑛
) , 𝑛 ∈ N.

(17)

After defining an error variable 𝑒
𝑖
= 𝑥
𝑖
− 𝑦
𝑖
for 𝑖 = 1, 2, . . . , 𝑛,

we obtain the error scheme:
𝑒
1
= 𝑥
1
− 𝑦
1
∈ 𝐶,

𝑒
𝑛+1

= (1 − 𝛽
𝑛
− 𝑘
𝑛
) 𝑒
𝑛
+ 𝛽
𝑛
(�̃� ((1 − 𝛾

𝑛
) 𝑥
𝑛
+ 𝛾
𝑛
�̃�𝑥
𝑛
)

− �̃� ((1 − 𝛾
𝑛
) 𝑦
𝑛
+ 𝛾
𝑛
�̃�𝑦
𝑛
)) , 𝑛 ∈ N.

(18)

Then, from the similar proof for Theorem 2, we achieve
the following convergence theorem.

Theorem 7. Let 𝐶 be a nonempty convex subset of a normed
linear space 𝐸. Let 𝑇 be a contraction mapping of 𝐶 into itself
and 𝐹(𝑇) ̸= 𝜙. If 𝛽𝜇(1−𝛾+𝛾𝜇)−𝛽 < 𝑘 ≤ 𝑘

𝑖
≤ 𝑘 < 1−𝛽, where

𝛽 = min{𝛽
𝑖
}, 𝛽 = max{𝛽

𝑖
}, 𝛾 = min{𝛾

𝑖
}, 𝛾 = max{𝛾

𝑖
}, 𝑘 =

max{𝑘
𝑖
}, and 𝑘 = min{𝑘

𝑖
}, 𝑖 = 1, 2, . . . , 𝑛, then lim

𝑛→∞
‖𝑥
𝑛+1

−𝑦
𝑛+1

‖ = 0.
3.3. Impact of 𝑘

𝑖
to the Convergent Rate. Next, we analyze

the influence of size 𝑘
𝑖
to the convergence rate of (3). We

first give another iteration scheme associated with iteration
scheme (2):

𝑧
1
∈ 𝐶,

𝑧
𝑛+1

= 𝛼
𝑛
𝑧
𝑛
+ 𝛽
𝑛
𝑇𝑧
𝑛
+ �̆�
𝑛
(𝑥
𝑛
− 𝑧
𝑛
) , 𝑛 ∈ N, (19)

where �̆�
𝑛
> 𝑘
𝑛
. In order to compare the convergence rate of

(3) with that of (19), we give the following definitions for the
convergent rates of two different iteration schemes.

Definition 8 (see [4]). Let {𝑎
𝑛
} and {𝑏

𝑛
} be two sequences

of real numbers which converges to 𝑎 and 𝑏, respectively.
We say that the sequence {𝑎

𝑛
} converges faster than {𝑏

𝑛
} if

lim
𝑛→∞

(|𝑎
𝑛
− 𝑎|/|𝑏

𝑛
− 𝑏|) = 0.

Definition 9. Let {𝑥
𝑛
}, {𝑦
𝑛
}, {𝑧
𝑛
} be three iterative schemes

which satisfy 𝑧
𝑛
→ 𝑥
𝑛
, 𝑦
𝑛
→ 𝑥
𝑛
as 𝑛 → ∞. Let {𝑎

𝑛
} and{𝑏

𝑛
} be two sequences of real numbers which converge to 0.

We say that the scheme {𝑧
𝑛
} converges faster than {𝑦

𝑛
} to {𝑥

𝑛
},

if 𝑧𝑛 − 𝑥
𝑛

 ≤ 𝑎
𝑛
, for all 𝑛 ∈ N,

𝑦𝑛 − 𝑥
𝑛

 ≤ 𝑏
𝑛
, for all 𝑛 ∈ N, (20)

and {𝑎
𝑛
} converges faster than {𝑏

𝑛
}.

By the similar method for Theorem 2, we have
𝑧𝑛+1 − 𝑥

𝑛+1

 ≤ (𝛼 + 𝛽𝜇 − �̆�)𝑛 𝑧1 − 𝑥
1

 , (21)

where �̆� = min{�̆�
𝑖
}, 𝑖 = 1, 2, . . . , 𝑛, and 0 < 𝛼 + 𝛽𝜇 − �̆� < 1.

It follows from 𝑘 < �̆� that 0 < 𝛼 + 𝛽𝜇 − �̆� < 𝛼 + 𝛽𝜇 − 𝑘 < 1,
which implies

lim
𝑛→∞

𝑧𝑛+1 − 𝑥
𝑛+1

𝑦𝑛+1 − 𝑥
𝑛+1

 = lim
𝑛→∞

(𝛼 + 𝛽𝜇 − �̆�
𝛼 + 𝛽𝜇 − 𝑘)

𝑛 𝑧1 − 𝑥
1

𝑦1 − 𝑥
1


= 0.

(22)
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Hence, from the above mentions, we have the following
comparison result for the convergence rate according to the
size 𝑘
𝑖
.

Theorem 10. The iteration scheme defined by (19) converges
faster than the iteration scheme defined by (3).

Remark 11. The convergence rate of iteration scheme defined
by (3) increases as 𝑘

𝑖
increases which means that the conver-

gence rate of iteration scheme defined by (3) can be controlled
by the adjustment of size 𝑘

𝑖
.

Remark 12. If 𝑇 is a nonexpansive mapping, i.e., 𝜇 = 1,
limitation (22) reduces to

lim
𝑛→∞

𝑧𝑛+1 − 𝑥
𝑛+1

𝑦𝑛+1 − 𝑥
𝑛+1

 = lim
𝑛→∞

(𝛼 + 𝛽 − �̆�
𝛼 + 𝛽 − 𝑘)

𝑛 𝑧1 − 𝑥
1

𝑦1 − 𝑥
1


= 0,

(23)

which means that Theorem 10 is still valid for the nonexpan-
sive mapping.

4. An Application to Synchronization of
Logistic Maps

Logistic maps are classical discrete systems which can gen-
erate bifurcation and chaos. Synchronization of two logistic
maps, which means the state variable of one logistic map
is eventually equal to the counterpart of another logistic
map, has been widely used in secure communication, image
encryption, and signal transmission [22, 31]. Our results can
be applied to studying the synchronization of logistic maps.

If 𝑇𝑥
𝑛
= −𝛽
𝑛
𝑥2
𝑛
and 𝛼

𝑛
= 𝛽
𝑛
= 𝑟, then scheme (2) reduces

to the following logistic map

𝑥
𝑛+1

= 𝑟𝑥
𝑛
− 𝑟𝑥2
𝑛
, 𝑛 ∈ N, (24)

where 𝑥
1
∈ 𝐶. If 0 < 𝑟 < 0.5 and 0 < 𝑥

1
< 1, then we can

derive 0 < 𝑥
𝑛
< 1, which implies that

𝑇𝑥𝑛 − 𝑇𝑦
𝑛

 = 𝑟 𝑥2𝑛 − 𝑦2
𝑛

 = 𝑟 𝑥𝑛 + 𝑦
𝑛

 𝑥𝑛 − 𝑦
𝑛


< 𝑥𝑛 − 𝑦

𝑛


(25)

for any 0 < 𝑥
𝑛
, 𝑦
𝑛
< 1.

Here, we consider another logistic map

𝑦
𝑛+1

= 𝑟𝑦
𝑛
− 𝑟𝑦2
𝑛
, 𝑛 ∈ N, (26)

where 𝑦
1

∈ 𝐶. Defining 𝑒
𝑛

= 𝑥
𝑛
− 𝑦
𝑛
, we can have the

following scheme:

𝑒
𝑛+1

= 𝑟 (1 − (𝑥
𝑛
+ 𝑦
𝑛
)) 𝑒
𝑛
, 𝑛 ∈ N, (27)

where 𝑒
1
= 𝑥
1
− 𝑦
1
∈ 𝐶.

Definition 13. If lim
𝑛→∞

|𝑥
𝑛
− 𝑦
𝑛
| = 0, the logistic map

described by (24) is said to achieve the global synchronization
with the logistic map described by (26).
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n
+
1
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Iteration number n
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0.5

Figure 1: The trajectory of 𝑒
𝑛+1

with 𝜇 = 0.78 and 𝑘
𝑖
= 0.21.

By using the similar proofmethod ofTheorem 2with 𝑘
𝑖
=0 and |𝑟(1 − (𝑥

𝑛
+ 𝑦
𝑛
))| < 0.5, we can derive the following

result.

Theorem 14. If 0 < 𝑟 < 0.5 and 0 < 𝑥
1
, 𝑦
1
< 1, the logistic

map described by (24) achieves the global synchronization with
the logistic map described by (26).

5. Two Illustrated Examples

Example 15. Now we give an example for the main theorems
with numerical analysis.

Consider 𝑇𝑥 = √𝑥2 − 8𝑥 + 40 on [4.1, 10] with the
contraction constant 𝜇 = 0.78. The fixed point of 𝑇 is𝑥 = 5. We first construct the iteration scheme (11) associated
with Picard iteration (10). From Theorem 5, we know that
max{|𝑘

𝑖
|} + 𝜇 < 1, 𝑖 = 1, 2, . . . , 𝑛, which implies |𝑘

𝑖
| < 0.22

for 𝑖 = 1, 2, . . . , 𝑛. We choose 𝑘
𝑖
= 0.21, for 𝑖 = 1, 2, . . . , 𝑛,

and 𝑥
1

= 6 and 𝑦
1

= 8. Figure 1 gives a demonstration
of trajectory of 𝑒

𝑛+1
of (11). From Figure 1, we can see that

lim
𝑛→∞

‖𝑒
𝑛+1

‖ = 0; that is, lim
𝑛→∞

‖𝑥
𝑛+1

− 𝑦
𝑛+1

‖ = 0, which
indicates the effectiveness of Theorem 5.

Then, we construct the iteration scheme (14) associated
with Mann iteration (13) with 𝛽

𝑖
= 0.75 for 𝑖 = 1, 2, . . . , 𝑛.

From Theorem 6, we can get 𝛽𝜇 − 𝛽 < 𝑘 ≤ 𝑘
𝑖
≤ 𝑘 < 1 − 𝛽,

which indicates −0.165 < 𝑘
𝑖
< 0.25 for 𝑖 = 1, 2, . . . , 𝑛. We

choose 𝑘
𝑖
= 0.24, for 𝑖 = 1, 2, . . . , 𝑛, and 𝑥

1
= 6 and ̌𝑦

1
= 8.

Figure 2 provides the trajectory of ̌𝑒
𝑛+1

of (14). From Figure 2,
we can observe that lim

𝑛→∞
‖ ̌𝑒
𝑛+1

‖ = 0; that is, lim
𝑛→∞

‖𝑥
𝑛+1

−̌𝑦
𝑛+1

‖ = 0, which indicates the effectiveness of Theorem 6.
Now, we construct the iteration scheme (17) associated

with Ishikawa iteration (16) with 𝛽
𝑖
= 0.5 and 𝛾

𝑖
= 0.75 for𝑖 = 1, 2, . . . , 𝑛. FromTheorem 7, we can have 𝛽𝜇(1−𝛾+𝛾𝜇)−

𝛽 < 𝑘 ≤ 𝑘
𝑖
≤ 𝑘 < 1 − 𝛽, which implies −0.1744 < 𝑘

𝑖
< 0.5

for 𝑖 = 1, 2, . . . , 𝑛. We choose 𝑘
𝑖
= 0.49, for 𝑖 = 1, 2, . . . , 𝑛, and𝑥

1
= 6 and 𝑦

1
= 8. Figure 3 reveals the trajectory of 𝑒

𝑛+1
of

(17). It follows from Figure 3 that lim
𝑛→∞

‖𝑒
𝑛+1

‖ = 0; that is,
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Table 1: Comparison for convergent rates of iteration scheme (3) with different 𝑘
𝑖
.

𝑛 = 1 𝑛 = 2 𝑛 = 3 ⋅ ⋅ ⋅ 𝑛 = 17 𝑛 = 18 𝑛 = 19 𝑛 = 20
𝑦
𝑛
as 𝑘
𝑖
= 0.39 9.00 6.63 5.58 ⋅ ⋅ ⋅ 5.00 5.00 5.00 5.00𝑦

𝑛
as 𝑘
𝑖
= 0.01 9.00 7.77 6.80 ⋅ ⋅ ⋅ 5.02 5.01 5.01 5.00𝑦

𝑛
as 𝑘
𝑖
= −0.1 9.00 8.10 7.30 ⋅ ⋅ ⋅ 5.05 5.03 5.02 5.01

0

−0.5

−1

−1.5

−2

−2.5

−3

̌
e n

+
1
=

x
n
+
1
−
̌

y
n
+
1

10 12 14 16 18 20
Iteration number n

0 2 4 6 8

Figure 2: The trajectory of ̌𝑒
𝑛+1

with 𝜇 = 0.78 and 𝑘
𝑖
= 0.24.
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Figure 3: The trajectory of 𝑒
𝑛+1

with 𝜇 = 0.78 and 𝑘
𝑖
= 0.49.

lim
𝑛→∞

‖𝑥
𝑛+1

−𝑦
𝑛+1

‖ = 0, which indicates the effectiveness of
Theorem 7.

Finally, we compare the convergence rates of (3) with
different 𝑘

𝑖
. We choose scheme (14) with 𝛽

𝑖
= 0.6. From

Theorem 6, we can have −0.132 < 𝑘
𝑖
< 0.4 for 𝑖 = 1, 2, . . . , 𝑛.

Let 𝑥
1

= 6 and 𝑦
1

= 𝑧
1

= 9. We choose 𝑘
𝑖
as 0.39,0.01, and −0.1 to approximate the fixed point, respectively.

Table 1 shows that the convergence rate of (3) increases
as 𝑘
𝑖
increases, which also illustrates the effectiveness of

Theorem 10.
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Figure 4: The trajectories of 𝑥
𝑛
, 𝑦
𝑛
, 𝑒
𝑛
.

Example 16. Consider the logistic maps described by (24)
and (26) with 𝑟 = 0.4 and 𝑥

1
= 0.9 and 𝑦

1
= 0.6. Fig-

ure 4 reveals the global synchronization of the logistic maps
described by (24) and (26) which illustrates the effectiveness
of Theorem 14.

6. Conclusions and Future Works

For a given convergent scheme to approximate the fixed point
of a contraction mapping, we have provided an associated
scheme which had a similar structure to that of the given
scheme. We have derived conditions to ensure this new
scheme and the given scheme to converge to the same
fixed point. We have used our derived results to construct
the associated schemes for Picard, Mann, and Ishikawa
iterative schemes for contraction mappings and derived
the convergence theorems for those schemes, respectively.
Moreover, we can accelerate the convergence rate of this
new scheme by controlling the feedback parameter. We
have extended those convergence and comparison results
to nonexpansive mappings. In addition, we have utilized
those derived results to investigate the synchronization of
logistic maps. We have used two examples to illustrate the
effectiveness of our derived results. In this paper, we only con-
sider the linear feedback in the scheme. Our future research
focus is to design a faster scheme by using the nonlinear
feedback.
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We present new high-order optimal iterative methods for solving a nonlinear equation, 𝑓(𝑥) = 0, by using Padé-like approximants.
We compose optimal methods of order 4 with Newton’s step and substitute the derivative by using an appropriate rational
approximant, getting optimal methods of order 8. In the same way, increasing the degree of the approximant, we obtain optimal
methods of order 16. We also perform different numerical tests that confirm the theoretical results.

1. Introduction

Many applied problems in different fields of science and tech-
nology require to find the solution of a nonlinear equation.
Iterative methods are used to approximate its solutions. The
performance of an iterative method can be measured by the
efficiency index introduced by Ostrowski in [1]. In this sense,
Kung and Traub conjectured in [2] that a multistep method
without memory performing 𝑛 + 1 functional evaluations per
iteration can have atmost convergence order 2𝑛, inwhich case
it is said to be optimal.

Recently, different optimal eighth-order methods, with
4 functional evaluations per step, have been published. A
very interesting survey can be found in [3]. Some of them
are a generalization of the well-known Ostrowski’s optimal
method of order four [4–7]. In [8] the authors start from a
third-order method due to Potra-Pták, combine this scheme
withNewton’smethodusing “frozen” derivative, and estimate
the new functional evaluation. The procedure designed in
[9] uses weight-functions and “frozen” derivative for the
development of the schemes. As far as we know, beyond the
family described by Kung and Traub in [2], only in [10] a
general technique to obtain new optimal methods has been
presented; the authors use inverse interpolation andmethods
of sixteenth order have also been obtained.

While computational engineering has achieved signifi-
cant maturity, computational costs can be extremely large

when high accuracy simulations are required. The devel-
opment of a practical high-order solution method could
diminish this problem by significantly decreasing the com-
putational time required to achieve an acceptable error level
(see, e.g., [11]).

The existence of an extensive literature on higher order
methods (see, e.g., [3, 12] and the references therein) reveals
that they are only limited by the nature of the problem to
be solved: in particular, the numerical solutions of non-
linear equations and systems are needed in the study of
dynamical models of chemical reactors [13], or in radioactive
transfer [14]. Moreover, many of numerical applications use
high precision in their computations; in [15], high-precision
calculations are used to solve interpolation problems in
Astronomy; in [16] the authors describe the use of arbitrary
precision computations to improve the results obtained in
climate simulations; the results of these numerical exper-
iments show that the high-order methods associated with
a multiprecision arithmetic floating point are very useful,
because it yields a clear reduction in iterations. A motivation
for an arbitrary precision in interval methods can be found
in [17], in particular for the calculation of zeros of nonlinear
functions.

The objective of this paper is to present a general proce-
dure to obtain optimal order methods for 𝑛 = 3, 4 starting
from optimal order methods for 𝑛 = 2. The procedure
consists in composing optimal methods of order 4 that use
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two evaluations of the function and one of the derivative,
with Newton’s step and approximating the derivative in this
last step by using an adequate rational function which allows
duplicating the convergence order, introducing only one new
functional evaluation per iteration.

In Section 2, we describe the process to generate the new
eighth-order methods and establish their convergence order.
In Section 3, the same procedure is used to obtain sixteenth-
ordermethods by increasing the approximant degree. Finally,
in Section 4, we collect several optimal methods of order 4
that are the starting point for our new methods and present
numerical experiments that confirm the theoretical results.

2. Optimal Methods of Order 8

In this section, we describe a procedure that allows us to
obtain newoptimalmethods of order 8, starting fromoptimal
schemes of order 4. Let us denote by Ψ2𝑚 the set of iteration
functions corresponding to optimal methods of order 2𝑚.

Consider the three-step method given by

𝜙1 (𝑥𝑘) = 𝑥𝑘 − 𝑓 (𝑥𝑘)𝑓 (𝑥𝑘) ,
𝜙2 (𝑥𝑘) = 𝜓𝑓 (𝑥𝑘) ,
𝜙3 (𝑥𝑘) = 𝜙2 (𝑥𝑘) − 𝑓 (𝜙2 (𝑥𝑘))

𝑓 (𝜙2 (𝑥𝑘)) ,
(1)

where 𝜓𝑓 ∈ Ψ4.
In order to simplify the notation, we will omit the

argument 𝑥𝑘 in the iterative process, so that we will write𝜙𝑖(𝑥𝑘) as 𝜙𝑖, 𝑖 = 1, 2, 3 and 𝜙0 = 𝑥𝑘.
Obviously, this three-step method has order 8, being

a composition of schemes of orders 4 and 2, respectively
(see [2], Th. 2.4), but the method is not optimal because it
introduces two new functional evaluations in the last step.

Thus, tomaintain the optimality, we substitute 𝑓(𝜙2(𝑥𝑘))
with the derivative ℎ2(𝜙2(𝑥𝑘)) of the second-degree approxi-
mant

ℎ2 (𝑡) = 𝑎(2)0 + 𝑎(2)1 (𝑡 − 𝜙0) + 𝑎(2)2 (𝑡 − 𝜙0)21 + 𝑏(2)1 (𝑡 − 𝜙0) , (2)

verifying the conditions
ℎ2 (𝜙0) = 𝑓 (𝜙0) , (3)

ℎ2 (𝜙0) = 𝑓 (𝜙0) , (4)

ℎ2 (𝜙1) = 𝑓 (𝜙1) , (5)

ℎ2 (𝜙2) = 𝑓 (𝜙2) . (6)

From the first condition one has 𝑎(2)0 = 𝑓(𝜙0). Substitut-
ing in (4)–(6) we obtain the following linear system:

𝑎(2)1 − 𝑏(2)1 𝑓 (𝜙0) = 𝑓 (𝜙0)
𝑎(2)1 + 𝑎(2)2 (𝜙1 − 𝜙0) − 𝑏(2)1 𝑓 (𝜙1) = 𝑓 [𝜙0, 𝜙1]
𝑎(2)1 + 𝑎(2)2 (𝜙2 − 𝜙0) − 𝑏(2)1 𝑓 (𝜙2) = 𝑓 [𝜙0, 𝜙2] ,

(7)

where, as usual, 𝑓[𝑥, 𝑦] denotes the divided difference of
order 1, (𝑓(𝑦)−𝑓(𝑥))/(𝑦−𝑥). Applying Gaussian elimination
the following reduced system is obtained

𝑎(2)1 − 𝑏(2)1 𝑓 (𝜙0) = 𝑓 (𝜙0)
𝑎(2)2 − 𝑏(2)1 𝑓 [𝜙0, 𝜙1] = 𝑓 [𝜙0, 𝜙0, 𝜙1]

−𝑏(2)1 𝑓 [𝜙0, 𝜙1, 𝜙2] = 𝑓 [𝜙0, 𝜙0, 𝜙1, 𝜙2] .
(8)

In the divided differences with a repeated argument, one
places the derivative instead of an undetermined quotient.
The coefficients of the approximant are obtained by backward
substitution. Then, the derivative of the approximant in 𝜙2 is

ℎ2 (𝜙2)
= 𝑎(2)1 − 𝑎(2)0 𝑏(2)1 + 2𝑎(2)2 (𝜙2 − 𝜙0) + 𝑎(2)2 𝑏(2)1 (𝜙2 − 𝜙0)2

(1 + 𝑏(2)1 (𝜙2 − 𝜙0))2 . (9)

Substituting 𝑓(𝜙2) by this value, we obtain an iterative
method, 𝑀3, defined by

𝑥𝑘+1 = 𝜙3 (𝑥𝑘) , (10)

where

𝜙1 (𝑥𝑘) = 𝑥𝑘 − 𝑓 (𝑥𝑘)𝑓 (𝑥𝑘) , (11)

𝜙2 (𝑥𝑘) = 𝜓𝑓 (𝑥𝑘) , (12)

𝜙3 (𝑥𝑘) = 𝜙2 (𝑥𝑘) − 𝑓 (𝜙2 (𝑥𝑘))
ℎ2 (𝜙2 (𝑥𝑘)) . (13)

This method only uses 4 functional evaluations per
iteration. Showing that it is of order 8 we will prove that it
is optimal in Kung-Traub’s sense.

Theorem 1. Let 𝛼 ∈ 𝐼 be a simple root of a function 𝑓 : 𝐼 ⊆
R → R sufficiently differentiable in an open interval 𝐼. For
an 𝑥0 close enough to 𝛼, the method defined by (11)–(13) has
optimal convergence order 23.
Proof. Let 𝜖𝑚,𝑘 be the error of 𝜙𝑚(𝑥𝑘); that is, 𝜖𝑚,𝑘 = 𝜙𝑚(𝑥𝑘) −𝛼, 𝑚 = 0, 1, 2, 3, for 𝑘 = 0, 1, . . .. Then, by the definition of
each step of the iterative method, we have

𝜖0,𝑘 = 𝜖𝑘 = 𝑥𝑘 − 𝛼, (14)

𝜖1,𝑘 = 𝜙1 (𝑥𝑘) − 𝛼 = 𝑂 (𝜖2𝑘) , (15)

𝜖2,𝑘 = 𝜙2 (𝑥𝑘) − 𝛼 = 𝑂 (𝜖4𝑘) , (since 𝜓𝑓 ∈ Ψ4) . (16)

Consider the expansion of 𝑓(𝜙0) around 𝛼
𝑓 (𝜙0) = 𝑐1𝜖𝑘 + 𝑐2𝜖2𝑘 + 𝑐3𝜖3𝑘 + 𝑐4𝜖4𝑘 + 𝑐5𝜖5𝑘 + 𝑐6𝜖6𝑘 + 𝑐7𝜖7𝑘

+ 𝑐8𝜖8𝑘 + 𝑂 (𝜖𝑘)9 , (17)
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where 𝑐𝑗 = 𝑓(𝑗)(𝛼)/𝑗!, for 𝑗 = 1, 2, . . .; then,
𝑓 (𝜙0) = 𝑐1 + 2𝑐2𝜖𝑘 + 3𝑐3𝜖2𝑘 + 4𝑐4𝜖3𝑘 + 5𝑐5𝜖4𝑘 + 6𝑐6𝜖5𝑘

+ 7𝑐7𝜖6𝑘 + 8𝑐8𝜖7𝑘 + 𝑂 (𝜖𝑘)8 , (18)

so that using (11) and (14)

𝜖1,𝑘 = 𝜖𝑘 − 𝑓 (𝑥𝑘)𝑓 (𝑥𝑘)
= 𝑐2𝑐1 𝜖

2
𝑘 + 2 (−𝑐22 + 𝑐1𝑐3)𝑐21 𝜖3𝑘

+ 4𝑐32 − 7𝑐1𝑐2𝑐3 + 3𝑐21 𝑐4𝑐31 𝜖4𝑘 + ⋅ ⋅ ⋅ .

(19)

Substituting (19) in the expansion of 𝑓(𝜙1) around 𝛼 we
get

𝑓 (𝜙1) = 𝑐2𝜖2𝑘 + (− 2𝑐22𝑐1 + 2𝑐3) 𝜖3𝑘
+ ( 5𝑐32𝑐21 − 7𝑐2𝑐3𝑐1 + 3𝑐4) 𝜖4𝑘 + ⋅ ⋅ ⋅ .

(20)

Using in (15) that 𝜓𝑓 ∈ Ψ4, we write
𝜖2,𝑘 = 𝑖4𝜖4𝑘 + 𝑖5𝜖5𝑘 + 𝑖6𝜖6𝑘 + 𝑖7𝜖7𝑘 + 𝑖8𝜖8𝑘 + 𝑂 (𝜖𝑘)9 , (21)

for some 𝑖𝑗 constants, 𝑗 = 4, 5, . . .. Substituting (21) in Taylor’s
expansion of 𝑓(𝜙2), we obtain

𝑓 (𝜙2) = 𝑐1𝑖4𝜖4𝑘 + 𝑐1𝑖5𝜖5𝑘 + 𝑐1𝑖6𝜖6𝑘 + 𝑐1𝑖7𝜖7𝑘
+ (𝑐2𝑖24 + 𝑐1𝑖8) 𝜖8𝑘 + 𝑂 (𝜖𝑘)9 . (22)

Using (17), (18), (20), and (22) in the determination of the
coefficients of the rational approximant and in the expression
of its derivative (9) gives

ℎ2 (𝜙2) = 𝑐1 + −𝑐23 + 𝑐2 (𝑐4 + 2𝑐1𝑖4)𝑐1 𝜖4𝑘 + ⋅ ⋅ ⋅
= 𝑓 (𝛼) + 𝑂 (𝜖4𝑘) .

(23)

Now, Taylor’s expansion of 𝑓(𝜙2) in 𝑥 = 𝛼 gives

𝑓 (𝜙2) = 𝑓 (𝛼) + 𝑓 (𝛼) (𝜙2 − 𝛼) + 𝑂 (𝜙2 − 𝛼)2 , (24)

and the fact that 𝜙2(𝑥) is of fourth order allows us to establish
𝑓 (𝜙2) = 𝑓 (𝛼) + 𝑂 (𝜖4𝑘) . (25)

Using this expression and (23) one can write

𝑓 (𝜙2) = ℎ2 (𝜙2) (1 + 𝑂 (𝜖4𝑘)) . (26)

The order of the method 𝑀3 is obtained by computing

𝜖3,𝑘 = 𝜙3 (𝑥𝑘) − 𝛼 = 𝜙2 (𝑥𝑘) − 𝛼 − 𝑓 (𝜙2 (𝑥𝑘))
ℎ2 (𝜙2 (𝑥𝑘)) . (27)

Using (26) we have

𝜖3,𝑘 = 𝜙3 (𝑥𝑘) − 𝛼
= 𝜙2 (𝑥𝑘) − 𝛼 − 𝑓 (𝜙2 (𝑥𝑘)) (1 + 𝑂 (𝜖4𝑘))

𝑓 (𝜙2 (𝑥𝑘))
= 𝜙2 (𝑥𝑘) − 𝛼 − 𝑓 (𝜙2 (𝑥𝑘))

𝑓 (𝜙2 (𝑥𝑘))
− 𝑓 (𝜙2 (𝑥𝑘))

𝑓 (𝜙2 (𝑥𝑘)) 𝑂 (𝜖4𝑘) .

(28)

From (19) it can be deduced that

𝑓 (𝑥𝑘)𝑓 (𝑥𝑘) = 𝜖𝑘 − 𝜖1,𝑘 = (𝑥𝑘 − 𝛼) − 𝑐2𝑐1 (𝑥𝑘 − 𝛼)2 − ⋅ ⋅ ⋅ . (29)

So, it is clear that

𝑓 (𝜙2 (𝑥𝑘))
𝑓 (𝜙2 (𝑥𝑘)) = (𝜙2 (𝑥𝑘) − 𝛼) − 𝑐2𝑐1 (𝜙2 (𝑥𝑘) − 𝛼)2

− ⋅ ⋅ ⋅ .
(30)

By substituting (30) in (28) and using that 𝜓𝑓 ∈ Ψ4 one
has

𝜖3,𝑘 = 𝑐2𝑐1 (𝜙2 (𝑥𝑘) − 𝛼)2 + ⋅ ⋅ ⋅ + (𝜙2 (𝑥𝑘) − 𝛼) 𝑂 (𝜖4𝑘)
+ ⋅ ⋅ ⋅ = 𝑂 (𝜖8𝑘) ,

(31)

which proves that method 𝑀3 has optimal order 23.
3. Optimal Methods of Order 16

The idea of this section is to extend the former process
performing a new step to obtain optimal methods of order2𝑛 starting from optimal methods of order 2𝑛−1. For 𝑛 = 4 the
method 𝑀4 can be defined as follows:

𝑥𝑘+1 = 𝜙4 (𝑥𝑘) , 𝑘 = 0, 1, . . . (32)

with

𝜙1 (𝑥) = 𝑥 − 𝑓 (𝑥)𝑓 (𝑥) ,
𝜙2 (𝑥) = 𝜓𝑓 (𝑥) ,
𝜙3 (𝑥) = 𝜑𝑓 (𝑥) ,
𝜙4 (𝑥) = 𝜙3 (𝑥) − 𝑓 (𝜙3 (𝑥))

ℎ3 (𝜙3 (𝑥)) ,

(33)
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where 𝜓𝑓 ∈ Ψ4 and 𝜑𝑓 ∈ Ψ8. (See [2, 5, 6, 8, 14, 16, 18] for
some optimal eighth-order methods.)

Then, we start from a method that, in its first three steps,
performs 4 functional evaluations and another additional
evaluation in the last step 𝑓(𝜙3(𝑥)) that allows us to construct
the following rational approximant:

ℎ3 (𝑡)
= 𝑎(3)0 + 𝑎(3)1 (𝑡 − 𝜙0) + 𝑎(3)2 (𝑡 − 𝜙0)2 + 𝑎(3)3 (𝑡 − 𝜙0)31 + 𝑏(3)1 (𝑡 − 𝜙0) . (34)

The coefficients are determined by imposing the follow-
ing conditions:

ℎ3 (𝜙0) = 𝑓 (𝜙0) , (35)

ℎ3 (𝜙0) = 𝑓 (𝜙0) , (36)

ℎ3 (𝜙1) = 𝑓 (𝜙1) , (37)

ℎ3 (𝜙2) = 𝑓 (𝜙2) , (38)

ℎ3 (𝜙3) = 𝑓 (𝜙3) . (39)

Similarly to the former case, 𝑎(3)0 = 𝑓(𝜙0). Substituting in
(36)–(39) we obtain the linear system

𝑎(3)1 − 𝑏(3)1 𝑓 (𝜙0) = 𝑓 (𝜙0)
𝑎(3)1 + 𝑎(3)2 (𝜙1 − 𝜙0) + 𝑎(3)2 (𝜙1 − 𝜙0)2 − 𝑏(3)1 𝑓 (𝜙1)

= 𝑓 [𝜙0, 𝜙1]
𝑎(3)1 + 𝑎(3)2 (𝜙2 − 𝜙0) + 𝑎(3)2 (𝜙2 − 𝜙0)2 − 𝑏(3)1 𝑓 (𝜙2)

= 𝑓 [𝜙0, 𝜙2]
𝑎(3)1 + 𝑎(3)2 (𝜙3 − 𝜙0) + 𝑎(3)2 (𝜙3 − 𝜙0)2 − 𝑏(3)1 𝑓 (𝜙3)

= 𝑓 [𝜙0, 𝜙3] .

(40)

The remaining coefficients are obtained by reducing
the system to triangular form and solving it by backward
substitution

𝑎(3)1 − 𝑏(3)1 𝑓 (𝜙0) = 𝑓 (𝜙0)
𝑎(3)2 + 𝑎(3)3 (𝜙1 − 𝜙0) − 𝑏(3)1 𝑓 [𝜙0, 𝜙1] = 𝑓 [𝜙0, 𝜙0, 𝜙1]
𝑎(3)3 − 𝑏(3)1 𝑓 [𝜙0, 𝜙0, 𝜙2] = 𝑓 [𝜙0, 𝜙0, 𝜙1, 𝜙2]
− 𝑏(3)1 𝑓 [𝜙0, 𝜙0, 𝜙2, 𝜙3] = 𝑓 [𝜙0, 𝜙0, 𝜙1, 𝜙2, 𝜙3] .

(41)

The derivative of the rational approximant in 𝜙3 is
ℎ3 (𝜙3) = 𝑎(3)1 − 𝑎(3)0 𝑏(3)1 + 2𝑎(3)2 (𝜙3 − 𝜙0)

(1 + 𝑏(3)1 (𝜙3 − 𝜙0))2

+ (3𝑎(3)3 + 𝑎(3)2 𝑏(3)1 ) (𝜙3 − 𝜙0)2 + 2𝑎(3)3 𝑏(3)1 (𝜙3 − 𝜙0)3
(1 + 𝑏(3)1 (𝜙3 − 𝜙0))2 .

(42)

As in the previous case, this expression allows us to
establish that

ℎ3 (𝜙3) = 𝑓 (𝛼) + 𝑂 (𝜖8𝑘) , (43)

and taking into account the fact that

𝑓 (𝜙3) = 𝑓 (𝛼) + 𝑂 (𝜖8𝑘) , (44)

we get

𝑓 (𝜙3) = ℎ3 (𝜙3) (1 + 𝑂 (𝜖8𝑘)) . (45)

Similarly to the eighth-order case, from this expression it
results that 𝑀4 has optimal convergence order 24.
4. Numerical Experiments

First of all, we consider some optimal four-order methods
that we have used for developing high-order methods with
the procedure described; all of them use Newton’s step as a
predictor and another evaluation of function 𝑓.

𝑦𝑘 = 𝑥𝑘 − 𝑓 (𝑥𝑘)𝑓 (𝑥𝑘) . (46)

(1) Ostrowski’s method (see [1])

𝑥𝑘+1 = 𝑦𝑘 − 𝑓 (𝑦𝑘) (𝑥𝑘 − 𝑦𝑘)𝑓 (𝑥𝑘) − 2𝑓 (𝑦𝑘) . (47)

(2) The family of King’s method (see [18])

𝑥𝑘+1 = 𝑦𝑘 − 𝑓 (𝑦𝑘)𝑓 (𝑥𝑘)
𝑓 (𝑥𝑘) + 𝑏𝑓 (𝑦𝑘)𝑓 (𝑥𝑘) + (𝑏 − 2) 𝑓 (𝑦𝑘) . (48)

(3) An optimal variant of Potra-Pták’s method (see [8])

𝑥𝑘+1 = 𝑥𝑘 − 𝑓 (𝑥𝑘) + 𝑓 (𝑦𝑘)𝑓 (𝑥𝑘)
− 𝑓 (𝑦𝑘)2 (2𝑓 (𝑥𝑘) + 𝑓 (𝑦𝑘))

𝑓 (𝑥𝑘)2 𝑓 (𝑥𝑘) .
(49)

(4) Maheshwari method (see [19])

𝑥𝑘+1 = 𝑥𝑘 − 𝑓 (𝑥𝑘)𝑓 (𝑥𝑘) ( 𝑓 (𝑦𝑘)2
𝑓 (𝑥𝑘)2 − 𝑓 (𝑥𝑘)𝑓 (𝑦𝑘) − 𝑓 (𝑥𝑘) ) . (50)

Now we check the performance of the methods 𝑀3 and𝑀4 generated by (5) and (32), taking the different methods𝜓𝑓 ∈ Ψ4 described above.
We have chosen the following examples:

(a) 𝑓(𝑥) = (𝑥 − 2)(𝑥10 + 𝑥 + 1)𝑒−𝑥−1, 𝛼 = 2.
(b) 𝑓(𝑥) = 𝑒𝑥 sin(5𝑥) − 2, 𝛼 ≈ 1.36397318.
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Table 1: Numerical results for𝑓(𝑥) = (𝑥−2)(𝑥10+𝑥+1)𝑒−𝑥−1; 𝛼 = 2,
with 𝑥0 = 2.1.
𝑀3 with 𝜓𝑓 |𝑥1 − 𝛼| |𝑥2 − 𝛼| |𝑥3 − 𝛼| 𝑝
Ostrowski 9.5688(−6) 3.1934(−37) 4.9152(−289) 8
King𝛽=−1 7.25(−5) 2.62(−29) 7.68(−225) 8
King𝛽=1 7.34(−5) 8.65(−29) 3.23(−220) 8
Opt. Potra 3.17(−5) 3.48(−33) 7.34(−257) 7.99
Maheshwari 1.03(−4) 2.56(−27) 3.72(−208) 8
Table 2:Numerical results for𝑓(𝑥) = (𝑥−2)(𝑥10+𝑥+1)𝑒−𝑥−1; 𝛼 = 2,
with 𝑥0 = 2.1.
𝑀4 with 𝜓𝑓 |𝑥1 − 𝛼| |𝑥2 − 𝛼| |𝑥3 − 𝛼| 𝑝
Ostrowski 3.76(−10) 1.34(−143) 9.25(−2279) 15.8399
King𝛽=−1 2.08(−8) 5.55(−114) 3.83(−1803) 15.7977
King 𝛽=1 2.17(−8) 1.02(−112) 5.72(−1782) 15.6564
Opt. Potra 3.94(−9) 1.56(−127) 5.93(−2022) 15.9907
Maheshwari 4.28(−8) 2.03(−107) 1.29(−1696) 15.5962
Table 3: Numerical results for 𝑓(𝑥) = 𝑒𝑥 sin(5𝑥) − 2; 𝛼 ≈1.36397318 ⋅ ⋅ ⋅ , with 𝑥0 = 1.2.
𝑀3 with 𝜓𝑓 |𝑥1 − 𝑥0| |𝑥2 − 𝑥1| |𝑥3 − 𝑥2| 𝜌
Ostrowski 0.00363 3.13(−17) 2.43(−128) 8
King𝛽=−1 0.00228 4.44(−18) 4.81(−135) 8
King𝛽=1 −0.00544 1.72(−16) 1.64(−122) 8
Opt. Potra 0.00669 4.15(−16) 1.74(−119) 7.99
Maheshwari 0.00305 1.5(−17) 7.5(−131) 7.99

We have performed the computations in MATLAB in
variable precision arithmetic with 1000 digits of mantissa.

Tables 1 and 2 show the distance |𝑥𝑘 − 𝛼| for the first three
iterations of the neworder 8 and 16methods, respectively.The
last column, when we know the exact solution 𝛼, that is, for
example, (a), depicts the computational convergence order 𝑝
(see [20])

𝑝 = ln (𝑥𝑘+1 − 𝛼 / 𝑥𝑘 − 𝛼)
ln (𝑥𝑘 − 𝛼 / 𝑥𝑘−1 − 𝛼) , (51)

and for example (b), we compute the approximated compu-
tational convergence order 𝜌 (see [21])

𝜌 = ln (𝑥𝑘+1 − 𝑥𝑘 / 𝑥𝑘 − 𝑥𝑘−1)
ln (𝑥𝑘 − 𝑥𝑘−1 / 𝑥𝑘−1 − 𝑥𝑘−2) . (52)

The results fromTables 3 and 4 correspond to an equation
without exact solution, so that |𝑥𝑘+1 − 𝑥𝑘| is computed,
instead of the actual error. In both cases, the numerical results
support the optimality of the new methods, according to the
proven theoretical results.

5. Conclusions

In this paper, we develop high-order iterative methods to
solve nonlinear equations. The procedure to obtain the itera-
tion functions is rigorously deduced and can be generalized.

Table 4: Numerical results for 𝑓(𝑥) = 𝑒𝑥 sin(5𝑥) − 2; 𝛼 ≈1.36397318 ⋅ ⋅ ⋅ , with 𝑥0 = 1.2.
𝑀4 with 𝜓𝑓 |𝑥1 − 𝑥0| |𝑥2 − 𝑥1| |𝑥3 − 𝑥2| 𝜌
Ostrowski 6.45(−5) 7.08(−75) 5.13(−1188) 16.0342
King𝛽=−1 4.02(−5) −2.65(−78) 7.38(−1243) 15.9919
King𝛽=1 9.73(−5) −5.81(−72) 2.3(−1141) 16.0731
Opt. Potra 5.41(−5) 3.43(−76) 4.58(−1209) 16.0182
Maheshwari 1.2(−4) 2.11(−70) 2.25(−1116) 16.0957

There are numerous applications where these schemes are
needed because it is necessary to use high precision in their
computations, as occurs in dynamical models of chemical
reactors and in radioactive transfer and also high-precision
calculations are used to solve interpolation problems in
Astronomy and so forth. Moreover, the methods presented
are optimal in terms of efficiency; this fact makes them very
competitive.
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Climate change has become a challenging and emerging research problem inmany research related areas. One of the key parameters
in analyzing climate change is to analyze temperature variations in different regions. The temperature variation in a region is
periodic within the interval. Temperature variations, though periodic in nature, may vary from one region to another and such
variations are mainly dependent on the location and altitude of the region and also on other factors like the nearness of sea and
vegetation. In this paper, we analyze such periodic variations using recurrence plot (RP), cross recurrence plot (CRP), recurrence
rate (RR), and correlation of probability of recurrence (CPR)methods to find similarities of periodic variations between and within
climatic regions and to identify their connectivity trend. First, we test the correctness of our method by applying it on voice and
heart rate data and then experimentation is performed on synthetic climate data of nine regions in the United States and eight
regions in China. Finally, the accuracy of our approach is validated on both real and synthetic datasets and demonstrated using
ANOVA, Kruskal–Wallis, and z-statistics significance tests.

1. Introduction

No location on the earth will have exactly the same climate as
another; many do have very similar climatic characteristics,
which depend on various factors such as latitude and longi-
tude of the region, temperature, humidity, air pressure, wind,
cloudiness, and nearness of sea and vegetation. Temperature
is one of the important factors in climate change. The
temperature of a region affects humans and biological and
physical systems in all continents [1]. Currently, temperature
is rising all over the world because greenhouse gases are
trapping more heat in the earth’s atmosphere. Effective
and urgent solutions are needed to identify its impact on
agriculture, energy, water supplies, health, plants, animals,
ecosystems, forests, recreation, and so forth. Decisions about
temperature change are complex and costly and have long-
term implications. It is therefore vital that such decisions are
based on the best available evidence. We need to understand
the quality and provenance of that evidence and to find
whether any assumptions have been made in generating
it. Understanding temperature change patterns and their
periodic variations across time (such as yearly, monthly, and

daily changes) and their changes across environmental space
is of great significance.

Climate change adjustment refers to dealing with the
present or future expected impacts of climate change. There
are various ongoing research efforts on the collection of
climate data, the analysis of climate changes, and the model-
ing of climate processes. Finding correlations or similarities
among climate data is one of the central themes of many
scientific analyses. A good example is climate data analysis
to understand temperature changes over wide ranges of
time. It has many applications to agriculture [2, 3], fisheries,
ecosystems, water resources, energy infrastructure, business
[2, 4], food industry [2, 5, 6], and disaster planning. In
addition, climate impacts have also been assessed in potato
[7], maize [8], coffee [9], rice [10], sugar [11], wine grape
production [12], and so forth. For example, climate change
eventually increases the additional price for the agricul-
tural crops such as rice, wheat, maize, and soya beans,
which tends to cause a higher substantial fall in cereals
consumption.

To identify such climate change pattern, we proposed a
recurrence based approach to analyze temperature variations
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Figure 1: (a) Regions in the United States. (b) Regions in China.

in various climatic regions. The major contributions of our
approach are summarized as follows:

(1) Identify the periodic variations of temperature by
analyzing trends using recurrence plot (RP) for time
series data.

(2) Discover the climate differences or similarities of
the periodic variations existing between two regions
using cross recurrence plot (CRP), for example, nine
regions in the United States (Ohio Valley, Upper
Midwest, Northeast, Northwest, South, Southeast,
Southwest, West, and Northern Rockies and Plains)
and eight regions in China (South China, the mid-
dle and lower reaches of the Yangtze River, North
China, Northeast China, the east of Northwest China,
the west of Northwest China, Tibet, and Southwest
China), shown in Figures 1(a) and 1(b).

(3) Extract similarities among regions by using tech-
niques such as recurrence rate (RR), RP, CRP, and
correlation of probability of recurrence (CPR) on
temperature data.

(4) Calculate the number of connections in each bin
over time by binning CPR into three categories of
relatedness (weak, moderate, and strong).

We have demonstrated the potentials of this approach for
nine regions in the US, eight regions in China, and synthetic,
voice, and heart rate data. In this paper, we analyzed nine
connected regions in the US using monthly temperature data
spread over 120 years. Using RP, we proved the periodic
behavior of the variations. Using CRP, we provided the
method to test whether two regions have similar variations.
RR andCPR are used to show the correlation of probability of
occurrence of temperature points between time series of two
regions. Substantial experiments indicate that the proposed
approach successfully provides useful interpretation of simi-
lar or dissimilar patterns between and within regions related
to climate change.

2. Literature Review

Climate data (temperature) are usually multidimensional
arrays of floating-point numbers. These arrays typically have
one temporal dimension and two or three spatial dimensions,
which describes the evolvement of climate parameters in
a time span. The volume of climate data is expanding
exponentially day by day and it brings about some challenges
for climate data archiving, sharing, and analyzing. A lot of
research has been done to analyze financial, stock, economic,
and other time series data using recurrence plots, but very few
analyses are available for climate data based on recurrence
analysis [13–15]. Climate data is analyzed using several other
techniques. We are explaining some of them.

Sukharev et al. [16] presented a correlation analysis for
time varying multivariate climate datasets. They used 𝑘-
means clustering method and graph partitioning algorithm
to find patterns and connections. The correlation of a single
or a couple of variables is also analyzed using pointwise cor-
relation coefficients and canonical correlation analysis. Liu
et al. [17] proposed a lossless compression algorithm for the
time-spatial climate floating-point arrays.They used adaptive
prediction, XOR differencing, and multiway compression to
eliminate more data redundancy efficiently and also tried
to exploit the correlations among the multidimensions to
remove more data redundancy. Sap and Awan [18] used
kernel methods for unsupervised partitioning of data to find
spatiotemporal patterns in complex and nonlinearly separa-
ble climate data. Hendrix et al. [19] described a methodology
for capturing and identifying the estimation of a climate
network. They performed this by splitting the climate data
into a set of overlying decadal time intervals and creating a
network for each of these datasets representing the complex
interdependencies in the climate system over a particular
decade.

RPs and RQA have been successfully used in a large num-
ber of scientific disciplines [20] and are particularly used for
modeling financial and economic time series. In recent years,
several researchers concentrated on RPs and RQA techniques
to study deterministic dependencies in financial data. These
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techniques are used in various fields such as stock market
[21], exchange rates [22], electricity prices [23], and heart beat
interval [24]. Furthermore, synchronicity and convergence
are also examined amongmember nations of the Euro region
for GDP using cross recurrence analysis [25]. Silva et al.
[26] gave an overview of recurrence plots as a representation
domain for time series classification, in which Campana-
Keogh (CK-1) and Kolmogorov complexity based distances
are used to measure the closeness between recurrence plots
and to estimate image similarity, respectively.

From the above literature we observed that various
analyses are performed using recurrence plots to find hidden
data relationships in a sequence of time series datasets, such
as stocks, exchange rates, financial data, heart rates, voice, and
electricity processes, but very little research has been done
to find and visualize the interrelationship in temperature
periodic trends for climate data using RP, CRP, and CPR.
At the same time, we also observed that no significant
research has been done to indicate the difference between
and within the temperatures of various climatic regions.
So, we decided to use recurrence based methods RR, CRP,
and CPR to identify the differences in climate on the basis
of temperature for nine US and eight Chinese regions and
also the probabilistic correlations between time series. The
accuracy of the recurrence based approach is validated on
real and synthetic datasets and analyzed using ANOVA,
Kruskal–Wallis, and 𝑧-statistical significance tests [27, 28].

The rest of the paper is organized as follows. In Section 3,
we discuss the brief introduction of terms used in our
approach. Section 4 represents the proposed approach. Sec-
tion 5 shows the experimentation results on various datasets
and the validation of the proposed method by applying the
significance test. Section 6 concludes the work done in this
paper.

3. Materials and Methods

3.1. Recurrence Plots (RPs). Recurrence plots are used to
analyze periodic data by visualizing the recurrent behavior of
dynamical systems which does not stay constant and changes
periodically. It is also applicable to analyze the behavior of
nonlinear dynamical andnonstationary systems, for example,
temperature. It is used for the study of difference or similarity
within a process on time series data. A recurrence plot
(RP) is a visual tool that shows the recurrence patterns of a
dynamical system [29]. Recurrence is defined as return of the
trajectory of a system to a previous state. Recurrence occurs
when the system returns to the neighborhood of an earlier
point in the phase space. The distributions of recurrence
points and diagonal lines along the main diagonal provide an
evaluation of the similarity of the phase space trajectories of
both dynamical systems.

A cross recurrence plot (CRP) is a tool for nonlinear
data analysis, which can be used for the study of differences
between dynamical systems. The basic idea of this approach
is to compare the phase space trajectories of two tasks in the
similar phase space. CRP can be used in order to study the
similarity of two different phase space trajectories. On the
other hand, the CRP discloses all possible times when the

phase space trajectory of the first system visits approximately
a similar area in the phase space trajectory of the second
system.The data length of both systems can differ in the CRP
matrix which leads to a nonsquare matrix.

We use an extension of the method of recurrence plot to
themethod of cross recurrence plot, which compares the time
dependent behavior of two processes, which are recorded
in a time series. Here, we have two time series, each one
represented by trajectories 𝑋𝑖 and 𝑌𝑗 in the phase space. The
test for equality of each point of trajectory𝑋𝑖 with each point
of trajectory 𝑌𝑗 by taking the embedding dimension 𝑚 and
delay time 𝜏 results in an𝑁𝑋 ∗ 𝑁𝑌 array.

CR𝑖,𝑗 = Θ (𝜀𝑖 −
𝑋𝑖 − 𝑌𝑗

) , 𝑋𝑖, 𝑌𝑗 ∈ 𝑅𝑚, (1)

where 𝑋𝑖 = {𝑥𝑖, 𝑥𝑖+𝜏, . . . , 𝑥𝑖+(𝑚−1)𝜏} and 𝑌𝑗 = {𝑦𝑗, 𝑦𝑗+𝜏, . . . ,
𝑦𝑗+(𝑚−1)𝜏}. 𝑖 is 1 ⋅ ⋅ ⋅ 𝑁𝑋, 𝑗 is 1 ⋅ ⋅ ⋅ 𝑁𝑌, 𝑁 is the number of
points, 𝜀 is threshold distance, Θ(⋅) is the Heaviside function
(i.e.,Θ(𝑎) = 0 if 𝑎 < 0 and 1 if 𝑎 ≥ 0), and ‖ ⋅ ‖ is a norm. CR is
a matrix of {0𝑠, 1𝑠} and an RP is a visual representation of CR
obtained by marking a black and white dot for every 1 and 0.
Embedding dimension𝑚 and delay time 𝜏 can be obtained by
correlation dimension and autocorrelation function. In this
paper, we select the fixed embedding dimension 𝑚 = 2 and
delay time 𝜏 = 4.

Next, we give some measures to analyze RP and CRP
using the sine wave. In order to present the idea of RP and
CRP, some figures of the sine wave are presented to guide
the description. The sine wave is a geometrical waveform
which oscillates (moves up or down) periodically (i.e., the
same pattern occurs after a particular time interval). The
functionality of the sine is used to build models for processes
that repeat in cycles or involve oscillations. Examples that
present oscillations include the monthly and seasonal cycles
of temperature, heart beats, voice, music, population cycles,
and tides.

So, we can say that the sine wave follows the periodic
pattern and distinct patterns emerge in its RP. If the data
is collected from systems having periodic variations, then
a distinct pattern can be seen in its RP; for example, data
of climate, voice, and heart rate show a distinct pattern in
RP. Also, the distance between diagonals indicates the signal
periodicity. Therefore, we can visualize and study the motion
of the dynamical system and infer some characteristics that
generated the time series. To show the periodic variations
clearly, first we explain the RP and CRP on the sine wave,
based on which further other datasets are considered. Fig-
ure 2 shows the plot of different sine waves and their RPs.
We have generated different sine waves in MATLAB using
the sin() function. In Figure 2, we can visualize that the same
pattern emerges in RP if series are periodic in nature.

If two time series are periodic and exhibit similarity,
then the same pattern emerges in CRP also. CRP of sine
waves is shown in Figure 3. CRP discovers all possible points
when one sine wave (simple sine wave) visits approximately
a similar area of the other sine wave (phase shift). We can
see that, in Figure 3(a), clearer patterns emerged because
both sine waves are almost the same (i.e., same frequency
cycle, but differing by 0.8 phase shift). Even in Figure 3(b),
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(i) Simple sine wave (starting point = 0) 

(ii) Sine wave with phase shift (starting point = 0.8)

(iii) Sine wave (starting point = 0) 
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Figure 2: Recurrence plots for sine waves.
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Figure 3: CRP for sine wave.

fewer patterns emerged because of their different frequency
cycles. So, we can conclude that individual series can follow
recurrent behavior, but when they are plotted together, that
recurring pattern will not necessarily be followed. Figure 4
shows recurrence rate (RR) graph, described in the next
section for all three sine waves shown in Figure 2.

3.2. Probability of Recurrence (𝜏-Recurrence Rate). The prob-
ability of recurrence 𝑝(𝜏) is the recurrence rate of a diagonal
line situated at 𝜏 steps from the main diagonal, that is,
CR𝑖,𝑗+𝜏 ∀𝑖, 𝑗 = 1, . . . , 𝑁 − 𝜏. This evaluation gives the
probability of a (𝑗 + 𝜏)th point falling in the 𝜀-neighborhood
of the 𝑖th point.

RR = 𝑝 (𝜏) = 1
𝑁 − 𝜏

𝑁−𝜏

∑
𝑖,𝑗=1

CR𝑖,𝑗+𝜏. (2)

Figure 5(a) represents RP for northeast climate time series
and shows a similar probability of occurrence to a prior state
for all values of 𝜏 in Figure 5(b).

3.3. Correlation of Probability of Recurrence (CPR). CPR is
based on RPs and was originally devised to quantify phase
synchronization between two systems or stationary time
series. It represents the probability of recurrence of the
first system and second system. CPR describes the cross-
correlation coefficient between the probabilities of recurrence
of two trajectories �⃗� and ⃗𝑦 [20, 30]:

CPR = ⟨𝑝 ⃗𝑥 (𝜏) 𝑝 ⃗𝑦 (𝜏)⟩ , (3)

where ⟨⋅⟩ represents the expectation value. All the 𝑝(𝜏)
curves in Figure 5(b) start from 𝑝(0) = 1, because the
calculated recurrence rate always occurs 1 at 𝜏 = 0, the main

diagonal. CPR ≈ 1 implies that two time series variations
are periodically synchronized. To predict CPR correctly, we
consider an appropriate 𝑝(𝜏) value where 𝜏 is greater than
autocorrelation time of the systembecausemostly a highCPR
value is predicted for all trajectories having a similar initial
portion of the 𝑝(𝜏) curve.

CPR = ⟨𝑝 ⃗𝑥 (𝜏 > 𝜏𝑠) 𝑝 ⃗𝑦 (𝜏 > 𝜏𝑠)⟩ , (4)

where

𝜏𝑠 = max (𝜏𝑠 (�⃗�) , 𝜏𝑠 ( ⃗𝑦)) . (5)

Figure 6 illustrates the process involved in evaluating
the CPR. The CPR between Ohio Valley and Southeast is
calculated using (4) and (5), which is 0.785. In this study,
this indicates that two climate time series (Ohio Valley
and Southeast) with a high CPR tend to recur at similar
times, suggesting some similarity (strong connectivity; refer
to Figure 15(a)) in their trends.

3.4. ANOVA. Analysis of variance [28] is used to analyze
differences among the group mean values and can identify
the significant difference between group means if it exists.
ANOVA’s 𝐹-statistic is calculated as follows.

(i) The variation between the groups is calculated as

Between sum of squares (BS)

= 𝑚1 (𝑍1 − 𝑍)2 + 𝑚2 (𝑍2 − 𝑍)2 + ⋅ ⋅ ⋅

+ 𝑚𝑖 (𝑍𝑖 − 𝑍)2 ,

Between mean squares (BM) = BS
degree of freedom

.

(6)
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Figure 4: Recurrence rate (RR) or 𝑝(𝜏) curve for sine wave.

(ii) The variation within the groups is calculated as

Within sum of squares (WS)
= (𝑚1 − 1) 𝜎21 + (𝑚2 − 1) 𝜎22 + ⋅ ⋅ ⋅ + (𝑚𝑖 − 1) 𝜎2𝑖 ,

Within mean squares (WM) = WS
(𝑀 − 𝑖) ,

(7)

where 𝜎 is the standard deviation, 𝑀 is the number
of samples, 𝑖 is the number of groups, and 𝑚𝑖 is the
number of samples in group 𝑖.

(iii) 𝐹-test statistic is calculated as

𝐹 = BM
WM

. (8)

3.5. Kruskal–Wallis Test. The Kruskal–Wallis test [28] is
a rank-based nonparametric test used to determine the

statistically significant differences between two or more
groups of an independent variable on a continuous or ordinal
dependent variable. It is used when (1) the data are ordinal
and do not meet the precision of interval data, (2) there
are serious concerns about extreme deviation from normal
distribution, and (3) there is considerable difference in the
number of subjects for each comparative group. 𝐾-statistics
can be calculated as follows:

Computing the 𝐾 statistic, 𝐾

= 12
𝑛 (𝑛 + 1) ∑

𝑅2𝑗
𝑛𝑗

− 3 (𝑛 + 1) ,
(9)

where 𝑛𝑗 is the number of items in sample 𝑗, 𝑅𝑗 is the sum of
the ranks of all items in sample 𝑗, and 𝑛 = 𝑛1 + 𝑛2 + ⋅ ⋅ ⋅ + 𝑛𝑘,
the total number of observations in all samples.
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Figure 6: Evaluation of CPR from 𝑝(𝜏). (a) Normalized yearly data for 120 years. (b) 𝑝(𝜏) curves for these time series with 𝜏𝑠 = 20 are shown
with a vertical line. (c) The product of Ohio Valley and Southeast in (b). The horizontal line is the mean of this series, which is the CPR.

4. The Proposed Method

In this section, first we have shown the proposed method
in an algorithmic form and then explained each step in
detail. The detailed processing of recurrence based simi-
larity identification approach is explained using nine US
regions. Experiments are performed on other datasets
also.

4.1. Recurrence Based Similarity Identification Algorithm.
This section presents a high level summary of the proposed
approach, shown in Algorithm 1.

Algorithmic steps involved in the proposed method are
explained as follows.

4.2. Data Preparation. In our approach, we used monthly
average temperature data for analysis. Since daily data fluc-
tuates more and suffers from estimation error, it is difficult to
analyze and compute for 120 years (43800 days). Instead of
daily data, monthly data is used because it is approximately
normally distributed, fast to compute, and easier to model
and it is easier to identify changes in trends and it helps in
better strategic decisions.

Sometimes the data collected from available reposito-
ries contains missing values, special characters, noise, and
outliers. So, first, we clean the data by replacing missing
values and special characters, determining presented noise,
and removing outliers and then further steps are performed
on clean data.
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Table 1: Monthly average temperature data.

US regions 1895/01 1895/02 1895/03 1895/04 1895/05 1895/06 1895/07 1895/08 2014/12
R1 18.8 15.6 27.6 43.5 57.1 67.2 65.7 66.7 ⋅ ⋅ ⋅ 31.6
R2 9.5 13.8 28.2 47.3 51.9 58.1 65.6 65.1 ⋅ ⋅ ⋅ 24.3
R3 24.4 29.8 34.3 44.3 49.4 56.1 62.2 62.6 ⋅ ⋅ ⋅ 33.3
R4 24.6 21.9 40.2 55 63 73.5 73.2 74.5 ⋅ ⋅ ⋅ 37.1
R5 39.2 34.8 53.1 63.4 69.2 77 79.3 80 ⋅ ⋅ ⋅ 46.9
R6 43.7 37.3 53.1 61.1 68.3 76.8 77.8 78.5 ⋅ ⋅ ⋅ 50.5
R7 30.3 30.3 40.8 51 58.4 65.1 70.4 70.6 ⋅ ⋅ ⋅ 36
R8 6.9 9.7 26 47.8 56.8 65.8 67.3 67.2 ⋅ ⋅ ⋅ 24.8
R9 35 40.1 44 51.1 58.8 66.2 71.7 71.8 ⋅ ⋅ ⋅ 31.6

Table 2: Normalized temperature values.

US regions 1895/01 1895/02 1895/03 1895/04 1895/05 1895/06 1895/07 1895/08 ⋅ ⋅ ⋅ 2014/12
R1 0.13 0.08 0.27 0.53 0.75 0.91 0.88 0.13 ⋅ ⋅ ⋅ 0.34
R2 0.13 0.19 0.37 0.62 0.68 0.76 0.85 0.13 ⋅ ⋅ ⋅ 0.32
R3 0.22 0.31 0.39 0.56 0.65 0.76 0.87 0.22 ⋅ ⋅ ⋅ 0.37
R4 0.15 0.11 0.38 0.61 0.73 0.89 0.88 0.15 ⋅ ⋅ ⋅ 0.34
R5 0.16 0.08 0.41 0.59 0.7 0.84 0.88 0.16 ⋅ ⋅ ⋅ 0.3
R6 0.2 0.07 0.39 0.56 0.71 0.88 0.9 0.2 ⋅ ⋅ ⋅ 0.34
R7 0.17 0.17 0.35 0.53 0.66 0.78 0.87 0.17 ⋅ ⋅ ⋅ 0.27
R8 0.12 0.16 0.37 0.64 0.76 0.87 0.89 0.12 ⋅ ⋅ ⋅ 0.35
R9 0.2 0.3 0.37 0.5 0.64 0.77 0.87 0.2 ⋅ ⋅ ⋅ 0.34
R1–R9 indicate the notations used for US regions: R1—Northeast; R2—Northern Rockies and Plains; R3—Northwest; R4—Ohio Valley; R5—South;
R6—Southeast; R7—Southwest; R8—Upper Midwest; R9—West.

Input←Multivariate Time series 𝑇
Output← Connectivity trend (Small, Moderate, Weak)
Method:

(1) DP← Data Preparation (T)
(2) S← Normalize (DP)
(3) CR← Cross recurrence (S)
(4) RR← Recurrence rate (CR)
(5) CPR← Correlation of probability of recurrence (RR)
(6) CT← CPR Value

Algorithm 1: Recurrence based similarity extraction.

Let 𝑇𝑖 represent the daily temperature data for year 𝑌𝑗.

Step 1. It is difficult to analyze daily temperature data for
120 years (43800 days), so we calculate monthly average
temperature to ease the analysis process as follows:

Average Temperature, ATmonth =
𝑌𝑗 (∑30𝑖=1 𝑇𝑖)

30 , (10)

where month = Jan, Feb, . . . ,Dec and 𝑗 = 1 to 120.

Table 1 describes the monthly average temperature data
for 120 years.

Data normalization is essential to fit all data in one
range for efficient organization of the data. We use 𝑍min−max

normalization method to scale data within the range of (0, 1).
Normalized results are shown in Table 2.

𝑋norm = (𝑋mn −min)
(max −min) , (11)

where 𝑋norm is the result of the normalized value of temper-
ature, 𝑋mn is the temperature value to be normalized, max
is the upper bound of the temperature value, and min is the
lower bound of the temperature value.

Step 2. In this step, we reduce the time span from 1440 points
to 120 points because it is difficult to get a clear visualization
of temperature data with large window size (120 years ∗
12 months = 1440) using RPs. Since seasonal calculation
represents the extent of seasonal influence for a particular
segment of the year and an average for that particular period
trend, therefore, to get an accurate analysis of the temperature
data and capture their trends, we compute the average in the
period of 4 cycles (spring, summer, autumn, and winter) and
each cycle involves 3 months.

Season also indicates regular fluctuations which are
repeated from year to year with about the same timing and
level of intensity. Seasonal effects are usually associated with
climatic changes and their variation is frequently tied to
yearly cycles.Therefore, the four seasons with 3-year intervals
are considered, which results in a reduced window size of
160 (40 years ∗ 4 months). Figure 7 shows the window size
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Figure 7: Data preprocessing.

reduction process by considering a 3-year time interval and
for 4 seasons (spring, summer, autumn, and winter).

4.3. Connectivity Trend Analysis. This connectivity trend
analysis enables quantifying a possible similarity and dissim-
ilarity between different regions. It is done by grouping the
CPR values into three categories as (a) strongly related (CT =
1), (b)moderately related (CT= 0), and (c) weakly related (CT
= −1) using (13). CPR values are calculated using (4) along
with the number of pairs for which the CPR value has to be
calculated using (12).

The total number of pairs is calculated as follows:

number of pairs = 𝑛 ∗ (𝑛 − 1)
2 , (12)

where 𝑛 is the number of regions.
Connectivity trend is defined as follows:

CT =
{{{{
{{{{
{

1, if |CPR| > 𝛼
0, if 𝛽 < |CPR| > 𝛼
−1, if |CPR| < 𝛽,

(13)

where 𝛼 and 𝛽 indicate algorithmic parameters to analyze
similarity and dissimilarity. Quantitatively, the similarity
between two periodic variations can be computed using CPR.

5. Experimentation

In this section, we perform experiments on both synthetic
and real-world datasets to test the performance of the
proposed method. All the experiments were conducted on a
Windows 7 machine with 2.30GHz CPU and 4.00GB RAM.
Here, we first describe the dataset, and then the correctness of
our approach is shown using heart rate and voice dataset and
finally results are calculated on synthetic and climate data.

The algorithmic parameters values are set to 𝛼 = 0.8 and 𝛽 =
0.5 for experimentation.

5.1. Dataset. We use our approach on both synthetic and
real datasets shown in Table 3. We apply it to data of dif-
ferent kinds but having similar characteristics (i.e., periodic
variations) to show the general applicability of the proposed
method. To test the applicability of the method, we used
datasets such as heart rate and voice where similarity or
dissimilarity is known. We compared the outcomes of our
method with the known results and found that they are
matching with the known results. Although these datasets are
unrelated, their characteristics are the same; that is, they have
time series data with periodic variations.

Synthetic datasets are generated (named C5Y120,
C10Y120, and C15Y120) using 𝑅 fNonlinear package [31].
In this package, to generate different nonlinear time series
for 120 points, we used tentSim, logisticSim, and henonSim
functions as follows:

(1) tentSim (𝑛, 𝑛.skip, parms = 𝑐 (𝑎 = 2)): C5Y120
(2) logisticSim (𝑛, 𝑛.skip, parms = 𝑐 (𝑟 = 4)): C10Y120
(3) henonSim (𝑛, 𝑛.skip, parms = 𝑐 (𝑎 = 1.4, 𝑏 = 0.3)):

C15Y120
Thenumber of time series points (𝑛 = 120) is the same for

all functions.These functions are used to generate datasets by
changing the number of initial values to be skipped from the
series (𝑛.skip) and the rest of the parameters are considered
by default.

US Climate dataset is obtained from the National Cli-
matic Data Center [32] over the period 1895–2014 for the
nine US regions (Ohio Valley, Upper Midwest, Northeast,
Northwest, South, Southeast, Southwest, West, and Northern
Rockies and Plains).

In China Climate data, the analysis is done on monthly
average temperature data to detect abrupt climate changes
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in all regions of China for the recent 50 years from 1965 to
2015. China is divided into eight climate regions as follows: (a)
South China, (b) the middle and lower reaches of the Yangtze
River, (c) North China, (d) Northeast China, (e) the east of
Northwest China, (f) the west of Northwest China, (g) Tibet,
and (h) Southwest China [32].

In heart rate variability data, the analysis is performed
on the PhysioBank [33] dataset for different age groups to
analyze the heart rate dynamic properties. There are a total
of forty 120min ECG recordings with 10 people from each
group (10–24 years old, 25–40 years old, and 45–67 years old)
and 10 elderly people (68–85 years old).The continuous ECG
was digitized at 250Hz.

In voice data, the quantification recurrence measure-
ments are extracted from sustained vowels of speech signals
recordings from Disordered Voice Database, Model 4337,
developed by Kay Massachusetts Eye and Ear Infirmary
(MEEI) Voice and Speech Lab [34]. The database includes
samples from patients with a wide variety of voice disorders.
We present analysis of speech signals to find the difference
between healthy voices and voices affected by vocal diseases
(normal, Reinke’s edema, nodule and vocal cord paralysis,
vocal polyps, laryngitis, and contact ulcers). All samples were
collected in a controlled environment with the following fea-
tures: low-noise level, constant microphone distance, direct
digital 16-bit sampling, and robust signal conditioning. The
selected cases comprise 50 patients with pathological voices
(10 with Reinke’s edema, 10 with nodule, 10 with laryngitis, 10
with vocal cord paralysis, and 10 with contact ulcers) and 10
patients with healthy voices.

5.2. Correctness of the Proposed Approach. The correctness of
our method is demonstrated by applying it to a variety of
applications to cope with different situations like heart rate
and voice dataset. These datasets are selected because they
follow a recurring pattern and have similar characteristics to
time series data.

First, we have demonstrated that there occurs a recurring
pattern in heart rate which is indicated by the RPs shown in
Figure 8(a). If the RP shows a distinct pattern, then there is
periodicity in variations. Figures 8(a)(A) and 8(a)(B) indicate
RPs of two persons from the same age group (10–24) and their
variations are the same so their RPs are similar, while Figures
8(a)(A) and 8(a)(C) indicate RPs of different age groups and
their variations are different so both are showing distinct
patterns. The similarity and dissimilarity between variations
can also be observed usingCRPplots. If variations are similar,
then CRP plots will show a periodic pattern as indicated by
Figure 8(b)(A) and if variations are different then no such
pattern is observed as indicated by Figure 8(b)(B).

In other words, we can say that if people belong to the
same dataset, their RP and CRP will both follow a recurring
pattern but at the same time it is not necessary that if they
are from different datasets they follow a recurring pattern in
RPs and their CRP will also follow the same, which indicates
that there exists a similarity between people belonging to the
same age group and difference between people of different age
groups (i.e., heart rates of young and old people). Similarly,
we can see the similarities and difference between the voice

of healthy people and that of people who have vocal cord
paralysis from Figures 9(a) and 9(b).

We also validated our heart and voice data results by the
results of previous researchers [35, 36]. They show that heart
rate of different age groups differs by plotting RPs. Similarly,
the results were observed for voice data.

Table 5 shows the probabilistic correlation of one group of
people with another group. It also validates our CRP results
by categorizing CPR into three categories. For example, we
got a higher number of connections in the strong category
and a smaller one in the weak category for a group of people
which indicates that the heart rate of one age group or the
voice of healthy people does not differ more within a group
but it differs with another group of people.

5.3. Climate Data Results. From Figure 10, we can see that
RPs of nineUS regions have similar periodic variationswhich
indicate that the occurrence of recurrent points along the
main diagonal for each region is the same. This means the
temperature of one region follows some periodic variation
which is different from another region. The recurrence
plot for nine regions with 3-year intervals with step size
𝜏 = 4 is shown in Figure 10. To show clearer structural
changes in the behavior of temperature data and to see
the similarities in patterns across the time series, we show
the RPs for the first 120 months. RPs for season-wise and
1440 months’ data are shown in Appendix 1 (Figures 17
and 18 in the Supplementary Material available online at
https://doi.org/10.1155/2017/7836720).

Figure 11 shows the CRP between time series of monthly
US data for a 10-year time period with lengths of 120 months.
We can observe that there is no occurrence of recurrent
points along the main diagonal. This means two time series
are different and the temperature variation of one region is
different from another region.

In Figure 11(a), we gotmore correlated points which show
the strong similarity between Northwest and West regions.
Similarly, Figures 11(b) and 11(c) show the weak and very
weak (less correlated points) connection. Figure 11(d) shows
moderate similarity. This relationship can be validated using
Figure 1(a). We can also observe that the regions follow
similar temperature periodic variations within a region but
differ with another region.

These climatic region similarities can also be validated
by their longitude and latitude location. For example, in
US regions, from Figure 1(a), we can see that Northwest
and Southeast regions are situated diagonally, so very low
similarity will appear in their temperature. In other words,
in the case of Northwest and Southeast regions, sunrays
have a direct impact on Northwest and less on Southeast
regions, so their temperature differs, which is shown by the
smaller number of points in CRP (Figure 11(c)). RPs and
CRP for some regions of China are shown in Figures 12 and
13.

Table 4 describes the autocorrelation of US regions for a
time period 1895–2014. It is calculated using (2). All region
recurrence rate values start from 1 because the probability
of recurrence is always 1 at 𝜏 = 0. Because of autocor-
relation, successive values can be treated as recurrences;

https://doi.org/10.1155/2017/7836720
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Figure 8

Table 4: Probability of recurrence.

US regions 1895/01 1895/03 1895/05 1898/01 1898/03 1898/05 2014/09 2014/11
R1 1 0.33 0.67 ⋅ ⋅ ⋅ 1 0.33 0.66 ⋅ ⋅ ⋅ 0.57 0.69
R2 1 0.33 0.68 ⋅ ⋅ ⋅ 1 0.33 0.73 ⋅ ⋅ ⋅ 0.71 0.69
R3 1 0.33 0.68 ⋅ ⋅ ⋅ 1 0.34 0.69 ⋅ ⋅ ⋅ 0.71 0.67
R4 1 0.33 0.69 ⋅ ⋅ ⋅ 0.99 0.33 0.7 ⋅ ⋅ ⋅ 0.43 0.66
R5 1 0.33 0.68 ⋅ ⋅ ⋅ 1 0.33 0.69 ⋅ ⋅ ⋅ 0.71 0.7
R6 1 0.33 0.67 ⋅ ⋅ ⋅ 1 0.34 0.7 ⋅ ⋅ ⋅ 0.43 0.7
R7 1 0.33 0.72 ⋅ ⋅ ⋅ 0.98 0.33 0.7 ⋅ ⋅ ⋅ 0.71 0.7
R8 1 0.33 0.67 ⋅ ⋅ ⋅ 1 0.33 0.68 ⋅ ⋅ ⋅ 0.57 0.66
R9 1 0.34 0.67 ⋅ ⋅ ⋅ 1 0.35 0.69 ⋅ ⋅ ⋅ 0.57 0.68
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(a) Recurrence plots for voice data
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(b) Cross recurrence plots for voice data

Figure 9

thus, a greater recurrence density occurs around the main
diagonal.

Figure 14 describes that the spatial distribution of the RR
corresponding to the monthly average temperature data of
all regions remains unchanged over the 120 months in the
US. The figure demonstrates that the monthly average tem-
perature data of each region are similar to the characteristics
of the distribution of climate types in the US. This indicates
that there exists a slight change in temperature of one region
for a particular month (say January) and shows a periodic
pattern.

Table 5 describes the number of connections in each bin
along time, that is, the results of correlation strength in three
categories (i.e., strong, moderate, and weak) calculated using
(13). Here, we calculate the CPR (see (4)) for both synthetic
and real datasets.

In Table 5, climate region CPR results are shown on
monthly data (i.e., correlation between regions). We can
interpret that most of the correlation is coming under the
weak category for all synthetic, US, and China climate

regions, which indicates that climate change of all regions
in the US and China is independent of climate change of
other regions. For example, in the US, regions fall under
three categories, which are strong (Northwest-West, Ohio
Valley-Southeast, andNortheast-Southeast), moderate (Ohio
Valley-Upper Midwest, Upper Midwest-South, Northeast-
OhioValley, Northwest-Southwest, Northwest-South,North-
ern Rockies and Plains-Southwest, and Northern Rockies
and Plains-South), and weak (the rest of the regions) (i.e.,
the regions having similar temperature variations either
latitude- or longitude-wise). Season-wise CPR results for
US and China climate regions are shown in Appendix 1
(Table 9).

To show the appropriateness of our climate region results,
we represent the correlation connectivity trend enabling
quantifying a possible similarity and dissimilarity between
US regions for all three categories in Figure 15. From Fig-
ure 15(a), we can see that Ohio Valley and Southeast follow
an almost similar climate change pattern by moving up and
down on the same time periods, which is the indication of
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Figure 10: Recurrence plots for US regions.

strong connectivity. Similarly, other connectivity trends can
be observed.

5.4. Validation Using Significance Testing: ANOVA, Krus-
kal–Wallis, and 𝑧-Test. It is not possible to give an accurate
analysis only on the basis of recurrence rate, recurrence
plot, and cross recurrence plots on time series. This should
be done using a statistical test and an appropriate null
hypothesis significance test. So, for the statistical significance
of our approach, we are using ANOVA, Kruskal–Wallis,
and 𝑧-significance test [27, 28] against the analysis obtained

from the recurrence based method on time series data. The
statistical methods can be used to analyze similarity between
two distinct pieces of data.

Both the Kruskal–Wallis test (often using ordinal data)
and one-way ANOVA (typically using interval data) are used
to analyze similarity between data series or to determine
the statistically significant differences between three or more
groups.

If the hypothesis of similarity of means is rejected, this
will show that the data does not have a similar pattern and
now a query occurs as to which pattern means are distinct.
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Figure 11: CRP for US regions.
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Figure 12: Recurrence plots for the regions in China.
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Table 5: CPR binning table for real and synthetic datasets.

Strong Moderate Weak
Synthetic datasets

C5Y120 2 1 7
C10Y120 5 4 36
C15Y120 9 11 85

Real datasets
US Climate data (36 pairs)
Nine regions 3 7 26
China Climate data (28 pairs)
Eight regions 4 5 19
Heart rate variability (45 pairs)
10–24 (age) 36 3 6
25–40 38 5 2
41–67 37 5 3
68–85 32 7 6
Voice data (45 pairs)
Healthy 38 4 3
Reinke’s edema 35 8 2
Nodule 36 5 4
Vocal cord paralysis 40 3 2
Laryngitis 37 5 3
Contact ulcers 33 7 5

Northeast

So
ut

hw
es

t

140

120

100

80

60

40

20

0

Ti
m

e

40 8060 100 1200 20 140
Time

Figure 13: CRP for the regions in China: Southwest and Northeast.

The statistical methods used to resolve this query are known
as multiple paired comparison procedures. We calculated the
hypothesis by using two-tailed significance level estimates (𝑧-
test).

The hypothesis is as follows:

H0: 𝜇1 = 𝜇2, null hypothesis; there are no differences
between the groups (9 US regions, 8 climate regions,
6 types of voice, and 4 age groups of heart rate
variability).

H1: 𝜇1 ̸= 𝜇2, alternative hypothesis; differences exist.

Validation Using ANOVA Test. Table 6 describes the ANOVA
results representing BM (betweenmean squares of all groups)
and WM (within mean square of a group) and their 𝐹-
statistics value for each dataset.

We observed that the 𝐹-test statistic exceeds the signifi-
cance level of 𝐹crit (0.05) in all cases except healthy voice data
and heart rate variability data (10–24). For example, for US
Climate dataset as seen by the ANOVA test, the calculated
𝐹-test statistic (5.10) is greater than 𝐹-critical. From this test,
it is evident that there are statistically significant differences
existing in temperature values between the nine US regions.
Similarly, for regions of China, the result indicates that
there exists a significant gap between the eight climate
regions of China, which demonstrates the effectiveness and
reliability of the recurrence based approach in significant
climate change recognition in the US and China. In the
case of healthy voice data and heart rate variability data
(10–24), the calculated 𝐹-test statistic is less than 𝐹-critical.
This 𝐹-value indicates similarity within a group (i.e., the
same group of people have fewer changes in voice and heart
rate).

Validation Using Kruskal–Wallis Test. Table 7 describes the
calculated 𝑝 value of the Kruskal–Wallis test for all datasets,
which is less than 0.05 except for healthy voice data and heart
rate variability data (10–24). For example, for US Climate
dataset, as seen by the Kruskal–Wallis test function, the
calculated 𝑝 value is 2.2𝑒 − 16 which is certainly less than
the criterion 𝑝 value ≤ 0.05. From this test, it is evident
that there are statistically significant differences existing in
temperature values between the nine US regions. In the case
of healthy voice data and heart rate variability data (10–24),
the calculated 𝑝 value is greater than 0.05, which indicates
similarity within a group (i.e., the same group of people have
fewer changes in voice and heart rate).

Validation Using z-Test. We calculated the hypothesis at 𝛼 =
0.05 level that there is no difference between all groups
versus one group for all datasets. The results are shown in
Table 8, which describes the results of testing for similarity
of means between all groups for each dataset. Each group is
significantly different from the group of all.

From Table 8, we observed that, most of the time, our
hypothesis is rejected except for voice data.This indicates that
each group has an identity (i.e., there exists less similarity
between groups on the basis of temperature). We observed
that, for each dataset, there is some exception. For example,
in US Climate data, we got only one exception as Southwest,
which indicates that there exists less similarity between
groups on the basis of temperature. Similarly, we got the
exceptions for other datasets. This is a strong indication of
each group identity. In case of voice data,most of the time, our
hypothesis is acceptedwhich indicates similarity in a group of
the same type of people.

5.5. Scalability. To evaluate the scalability of the proposed
approach on the CPR value and number of pairs, experiments
are done with varying numbers of years. Figure 16(a) repre-
sents the correlation of Ohio Valley with Southeast and of
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Figure 14: Recurrence rate (RR), 𝑝(𝜏) of each region in the US for 120 months.

Table 6: ANOVA test.

Dataset BM WM 𝐹-statistics 𝐹-critical
C5Y120 9.45 1.85 5.10 2.13
C10Y120 8.78 3.48 2.52 2.13
C15Y120 6.47 1.18 5.48 2.13
US Climate data 0.32 0.06 5.10 2.13
China Climate data 1.26 0.17 7.41 2.13
Heart rate variability data (age 10–24) 2.45 1.97 1.24 2.13
Heart rate (4 groups) 3.27 1.26 2.59 2.13
Healthy voice data 1.34 0.82 1.63 2.13
Voice data (6 groups) 1.47 0.26 5.65 2.13
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Table 7: Kruskal–Wallis test.

Dataset 𝑝 value
C5Y120 1.4𝑒 − 13
C10Y120 1.4𝑒 − 11
C15Y120 1.2𝑒 − 11
US Climate data 2.2𝑒 − 16
China Climate data 1.9𝑒 − 12
Heart rate variability data (age 10–24) 1.623
Heart rate (4 groups) 1.2𝑒 − 12
Healthy voice data 1.412
Voice data (6 groups) 1.8𝑒 − 13

Southwest and Upper Midwest which indicates that there is
a slight change in relationship (i.e., CPR values) throughout
the years. In Figure 16(b), it could be seen that the category
of relatedness in US regions will be the same with a varying
number of years (i.e., extracted pairs belonging to a particular
category are not varying much).

6. Conclusion and Discussion

In this paper, we have presented a method to find out
similarity or dissimilarity between the two pieces of time
series data where each series has periodic variations in the
data. Normally, if the variations are periodic, then the two
time series may provide the same RP though their nature
of variations is different. Analyzing only the RP of the two
time series is not sufficient to test whether they have similar
periodic variations, so we applied CRP to test the similarity of
periodic variations. We have also indicated visual similarity

(connectivity) between the two time series using modified
CPR.

First, we have tested our approach on the datasets having
known similar or dissimilar periodic variations and found
that the result of our method matches the already established
results and, for that, we have used heart rate dataset, voice
dataset, and synthetic datasets generated using the sin()
function. After validating results on the known datasets,
we have extended the method for climate data which has
similar characteristics (i.e., time series data having periodic
variations). We have analyzed data of different climatic
regions and inferred that the regions which have similar
latitudes and longitudes also have similar variations, while
variation patterns change if regions have different latitudes
and longitudes which are consistent with the known results.
Our outcomes conclude that if the two time series are
periodic and have a similar recurrence pattern, this does not
mean that the same recurring pattern will emerge in CRP
also.

The analysis is done using methods such as quantitative
RR, recurrence plots (RPs), cross recurrence plot (CRP),
and correlation of probability of recurrence (CPR). First,
we have demonstrated the periodicity of temperature vari-
ations using the RP plot which is visualized using diag-
onal lines or square boxes. After that, we have used the
modified CPR approach to test similarity (connectivity) of
these periodic variations. We have statistically validated our
methodology by using ANOVA, Kruskal–Wallis, and 𝑧-
statistics. This quantitative analysis can effectively recognize
the changes of dynamic structure within and between groups.
The obtained results suggest that the proposed approach
provides a good potential for discrimination between groups
of data having periodic variations and can be used to analyze
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Table 8: Multiple group comparison.

Country 1 versus Country 2 𝑍-value Hypothesis results
US, nine regions

All regions versus Northern Rockies And Plains −9.13 Hypothesis failed
All regions versus Northwest −13.47 Hypothesis failed
All regions versus Ohio Valley −11.33 Hypothesis failed
All regions versus South 2.78 Hypothesis failed
All regions versus Southeast 19.82 Hypothesis failed
All regions versus Southwest 0.85 Hypothesis accepted
All regions versus Upper Midwest −12.06 Hypothesis failed
All regions versus West 5.79 Hypothesis failed

China, eight regions
All regions versus South China −3.009 Hypothesis failed
All regions versus middle and lower reaches of the Yangtze River −2.263 Hypothesis failed
All regions versus North China −1.280 Hypothesis accepted
All regions versus Northeast China 2.136 Hypothesis failed
All regions versus east of Northwest China −1.985 Hypothesis failed
All regions versus west of Northwest China 1.077 Hypothesis accepted
All regions versus Tibet −2.666 Hypothesis failed
All regions versus Southwest China 1.313 Hypothesis accepted

Voice identification in healthy people
All persons versus person 1 1.661 Hypothesis accepted
All persons versus person 2 1.302 Hypothesis accepted
All persons versus person 3 1.324 Hypothesis accepted
All persons versus person 4 4.228 Hypothesis failed
All persons versus person 5 0.541 Hypothesis accepted
All persons versus person 6 1.030 Hypothesis accepted
All persons versus person 7 1.44 Hypothesis accepted
All persons versus person 8 1.25 Hypothesis accepted
All persons versus person 9 1.51 Hypothesis accepted
All persons versus person 10 1.293 Hypothesis accepted

Southeast
Southwest
Upper midwest

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2

CP
R

40 60 80 100 12020
Number of years

(a)
Weak

Strong
Moderate

0

5

10

15

20

25

30

35

40

N
um

be
r o

f p
ai

rs

40 60 80 100 12020
Number of years

(b)

Figure 16: Scalability of the CPR based approach in terms of (a) CPR value. (b) Number of pairs.
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the climate data which is provided in the form of time
series.

The economic growth of any region or country is
different from others on the basis of education, finance,
health, environment, business industries, living standard, and
agriculture productivity. Somehow, these parameters depend
on climate change; the economic time series data shows
periodic variations and cycles whichmay result in differences
in economic conditions. Our approach will also help experts
to make any climate based policies which affect investment,
environment, political stability, technological development,
and industrial output such as designing the policies of
environmental protection agencies.

In the future, wewill try to use recurrence basedmeasures
(RQA) with uniform scaling to evaluate recurring patterns
with other climate parameters (cloud, weather, pressure, rain-
fall, etc.) for a better understanding of their interconnection
and analyze their effects on economic growth. Furthermore,
we can try to parallelize the proposed approach, to reduce the
relative time of similarity analysis and memory consumption
on extremely large time series datasets.
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The modern transportation system is becoming sluggish by traffic jams, so much so that it can harm the economic and society in
our country. One of the reasons is the surging vehicles day by day. Another reason is the shortage of the traffic supply seriously.
But the most important reason is that the traffic organization and optimization hardly met the conditions of modern transport
development. In this paper, the practical method of the traffic organization and optimization used in regional area is explored by
the dynamic traffic network analysismethod. Firstly, the operational states of the regional traffic network are obtained by simulation
method based on the self-developed traffic simulation software DynaCHINA, in which the improved traffic flow simulation model
was proposed in order to bemore suitable for actual domestic urban transport situation.Then the appropriated optimizationmodel
and algorithm were proposed according to different optimized content and organization goals, and the traffic simulation processes
more suitable to regional optimization were designed exactly. Finally, a regional network in Tai’an city was selected as an example.
The simulation results show that the proposed method is effective and feasible. It can provide strong scientific and technological
support for the traffic management department.

1. Introduction

In recent years, ITS (Intelligent Transportation System) has
developed rapidly since 2011 and will enter into the mature
period in China after 2020. But with the increased of vehicles
and road construction, the latter is far behind the former, so a
series of unavoidable traffic problems were triggered such as
traffic congestion, traffic safety, and environment pollution.
In order to resolve the contradiction of traffic supply and
demand, a viable method is the national policy and the other
is to develop intelligent transportation technologies. The
latter can optimize transportation resources from all aspects
of traffic supply. The traffic organization and optimization
are a better way to optimize the existing transportation
facilities by using the method of system engineering under
the guidance of system science. It can reasonably adjust the
relationship between traffic demand and traffic supply so as to

make better use of road resources.Moreover the road can play
an important part in traffic system by scientific organization
and distribution. Further the traffic flow can be smooth and
safety. The traffic congestion can be reduced to a certain
degree [1].

The content of traffic organization and optimization
varies with different situations. Shi et al. [2] raised the opti-
mization approach of one-way traffic organization in urban
micro circulation transportation network by the constraint
of road saturation. Long et al. [3] proposed the different
model and algorithm for the same problem. Dussutour et
al. [4] studied the optimization behavior of ants, whose
contribution is published in “Nature.” Jia [5] studied the
problem of traffic organization optimization on urban main
road systematically and realized the two-direction green pass.
Xu et al. [6] carried out the traffic organization optimization
by using simulation method for road traffic bottlenecks;
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its purpose is to reduce traffic congestion. Yao et al. [7]
proposed a more practical method of information induced
and simulation; in a large flow road the micro circulation
method was put forward. Yang et al. [8, 9] proposed the
regional traffic organization methods integrated time period;
their suggestions and measures were effective. Sun et al. [10,
11] proposed also some valuable suggestions for the urban
passenger transport hub by simulation method. Zhengyan
[12] addressed some technical method for traffic organization
of emergency evacuation.

From the above document analysis, most papers focus
on the traffic flow for traffic organization and optimization
method. In order to ensure reasonableness and effectiveness
of traffic organization, the pros and cons are needed to be
considered. In this paper, the dynamic method is proposed
in view of the shortcomings of the static method, such as
the peak period and flat peak period of traffic flow ware
considered.

To establish a scientific and effective traffic management
and optimization scheme, it is necessary to analyze relation-
ship of the traffic demand and traffic supply. By forecasting
interaction of the traffic demand and traffic supply real-
time, the response behavior of the drivers can be simulated,
and then the traffic control scheme and the traffic guidance
strategy were analyzed. The self-developed software system
DynaCHINA was used to do some work in this spot.

2. Overview of DynaCHINA

This paper presents a new simulation-based DTA (dynamic
traffic assignment) system: DynaCHINA (Dynamic Consis-
tent Hybrid Information Based on Network Assignment).
It is the only self-developed software system in China by
our team. Although the basic framework of DynaMIT is
adopted in its implementation, comparedwithDynaMIT and
DynaSMART, DynaCHINA has four unique features: mod-
eling mixed traffic and special driver behavior; availability
of floating car data (FCD) in urban networks; anisotropic
mesoscopic supply simulator; availability of true OD flows
in freeway networks. Predictive capacity is the core of
DynaCHINA. DynaCHINA shows the potential for real-
time traffic prediction application according to the laboratory
evaluation results with data collected from real activity. It
is the first and the only Traffic Estimation and Prediction
System (TrEPS) in China.

DynaCHINA integrates the advanced dynamic traffic
demand analysis technology, the dynamic traffic assignment
technology, many discrete choice models, off-line and online
system parameters calibration method, and so forth. The
software can provide simulation test, analysis, and evaluation
method for the related research and implementation of
intelligent transportation system. It has the ability to estimate
and forecast the network traffic flow, density, and speedwhich
will provide technical support for the traffic control and traffic
guidance system. It makes these systems more effective to
ease traffic congestion and improve the efficiency of travel.

DynaCHINA contains many mathematical models, such
as dynamic OD estimation model, mesoscopic traffic simu-
lation model, vehicle moving model, speed-density model,

queuing model, and network model. At the same time,
in order to achieve the purpose of online application, the
efficient algorithms were designed, such as path generation
algorithm and simulation steps of the specific design. The
developed prototype is basically completed; the source code
reached tens of thousands. Some other functions of bus
simulation andVIP route guidance for specially vehicles were
also proposed.

DynaCHINA targets more realistic approaches to short-
term transportation planning such as special events andwork
zones and addresses the growing importance of real-time
applications such as incident management, route guidance,
and emergency response. It is capable of providing predic-
tive traffic information (speeds, densities, and queues/flows)
based on a rolling-horizon implementation of an assignment-
simulation framework. DynaCHINA can be operated in
a distributed computation mode in support of real-time
operations, including data synchronization, self-calibration
of system parameters, and self-correcting of system states.
Currently DynaCHINA team is working with some agencies
to conduct laboratory experiment and initial field deploy-
ments of the prototypes to investigate functionality, predic-
tion accuracy, computational efficiency, and robustness in the
field environment at Beijing, Jinan, and Guangzhou. Figure 1
shows how DynaCHINA can be implemented.

3. The Mesoscopic Traffic Simulation
Models and Algorithm

There are a lot of modes developed in DynaCHINA such
as road network model, the traveler behavior model, the
path generation algorithm, and the capacity models. In these
models, the mesoscopic traffic simulation model and the
dynamic OD estimation model are the most important ones.
The proposed simulation process is designed efficiently. The
following focuses on the models and algorithm.

3.1. The Mesoscopic Traffic Simulation Models. There are two
key models in the mesoscopic simulation process. One is the
speed-density relationship model. It needs some information
of road flow, speed, or density in order to more accurately
reproduce the current road traffic condition. In general, one
or more parameters must be calibrated in the following
function:

V𝑢 = max
{{{Vmin, Vmax {1 − {𝑘 − 𝑘max𝑘jam }𝛽}𝛼}}} , (1)

where V𝑢 is the vehicle speed, 𝑘 is the density, 𝑘jam is the
jam density, 𝑘max is the critical density, Vmin and Vmax are the
minimum and maximum speed designed. In this paper, the
traffic simulation technology is used more than one time;
the minimum speed is designed to avoid the situation of
being unable start the simulation system. In order to be
more realistic, the problem can be described as that the
upstreamof a long road has a constant speed and followed the
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Figure 1: DynaCHINA system principle.

speed-density relationship at the downstream. Mathematical
description is as follows:

V𝑢

= {{{{{{{{{
V𝑓 𝑘 ≤ 𝑘max

max
{{{Vmin, Vmax {1 − {𝑘 − 𝑘max𝑘jam }𝛽}𝛼}}} 𝑘 > 𝑘max,

(2)

where 𝛼 and 𝛽 are parameters.
The other is the vehicle movement model. Its function

is mainly to put the vehicles at the right position based on
the speed of vehicles on the network. This also means the
relationship between time and position.

𝑡 (𝑧) = {{{{{{{
1𝜆 log

𝜆𝑧+V𝑢𝜆𝑧0+V𝑢 if V𝑢 ̸= V𝑑𝑧 − 𝑧0
V𝑢

if V𝑢 = V𝑑, (3)

where 𝑡 is the time and 𝑧 is the position; when 𝑡 = 0, the
position is 𝑧0. V𝑑 is the downstream vehicle speed; usually
parameter 𝜆 is consistent with the following formula:

𝜆 = V𝑑 − V𝑢𝐿 𝑠 . (4)

𝐿 𝑠 is the length of the deceleration/acceleration zone of the
road.

3.2. The Estimation Method of Dynamic OD Demand. In
simulation period, how many vehicles can be loaded on
the network? The real-time OD estimation model must be
needed. In this section, the generalized least square estima-
tion model is used to resolve the problem.

x̂ℎ = argmin[[(xℎ − x𝑎ℎ)𝑇W−1ℎ (xℎ − x𝑎ℎ)
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+ (yℎ − ℎ−1∑
𝑝=ℎ−𝑝

a𝑝
ℎ
x̂𝑝 − aℎℎxℎ)

𝑇

⋅ R−1ℎ (yℎ − ℎ−1∑
𝑝=ℎ−𝑝

a𝑝
ℎ
x̂𝑝 − aℎℎxℎ)]] ,

(5)

where x̂ℎ is the estimated OD matrix; x𝑎ℎ is the historical OD
matrix which refers to a priori values of xℎ in the time periodℎ; 𝑛𝑙 is the section number with monitoring equipment; yℎ ∈𝑅𝑛𝑙 is the monitored value on section 𝑛𝑙 in time period ℎ; a𝑝

ℎ
(𝑝 = ℎ, ℎ − 1, . . . , ℎ − 𝑝) is the dynamic traffic assignment
matrix which defined amapping between theOD vector x𝑝 in𝑝 and the traffic volume vector in ℎ; if there is not any a priori
information,Wℎ and Rℎ can be defined as a unit matrix [13].

Another dynamic OD demand estimation model is
Kalman filtering model. It includes state and space model.
The basic idea is proposed by Ashok and Ben-Akiva [14] in
1933. Unlike other approaches in the literatures, the approach
is based on deviations from historical values. Considering a
network with 𝑛OD OD pairs and 𝑛𝑙 link counts, let us assume
the following notation:

xℎ+1 is the matrix representing the number of vehicles
between each OD pair departing their origins during time
interval ℎ and 𝑥𝐻ℎ is the corresponding historical estimated
matrix. The transition equation can be expressed as

𝛿xℎ+1 = ℎ∑
𝑝=ℎ+1−𝑞

f𝑝
ℎ+1
𝛿x𝑝 + wℎ+1, (6)

where f𝑝
ℎ
is a 𝑛OD × 𝑛OD matrix mapping from (𝑥𝑝 − 𝑥𝐻𝑝 ) to

(𝑥ℎ+1 −𝑥𝐻ℎ+1),wℎ+1 is a (𝑛OD×1) vector of random errors, and𝑞 is the degree of the autoregressive process.
The error is assumed as follows:

𝐸 (wℎ+1) = 0,
𝐸 (wℎw𝑇𝑙 ) = Qℎ𝛿ℎ𝑙,

Qℎ is covariance matrix, 𝛿ℎ𝑙 = {{{
1, ℎ = 𝑙
0, ℎ ̸= 𝑙.

(7)

The measurement equation which relates unknown OD
flows to the observed link counts can be stated mathemati-
cally as follows:

𝛿yℎ = ℎ∑
𝑝=ℎ−𝑝

a𝑝
ℎ
𝛿x𝑝 + kℎ, (8)

where a𝑝
ℎ
is an assignment matrix of contributions from x𝑝

to yℎ; 𝛿yℎ = yℎ − y𝐻ℎ = yℎ − ∑ℎ𝑝=ℎ−𝑝 a𝑝ℎx𝐻𝑝 , y𝐻ℎ are the link
flows obtained by assigning the historical OD flows, yℎ is the
detection value of the traffic volume of the road section in
the ℎ time, 𝑝 is the number of time intervals corresponding
to the longest trip; kℎ is the Gauss white noise which is

independent of the system noise and satisfies 𝐸(Vℎ) = 0, and𝐸(VℎV𝑇𝑙 ) = Rℎ𝛿ℎ𝑙. Equations (6) and (8) constitute the state
and space model of the dynamic OD matrix estimation.

3.3. Simulation Process. The designed simulation process is
very important to the simulation accuracy. The simulation
time is divided into a number of equal lengths of Update
phase. OneUpdate phase is divided into several equal lengths
of the Advance interval. In Advance phases, the vehicles
can be moved to their new positions. The Update phase
is used for updating the traffic dynamics parameters (e.g.,
densities, speeds, and flow) used in the simulation during
each simulation cycle. If the simulation horizon is 𝑇, without
loss of generality, we assume that the time horizon starts at
time 𝑡 = 0 and finishes at time 𝑡 = 𝑇. Update phase isΔ𝑡update;
Advance phase is Δ𝑡advance. So,

𝑇 = 𝑘𝑢Δ𝑡update, (9)

Δ𝑡update = 𝑘𝐴Δ𝑡advance. (10)

𝑘𝑢 and 𝑘𝐴 are the positive integers; the specific simulation
process is as follows.

Step 1 (initialization, input the following information). The
network description, the simulation horizon, and the descrip-
tion of all vehicles at the beginning of the interval include
their position on the network, their destination, and their
current path. All vehicles present in the network at time 𝑡 = 0
and the loaded positions [15].

Step 2 (sort the nodes of the traffic network). Set up the
network node, section, and other parameters; execute the
following program.

Step 2.1. Every segment definition is updated according to the
incident description.The output capacities of all segments are
updated. Initialize the output counter of the output capacity
and initialize the input counter of the acceptance capacity.

Step 2.2. For each segment, compute the upstream-speed and
the density. For each direction of the segment, compute the
downstream-speed.

Step 2.3. Calculate the speed of the downstream segment,
and update the acceptance and output capability of the next
segment.

Step 2.4. For a vehicle execute Advance phase; call formulas
(9) and (10); load the updated vehicles to their new position
of the network.

Step 2.5. 𝑖 = 0.
Step 3 (stopping criteria). The algorithm is stopped when all
Advance phase intervals have been processed; that is, 𝑖 = 𝑘𝐴.

The detailed process is illustrated in Figure 2.
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4. The Optimization Model and Algorithm of
Traffic Organization

The static traffic organization mainly refers to traffic signs,
traffic markings, boot device and parking management, and
so forth. There are all the static characteristic. That means it
will not change in a long time once the organizationmethod is
determined. In contrast, the dynamicmethod ismore flexible
and will be changed with time under different traffic network
conditions, such as signal control and information. But in
any kind of traffic organization, the purpose is to alleviate
the traffic pressure of the road network. It comes to it by
balancing traffic flow on the network in time and space.

In this paper, the traffic optimization and organization are
carried out by using the combination of the static channelized
intersection and the signal optimization. Firstly, the division
of the road is implemented on intersection level by the way
of road channelization. And then, the signal control scheme
is set up by using the method of regional signal optimization
and by means of simulation to realize it.

The proposed signal optimization model is as follows:

min 𝐿 (⋅)
= 12 (D (ℎ))2 + 12 ∑

ℎ=1

(D (ℎ))2 −∑
ℎ

(𝑞 + 𝑓)
+∑
ℎ

𝑠.
(11)

Constraint conditions is as follows:

𝑇min ≤ 𝑇ℎ ≤ 𝑇max,𝑔min ≤ 𝑔ℎ ≤ 𝑔max,
𝐶 = ∑𝑔,

𝐶min ≤ 𝐶 ≤ 𝐶max.
(12)

𝐶 is the total cycle length; 𝐶max, 𝐶min are the maxi-
mum and minimum cycle length;𝑑 = {𝑑ℎ}: 𝑑ℎ is the column vectors for all vehicle
delays in the ℎ time period.𝑔 is the effective green time; 𝑔max, 𝑔min are the
maximum and minimum effective green time.𝑞 = {𝑞ℎ} is the total queue length of the network in
simulation period; 𝑞ℎ is the average queue length of
the ℎ period of time all sections of the column vector.𝑓 = {𝑓ℎ} is the sum of all intersection crossing traffic
in simulation period; 𝑓ℎ is the flow vector of all the
inlet channels of ℎ time period.𝑇 = {𝑇ℎ}: timing parameters of all signal controllers
in the network.𝑇ℎ = {𝑡𝑖ℎ}: timing parameter vector of all signal
intersections in ℎ time period.𝑡𝑎ℎ = [𝑡𝑔

𝑎0ℎ
, 𝑡𝑔
𝑎1ℎ
, . . . , 𝑡𝑔

𝑎ℎ
]𝑇 or [𝐶𝜅𝑠𝑔𝑎0ℎ, 𝐶𝜅𝑠𝑔𝑎1ℎ, . . . ,𝐶𝜅𝑠𝑔𝑎0ℎ]𝑇 is the green time of each phase of the 𝑎

intersection in ℎ or phase difference of initial phase,𝐶𝜅 is the phase number of a signal intersection, and𝑠𝑔
𝑎𝑏ℎ

is the green-time-rate in ℎ, the 𝑎 intersection, and
the 𝑏 phase.𝑇max, 𝑇min: the upper and lower bound constraint
vector of signal timing parameters.𝐿(⋅) is the objective function.

The SPSA (Simultaneous Perturbation Stochastic Ap-
proximation) algorithm is used to solve the problem and
also implemented in the simulation system [16]. The SPSA
approximates the gradient of the objective function through
finite differences. Critically, the approach infers the compo-
nents of the gradient vector from two function evaluations,
after perturbing all components of the parameter vector
simultaneously. The computational savings are thus signifi-
cant when compared to traditional stochastic approximation
methods, thoughmany replications may be required in order
to obtain a more stable gradient through smoothing.

The SPSA algorithm requires calculation only twice
for the objective function independent of the number of
parameters 𝑛. Generally speaking, the SPSA algorithm will
produce a series of parameter estimators; that is, the gradient
of objective function gradually tends to 0. Among them, the𝑖 iteration of the parameters is updated by

𝜃𝑖+1 = 𝜃𝑖 − 𝑎𝑖𝑔 (𝜃𝑖) , (13)
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where 𝜃𝑖 is parameter vector when the 𝑖 iteration starts, 𝑔(𝜃𝑖)
is the current estimator of the vector, and 𝑎𝑖 is gain for the step
length.

The SPSA algorithm is only through two evaluations of
the function, the gradient approximation can be got, and the
calculation formula is as follows:

𝑔 (𝜃𝑖) = 𝑧 (𝜃𝑖 + 𝑐𝑖Δ 𝑖) − 𝑧 (𝜃𝑖 − 𝑐𝑖Δ 𝑖)2𝑐𝑖
[[[[[[[[

Δ−1𝑖1Δ−1𝑖2...
Δ−1𝑖𝑘

]]]]]]]]
, (14)

where Δ 𝑖 is a 𝐾-dimensional stochastic perturbation vector;
as the numerator for all 𝑘 = 1, 2, . . . , 𝐾 are the same, so each
iteration has the static calculation (nothing to do with the
vector dimension 𝐾), which is the most prominent advan-
tages of the algorithm. Of course, the algorithm is required to
achieve convergence that must have enough rational number
of iterations and then have a good application value. The
SPSA algorithm is described below in detail by the steps:

(1) Initialization and coefficient selection: set counter
index: 𝑘 = 0, 𝑖 = 0, and 𝜃𝑖 = 𝜃0 are initial value
of𝐾-dimensional optimization vector and pick initial
guess nonnegative coefficients 𝑎, 𝐴, 𝑐, 𝛼, and 𝛾 in the
SPSA.

(2) Set iteration number of calculated gradient vectors in
each step: grad_rep; that is, in each iteration step, by
many times, take the average gradient estimator.

(3) The iteration counter plus 1; calculate the step length:𝑎𝑖 = 𝑎/(𝐴 + 𝑖)𝛼; 𝑐𝑖 = 𝑐/𝑖.
(4) Generate a 𝐾-dimensional perturbation stochastic

vector of independent Δ 𝑖; each of its elements Δ 𝑖𝑘,𝑘 = 1, 2, . . . , 𝐾 is received by a probability distri-
bution. The probability distribution density function
is symmetry by the vertical axis (0 axis); |Δ 𝑖𝑘| and𝐸|Δ−1𝑖𝑘 | have upper bound. Reference [16] showed that
Bernoulli distribution has these characteristics, and
uniform distribution and normal conditions are not
met.

(5) Make use of the mesoscopic traffic flow model or
other traffic simulation systems accessed the values
of the objective function by 𝜃𝑖+ = 𝜃𝑖 + 𝑐𝑖Δ 𝑖 and𝜃𝑖− = 𝜃𝑖 − 𝑐𝑖Δ 𝑖, and each point is required to meet the
upper and lower limits constraints in the optimization
problem.

(6) According to (9) calculate the 𝐾-dimensional gradi-
ent vector of the stochastic approximation, in which
one component of the gradient vector of the 𝐾 has
the same elements, which make the SPSA algorithm
different from the traditional finite differencemethod
(FD).

(7) Repeat (4)–(6) steps grad_rep times; each time has an
independent sample of Δ 𝑖, and then finally acquire
average gradient vector at 𝜃𝑖.
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Figure 3: Convergence performance of SPSA algorithm.

(8) A new solution point 𝜃𝑖+1 is got from (8), and in
accordance with the parameter vector of the upper
and lower bound adjust the solution point.

(9) Go back to step (3), continue to iterate until conver-
gence. When the number of iterations to reach the
maximum allowable number of iterations or function
value 𝑧(𝜃𝑖) corresponding to 𝜃𝑖 is little change in
several successive iterates, terminate the algorithm.

The SPSA method outlined in this paper immediately
illustrates the potential computational savings for large-scale
optimization. Figure 3 is the convergence performance of the
SPSA algorithm.

5. Case Study

In this paper, the real regional network of Tai’an city is used
to the case study. Daizong street of Tai’an city in Shandong
province in China located in the north of the city and next
to famous mountain of Tai. It is about 1.68 kilometers long
with 7 signal intersections. The major intersections have a
large traffic pressure in rush hour, especially in the morning
rush from 7:30 am to 8:30 am. In another time, the traffic
flow is the relatively smaller one. In peak hour, the vehicles
speed is about 10∼15 km/h. By survey, the main problem is
the badly traffic optimization and organization.There are not
reasonable.The capacity of the street decreased sharply by the
multitraffic flow from different directions.Themarking is not
so ideal also.The traffic signal lacks rationality settings which
cause serious traffic congestion.

After an investigation in 2016, the hour traffic flow of
some day is shown in Figure 4.

Based on the mentioned reasons, the idea of traffic
organization in this area is as follows:

(1) Rechanneling intersection: set traffic signs and mark-
ing, vehicles organization, and nonmotor vehicles and
pedestrian traffic organization.

(2) Calculating signal timings of intersections: set the
signal timings according to the traffic flow of the
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Figure 4: Traffic flow of Daizong street.

intersection. In peak hour, execute green pass scheme
on main road of the street in order to maximize the
through flow. At the same time, control the input
traffic flow of intersections on the street.

(3) Executing the proposed mothed of signal optimiza-
tion in this paper.

Figure 5 is the comparison of the distribution of traffic
flow and the detected flow by the parameter calibration
method in this paper. The calculation method of the error
estimation of RMSN is as follows:

RMSN = √∑ℎ∑𝑖 (𝑦ℎ𝑖 − 𝑦ℎ𝑖)2∑ℎ∑𝑖 𝑦ℎ𝑖2 , (15)

where 𝑦ℎ𝑖 and 𝑦ℎ𝑖 are the actual measured value and the
estimated ones in the ℎ period by the 𝑖 detector, respectively.
As can be seen from Figure 5, the proposed method can
estimate the traffic condition of the network accurately. At
this point, the simulated road network is equivalent to the
actual road network, so the simulation results of the signal
control parameters can be as effective as the actual road
network.

Figure 3 is the performance index (PI) of iterative opti-
mization of SPSA curve; PI is the average delay by all vehicles
on the network.The SPSA algorithm optimized signal timing
scheme compared to the Synchro software-based one; the
average travel delay of vehicles decreased by 46.67%.

The surveyed data were input into the simulation system.
The results show that the traffic flow estimation error was less
than 10% which means the system was reliable. The averaged
traffic flow, density, and speed of segments can be contrasted
by the traffic organization method. Moreover the designed
simulation system can be executed online for implementing
the dynamic traffic organization scheme.

The simulation time was two hours. The simulation
interval was fifteen minutes, so there were eight intervals.
The loaded data was cycled double times survey data. The
parameters of the traffic simulation model were the same as
[16].

If there were not any the traffic organization optimization
measures, the averaged density, speed, and flow can be
obtained; see Figures 6–8. From the whole simulation time,
the maximum averaged density of each segment is 0.2442
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Figure 5: Comparison between surveillance flows and estimation
flows.

0
10

20
30

40

0
2

4
6

8
0

0.05

0.1

0.15

0.2

0.25

Section
Interval

D
en

sit
y

Figure 6: Averaged density before optimization.

which existed on the fifth segment in the fifth interval. It
was the most crowded at this time. The averaged density and
sum density of the network in the whole simulation time
were 0.0777 and 22.3873, respectively. Use the same method
to analysis the averaged flow and speed. The total flow was
38915. The averaged flow of the network was 135.1215. The
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Figure 8: Averaged speed before optimization.

maximum flow was 448 on the eighth segment in the first
interval. It shows that the segment has the largest traffic
demand. Then the averaged speed was analyzed; the total
speed of the whole simulation time was 2.7669𝑒 + 003. The
averaged vehicle speed was 9.6072 and the maximum average
was 16.6600. It appeared on the thirty-fourth segment in the
seventh interval. It shows that the segment of the road was
relatively smooth, and the vehicles have a higher speed.

When the proposed traffic organization optimization
measures were implemented, the mentioned indexes were
analyzed in the same way.The total density was 14.9110 in the
whole simulation time. The averaged density is 0.0518. The
maximum averaged density is 0.2220 which was in the sixth
interval on the fifth segment. They all have a little decline.
It means that the proposed traffic organization method can
balance the density on the network. The network density
has been controlled; the congestion on the road has been
greatly reduced. The total flow was 59982. The averaged
flow was 208.2708. The maximum averaged flow was 479,
which appeared on the tenth segment of the sixth interval.
It means that the capacity of the network has been greatly
improved. The proposed traffic organization method was
effective obviously. Moreover the averaged density and total
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Figure 9: Averaged density after optimization.
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Figure 10: Averaged flow after optimization.

density were 7.8074 and 2.2485𝑒 + 003, respectively. The
maximum speed is 16.5300 appearing in the 25th, 7th, and 6th
intervals on 1st, 25th, and 28th segments.This means that the
speed was smoothed on some segments which balanced the
traffic flow. It was just the purpose of the traffic organization
method.

The averaged density, speed, and flow on each segment
of every interval were drawn out in Figures 6–11 before
and after the traffic organization optimization measures were
implemented.

6. Conclusions

In this paper, we overviewed the dynamic traffic simulation
software DynaCHINA firstly which is one and only one
self-developed software system in China by ours team.
The improved traffic simulation model and algorithm were
described in detail. The mesoscopic traffic simulation pro-
cess was designed for suitable dynamic traffic analysis. An
optimization method of regional traffic organization was
proposed based on dynamic traffic analysis. The method was
divided into two steps. First, the researched area was carefully
channelized in the intersection level. Then, the traffic signal
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timings were optimized. The signal optimal control model
was designed accordingly. Finally, the Daizong street of Tai’an
city in Shandong province was used as a case study.The aver-
aged density, averaged flow, and averaged speed on segments
were selected as analytical index.The simulation results show
that the proposed model and method were effective and
feasible. The proposed method has been implemented to this
area and has a good effect. The followed research will be the
collaborative research on the road channelization and the
traffic information optimization and the study of the real-
time traffic simulation system.The optimization method will
be extended to the traffic guidance information.
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Which means are more effective for reducing carbon emission? Our paper argues the effect of the government regulation and the
market trading on the carbon emission. Based on ourmodel, we obtain three conclusions as follows. First, government strengthened
regulation can encourage firms to participate in the trading market for carbon emission. Second, there is the negative relation of
supervision cost to trading price. Third, there is an alternative relationship between the scale economy level of the supervisory
authority and that of the carbon emissions market. Meanwhile, our numerical simulations also confirm our results for our model
analyses.

1. Introduction

Developed countries and developing countries are debating
the rights and responsibilities for carbon emissions man-
agement, making the already difficult global greenhouse
gas management more difficult. However, carbon emis-
sion management has become a major concern for human
development. Developed countries which have established
a relatively complete system, such as the United States,
Europe, and Japan, have tried to manage carbon emissions
by administrative means and market instruments. China, as
a developing country, is not compulsively obligated to carbon
emission reduction; however, based on Chinese domestic
and international environment, it is imperative to take the
initiative to assume responsibility for carbon reduction. First,
as a responsible big power, China must face the challenge of
preventing global warming with international communities;
second, China is faced with the task of restructuring the
economic structure and optimizing the quality of economic
growth. Therefore, establishing a binding carbon emission
management mechanism has become a necessity for Chinese
development.

The market transaction for carbon emission right is
a principal mean for the international carbon emissions

management cooperation. Carbon emission right trading is
a method countries utilize to meet their obligations specified
by the Kyoto Protocol, as signatory nations are committed
to achieve a certain carbon emission reduction targets in a
certain period of time and then assign it to different domestic
enterprises; when one country cannot meet its target on
schedule, it can purchase a certain amount of quotas or
emission permits from the countries that have the quota
or emission permit (mainly developing countries) to meet
their own emission reduction targets. Similarly, within a
country, companies can also do the trading tomeet their own
targets. According to the Kyoto Protocol, the international
greenhouse gas emissions trading system consists of three
flexible emission reduction mechanisms (CDM, IET, and JI).

The study of carbon emissions trading can be traced back
to scholars’ research on emission rights, which is essentially
the externality discussion for public goods usage. As public
goods, atmospheric pollution is not counted or included in
private costs, which suggests that social marginal cost is not
consistent with private marginal cost, which leads to market
malfunction. In other words, it is difficult for the market to
define the property rights of the atmospheric environment,
and it loses the function of resource allocation adjustment.
In this case, there are two coping strategies in the academic
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research: Pigou Tax (Pigou, 1952) and Coase’s Property rights
(Coase, 1960).

Thepractice of emission rights is to useCoase’s externality
bargaining mechanism (Coase, 1960). Crocker [1] and Dales
(1968), respectively, put forward the idea of allocating pol-
lution burdens among market players with tradable permits.
Montgomery [2] demonstrated in theory that a tradable per-
mitting system provides an effective public economic policy
tool for constraining pollution. After that, scholars began to
conduct detailed studies in emissions trading transactions.

In the literatures, both the government and the market
are viewed as the important roles of carbon emissions trading
market. Government regulation, in the carbon emission
management, is essentially compulsory third-party contract
enforcement. Barzel [3] argues that one believes that when
the value of the investment will be negative, it is less likely
that the agreement will be self-enforcing and more parties
can benefit from third-party enforcement. At the same time,
Barzel (2003), while studying the behavioral game of coercing
third party and supervised parties, points out that when the
right to cohesive mechanisms of collective action is scaled up
and exceeds that of coercive third party of the power, it can
also effectively suppress the rights ofmandatory third parties.
As for the result analysis of government control, Stigler
[4] and Peltzman (1976) believe that government regulation
only results in the redistribution of resources, rather than
the overall output and price. About government control on
environment issues, Bettney and Stevens (2003) point out that
how to choose a supervisory strategy for the implementation
status of environmental standards (i.e., how much economic
penalties can be relied upon to restrain violations and the
relative advantages and disadvantages of civil liability and
criminal penalty) is the difficulty in actual implementation.

Proponents of market-based approaches, however,
believe that government control of pollution is aimed at
forcing each firm to assume the same share of the burden
of pollution control. Regardless of the corresponding cost
differentials, although it can effectively control corporate
emissions, they also force companies to take unduly
expensive pollution control measures, which brings huge
costs in the process, while the control also tends to hinder the
progress of emission reduction technology (Stavins, 2003;
[5]). Downing and White [6], Malueg [7], Milliman and
Prince (1989), and Jung et al. [8], respectively, did theoretical
analysis on dynamic incentive of sewage behavior under
different policy conditions and concluded that market-
based policy management tools with subject of emissions
trading are able to motivate polluters to obtain benefits
through technological innovation or using more advanced
pollutant emission technologies, compared with regulatory
actions. Hahn and Noll [9], by analyzing the operating
conditions of the emission permit system to reflect on the
effect of government regulation, think that the government’s
penalties for violating the permit system must exceed the
cost of purchasing permits in order to encourage producers
to adhere to market rules.

More governments have accepted treaties which regulate
carbon emission [10]. The cap-and-trade system is one of
the most important regulations for carbon emission, and

Li et al. [11] indicate that this system is the most effective
method of regulating carbon emission. Under the cap-and-
trade system, firms’ carbon emissions must meet their rights,
and they could also sell or buy carbon rights to meet
their emissions. Because purchase and selling of carbon
emission rights can affect the production cost, accounting
standard setters argue that firms should disclose and report
their carbon liabilities [12]. Besides, capital investment in
manufacture or production industry is affected by carbon
emission costs [13]. It is acknowledged that compliance
with any emission regulation would probably increase firms’
costs [10]. And Clarkson et al. (2015) asserted that value of
firms whose carbon emissions exceed their rights is abated
while value of firms which comply with all the regula-
tions would not be affected by the cap-and-trade system.
However, their empirical result also suggested that firms’
latent carbon liabilities could be alleviated by their ability
of future shifting of costs on carbon emission. Cap-and-
trade system also affects other industries; for instance, Li et
al. (2015) examined the effect of cap-and-trade system on
truck routing, and found that transportation firms try to
pursue an equilibrium on which economic cost and carbon
emission are balanced under this system. To bemore specific,
firms try to get a minimum economic cost when carbon
is relatively cheap, while trying to get a minimum carbon
emission when carbon is extremely expensive. Moreover,
other regulations, such as pollution taxes, on carbon emission
can make sense. If the elasticity of demand of a certain good
is very small, carbon tax could bring a higher return to capital
[14].

At the same time, the transaction cost is also an important
variable for the decision-making of the government and
market actors in the carbon emission trading market. The
lawmakers believe that creating a set of rules and regula-
tory bodies is much less expensive than creating a market
or selling sewerage permits (Burges, 1995). However, the
government’s ability to monitor carbon emissions is also
constrained by the level of capacity, and Barzel (2003) argues
that the ability to impose costs limits the scope of third-party
enforcement. However, with the improvement of the market
system, transaction costs will decline, because intermediary
organs can reduce financial transaction costs, through the
establishment of trading systems to reduce the transaction
information asymmetry (Da, 2007). Chen [15] believes that
market can get the real value for pollution right because of
value discovery of trading.

In the carbon emission trading market, government
regulation and scale economy of market transactions are
indispensable factors in the study of functioning of the carbon
trading market; specialization has long been known as the
basic factor for the formation of scale economy (William
and Joanna, 1997). Lin (2002) considers that there are four
forms of scale economy, which from a dynamic point of view,
through mass production transactions, making the division
of labor more specialized, resulting in scale of income. Gu
(1999) divides scale economy into three levels, in which the
first one is the decrease of unit product cost through the
expansion of production scale, till the lowest point of average
cost. In terms of the scale income of government regulation,
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Barzel (2003) believes that third-party enforcement allows for
specialization in the accumulation of enforcement rights.

Based on the perspective of scale economy and trans-
action costs, our paper uses stochastic dynamic model to
analyze the influence of government regulation and market
trading on carbon emission. The second section provides
a stochastic dynamic model. The third section analyzes
the effect of government regulation and trading market on
the carbon emission based on stochastic dynamic model.
The fourth section provides numerical simulations of our
propositions. At last, our paper shows main conclusions and
contributions.

2. Model Setup

Suppose that the utility of the carbon market is maximized
over time, as there are different preferences at each stage of
development; assuming there is a subjective discount rate 𝜌,
where 𝜌 > 0, with that, the future welfare can be discounted
to the current period. In the planning period [0, +∞], the
welfare function 𝑉 can be expressed as

𝑉 (𝑆, 𝑡) = max∫+∞
𝑡

𝑒−𝜌𝑚𝑈 (𝑆 (𝑚) , 𝜂 (𝑚)) 𝑑𝑚. (1)

Among it, 𝑆 shows the stock of new carbon emissions
in current society, 𝑈(𝑆) represents the effect of the carbon
stock of new emissions on the utility of mankind. The
discount rate 𝜌 reflects the contemporary assessment of the
future environment, which is influenced by many factors,
including people’s expectation of technological development,
expectation of economic development level, and people’s
tolerance to greenhouse gas pollution.

Due to the inconsistency of microcosmic expectation,
people choose different carbon emission behaviors at differ-
ent stages, which lead to the random fluctuation of carbon
emission increment 𝑆; thus, suppose that the changing path
of 𝑆 obeys Brownian motion:

𝑑𝑆 = (𝑆𝑝 − 𝜂𝑆𝑟) 𝑑𝑡 + 𝜎𝑑𝑧, 0 < 𝜂 < 1. (2)

𝑆𝑝 represents the current demand of social carbon emis-
sions; 𝑆𝑟 represents the supply of social carbon emissions in
the current period; 𝜂 represents the transaction rate of carbon
emissions; 𝜎 is the degree of risk in the carbon emission
system and is assumed to be constant in this paper; 𝑑𝑧 is a
Wiener process defined in a certain probability space, which
is called white noise.

The supply of carbon emission rights is mainly composed
of two parts, the carbon emission rights sold by carbon emis-
sion authority (government) and carbon emissions trading
on the market. In a society with strict carbon regulation,
the efficiency of carbon emissions trading is often affected
by the two forces, namely, the pressure on carbon emissions
enterprises under government regulation and legal punish-
ment and the rationalization of carbon emissions trading
prices promoted by the expansion of market transactions
scale. Suppose the government’s regulation probability to a
carbon trading firm is ℎ, which can also be described as

the willingness of individual firms to participate in carbon
emissions; then 𝑞 = 1 − ℎ reflects the probability that
government regulation authorities ignore individual carbon-
emitting firms; in other words, it is the probability that
an enterprise avoids buying the emission permit. 𝑁 shows
the number of participants in the potential carbon trading
market as defined by law, that is, the size of potential market
transactions. Assuming that an individual firm’s violation
of the carbon trading rule is an independent event, the
probability of the whole firm violating the carbon emissions
trading rule is (1−ℎ)𝑁.Therefore, this paper assumes that the
efficiency of carbon emissions trading market is

𝜂 = 1 − (1 − ℎ)𝑁 , (3)

in which ℎ represents the efficiency of carbon emissions
regulation and𝑁 shows the number of participants in carbon
emissions trading market, that is, carbon emissions trading
scale.

Assuming that the cost of society as a whole is 1, let 𝜏𝜇
denote the cost of inspection and 𝜏𝑤 the cost of the carbon
emissions trading market. Then, the relationship between
𝜏𝜇 and ℎ and 𝜏𝑤 and 𝑁 can be expressed as

𝜏𝜑1𝜇 = 𝜇ℎ
𝜏𝜑2𝑤 = 𝜔𝑁, (4)

where 𝜇 and 𝑤, respectively, represent regulatory fees and
carbon emissions market transaction costs. 𝜑1 and 𝜑2 denote
the level of government-regulated and market-oriented
economies of scale, respectively.

For the stochastic control model of the carbon emission
management system, it essentially controls the change of
transaction efficiency 𝜂 in the dimension of time 𝑡 in order to
maximize the social utility. Therefore, it is possible to rewrite
(1) as follows:

𝑉 (𝑆, 𝑡) = max
𝜂
𝐸𝑡 ∫
+∞

𝑡
𝑒−𝜌𝑚𝑈 (𝑆 (𝑚) , 𝜂 (𝑚)) 𝑑𝑚. (5)

Equation (5) can also be defined as

𝑉 (𝑆0, 𝑡0) = max
𝜂
𝐸∫+∞
𝑡0

𝑒−𝜌𝑚𝑈 (𝑆 (𝑚) , 𝜂 (𝑚)) 𝑑𝑚

= max
𝜂
𝐸[∫𝑡0+Δ𝑡
𝑡0

𝑒−𝜌𝑚𝑈 (𝑆 (𝑚) , 𝜂 (𝑚)) 𝑑𝑚

+ ∫+∞
𝑡0+Δ𝑡

𝑒−𝜌𝑚𝑈(𝑆 (𝑚) , 𝜂 (𝑚)) 𝑑𝑚] = max
𝜂
𝐸

⋅ [𝑒−𝜌𝑚𝑈 (𝑆, 𝜂) Δ𝑡 + 𝑉 (𝑡0 + Δ𝑡, 𝑆0 + Δ𝑆)] .

(6)

We can use Ito’s lemma for Taylor expansion applied to
𝑉(𝑡0 + Δ𝑡, 𝑆0 + Δ𝑆) at any (𝑡0, 𝑆0) and get

𝑉 (𝑡0 + Δ𝑡, 𝑆0 + Δ𝑆) = 𝑉 (𝑡0, 𝑆0) + 𝑉𝑡 (𝑡0, 𝑆0) Δ𝑡
+ 𝑉𝑠 (𝑡0, 𝑆0) Δ𝑆 + 12𝜎𝑉𝑠𝑠Δ𝑆

2. (7)
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Substituting (7) into (6), we can get

0 = max
𝜂
[𝑒−𝜌𝑡𝑈(𝑆, 𝜂) Δ𝑡 + 𝑉𝑡 (𝑡0, 𝑆0) Δ𝑡

+ 𝑉𝑠 (𝑡0, 𝑆0) Δ𝑆 + 12𝜎𝑉𝑠𝑠Δ𝑆
2] .

(8)

Substituting (2), we can get

0 = max
𝜂
{[𝑒−𝜌𝑡𝑈 (𝑆, 𝜂) + 𝑉𝑡 (𝑡0, 𝑆0)

+ 𝑉𝑠 (𝑡0, 𝑆0) (𝑆𝑑 − 𝜂𝑆𝑟) + 12𝜎𝑉𝑠𝑠]Δ𝑡 + 𝑉𝑠𝜎Δ𝑧} .
(9)

HJB equation is thereby obtained:

0 = max
𝜂
[𝑒−𝜌𝑡𝑈(𝑆, 𝜂) + 𝑉𝑡 (𝑡, 𝑆) + 𝑉𝑠 (𝑡, 𝑆) (𝑆𝑑 − 𝜂𝑆𝑟)

+ 12𝜎𝑉𝑠𝑠] .
(10)

That is,

− 𝑉𝑡 (𝑡, 𝑆)
= max
𝜂
[𝑒−𝜌𝑡𝑈 (𝑆, 𝜂) + 𝑉𝑆 (𝑡, 𝑆) (𝑆𝑑 − 𝜂𝑆𝑟) + 12𝜎𝑉𝑆𝑆] .

(11)

The boundary conditions are as follows:

𝑉𝑡 (𝑡, 𝑆) = max (𝑆 (𝑇) − 𝑢, 0)
𝑉𝑡 (𝑡, 0) = 0, ∀ 0 ≤ 𝑡 ≤ 𝑇
𝑉𝑡 (𝑡, 𝑆) = 𝑤, let 𝑆 → +∞
𝑉𝑡 (0, 𝑆) = 𝑢.

(12)

3. Main Results

Based on the optimal carbon emissions trading efficiency 𝜂0,
with comparative static analysis on the variables in the carbon
emissions trading system, the mutual influence relationship
between the carbon emissions trading system variables is
studied, and the following propositions are obtained.

Proposition 1. With the expansion of the carbon trading
market, the probability for supervision increases, but the
regulation is marginally diminishing.

From HJB equation, we can get

−𝑉𝜂 = 𝑒−𝜌𝑡𝑈𝜂 − 𝑉𝑠𝑆𝑟
𝜂ℎ = 𝑁 (1 − ℎ)𝑁−1
𝜂𝑁 = − (1 − ℎ)𝑁 ln (1 − ℎ)

(13)

𝜕𝑁
𝜕ℎ = − 𝑁

(1 − ℎ) ln (1 − ℎ) > 0 (14)

𝜕2𝑁
𝜕ℎ𝜕ℎ = 𝑁

1 + ln (1 − ℎ)
(1 − ℎ)2 ln2 (1 − ℎ) . (15)

Thus, from (15), we can see that when ℎ > 1 − 1/𝑒,
𝜕2𝑁/𝜕ℎ𝜕ℎ < 0, and when ℎ < 1 − 1/𝑒, 𝜕2𝑁/𝜕ℎ𝜕ℎ > 0.

Equation (14) shows that ℎ, the inspection strength
of carbon emissions regulation authorities, and 𝑁, carbon
emissions trading market size, vary in the same direction. As
𝑁, carbon emissions trading market size, expands, the rent-
seeking incomeof the supervisory organs has increased,mak-
ing supervisory authority increase their inspection efforts to
obtain inspection proceeds. However, from (15), we can see
that there is a critical value of 1 − 1/𝑒; when ℎ < 1 − 1/𝑒, ℎ
is accelerated to increase along with the expansion of market
scale (𝑁), and when ℎ > 1−1/𝑒, ℎ is slowed down to increase
along with the expansion of market scale (𝑁). This indicates
that the regulation cost will gradually restrict the behavior
of the supervisory organ, with the expansion of the carbon
emissionsmarket to a certain degree; the regulation intention
will therefore decline.

Proposition 2. There is the negative relation of supervision
cost to trading price. However, increase of regulation cost is
faster than trading price for carbon emission right.

From (4), we can get

ℎ𝜇 = − 1𝜇2 𝜏
𝜑1
𝜇 < 0 (16)

𝑁𝜔 = − 1
𝜔2 𝜏
𝜑2
𝜔 < 0. (17)

From HJB equation, we can get

𝜕𝑉
𝜕𝜇 = − (𝑒−𝜌𝑡𝑈𝜂 − 𝑉𝑠𝑆𝑟)𝑁 (1 − ℎ)𝑁−1 1𝜇2 𝜏

𝜑1
𝜇

𝜕𝑉
𝜕𝜇 = − (𝑒−𝜌𝑡𝑈𝜂 − 𝑉𝑠𝑆𝑟) (1 − ℎ)𝑁 ln (1 − ℎ) .

(18)

Then

𝜕𝜔
𝜕𝜇 = − 𝑁(1/𝜇2) 𝜏𝜑1𝜇

(1 − ℎ) ln (1 − ℎ) > 0

𝜕2𝜔
𝜕𝜇𝜕𝜇 =

2𝑁(1/𝜇3) 𝜏𝜑1𝜇
(1 − ℎ) ln (1 − ℎ) < 0.

(19)

Equation (16) indicates that, with the enlargement of
carbon trading market, the number of competitors in the
market increases, the market is gradually approaching a
competitive market, emission reduction technology and
emission reduction quota are gradually standardized, and the
transaction cost of themarket decreases. From (17) we can see
that the increase in carbon inspection costs will increase the
regulation cost, decreasing the regulation intention.

From (19) we can see that the cost of carbon emis-
sion inspection and transaction costs change in the same
direction; however, the transaction costs change faster. It
indicates that there is no competition in regulation market of
carbon emissions.Withmonopoly of government regulation,
the inspection costs are rigid, less sensitive, and slower in
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adjustment. But in the carbon emissions market, changes in
transaction costs will promptly stimulate market players to
adjust carbon emissions (through the market to complete
the task of carbon emission reduction, or use their own
technology or to cut production or even avoid regulation to
complete the task of emission reduction), affecting carbon
emissions trading market participation, which will further
affect the carbon emissions trading market costs.

Proposition 3. There is an alternative relationship between
the scale economy level of the supervisory authority and that
of the carbon emissions market, and there is a phenomenon of
accelerated substitution.

𝜂𝜑1 = 𝑁 (1 − ℎ)𝑁 ℎ ln 𝜏𝜔
𝜂𝜑2 = 𝑁 (1 − ℎ)𝑁 ℎ ln 𝜏𝜇
𝜕𝑉
𝜕𝜑1 = (𝑒

−𝜌𝑡𝑈𝜂 − 𝑉𝑆𝑆𝑟)𝑁 (1 − ℎ)𝑁 ℎ ln 𝜏𝜔
𝜕𝑉
𝜕𝜑2 = (𝑒

−𝜌𝑡𝑈𝜂 − 𝑉𝑆𝑆𝑟)𝑁 (1 − ℎ)𝑁 ln (1 − ℎ) ln 𝜏𝜇

(20)

𝜕𝜑2
𝜕𝜑1 =

ℎ
ln (1 − ℎ)

ln 𝜏𝜔
ln 𝜏𝜇 < 0 (21)

𝜕2𝜑2
𝜕𝜑1𝜕𝜑1 = [

1
ln (1 − ℎ) − ℎ (1 − ℎ)] ℎ ln 𝜏𝜔 > 0. (22)

Equation (21) shows that the scale economy of carbon
emissions regulation is negatively related to that of the
carbon emissions tradingmarket; that is, when scale economy
increases in the carbon emissions trading market, the scale
economy of the supervisory authority declines and vice versa.
This indicates that the expansion of the carbon emission
trading market will reduce the transaction costs and attract
the enterprises to complete the emission reduction task
through the transaction, reducing the motive of enterprises
to evade regulation or take illegal actions; thus the scale
economy of the supervisory organs will be reduced.

From (22), we can see that the increase of scale econ-
omy of carbon emission trading market will lead to the
accelerated decrease of scale economy of regulation organs.
As mentioned above, there is an alternative relationship
between the scale economy of the supervisory authority and
that of the trading market; meanwhile, specialization also
encourages the trading for carbon emissions, so that the
scale economy for carbon emissions market is enhanced; if
above setting, the cost for transaction will be reduced; the
welfare of carbon emissions demand and supply enterprises
is therefore increased, encouraging more companies to fulfill
legal obligations through carbon trading rather than by
evading the regulation, which tends to gradually reduce the
effect of regulation authority and accelerate the decline of its
scale economy.
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Figure 1: The relation between market size and supervision proba-
bility with𝑁 = 100000; ℎ = (0.2, 0.9).
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Figure 2: The change rate for the relation between market size and
supervision probability with𝑁 = 100000, ℎ = (0.2, 0.9).

4. Numerical Simulation

In our paper, our models are stochastic and our propositions
are embodied by function which still are not intuitional. In
this section, based on theMATLAB software, we furtherly use
simulation to illustrate the relation between carbon emissions
trading market and government regulation.

In Figure 1, we present numerical simulation for the
relation between the market size and supervision strength.
There is the positive effect of supervision strength on the
market size, suggesting that as government strengthens the
supervision for carbon emission, firms have incentive to
meet regulation condition by the trading market of carbon
emission.Meanwhile when ℎ = 1−1/𝑒, the incentive for firms
to trade carbon emission right is stronger. The above results
are confirmed by Figure 2.
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Figure 3: The relation between supervision cost and the price for
carbon emission right with 𝑁 = 100000; ℎ = 0.7; 𝜏𝜇 = 5; 𝜑1 = 0.5;𝑢 = (2, 8).
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Figure 4: The change rate for the relation between supervision cost
and the price for carbon emission right with 𝑁 = 100000; ℎ = 0.7;
𝜏𝜇 = 5; 𝜑1 = 0.5; 𝑢 = (2, 8).

Figure 3 reports the results for the numerical simulation
about the relation between supervision cost and trading price
for carbon emission right. There is the negative relation
of supervision cost to trading price. These results suggest
that, with low supervision cost, government has potential
incentive to raise the probability for regulation. Thus, firms
are more eager to trade the carbon emission right, so that
trading price for carbon emission right rises. However, the
increase of regulation cost is faster than trading price for
carbon emission right, as in Figure 4. Therefore, firms have
potential incentive to participate in the trading market of
carbon emission right.

Figure 5 reports that the relation of scale economy for
regulation and trading market. In accordance with results
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Figure 5: The relation of scale economy for regulation and trading
market with 𝑢 = 5; 𝜏𝜇 = 5; 𝜏𝑤 = 3; 𝜑1 = (0.1, 0.4).
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Figure 6: The change rate for the relation of scale economy for
regulation and trading market with 𝑢 = 5; 𝜏𝜇 = 5; 𝜏𝑤 = 3;
𝜑1 = (0.1, 0.4).

of the numerical simulation, there is the negative relation
between the scale economy of regulation and the scale
economy of trading market. Meanwhile, in accordance with
Figure 6, the scale economy of regulation is restrained when
the market of carbon emission right is growing.These results
suggest that if themarket of carbon emission right is growing,
firms are likely to make use of market to reduce the carbon
emission.

5. Conclusion

Our paper argues the relation between regulation and trading
market for carbon emission. our model and the numer-
ical simulation obtain three conclusions as follows. First,
government strengthened regulation can encourage firms
to participate in the trading market for carbon emission.
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Second, there is the negative relation of supervision cost to
trading price. However, increase of regulation cost is faster
than trading price for carbon emission right. Third, there
is an alternative relationship between the scale economy
level of the supervisory authority and that of the carbon
emissions market, and there is a phenomenon of accelerated
substitution.

Our findings extend the understanding of the market for
carbon emission right. Though the regulation and trading
market are two parts of reducing carbon emission, they play
different role of development for carbon emissions trading
market. At initial development stage, the regulation plays
more important role in reducing carbon emission. However,
if government expects reducing carbon emission by low cost,
the development of carbon emissions trading market maybe
the only option.
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