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,e possible sources of forecast errors associated with rainstorms in the South China monsoon region were investigated based on
Weather Research and Forecasting (WRF) model forecasts for 19 rainstorm cases that occurred in the past 13 years. Two datasets
were separately selected as the initial fields of WRF with the same physical parameterization schemes. By investigating the
improvement rate of the forecast when using one set of data rather than the other, the important degree of the initial conditions
with respect to the forecasts for each case has been obtained. For those initial errors are the important sources of forecast errors, we
further explored the source of the initial errors by comparing the two initial conditions. It was found that, interestingly, the
significant differences between two initial conditions are all located upstream the rainfall area, with a distance of 5° of longitude
away and an area of about 4° × 4°. Based on this, we developed a new method (which we refer to as the “guide flow method”) to
identify the sensitive area for rainstorm forecasts in the South China monsoon region and then examined the efficiency of the
sensitive areas. It was found that reducing the initial errors in the sensitive areas leads to better forecast results than doing the same
in other areas. ,us, the sensitive areas are the source areas of forecast errors for rainstorms in the South China monsoon region.

1. Introduction

South China is affected by both the tropical and subtropical
monsoon, in which the rainstorm process is closely related to
the circulation of the summer monsoon [1, 2]. Rainstorms
are one of the most serious types of natural disasters in South
China [3–5]. However, currently, most global numerical
models still carry considerable uncertainty in their fore-
casting of the location and precipitation amount of rain-
storms [6, 7]. In particular, the forecasting of rainstorms in
the South China monsoon region has always been a difficult
and challenging issue in China’s operational forecasting
sector [8–10].

In recent years, most researchers have tended to focus on
the underlying physical mechanisms of rainstorms in the

South China monsoon region. Some of these studies have
found that, during the active period of the summer mon-
soon, the South China Sea summer monsoon can extend to
the rainstorm area in the form of low-frequency oscillations,
and the rainstorm process has a good correlation with the
pulsation or strengthening period of the monsoon [2]. After
the onset of the summer monsoon, the Bay of Bengal and the
Indian Ocean contribute significantly to the quantity of
water vapor in South China [11]. Moreover, both the average
precipitation and the convection intensity in South China
have generally increased, and the convection intensity is
basically consistent with the subseasonal changes in atmo-
spheric thermodynamic conditions, which probably leads to
the occurrence of regional extreme precipitation [12, 13].
For example, two strong rainstorms in Dongguan in July
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2011 were caused by the onset of the southwest monsoon,
the northward uplift of the ITCZ, and the pressure of the
high-altitude East Asian trough [14].

In addition to the direct influence of summer monsoon
circulation on precipitation, the rainstorm process in the
South China monsoon region is also closely related to the
prevailing mesoscale system under the influence of the
summer monsoon [15]. For instance, the rainstorms on 11
May 2014, 19 May 2015, and 27 August 2018 were all caused
by one or more mesoscale convective systems [16–19]. ,e
evolution of the monsoon low-pressure intensity is syn-
chronized with the daily distribution of the rainstorm area’s
size but not completely synchronized with the maximum
daily precipitation’s day-to-day evolution [17].

To study the predictability of rainstorms in the South
China monsoon region, it is not enough just to understand
the underlying physical mechanism of the rainstorm pro-
cess; studying the forecast error of the numerical model is
also necessary [20–23]. With continuous improvement in
model accuracy, increasing the horizontal resolution of the
model may improve the effects of the precipitation forecast
[24–26]. Nevertheless, high-resolution models are still un-
able to reasonably reproduce the characteristics of the
precipitation’s distribution owing to the inherent unpre-
dictability of the atmosphere, the imperfection of the nu-
merical method in the dynamic framework of the physical
processes, and so on, meaning current numerical precipi-
tation forecasts usually carry large uncertainty [27].

In 2013, the China Meteorological Administration ini-
tiated the South China Monsoon Precipitation Experiment,
which included studies on improving models and their
initial fields [28–30]. Several researchers have found that
improving the initial value assimilation technology of wind
profile data can better describe the development of the
convective system. Additionally, improvement of the low-
level water vapor and wind field in the Weather Research
and Forecasting (WRF) model data assimilation system can
reduce the forecast error of heavy rain, thereby improving
the prediction skill [31]. With the occurrence and devel-
opment of precipitation, the evolution of errors gradually
develops from local growth to global propagation, and the
initial error in the precipitation area makes an important
contribution to the precipitation forecast error [32]. A
number of researchers have also studied the sensitivity of
physical parameters and related conditional nonlinear op-
timal disturbances in the Global/Regional Assimilation and
Prediction System for the forecasting of heavy rain in South
China [33]. For instance, Lu et al. [34] studied a case of heavy
rain in the South China monsoon region in 2015 and found
that the initial error was an important source of forecast
error, and the sensitive area could be found more accurately
by the moist energy of perturbations.

Despite the clear need to explore the sources of error in
rainfall forecasts in the South China monsoon region, there
have been relatively few studies in this regard and so further
exploration is still required. ,e present reported research
sought to address this knowledge gap by developing a guide
flow method to identify the sensitive area for rainstorm
forecasts in this region. ,e overarching aim was to

strengthen our understanding of the source areas of forecast
error and improve the forecasting ability in the South China
monsoon region.

2. Materials and Methods

2.1. Data and Study Area. Nineteen heavy rainstorm cases in
South China in the past thirteen years that were mainly a
result of the summer monsoon (rather than typhoons, etc.)
were selected. In terms of observational data, the hourly
precipitation gridded dataset (version 1.0) of the Chinese
automatic station combined with the CMORPH (Climate
Prediction Centremorphing technique) precipitation product
(https://data.cma.cn/data/detail/dataCode/SEVP_CLI_
CHN_MERGE_CMP_PRE_HOUR_GRID_0.10/keywords/
CMORPH.html) was selected (hereinafter referred to as
OBS). Besides, China Ground International Exchange Sta-
tion daily climate data (http://data.cma.cn/data/cdcdetail/
dataCode/SURF_CLI_CHN_MUL_DAY_CES_V3.0.html)
were used to assist in screening the precipitation cases. ,e
observed cumulative precipitation and distribution during
the precipitation period of these cases are given in Table 1.
From the data in Table 1, the daily mean maximum site
precipitation of the selected 19 cases is 83.35mm. Details of
the different datasets used in the present study are given
below.

NCEP_FNL (Final Global Data Assimilation System of
the National Centers for Environmental Prediction) analysis
data with a spatial resolution of 1.0° were used to generate
the input field of the WRF model. According to Huang and
Luo’s [13] analysis of the five-day precipitation forecasts in
three seasons (2013–2015) in South China, the European
Centre for Medium-Range Weather Forecasts (ECMWF)
model generally has high forecasting skill. ,erefore, it can
be assumed that both the initial field and the model of
ECMWF have high accuracy.,e ECMWF output (obtained
from the TIGGE (THORPEX Interactive Grand Global
Ensemble) dataset of the ECMWF center, hereinafter re-
ferred to as TIGGE_EC) was used as a control group with a
spatial resolution of 0.5° latitude by 0.5° longitude.,e initial
conditions of TIGGE_EC were used to generate accurate
initial conditions for the WRF forecasts.

2.2. WRF. Version 3.6.1 of WRF was employed in the
present study. Both the initial fields and boundary fields
were generated using FNL analysis data with a time interval
of six hours. ,e horizontal resolution of the forecast was
3 km, with 1100× 700 grid points, covering the entire South
China region. Moreover, there were 60 layers in the vertical
direction and the integration time step was 15 s without
nesting. ,e physical parameterizations were as follows:
,ompson scheme for the microphysical scheme; Goddard
shortwave scheme for the shortwave radiation scheme;
Rapid Radiative Transfer Model scheme for the longwave
radiation scheme; EtaMellor-Yamada-Janjic TKE (turbulent
kinetic energy) scheme for the boundary layer; and the land
surface process scheme adopted the Noah land surface
model scheme, without cumulus parameterization [16, 34].
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,e forecasts using the WRF model initialized by
NCEP_FNL data are denoted as WRF_FNL, while TIG-
GE_EC is used as a control group to be compared with
WRF_FNL and OBS. Besides, we used accurate initial
conditions (namely, the initial conditions of the TIGGE_EC
forecasts) as the input field to generate the WRF forecasts
(hereinafter referred to as WRF_EC) under the same
physical parameterization schemes as WRF_FNL.

2.3. Methods. In order to comprehensively investigate
forecast accuracy, namely, the similarity in the location and
intensity between the forecast and observed cumulative
precipitation in South China, the correlation coefficient was
calculated as follows [35]:

r(F, O) �
cov(F, O)

��������������
Var[F] + Var[O]

√ , (1)

where F is the forecast cumulative precipitation (TIG-
GE_EC, WRF_FNL or WRF_EC) in South China, O is the
observed cumulative precipitation in South China, r(F, O) is
the correlation coefficient between F and O, cov(F, O) is the
covariance of F and O, Var[F] is the variance of F, and Var
[O] is the variance of O.

Besides, the grid-to-grid threat score (TS) was calculated
to investigate the forecasting of rainstorm events for dif-
ferent levels of precipitation, namely, light rain and heavy
rain. TS was calculated as follows [36]:

TS �
NA

NA + NB + NC

, (2)

where NA represents the number of grid points where the
forecast and observed precipitation are at the same level as
light rain or (or heavy rain) and above, NB is the number of

grid points where the forecast precipitation level is light rain
(or heavy rain) and above but observed precipitation is not at
this level, and NC is the number of grid points where light
rain (or heavy rain) has not been forecast.

Since we found that improving the accuracy of the
initial conditions could significantly improve the WRF
model’s forecasts, it is interesting to further explore the
sources of initial errors. In this aspect, we compared the
differences between the two kinds of initial conditions
(FNL and EC) and calculated the vertical integration of
moist energy of the differences. ,e idea is that the area of
large moist energy will indicate where the large differences
exist, and thus it is taken as the source area of the initial
error [34, 37, 38].

,e formula of moist energy is as follows [34]:

J � 􏽚
1

0
u
′2
0 + v
′2
0 +

cp

Tr

T
′2
0 + RaTr

pS0′

pr
􏼠 􏼡

2

+
L
2

cpTr

q
′2
0

⎡⎣ ⎤⎦dσ, (3)

where σ is the vertical coordinate; Cp is the specific heat at
constant pressure (� 1005.7 J kg−1·K−1); Ra is the dry air
gas constant (�287.04 J·kg−1·K−1); pr � 1000 hPa; Tr �

270K; and u0′, v0′, T0′, ps0′ , and q0′ are the differences in
meridional wind, zonal wind, temperature, surface pressure,
and water vapor mixing ratio between the EC and FNL
initial fields, respectively. Compared with a single variable,
moist energy indicates the comprehensive influence of all
variables. Lu et al. [34] found that moist energy could help
screen out the source area of the initial error, and the im-
provement of the initial conditions in that source area could
achieve the greatest benefits compared to the improvement
of initial conditions in other areas. ,us, hereafter, we refer
to this method as the “moist energy method,” and the source
area as the “sensitive area.”

Table 1: Details of the cases used, including the time period, distribution, and cumulative amount of precipitation.

Case Precipitation period Precipitation distribution Maximum site precipitation (mm) Measured cumulative
precipitation (mm)

1 2008.6.8(00 : 00)–6.9(00 : 00) Central and western south China 164.9 582967.4
2 2008.6.11(00 : 00)–6.13(00 : 00) Central and eastern south China 297.9 698194.2
3 2010.5.31(00 : 00)–6.2(00 : 00) Central south China 87.0 983323.4
4 2011.6.28(00 : 00)–6.30(00 : 00) Central and southern south China 448.5 506162
5 2011.7.15(00 : 00)–7.17(00 : 00) Eastern south China 134.2 477601.5
6 2013.5.14(00 : 00)–5.17(00 : 00) Central and eastern south China 195.3 705305.8
7 2013.7.26(00 : 00)–7.28(00 : 00) Southern south China 189.3 567458.6
8 2014.5.21(12 : 00)–5.23(12 : 00) Eastern south China 115.7 775429.6
9 2015.5.16(00 : 00)–5.17(00 : 00) Southern and eastern south China 140.3 155520.7
10 2015.5.22(00 : 00)–5.23(00 : 00) Southern south China 62.9 470785.5
11 2016.6.14(00 : 00)–6.15(00 : 00) Eastern south China 68.7 238642
12 2017.5.14(00 : 00)–5.16(00 : 00) Southeast of south China 106.5 277531.8
13 2017.6.4(00 : 00)–6.6(00 : 00) Northeast of south China 106.7 293025.2
14 2017.7.2(00 : 00)–7.4(00 : 00) Southern south China 246.2 294511.5
15 2018.4.15(00 : 00)–4.17(00 : 00) Southern and eastern south China — 45559.25
16 2018.5.7(00 : 00)–5.8(00 : 00) Southern and eastern south China 115.1 106109.9
17 2018.5.9(00 : 00)–5.10(00 : 00) Central south China 94.4 92764.41
18 2019.4.11(00 : 00)–4.12(12 : 00) Southeast of south China 87.8 82066.8
19 2019.4.23(12 : 00)–4.25(00 : 00) Central and eastern south China 43.9 86832.09
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3. Results

In 73.7% (14 cases) of the 19 cases, the correlation coefficient
between TIGGE_EC and OBS is higher than that between
WRF_FNL and OBS, and the average correlation between
TIGGE_EC and OBS of the 19 cases is 0.428, which is
significantly higher than that between WRF_FNL and OBS
(0.328). Besides, the shaded area of the correlation coeffi-
cient in Figure 1 shows the extent to which TIGGE_EC is
better than WRF_FNL.

Comparison of the cumulative precipitation distribution
of WRF_FNL, TIGGE_EC, and OBS in cases 4 and 9 shows
that WRF_FNL and TIGGE_EC differ in precipitation in-
tensity and location compared with OBS (Figure 2). How-
ever, both the intensity and location of the precipitation
forecast by TIGGE_EC are more similar than those of
WRF_FNL to OBS. TIGGE_EC has a better effect on the
forecasting of the precipitation center in southwest
Guangdong and southern Guangxi in both case 4 and case 9.
Combined with Figure 1, it can be seen that TIGGE_EC is
closer to OBS than WRF_FNL and has a better forecast
result, which is consistent with the findings of Huang and
Luo [13]. ,erefore, in these 14 cases, we assume that both
the initial field and the model (i.e., the ECMWFmodel) have
high accuracy, and we only examine these 14 cases in the
following parts.

Next, we used accurate initial conditions (namely, those
of TIGGE_EC forecasts) to generate WRF forecasts (here-
after referred to as WRF_EC) for the 14 cases in which the
forecast of TIGGE_EC was better than WRF_FNL and
quantitatively compared them with WRF_FNL. First, the
TIGGE_EC forecasts were taken as the true values to ex-
amine the improvements in forecasts when using accurate
initial conditions. It was found that the average correlation
between the cumulative precipitation in South China
forecast by WRF_EC and TIGGE_EC is 0.430, which is
higher than that between the forecasts of WRF_FNL and
TIGGE_EC (0.390).

Meanwhile, 71.4% of the 14 cases have better forecast
skill withWRF_EC than withWRF_FNL. Taking case 9 as an
example, it can be seen that both the location and the in-
tensity of the precipitation forecasted byWRF_EC are closer
to those of TIGGE_EC than WRF_FNL (Figure 2). Argu-
ably, however, although the TIGGE_EC forecasts appear to
be more accurate than the WRF_FNL forecasts, they still
contain errors. ,us, we further used OBS as the true values
to evaluate the improvements of WRF_EC compared to
WRF_FNL, and the results turned out to be similar. ,at is,
the cumulative precipitation in South China of OBS gen-
erally has higher correlation coefficients with WRF_EC than
with WRF_FNL (Table 2). In other words, WRF_EC gen-
erates precipitation patterns that are more similar to OBS
compared to WRF_FNL.

Besides, we also checked the Ts scores of WRF_EC and
WRF_FNL; here, the OBS are used as true values. From
Table 3, we can see that, of the 14 cases, there are, respec-
tively, 8 cases and 10 cases for which WRF_EC has better Ts
than WRF_FNL for “light rain and above” and “heavy rain
and above” (Table 3). ,is indicates that WRF_EC generates

precipitation amounts that are more similar to OBS than
WRF_FNL.

From the above results, it is seen that forecasts of
WRF_EC are better than those ofWRF_FNL as regards both
the precipitation patterns and precipitation amounts. In
short, the WRF_EC forecasts are better than the WRF_FNL
forecasts.

By quantitatively investigating the improvement in the
forecast, we can examine the importance of the accuracy of
the initial conditions in the forecasts and thus judge the
source of the forecast errors for summer rainstorms in South
China. ,erefore, we define the following parameters:

IM1 �
OEC − OFNL

OFNL
,

IM2 �
TEC − TFNL

TFNL
.

(4)

Here, OFNL is the correlation between the cumulative
precipitation in South China of WRF_FNL and OBS,
while OEC is the same but between WRF_EC and OBS.
Similarly, TFNL represents the correlation between
WRF_FNL and TIGGE_EC, while TEC represents the
correlation between WRF_EC and TIGGE_EC. ,en, we
define the degree of improvement with IM1 and IM2 for
each case. If IM1 (IM2) ≥ 50%, improving the initial value
can significantly improve the forecast, and therefore the
initial error is the main source of forecast errors. We
define such a degree of improvement as “significantly
improved.” In this category, there are six cases, ac-
counting for 31.6% of all cases. Likewise, if 0 < IM1 (IM2)
< 50%, then improving the initial value can slightly im-
prove the forecast (thus defined as “slightly improved”),
for which there are four cases, accounting for 21.1% of all
cases. Lastly, if IM1 (IM2) < 0, improving the initial value
can barely improve the forecast results, and so the degree
of improvement is defined as “not improved,” for which
there are also four cases. ,e IM1 and IM2 values for the
above 14 cases are shown in Table 4.
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WRF_FNL
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Figure 1: Correlation with OBS of the cumulative precipitation
forecast by WRF_FNL (black) and TIGGE_EC (red).

4 Advances in Meteorology



According to Table 4, the 14 cases can be divided into
three types: “significantly improved,” “slightly improved,”
and “not improved.” It is seen that, among the 14 cases,
the forecasts of 6 cases are significantly improved after
improving the initial field, For those slightly improved
cases, the initial errors also play some parts in the forecast
errors, so it is also meaningful to explore the source of the
initial errors for those cases. ,us, next step, we explore
the source of the initial errors for the “significantly im-
proved” group and the “slightly improved” group (a total
of 10 cases).

,e differences between two kinds of initial conditions
are explored, and the area of largest differences is taken as
the source area (also called sensitive areas hereafter) of the
initial errors. By analyzing the basic flows at 700 hPa, we
found that the sensitive areas are located in the basic flows
that are directed towards the precipitation area. ,is means

that the initial errors mainly come from upstream the
precipitation area. To quantitatively find out the relationship
between the precipitation area and the sensitive area, we
selected both their sizes as 4° × 4° (Figure 3) and found that
their distances are about 5° of longitude. Based on the above
results, we developed a method to identify the sensitive area
by combining the precipitation area and the basic state wind
(hereafter referred to as the “guide flow method”). ,e
precipitation area is centered on the maximum precipitation
point. First, we define the direction of the guide flow at
700 hPa as follows:

tan(θ) �
v

u
�

lat
lon

, (5)

where u and v are the zonal and meridional wind compo-
nents on 700 hPa, respectively; θ is the angle between the
wind direction at 700 hPa and the horizontal direction. lat is
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Figure 2: Cumulative precipitation (unit: mm) distribution of ((a) and (e)) OBS, ((b) and (f)) WRF_FNL, ((c) and (g)) TIGGE_EC, and
((d) and (h)) WRF_EC in ((a)–(d)) case 4 and ((e)–(h)) case 9.
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Table 2: Correlation coefficients of WRF_FNL and WRF_EC with both OBS and TIGGE_EC for cumulative precipitation in South China.

Table 3: TS of WRF_FNL and WRF_EC with respect to OBS in the 14 cases (TS of WRF_EC marked in red has better forecast).

Table 4: Classification of IM1 and IM2 and the degree of improvement corresponding to each case.

Case IM1 IM2 Degree of improvement

1 0.184498

−0.68094

0.906682

0.063203

−0.05646

0.092468

2.974582

0.348127

−0.07853

0.04072

0.207425

0.407161

0.851398

−0.998083

Slightly improved

Not improved

Significantly improved

Slightly improved

Not improved

Slightly improved

Significantly improved

Significantly improved

Not improved

Slightly improved

Significantly improved

Significantly improved

Significantly improved

Not improved

2

4

5

8

9

10

11

12

13

14

15

17

18

0.322713

−0.68435

0.320304

0.067061

−0.16608

0.11413

0.036548

0.80093

−0.21469

0.084644

0.536207

1.003135

0.556591

0.643097
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the latitudinal difference between the maximum precipita-
tion point and the selected maximum point of the sensitive
area; lon� 5°, which is the longitudinal difference between
the maximum precipitation point and the selected maxi-
mum point of the sensitive area. From the description above,
u, v, and lon are all known, and then lat can be derived.,us,
the sensitive area can be determined according to the pre-
cipitation area, tan(θ), and the lat and lon values.

If the guide flow in the precipitation area is relatively
straight, then u and v are the zonal and meridional wind
components of the maximum precipitation point. With lon
known and tan(θ) obtained by linear backward deduction of
the wind (u and v) in the precipitation area, lat can be
derived, so the sensitive area can be determined
(Figure 4(a)). If there are obvious troughs or cyclonic cir-
culations in the precipitation area, u and v are the average
zonal and meridional wind components of the precipitation
area. Similarly, the location of the sensitive area can be
deduced according to the average guide flow direction in the
precipitation area (Figure 4(b)). Whether the guide flow is
relatively straight or there are obvious troughs or cyclonic
circulations in the precipitation area, the sensitive area se-
lected by the guide flow method is relatively consistent with
the location of the large-value area of moist energy
(Figure 4).

Table 5 shows the locations of the sensitive areas de-
termined by the guide flow method and the moist energy
method. For 80% (8 cases) of the 10 cases, the positions of
the sensitive areas selected by the two methods are rela-
tively consistent, with the distances between them being
less than 2°. ,us, the sensitive area selected by the guide

flowmethod is similar to that identified by the moist energy
method. To confirm this point, we also use both the guide
flow method and the moist energy method to identify the
sensitive areas of those cases that belong to “not improved”
group (cases 2, 8, 12, and 18) in Table 4 and those cases
where TIGGE_EC has lower skills thanWRF_FNL (cases 3,
6, 7, 16, and 19) in Figure 1. Results showed that, for 8 out
of 9 cases, the positions of the sensitive areas selected by the
two methods are similar (Table 6). ,is confirms that the
guide flow method can be used to identify sensitive areas
associated with rainstorm forecasts. Since the guide flow
method is easy to use, it thus may be helpful for quickly
selecting perturbation areas for ensemble forecasts or
carrying out supplemental observations for adaptive
observations.

To verify the accuracy of the sensitive areas, namely, to
demonstrate that they are the source areas of the initial
errors which lead to large forecast errors, we chose three
other areas for comparison and carried out sensitivity ex-
periments. ,ese three areas had the same size as sensitive
areas, and they were, respectively, located to the west, south,
and north of the precipitation areas with distances of 10°
longitude, 5° latitude, and 5° latitude. ,en, the initial
conditions of WRF_FNL were replaced with those of
WRF_EC in the sensitive area to form new ones. Similarly,
three other sets of new initial conditions were generated by
replacing those of WRF_FNL with the initial conditions of
WRF_EC in those three areas.

Keeping the model configuration unchanged, four new
forecasts were produced with the above four sets of new
initial conditions, and these are, respectively, referred to here
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(f )

Figure 3: ((a)–(c)) Distribution of cumulative precipitation (unit: mm) in cases 1, 5, and 14, respectively (the red box is the range of the
precipitation area selected). ((d)–(f )) ,e sensitive areas selected with the moist energy (unit: 1× 105 J) method for cases 1, 5, and 14,
respectively (the red box is the range of the sensitive area selected).
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as F-sens, F-north, F-west, and F-south. ,e cumulative
precipitation of these forecasts was compared with the
observed precipitation in South China, and their correlation

coefficients were calculated. It can be seen from the results
(Figure 5) that, for the 10 improved cases in Table 4, there are
9 cases where the correlations between F-sens and OBS are
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(a)
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15˚N

10˚N

95˚E 100˚E 105˚E 110˚E 115˚E 120˚E 125˚E

(b)

Figure 4: Sensitive area selected with the guide flow method (rectangles in panel (a) and left rectangles in panel (b)), sensitive areas
identified bymoist energy (unit: 1× 105 J the left parts of shadings in both two panels), and the precipitation area (unit: mm, the right parts of
shadings in both two panels) overlayed with the 700 hPa wind field in (a) case 4 and (b) case 5.

Table 5: Comparison of sensitive areas selected with moist energy method and guide flow method.

Case
Sensitive areas selected
with the moist energy

method

Sensitive areas selected
with guide flow method

1 (22°–26°N, 104°–108°E) (21°–25°N, 103°–107°E)
4 (16°–20°N, 107°–111°E) (16°–20°N, 106°–110°E)
5 (18°–22°N, 105°–109°E) (18°–22°N, 106°–110°E)
9 (20°–24°N, 104°–108°E) (18°–22°N, 105°–109°E)
10 (18°–22°N, 106°–110°E) (18°–22°N, 107°–111°E)
11 (12°–16°N, 102°–106°E) (21°–25°N, 102°–106°E)
13 (17°–21°N, 104°–108°E) (18°–22°N, 102°–106°E)
14 (20°–24°N, 105°–109°E) (16°–20°N, 105°–109°E)
15 (20°–24°N, 107°–111°E) (21°–25°N, 106°–110°E)
17 (20°–24°N, 106°–110°E) (19°–23°N, 105°–109°E)

Table 6: Same as Table 5 but for verifying cases.

Case
Sensitive areas selected
with the moist energy

method

Sensitive areas selected
with guide flow method

2 (17°–21°N, 103°–107°E) (20°–24°N, 103°–107°E)
3 (15°–19°N, 100°–104°E) (13°–17°N, 102°–106°E)
6 (20°–24°N, 106°–110°E) (21°–25°N, 107°–111°E)
7 (14°–18°N, 99°–103°E) (19°–23°N, 102°–106°E)
8 (20°–24°N, 105°–109°E) (18°–22°N, 106°–110°E)
12 (21°–25°N, 107°–111°E) (19°–23°N, 106°–110°E)
16 (21°–25°N, 106°–110°E) (21°–25°N, 109°–113°E)
18 (22°–26°N, 105°–109°E) (22°–26°N, 106°–110°E)
19 (24°–28°N, 105°–109°E) (23°–27°N, 104°–108°E)
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higher than other correlations (F-north andOBS, F-west and
OBS, and F-south and OBS). ,is means that improving the
initial conditions in sensitive areas can improve the forecast
to a greater extent than by improving them in other areas,
and again this verifies that the sensitive areas are the source
areas of initial errors as well as the forecast errors.

4. Conclusion

Based on the WRF model, this paper has investigated the
possible sources of forecast errors with respect to rain-
storms in the South China monsoon region. First it is
demonstrated that the initial error is the important source
of the forecast errors, and then the source area (sensitive
area) of initial errors is explored. Next, the relationship
between the sensitive area and the precipitation area is
analyzed. Based on the above results, a new method is
developed (which we call the “guide flow method”) to
identify the sensitive area. Finally, the sensitive areas were
examined through sensitivity experiments, which con-
firmed the accuracy of the sources of initial errors as well as
the forecast errors.

By investigating the improvement rate of the forecast
when using one set of data rather than the other, the
important degree of the initial conditions with respect to
the forecasts for each case has been obtained. ,e results
showed that forecasts of 6 cases have been significantly
improved (the improvement rate is larger than 0.5), which
means that, for these cases, the initial condition plays a
main role in the forecasts. While the forecasts of 4 cases
have been slightly improved, this means the initial con-
dition also has some effects on the forecasts. For these 10
cases, the initial errors are the important sources of forecast
errors; then we further explored the source of the initial
errors by comparing the two initial conditions. ,e results
showed that the initial errors mainly came from an area

located upstream of the rainfall area (about 5° of longitude
away from the maximum precipitation area) and we called
that area the sensitive area. By studying the relationship
between the sensitive area and the precipitation area, we
found out the rules behind it and then put forward a “guide
flow” method to identify the sensitive areas. ,e sensitive
areas identified by the guide flow method were found to be
generally consistent with those identified by the moist
energy method. Since the guide flow method is easy to use,
it thus may be helpful for quickly selecting perturbation
areas for ensemble forecasts or carrying out supplemental
observations for adaptive observations. Finally, sensitivity
experiments demonstrated that improving the initial
conditions in the sensitive areas leads to more benefits than
improving them in other same-sized areas. ,is verifies the
accuracy of the sensitive areas and confirms the source of
the forecast errors.

Statistically, improving the initial conditions may im-
prove the forecasting of rainstorms in the South China
monsoon region. However, there are some cases (such as the
2019.4.12 case) in which improving the initial conditions has
no benefit on the forecasts. ,us, for these cases, the model
error has an important impact on the rainstorm forecast.
Besides, there are some cases where we fail to find a better
initial condition (cases 3, 6, 7, 16, and 19); for these cases, it is
necessary to find out other ways to evaluate the importance
of the initial conditions. In a word, in order to further
improve the prediction skill for rainstorms in the South
China monsoon region, further in-depth research is still
needed.
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Large-scale flooding causes widespread disaster, and harmful pollutant concentration in water following flood affects public safety
and the environment. In this study, a numerical model for solving the 2D shallow water equations and the solute transport
equation is proposed to simulate overland flood and pollutant transport caused by floods. ,e present model is verified by
comparing the predictions with the analytical solutions and simulation results; sufficiently high computational accuracy is
achieved. ,e model is also used to simulate flood inundation and pollution spread in the area of Hun and Taizi Lane (HTL) in
China due to river dike breaches; the results show that the coupling model has excellent performance for simulating the flooding
process and the temporal and spatial distribution of pollutants in urban or rural areas. We use remote sensing techniques to
acquire the land coverage in the area of HTL based on Landsat TM satellites. ,e impacts of changed land use on mitigation of
flooding waves and pollutant spread are investigated; the results indicate that the land cover changes have an obvious influence on
the evolution process of flood waves and pollutant transport in the study areas, where the transport of pollutants is very dynamic
during flood inundation in HTL area. Furthermore, the motion of pollutants considering anisotropic diffusion is more reasonable
than that due to isotropic dispersion in simulating pollutant transport associated with the flood in urban or
farmland environments.

1. Introduction

Floods are triggered by the rapid rise of the water level after
heavy rainfall; they can cause the river to overflow the
embankment, thereby increasing the flood risk in down-
stream and low-lying areas. Usually, urban environments
and rural farmland are vulnerable to flood damage due to the
high population density and large areas of crops. Up to now,
many areas worldwide have suffered heavy rains and flood
disasters. For example, in July 1982, Nagasaki in Japan
suffered a massive flood after heavy rain, resulting in
property losses of as much as $2.5 billion. In July 1995, the
Hun River and Taizi River basins located in Liaoning
Province in China experienced large flood events; multiple
levees burst in both rivers and 7.6×105 hm2 of farmland
were submerged by the flood following a dike break; the

economic losses reached ¥34.4 billion. ,e Brisbane River in
Australia flooded after continuous rainfall in January 2011,
resulting in a severe flood disaster with large impacts on
urban residents and the infrastructure [1]. Flooding events in
Europe caused losses of about 4.9 billion euros every year
from 2000 to 2012 [2].

Numerous studies on flood inundation in a way can
minimize the mitigation of negative consequences of flood
events by predicting the movement characteristics of floods
in [3, 4]. Several different types of models have been de-
veloped for flood hazard simulation and prediction in high-
risk zones based on the rich floodplain data sources and
advanced computing hardware and methods [5–7]. In
earlier studies, a series of simplified hydrodynamic and
hydrological models are developed and applied for simu-
lating overland flow processes in the urban [8]. However, it
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is difficult in these simplified models to obtain accurate
estimates of the water depths and velocities of the flood
waves in urban areas. In fact, floods tend to have rapid
velocity and strong destructive power, so accurate simula-
tions of the water depth and flow velocity of floods in low-
lying areas near the river are needed. ,erefore, many two-
dimensional (2D) models based on the solution to the 2D
shallow water equations (SWEs) have become popular due
to their computational accuracy and efficiency in flood
simulations [1, 9, 10]. Particularly, the Godunov-type SWEs
models have exhibited great potential for modeling transient
overland flows and flash floods due to their shock-capturing
capability [11]. Some researchers carried out a series of
discussions of a hydraulic analysis of the impact of land use
on the run-off regime in a retention area and consequently
on flood wave propagation [12, 13].,e impact of land cover
on the propagation of flood waves is important to consider
the time and spatial characteristics of the riparian and
floodplain areas [14]. Similar studies are carried out to in-
vestigate the impact of land uses on flood wave propagation
in riparian areas and floodplains; this study also applied
constant values of the roughness coefficient [15–17]. Veg-
etation in floodplains significantly reduces water velocities
and increases the retention capacity due to levee breaches for
the flooding scenarios in the studied area [18].

During the disastrous flood events after intense
rainstorms and following dike breaches, in addition to
flood mechanical damages, there is also high contami-
nation of floodwater and suspended sediments with in-
organic and organic compounds. ,ese pollutants are
particularly harmful to public health and the environment
and result in deterioration of the water quality [19]. For
example, the sewage treatment plants or the treatment
ponds that contain pollutants are destroyed by a torrential
flood; the released pollutants will rapidly migrate and
spread with the floodwater, resulting in significant envi-
ronmental pollution and damage to densely populated
areas. To the best of our current knowledge, an increasing
number of numerical studies have been considered to
facilitate flood risk management associated with polluted
floodwater in urban areas and then to predict the fate of
point-source pollutants transported by flood waves in
small-scale regions [1, 11, 20, 21]. ,e mixing and dis-
persion processes of wastewater surcharging from urban
drainage systems within an overland flow are analyzed
systematically based on a 2D flood model [22]. A solute
transport model based on the Lagrangian particle method
is presented to predict the potential contamination paths
of pollutants from drainage water in urban areas during a
pluvial flood event [23]. Furthermore, a coupled 1D/2D
model for hydrodynamic and pollutant transport is de-
veloped to carry out the sewer overflow simulation; the
results indicate that the model is suitable for simulating
the inundation and pollutant transport processes in urban
areas [24]. A transport model based on the Lagrangian
particle method is proposed to study the potential con-
tamination paths of solutes in drainage water in an urban
area during a pluvial flood event [25]. ,e impact of land
uses on nitrogen transport is also investigated to explore

how nitrogen transport responds to land-use change and
its effects on aquatic habitats in the catchments [26]. A
new integrated modeling framework was developed by
coupling the Storm Water Management Model (SWMM)
to the Cellular-Automata Fast Flood Evaluation model to
predict the inundation depth and pollutant transport
caused by surcharges over the capacity of the drainage
network [27]. In view of the above summary, the land-use
change is an important factor for impacting the flood
propagation in residential areas, how it interacts, and to
what degree it affects flood inundation and pollutant
transport that are poorly understood. Under this condi-
tion, detailed studies should be conducted to assess the
impact of the land-use change on flood inundation and
pollutant dispersal in large-scale rural areas.

In this paper, we propose a coupled 2Dmodel to simulate
flood disasters and the associated pollutant transport in flood-
prone areas. ,e study is organized as follows: in Section 2,
the formulations of the governing equations and a description
of the numerical model are presented. In Section 3, the in-
tegrated model is validated using several case studies, and the
simulated results are compared with the analytical solutions
and themeasurement data to verify the computation accuracy
of the coupling model. Moreover, the study tends to discuss
the impact of changed land covers on flood propagation and
the pollutant mixing and transport in the areas of Hun and
Taizi Lane, China. Lastly, the main conclusions are drawn.

2. Material and Methods

,e modeling framework used in this study entails two-
dimensional shallow water equations coupled with pol-
lutant mass conservation. ,e finite volume method with
unstructured triangular cells is used to discretize the
shallow water equations and pollutant transport equations.
,e Roe approximate Riemann solution is used to compute
the water momentum flux on the interfaces of the trian-
gular mesh. A high-resolution scheme for pollutant
transport and diffusion is adopted to deal with the ad-
vection term, and a flux limiter is used to reduce artificial
diffusion and oscillation. Furthermore, a second-order
scheme is adopted to discretize the diffusion term of the
solute transport equation.

2.1. Governing Equations. Under the assumption of hy-
drostatic pressure, the vertical velocity is negligible; a set of
SWEs for depth-averaged 2D overland flows over a hori-
zontal plane are deduced [28–30]. ,e SWEs, which are
coupled to the depth-averaged solute transport equation, are
written in a compact form:

zU

zt
+

zF

zx
+

zG

zy
�

zFd

zx
+

zGd

zy
+ S, (1)

where t is the time, U represents the vectors of the con-
servative variables, F and G are the convection fluxes in the
x- and y-directions, respectively, Fd and Gd are the diffusion
fluxes in the x- and y-directions, respectively, and S is source
term. ,ese parameters are expressed as follows:
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(2)

where h is the water depth, u and v are the depth-averaged
velocity in the x-direction and y-direction, respectively, g is
the gravity acceleration, C is the depth-averaged pollutant
concentration, and Kxx, Kxy, Kyx, and Kyy are the depth-av-
eraged mixing diffusion coefficients, which can be written as
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where c is Chèzy’s coefficient; εl and εt are the dimensionless
coefficients of longitudinal dispersion and turbulent diffu-
sion, respectively. In the absence of field measurements,
Falconer recommended typical values of εl � 13.0 and εt � 1.2
[31]. sbx and sby are the bottom slopes in the x-direction and
y-direction, sbx � (zZb/zx), sby � (zZb/zy), and Zb is the
bed elevation. SC indicates the concentration added to the
source term per control unit, which is obtained from the
wastewater disposal through outfalls. D is the inflow dis-
charge. τbx and τby are the bed friction stress values in the
x-direction and y-direction; they are defined as
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(4)

where n is Manning’s roughness coefficient at the bottom.

2.2. Numerical Discretization. A Godunov-type finite vol-
ume method with an unstructured triangular mesh is used
for the numerical discretization and solving of the governing
equations [32]. ,e study domain is first divided into a set of
control cells, and then an unstructured triangular mesh is
created. An explicit time-marching scheme is used in the
calculation model. We use the Green formula for integration
with the hydrodynamic equation in equation (1); the discrete
value of the next time step is obtained from the previous time
step as follows:

U
n+1
i � U

n
i +
Δt
Ai

− 􏽘
3

j�1
Fij + Gij􏼐 􏼑 · nij · lij − 􏽘

3

j�1
Fd,ij + Gd,ij􏼐 􏼑 · nij · lij + Si
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(5)
where Un+1

i and Un
i are the average values of the control

volumes in the current time step and the last time step,
respectively, and Ai is the area of the ith mesh element. ,e
solute transport equation (equation (2)) is also integrated
using the Green formula; it is expressed as
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where Qij represents the flux of the boundary j in the control
volume I; E

dif

Cij
· nij is the pollutant diffusion flux.

,e physical variables are the same in every triangular
mesh element due to the average depth integration in the
equation; a series of piecewise functions are developed in the
solution domain. Hence, the unstructured cells exhibit
discontinuity at the boundary of each control unit, resulting
in a local Riemann problem. ,e Riemann problem at the
cell interface can be solved by using various Riemann ap-
proximations for assessing the interface convection fluxes.
In this study, the Roe scheme is used to solve the local
Riemann problem [21].

,e governing equation of the conservative solute
transport is the advection-diffusion equation [33]. When
convection is dominant in pollutant transport, the problems
of numerical oscillation and high artificial diffusion are
common in the first-order upwind scheme. ,e first-order
upwind scheme is improved to increase the accuracy by
using the flux limit function [34]. Based on the MUST
scheme, an r-factor algorithm using the local element to
transfer the upwind information is used to reduce the nu-
merical diffusion error due to the upwind approximation of
the advection term in this study [35]. A central difference
scheme is adopted to discretize the diffusion term in
equation (6), which involves the neighboring points in the
center of each element. Consequently, the scheme has
second-order accuracy and does not require any restrictions
regarding the angles of the triangle meshes.

2.3. Variable Time Step. It is common knowledge that the
computational stability for an explicit scheme model is
limited by the Courant–Friedrichs–Lewy (CFL) condition
and the Peclet (Pe) number [36]; therefore, the variable Δt,
which is adaptable to the variability of the solute and hy-
draulic parameters, is dynamically updated. ,e time step in
the explicit schememust be satisfied with CFL + Pe≤ 1; these
two dimensionless numbers are defined as follows:
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where di is the gird’s distance from center to vertices.

3. Simulation Implementation

3.1. Oscillatory Flow in Parabolic Bottom Topography with
Friction. In this case study, the oscillation of the free water
surface in a parabolic terrain is simulated with bed resistance
to verify the ability of the hydrodynamicmodel for capturing

the wet-dry front. ,e analytical solution of the water level
and the bottom topography of the parabolic basin in the
oscillatory flowmotion are given by [25]. In this experiment,
the computational domain is discretized to 18672 triangular
grids, the boundary conditions of the study area are fixed
wall boundaries, and the initial speed of the study area is
0m/s. It should be noted that because the boundary of the
study area is always in a dry state, the type of boundary
condition of the domain does not affect the simulation
result. ,e total simulation time of the water movement is
6000 s, including four and a half cycles. A variable time step
is adopted. Figure 1(a) shows the comparison of the nu-
merical and analytical solutions of the water depth at the
three gauges (−2750, 0), (−50, 0), and (2750, 0). ,e mea-
suring points (−2750, 0) and (2750, 0) are located at the
junction of the dry and wet areas, and the point (−50, 0) is in
a submerged state. ,e numerical predictions are in perfect
agreement with the analytical solutions and no oscillations
are detected at the wet-dry interface. ,e water levels’ nu-
merical results of the model and the analytical solution at
times 2000 s and 6000 s are shown in Figure 1(b). A strong
agreement is observed between the numerical results and
analytical solutions of the free surface profile at different
times, and the movement of the intersection between the dry
and wet areas is accurately captured, with no signs of
spurious distortions. ,e amplitude of the water surface
elevation decreases with an increase in the simulation time.
At t� 6000 s, the water level has stabilized at 10m, the flow is
stable, and the wet-dry intersection point is located at
x�±3000m. ,e results demonstrate that the proposed
method is able to determine the moving boundary of the wet
and dry areas.

3.2. Solute Transport Simulation. We validate the perfor-
mance of the proposed model for solving the advection and
diffusion equation of solutes in a constant-speed flow field. A
pollutant is released at the source, and the migration of the
pollutant is calculated. ,e test is carried out in a
200m× 800m rectangular domain, with the north and south
boundaries as wall boundaries, the west boundary as the
inflow boundary, and the east boundary as the outflow
boundary so that free flow is achieved [1]. ,e entire domain
has a flatbed, and the influence of bottom friction is not
considered. ,e initial conditions are h� 1.0m, u� 1.0m/s,
and v � 0.0m/s. ,e analytical value of the initial pollutant
concentration field is given as follows:

C(t, x, y) �
C0/h

4πt
�������
DxxDyy

􏽱 exp −
x − x0 − ut( 􏼁

2

4Kxxt
−

y − y0( 􏼁
2

4Kyyt
⎛⎝ ⎞⎠, (9)

where C0 � 233.06 kg, and x0 � 0, y0 �100, and (x0, y0) is
where the pollutants are dropped. ,e mixing coefficients in
the x-direction and the y-direction are Kxx � 1.02m2/s and
Kyy � 0.094m2/s, respectively. In this case, we set the ana-
lytical solution concentration at t� 60 s as the initial con-
centration. In this case study, the computation domain is
discretized into 34646 unstructured triangular elements.,e
simulation time is 600 s, and the time step is variable.
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Figure 2 depicts the solute concentration profiles over time
at y� 100m. As the pollutant is transported, the concen-
tration decreases from 1 at the initial state to 0.10 at 600 s.
,e predicted results are in good agreement with the ana-
lytical solutions. ,e temporal and spatial variations of the
predicted pollutant concentration are shown in Figure 3.
Under the action of the steady velocity in the x-direction, the
pollution mass expands rapidly in the flow direction as it is
transported downstream. ,e diffusion coefficient is larger
in the x-direction than in the y-direction, and it is observed

that the transverse diffusion amplitude is much higher than
that in the longitudinal direction. In summary, the results
confirm that the solute transport model accurately simulates
the diffusion and movement of contaminants in water.

3.3. SimulationFloodPropagation in theHTL. ,e Liao River
basin is one of the largest hydrological systems in China; its
watershed area is about 21.9×104 km2, and the main river is
the Liao River. ,e Hun River and the Taizi River are two
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Figure 1: Comparison of the numerical results and the theoretical solution in the presence of bed friction. (a) ,e water depths at different
gauges. (b) ,e water levels at different times.
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main tributaries of the Liao River, and the two rivers flow
southwest in parallel. After the confluence of the Sanchahe in
Haicheng City, the river is called the Da Liao River. ,e Da
Liao River empties into the Liao River estuary at Yingkou
City and eventually flows into the Bohai Sea. In the section of

the Hun River and the Taizi River, the left embankment of
the Hun River and the right embankment of the Taizi River
form an alley, which is referred to as the HTL (Figure 4).,e
HTL includes the Xiaobeihe area in Liaoyang County, the
Gaotuozi area in Haicheng, the Tangmazhai area, and
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Figure 2: Comparison of the simulated and analytical concentrations at different times in the x-direction.
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Figure 3: Advection and diffusion of a solute cloud: concentration field at different times.
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Wenxiang city. Where the terrain of the HTL is high in the
north and low in the south, the maximum difference of
terrain elevation is about 11 meters in the whole study
domain. ,e overall terrain is flat and the fluctuations are
less dramatic.

Heavy rainfall has a significant impact on the water levels
of the Hun River and Taizi River during the flood season.
According to historical statistics, flood and waterlogging
disasters frequently occurred in the Hun River and Taizi
River. A total of 114 floods of varying degrees have occurred
in the nearly two hundred years from 1798 to 1997; among
them, there are 20 large-scale flood disasters. For example,
the city ofMajiapuzi near the Taizi River has seenmany levee
breaches with the heavy flood inundation in 1949 and 1950,
and in Daobazi close to the Hun River, a levee break oc-
curred during the great flood of 1995. Large floods have
caused significant damage to the urban and rural areas in the
HTL. In this study, we use the HTL as a case study and
simulate the processes of dike break flood caused by heavy
rainfall with a 100 year return period. Daobazi and
Majiapuzi are chosen as the dike break sites to simulate a
major flood in the HTL; the locations of Daobazi and
Majiapuzi are shown in Figure 5. Figure 6 presents the
discharge hydrographs of the two dike breach sites. ,e
initial state of the study area is a dry bed, the total duration of
the simulation is 120 h, and the initial Manning coefficient is
n� 0.025 s/m1/3 in the entire domain. A variable time step is
adopted in the simulation to reduce the running time. In

shallow water models, an increase in the cell sizes improves
the simulation accuracy, but the computational cost in-
creases accordingly. Firstly, we study the flood motion of the
dike breach in Majiapuzi station at three different mesh
resolutions to determine the most appropriate grid accuracy;
five gauges are selected to analyze the processes of flood
waves and their location is shown in Figure 5. As shown in
Figure 7, the time series of water depth (Figure 7(a)) and the
maximum depth (Figure 7(b)) at different gauges corre-
sponding to three mesh resolutions are compared, and the
time series of the maximum submerged area (Figure 7(c))
under three resolution grids are also revealed. We can see
that the simulated values of water depth and the maximum
water depth at the selected gauges almost have no difference
under the condition of three grid resolutions, and the
submerged area at several gauges is also basically consistent.
So we select the mesh accuracy with a total of 9585 un-
structured triangular elements, which can complete the
calculation at the minimum computational cost and
maintain sufficient accuracy. ,e length of the grid edge
around the inflow boundary is small (30∼50m); the spatial
grid size is large in the regions outside of the dike break site
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Figure 7: Continued.
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to reduce the calculation time. Comparisons of the sub-
merged area are made between the proposed model and the
HEC, CUIDES, and FEM models as shown in Figure 8, the
results show relatively few differences in the submerged area
between these models, and the simulated results from the
present model show good computational accuracy.
Figure 9(a) shows the inundation range and flow field
distribution of the Majiapuzi flood at different times. ,e
floodwater moves from the northeast to the southwest,
which is consistent with the terrain of the “Huntai lane” that
is higher in the northeast and lower in the southwest. After
the dike breach, the submerged area continues to expand,
and the floodwater is accumulating downstream. Figure 9(b)
shows the flood inundation range and flow field distribution
of the Daobazi dike breach at different times. ,e floodwater
moves from the northeast to the southwest. ,e flood ve-
locity decreases significantly after the inflow discharge has
weakened and the flow has stabilized.

4. Results and Discussion

4.1. Flood Simulation Scenarios for Changed Land Uses.
In the simulation of overland flow caused by a dike breach of
the river, important field parameters which affect the model
performance are Manning’s roughness coefficient values in
different catchments. HTL is one of the important resi-
dential areas and the grain-producing areas in north China,
the roles of farmland vegetation and residence area have a
crucial impact on the flooding wave processes. It is known to
all that remote sensing (RS) data, acquired by optical and
microwave sensors mounted on satellites and airplanes, are
important alternative sources of information for mapping
land use/cover. ,e objective of the present research is to
adopt RS technology to obtain the distribution of residence
area and farmland vegetation in the domain of the HTL.,e
RS images of the HTL area are acquired from Landsat8
Operational Land Imager (OLI), provided by the USGS
(https://glovis.usgs.gov/next/). In this computation domain,
the emphasis of information extraction is building, water-
body, and farmland vegetation. ,e normalized difference
vegetation index and modified normalized difference water

index are used to extract objects. ,e decision tree classi-
fication is used to realize the extraction of buildings and
houses, farmland areas, and waterbodies (Figure 10). Land
use/cover classes observed in this figure are vegetation land
(82.21%), built-up areas (6.71%), and waterbodies (0.92%) in
HTL. ,e value of Manning’s coefficient on the basis of
available data on the distribution of land use is set to be 0.13
and 0.05 in the residential district and farmland area, re-
spectively [37, 38]. We select four stations in farmland
(F1, F2) and residential areas (R1, R2) to simulate the
variation of water depth and flow velocity. As can be seen
from Figures 11(a) and 11(b), owing to the rapid flow rate of
a flood near the dike break position, the amount of water is
temporarily accumulated in a short time at F1 and R1 under
the action of farmland and architecture resistance, which
increased the water depth at these two stations. ,e flood
arrival time of F2 and R2 gauges is delayed by 2.5 h and 5 h,
respectively. Figure 11(c) shows the simulated velocity of
flood waves under the condition of different Manning co-
efficients; the results indicate that the increase of bed re-
sistance attenuates the peak velocity of flood waves and its
amplitude decreases by about 40%; the arrival time of the
peak velocity is delayed as well. As shown by these values, the
presence of the vegetation induced a significant decrease in
velocity values. In the later stage of flood evolution, with the
increase of floodwater volume, the water depths at the
gauges keep constant, where it reaches the state of hydro-
static equilibrium. Generally speaking, the changes of land
use in the presence of the residential building, vegetation,
and farmland crop not only significantly reduce the effects of
the flood wave in the study area but also cause the mitigation
of the flood wave and so its effect decreases through the
downstream part of the studied area.

We assume that during the evolution of the flood in the
Daobazi dike breach, a sewage treatment plant is destroyed
by the floodwater in Zhujiajie Village, Wenxiang Town; this
allows us to model the transport process of pollutants in a
flood of HTL. ,e solute release point is placed at S1 as
shown in Figure 5. ,e contaminant transports start at the
10th hour after dike break, while the concentration is
C� 20mg/L and the release of pollutants lasts for 10 hours in
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this case study. In the simulation of the Daobazi dike breach,
Figure 12 shows the pollutant transport associated with the
overland flow at different times without and with consid-
ering the land use types. It is obvious from comparing
Figure 12 that the pollutant plume appears a narrower shape
using a single Manning’s roughness value in the compu-
tation domain compared to that in the situation of con-
sidering different land uses, these are all attribute to the
variation of overland flow velocity caused by the resistance
of farmland and building. After 20 hours at the end of the
release, we observe that the highest concentration of the
pollutants moves along the movement direction of the flood
waves in both cases. ,e role of advection transport is ex-
tremely important compared to diffusion transport during
the pollutant process evolution in the flood events; therefore,
if the flood waves move fast, the pollutants will quickly
spread downstream with the flood waves.

Simulation experiments are also conducted with the
pollutant transport subjected to isotropic and anisotropic
diffusion driven by the river dike breach flood waves. We
set the mixing coefficients εl and εt in equation (3) to 13
and 1.2 for anisotropic diffusion, respectively. For iso-
tropic dispersion, the mixing coefficients are both set to
13. In simulating the pollutant transport following the
flood, the effect of farmland and residence resistance is
considered; the evolution of the pollutant plume at dif-
ferent times for the anisotropic is compared with the
isotropic case in Figure 13. Because of the isotropic dis-
persion, the pollutant in floodwater spreads faster in a
transverse direction than that due to anisotropic diffusion.
It is worth mentioning that the locations of the peak
pollutant concentration are mainly controlled by the
advection. With the increase in transport time, the region
of low pollutant concentration will be larger than that
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under the action of anisotropy diffusion; the concentra-
tions in pollutant centers are significantly low due to the
effect of isotropic dispersion. ,is is caused by the ex-
cessive spreading of the pollutant in the transverse di-
rection under isotropic diffusion.,e overall development
of the pollutant concentration movement and distribution
for the anisotropic diffusion is found to be rational.

5. Conclusions

In the present paper, a fully coupled model on solute
transport following a flood is proposed to simulate the
flow hydrodynamics and the process of pollutant trans-
port in flood-prone districts. Subsequently, the involved
model is successfully validated using several tests with
satisfactory results, confirming its numerical stability and
computational accuracy with shock capture capacity.
Moreover, this study shows that the model performs well
for a prolonged flood in the HTL area with complex 2D
topography during a short time in a large-scale domain.
Considering the potential influence of the land-use change
on flood events, we focus mainly on the response of flood
wave propagation and associated pollutant transport to
land cover patterns changes in residential areas. In this
simulation, we consider a spatial variation of the
roughness using a mesh in which each node has a
roughness coefficient depending on the type of land uses;
the flood hydraulics are also compared. ,e results in-
dicate that water depth and flow velocity are sensitive to
the variation of the different land-use types; the propa-
gation process of flood waves slows down after consid-
ering the resistance of farmland and residential areas, so
any considerable change in land use significantly influ-
ences the behavior of flood risk during flood events in
HTL. In particular, this study also indicates that the

pollutant transport is more dynamic following flood in-
undation in the HTL area, and the land cover plays an
important role in the mixing and transport of pollutants in
the rapidly varying flood events. In addition, the results of
anisotropic diffusion are more reasonable than those of
isotropic dispersion in simulating pollutant transport in a
real flood study. In general, the present model can quickly
predict flood inundation and flood-related water pollution
for real-world flood simulations.

In fact, HTL areas have distinct types of plants:
grassland, shrubs, forests, or crop. Flood inundation
changes from partial submergence to complete submer-
gence for different plants, the resistances caused by plants
for different land covers vary with the water depth. One can
see that the drag force caused by plants is able to totally
describe the flow and resistance in vegetated areas;
therefore, this method should be understood and quantified
in future work.
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