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1. Introduction

The integration of sensors in control and automation sys-
tems has received a great deal of attention from a consider-
able number of researchers and the industrial community in
the last years. Emphasis is placed on the importance of cre-
ating improvements in control and automation systems to
meet the challenges of developing and refining new applica-
tions. These systems have to integrate a variety of sensory
information and human knowledge for the sake of efficiently
carrying out tasks with or without human intervention. In
fact, the integration of sensors into intelligent devices and
systems has increased the capacity to measure, analyze,
and aggregate data at a local level. Autonomous and con-
nected sensors are able to selectively sample and measure
many physical properties. Built on the increasing capabilities
of fixed-access and wireless networks, smart sensor develop-
ments allow the collection of raw data, which are processed
into information and conveyed via a network connection.

The concept of sensor integration is close to the sensor
fusion term, which is defined as “the art of processing data
from multiple sensors with an aim to replicate a physical
environment or induce intelligence to control a phenome-
non with increased precision and reliability.” Sensor fusion
or integration is evolving rapidly as the basis of robust con-
trol systems that make sense of imperfect input despite the
environment in which it operates. Data from multiple sen-
sors are fused to increase response and accuracy, delivering
control systems that until recently could only be theorized,

drawing on techniques like artificial intelligence, pattern rec-
ognition, digital signal processing, and statistical estimation.
Moreover, recent advances in sensor technology and pro-
cessing techniques, combined with improved hardware,
make real-time data fusion possible.

This special issue was aimed at exhibiting the latest
research achievements, findings, and ideas in the integration
of sensors in control and automation systems. The topics
faced in this special issue were the following:

(i) Sensor systems for control and automation: sensors
and sensor networks, intelligent sensors, sensor
uncertainty for fault-tolerant control, distributed
and multimodality sensor network for control and
automation, and so on

(ii) Control: adaptive control, robust control, active
disturbance rejection control, complex systems,
identification and estimation, nonlinear systems,
intelligent systems, sensor networks, delay systems,
precision motion control, control applications, and
so on

(iii) Automation: man-machine interactions, process
automation, network-based systems, intelligent
automation, planning, scheduling and coordina-
tion, and so on

(iv) Robotics: modelling and identification, mobile robot-
ics, mobile sensor networks, perception systems,
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visual servoeing, robot sensing and data fusion, and
so on

(v) Process-based control: sensor development, system
design, and control development

(vi) Control and automation systems: fault detection
and isolation, sensing and data fusion, flight control
and surveillance systems, rescue and field robotics,
guidance control systems, industry, military, space
and underwater applications, linear and nonlinear
control systems, signal and image processing, and
so on

(vii) Industrial informatics: embedded systems for mon-
itoring and controlling

2. The Papers

A total of 20 papers were submitted to this special issue.
After peer review, finally, 7 were accepted and published,
covering a wide range of the topics proposed in the call for
papers.

J. Shao et al. proposed a unified calibration paradigm for
a better cuffless blood pressure (BP) estimation with modes
of elastic tube (ET) and vascular elasticity (VE). The study
was aimed at evaluating the performance of VE and ET
models by means of an advanced point-to-point pairing cal-
ibration. With the study, a cost-effective cuffless BP moni-
toring approach could be emerged with an easy and
durable personalized calibration. Such an approach could
be anticipated to be a better choice when considering the
practicality of long-term and continuous BP monitoring
with both modes of elastic tube and vascular elasticity.
Besides these, the study was proofed evidence about the sen-
sitivity of BP estimation along with these models and their
initial calibration methods.

G. Dai et al. proposed an industrial B-mode phased array
ultrasonic imaging reconstruction algorithm based on finite
rate of innovation (FRI). The new FRI sampling model had
the advantages of its good stability, simple circuit, and
implementation. Additionally, the B-mode phased array
ultrasonic imaging algorithm was proposed based on the
FRI sampling model and the mathematical model character-
istics of B-mode phased array ultrasonic imaging. The simu-
lation results indicated that the sampling point required by
the proposed FRI sampling model is 0.1% of the traditional
mode of B-mode phased array ultrasonic imaging, and the
sampling frequency of the proposed ultrasonic imaging algo-
rithm is 0.0077% of that of the traditional B-mode ultrasonic
imaging.

S. Álvarez-Rodríguez and F.G. Peña Lecona investigated
the performance of a κ-degree of freedom serial robot arm
with dynamical inclusion of linear n-order sensors, showing
that robot’s properties with linear n-order sensor inclusion
were invariant with respect to robot’s theoretical dynamics,
provided that the solutions of the considered linear n-order
sensors exist and are unique. The proposed methodology
was demonstrated by a formal proof, and additionally, the
effectiveness of the proposed method was validated by

means of the implementation of a trajectory tracking control
problem.

X. Wang et al. developed an innovative trim method for
tiltrotor aircraft take-off based on a genetic algorithm.
Firstly, the genetic algorithm, which possesses strong capa-
bility in searching global optimum, was adopted to identify
a coarse solution. Secondly, the coarse solution of the trim
is further refined by the Levenberg-Marquardt method for
precise local optimum. In addition, the innovative trim
method was applied to a tiltrotor aircraft’s flight control in
the transition process of incline take-off. The limitation of
trajectory was discussed, and the tilt corridor was con-
structed. Finally, the incline take-off simulations were con-
ducted, and the effectiveness of the proposed trim method
was verified through good match with the designed reference
trajectory.

W. Lu et al. proposed a peak-valley detection method
that detects the pair of peak-valley to overcome the prob-
lem of overcounting. Based on the fuzzy logic algorithm, a
fuzzy controller was defined to make the constant coeffi-
cient in the Weinberg nonlinear step length estimation
model to be adjusted adaptively to each detected step,
which was suitable for different kinds of people walking
at various velocities. It was also possible to estimate pedes-
trian walking distance accurately by accumulating every
estimated step length.

R.A. Sowah et al. designed and developed a cost-effec-
tive, secure home automation using the OpenHAB 2
framework with capability for device programming and cus-
tomizations. Additionally, they develop mobile and web
applications for energy management and switching of con-
nected home devices and interactive visual interface for
home automation. It leveraged the developed hardware and
software modules to provide optimal energy management
for the home. They also implemented additional security
layers of user authentication and authorization while keeping
the overall cost of implementation low and maintaining the
ease of deployment for everyday home use. Per our server
configuration, the OpenHAB communication through the
Internet is made through the JSON Web Token authentica-
tion procedure. This process makes it difficult for user iden-
tity to be hijacked by a malicious attacker. This approach
proved to be more secure than the default OpenHAB server
configuration. Consequently, we leveraged on the open-
source OpenHAB REST API to develop a mobile or web
application that is flexible and easily adaptable for traditional
home use.

Finally, A. Ahmed et al. studied the application of artifi-
cial intelligence techniques in predicting the lost circulation
zones using drilling sensors. In particular, they evaluated
three AI techniques to predict the lost circulation zones
based only on six mechanical surface drilling parameters.
These techniques were functional networks, artificial neural
networks, and fuzzy logic. On the other hand, the six param-
eters were real-time measurements of flow pump, rate of
penetration, string rotary speed, standpipe pressure, drilling
torque, and weight on bit. In the experiments developed,
more than 4500 real-field data points from three wells were
used in the evaluation.
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Firstly, a novel FRI sampling model has been proposed according to the characteristics of ultrasonic signals. The model has the
advantages such as good stability, strong antinoise ability, simple circuit implementation, and fewer preconditions, compared
to the traditional methods. Then, in order to verify the validity of the sampling model, the method is applied to B-type
ultrasonic imaging, and a B-type phased array ultrasonic imaging algorithm based on FRI sampling model is proposed. Finally,
the algorithm simulation experiment is designed, and the results show that the sampling point required by the proposed FRI
sampling model is only 0.1% of the traditional B-type phased array ultrasonic imaging method, and the sampling frequency of
the proposed ultrasonic imaging algorithm is only 0.0077% of the traditional B-type ultrasonic imaging method. Additionally,
the experiment result indicates that this algorithm is more applicable to phased array ultrasonic imaging than the SOS filter is.

1. Introduction

With the development of ultrasonic testing technology, the
number of transducers and the amount of recorded data have
been increasing rapidly. Theories proposed in recent years,
such as CS (compressed sensing), can break through the lim-
itation of traditional sampling theories and obtain an accu-
rate reconstruction of signals by sampling of sparse signals
with lower frequencies. Such sampling method is called
sub-Nyquist sampling or undersampling. An undersampling
method develops fast and has made great progress in many
practical applications: such as the single-pixel camera devel-
oped by Rice University, MRI RF pulse device and coded
aperture camera developed by MIT, DNA microarray sensor
developed by Illinois State University, and CS filter and cha-
otic device developed by Chinese Academy of Sciences. How-
ever, in the field of ultrasonic imaging, the applications of the
undersampling have been rarely reported.

At present, researches on ultrasonic imaging technology
based on the undersampling theory can be summarized into
two categories:

(1) Researches focusing on the improvement of the
speed and quality of imaging, where two methods
are developed to improve the imaging resolution:
one of them changes the direction of the transducer,
such as sound velocity focusing method; the other is
postprocessing data, such as filtering and deconvolu-
tion methods. Due to the limitation of manufacturing
technology and procedures, it is difficult for the trans-
ducers to get smaller focuses, which usually produce
huge scanning data and therefore affect the postpro-
cessing of the data. In the postprocessing of the data,
the superresolution technology becomes a feasible
and promising method [1–3]. However, the high reso-
lution image of classic superresolution algorithm is
often constructed from the low-resolution image;
due to the deficiency of inherent data acquisition con-
ditions and the problem of noise accumulation, it is
hard to implement the algorithm. Therefore, a new
theory is required to break through the above difficul-
ties, so that the above problems can be solved. The
appearance of the CS theory has laid a theoretical
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foundation for rapid high-resolution ultrasonic imag-
ing, attracting a lot of attentions from many
researchers, such as Friboulet et al. [4–17] and Eldar
et al. [18–34].

(2) The researches focusing on a reduction of the volume
and energy-consumption of imaging device: these
researches are mainly concentrated on two aspects,
one is the undersampling imaging technology based
on the CS theory, proposed by Friboulet et al.; the
other is the undersampling imaging technology based
on FRI sampling, proposed by Eldar et al.

A fast imaging method based on undersampling theory
is a research hotspot in the field of ultrasound imaging in
recent years. Friboulet et al. first introduced CS theory into
the field of medical ultrasound imaging in 2010 [4]. Using
wavelet transform basis function and wave atom basis func-
tion as the sparse representation basis of ultrasonic image,
the sparse imaging of ultrasonic image is realized. Subse-
quently, Friboulet et al. conducted in-depth research on CS
in the field of medical ultrasound imaging [5–10], mainly
carried out sparse analysis of medical ultrasound images in
K space, and discussed in detail the reconstruction perfor-
mance of different recovery algorithms based on CS for
ultrasonic echo signal and extended its application to
three-dimensional ultrasound imaging. In 2013, Friboulet
et al. introduced the distributed CS theory [11, 12] into med-
ical ultrasound imaging. They sparsely represent the echo
signals of each transducer array on the same orthogonal
basis of Fourier transform. Using the correlation between
signals, joint sparse model and joint data recovery algorithm
achieve CS imaging [13]. In addition, Eldar et al. first applied
FRI theory to ultrasound in 2011 and proposed a sparse
sampling structure for ultrasound imaging [18–34]. The
research is based on the finite rate of innovation (FRI) [35]
sampling signal model proposed by Vetterli et al. FRI uses
Gaussian sampling kernel to sample, which overcomes the
limitation of Shannon sampling width. However, this struc-
ture is unstable, and the signal-to-noise ratio is not ideal.
Therefore, Tur et al. used FRI principle to construct mea-
surement matrix and realized ultrasonic data imaging under
single channel sampling framework [23]. Later, the research
team conducted research on multichannel ultrasonic data
sampling and frequency domain sparse sampling [24] and
even explored the superresolution ultrasonic reconstruction
algorithm based on CS [29]. Guangming et al. of Xidian
University [36, 37] and Chinese Academy of Sciences [38]
also developed various applications of CS in ultrasonic
imaging. To sum up, FRI theory is still in the stage of theo-
retical research, and FRI sampling based on ultrasonic signal is
still in the stage of preliminary exploration. Therefore, there
are still some key problems to be studied in theory and
application.

In this paper, an under sampling method for ultrasonic
testing signal is proposed, which is a multichannel indirect
FRI sampling method based on ultrasonic signal. In each
channel, the original signal is multiplied by the carrier to
generate a new analog signal, and then, the new signal is
integrated and sampled to obtain a group of linear transfor-

mations about the Fourier coefficients of the original signal.
Then, the Fourier coefficients of the original signal are
obtained through linear transformation, and the signal is
reconstructed by a spectral method. This scheme not only
has the advantages of high stability and strong antinoise
ability but also has the advantages of simple circuit structure,
less need for prior knowledge, and much lower sampling fre-
quency than traditional sampling methods. In order to verify
the effectiveness of the proposed FRI sampling model, this
method is applied to B-mode ultrasonic imaging, and a B-
mode phased array ultrasonic imaging algorithm based on
the FRI sampling model is proposed. The algorithm is based
on the multichannel indirect FRI sampling model of ultra-
sonic signal and combined with the line scan mathematical
model of B-mode ultrasonic imaging, so as to derive the B-
mode ultrasonic imaging algorithm. Finally, the simulation
experiment of B-mode ultrasonic imaging was designed
according to this algorithm, and the results showed that
the sampling points required by the proposed FRI sampling
model was 0.1% of traditional B-mode phased array ultra-
sonic imaging and the sampling frequency of the proposed
ultrasonic imaging algorithm was 0.0077% of that of the tra-
ditional B-mode ultrasonic imaging scheme.

2. Basic Principle of Multichannel
FRI Sampling

2.1. Multichannel FRI Direct Sampling Model. According to
the FRI theory, for FRI signals, as long as K Fourier coeffi-
cients are known, the signals can be reconstructed according
to the spectrum analysis. Therefore, getting the Fourier coef-
ficient of FRI signals is the key of the problem.

The direct sampling model of Fourier coefficient is
shown as Figure 1; T is the sampling period, that is, the time
length of limited FRI signals; K is odd. For each channel, the
original signal xðtÞ is multiplied by a complex exponential
function, which is the carrier signal; then its integral is
divided by T to get the Fourier coefficient vector x of the
channel. However, the model has an obvious disadvantage;
that is, the frequency of the carrier function of each channel
is different, which brings difficulties to circuit design.

2.2. Multichannel FRI Indirect Sampling Model. A Fourier
coefficient indirect sampling model is shown as Figure 2,
which is more practical than the direct sampling model.
First, it has better robustness. The sampling result of each

1 ∫0 ()dt
T

1
T

2
KX –

X

x(t)

•
•

•

2
K+

2𝜋2𝜋 t
Te

K/2

T

∫0 ()dtT

–j

2𝜋2𝜋 t
Te

K/2+j

Figure 1: Multichannel direct sampling model.
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channel is the sum of a number of Fourier coefficients and
will not affect the accuracy of the whole signal reconstruc-
tion due to the failure of one channel or more; second, it
simplifies the carrier signal generation circuit, in which the
carrier frequency components of each channel are the same,
but the coefficients are different.

Its mathematical derivation is as follows:
Assume that there are P channels, and according to

Figure 2, the carrier signal of channel i is

si tð Þ =〠
k∈κ

sike
−j 2π/Tð Þkt , ð1Þ

where the coefficient siðtÞ =∑k∈κsike
−jð2π/TÞkt of each channel

is different; assume that the sampling vector c = fc1, c2,⋯,
cpg; then the sampling point of channel i is

ci =
1
T

ðT
0
x tð Þ〠

k∈κ
sike

−j 2π/Tð Þktdt =〠
k∈κ

sikx k½ �: ð2Þ

Set S as the matrix of P × K , the element ði, kÞ is Sik, and
then formula (2) can be written as the matrix form:

c = Sx, ð3Þ

where x is the Fourier coefficient vector and, if and only if
column S is full rank, that is, P ≥ K , S is left reversible; then,

x = S+c ð4Þ

Hybrid matrix S is determined by the selected carrier sig-
nal SiðtÞ. Therefore, the Fourier coefficient direct sampling
method is a special case of the Fourier coefficient indirect
sampling method, where P = K and S = I.

3. Design of Multichannel FRI Indirect
Sampling Model of Ultrasonic Signal

Based on the practical application of FRI signal basic sam-
pling model and ultrasonic signal, the designed sampling
model is shown as Figure 3. In this model, the actual carrier
signal siðtÞ is generated from square wave signal piðtÞ by
means of filtering, and matrix A generated by square wave
signal and hybrid matrix S generated by carrier signal are
obtained by calculation.

3.1. Design of Square Signal piðtÞ. The mathematical model
of square signal is shown as follows:

pi tð Þ = 〠
mϵℤ

〠
N−1

n=0
ai n½ �p t − nT

N −mT

� �
, ð5Þ

where ai½n� is the coefficient vector whose length is N and its
element can only be þ

− 1; set P =N = K ; then pðtÞ is

p tð Þ =
1, t ∈ 0, T

N

� �
,

0, t ∉ 0, T
N

� �
:

8>>><
>>>:

ð6Þ

Its continuous Fourier transformation is

p ωð Þ = T
N
e−j T/2Nð Þω ⋅ sin c

T
2πN ω

� �
: ð7Þ

3.2. Design of Carrier Signal siðtÞ. According to formula (5),
piðtÞ is a function with the period of T . Its Fourier efficient is
shown as follows:

pt tð Þ = 〠
k∈ℤ

di k½ �e−j 2π/Tð Þk, ð8Þ

where the Fourier coefficient di½k� is worked out according to
the following formula:

di k½ � =
1
T

ðT
0
pi tð Þe−j 2π/Tð Þktdt: ð9Þ

It can be seen that the formula is in the form of infinite
addition; therefore, to get siðtÞ, a filter gðtÞ must be added
to filter piðtÞ:

si tð Þ = pi tð Þ ∗ g tð Þ: ð10Þ

c1
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Figure 2: FRI indirect sampling model.
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However, to achieve this function, gðtÞ must have the
following restrictions:

G ωð Þ =
nonzero, ω = 2π

T
k, k ∈ κ,

0, ω ≠
2π
T

k, k ∉ κ,

arbitrary, elsewhere,

8>>>>><
>>>>>:

ð11Þ

where GðωÞ is the continuous Fourier transformation of
the filter gðtÞ and gðtÞ was selected as the ideal low-pass fil-
ter; we can get

si tð Þ = 〠
k∈ℤ

di k½ �G
2π
T

k
� �

ej 2π/Tð Þkt

=〠
k∈κ

di k½ �G
2π
T

k
� �

ej 2π/Tð Þkt:
ð12Þ

It can be seen from formulas (1) and (12) that

sik = di −k −
K
2

� �� �
:G

2π
T

− k −
K
2

� �� �� �� �
: ð13Þ

3.3. Design of Hybrid Matrix S. According to formulas (5)
and (9), we can get

di k½ � =
1
T

〠
m∈Z

〠
N

n=0
ai n½ �

ðT
0
p

t − nT
N −mT

� �
e−j 2π/Tð Þktdt

= 1
T
〠
N

n=0
ai n½ �〠

m∈Z

ð− m−1ð ÞT

−mT
p

t − nT
N

� �
e−j 2π/Tð Þktdt

= 1
T
〠
N

n=0
ai n½ �〠

m∈Z

ð∞
−∞

p
t − nT
N

� �
e−j 2π/Tð Þktdt

= 1
T
〠
N

n=0
ai n½ �P 2π

T
k

� �
e−j 2π/Tð Þkn:

ð14Þ

With formulas (13) and (14), we can get

Sik =
1
T
〠
N−1

n=0
ai n½ �P 2π

T
k′

� �
G

2π
T

k′
� �

e−j 2π/Nð Þk′n: ð15Þ

Then, formula (15) can be expressed with the hybrid
matrix as

S = AWΦ, ð16Þ

where A is the matrix of P ×N , the element ði, nÞAin = ai½n�,
and W is the diagonal matrix wnke

−jð2π/NÞk′n of the matrix of
N × K , where the diagonal element is

Φkk =
1
T
P

2π
T

k′
� �

G
2π
T

k′
� �

: ð17Þ

Substitute formula (7) into formula (17), we can get

Φkk =
1
N
e−j π/Nð Þk′ sin c

k′
N

 !
G

2π
T

k′
� �

: ð18Þ

When gðtÞ is the ideal low-pass filter, formula (18) can
be written as

Φkk =
1
N
e−j π/Nð Þk′ sin c

k′
N

 !
: ð19Þ

3.4. Design of Matrix A. Matrix A is generated according to
the square signal. In the actual circuit, there is only one
square signal generator, and the square signal on each chan-
nel is gotten by the delay of the square signal produced by
the signal generator. In fact, the square signal on channel
(i + 1) delays T/N (that is, a square wave) than the square
signal i. As a rule, set P =N = K = 2 × L × oversampling + 1,
where oversampling is the coefficient of oversampling. Then,
matrix A can be designed as follows: the elements in the first
row are written (can only be set as +1 or -1) from the square
wave signal of the first channel. Start with the second row;
the vector in the ði + 1Þ row is cyclically shifted from the i
row vector to the left; for example, set L = 3, oversampling
= 1, then P =N =M = 7; if the square wave in the first chan-
nel is shown as Figure 4, then matrix A can be written as for-
mula (20), and the square signal and filtered carrier signal
gotten by calculation are shown as Figure 5.

A7×7 =

1 −1 1 −1 −1 1 1
−1 1 −1 −1 1 1 1
1 −1 −1 1 1 1 −1
−1 −1 1 1 1 −1 1
−1 1 1 1 −1 1 −1
1 1 1 −1 1 −1 −1
1 1 −1 1 −1 −1 1

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

: ð20Þ

4. Mathematical Model of B-Mode Phased
Array Ultrasonic Imaging

The B-mode ultrasonic imaging process is shown as
Figure 6. Ultrasonic phased array probe is composed of sev-
eral small wafers, which is called phased array element. Dur-
ing the transmission, the triggered signal is transmitted to
the phased array controller, which will “command” the
phased array unit to transmit an ultrasonic beam, which
can be focused at different depths of detection. During the
receiving process, the beam will be reflected back after
encountering the obstacle; each phased array unit will pro-
cess the received signal according to the calculated delay
time and then adds up to get the reflected signal, which is

4 Journal of Sensors



called a line scan. A two-dimensional image of the targeted
area can be obtained for multiple line scans, which becomes
B-mode ultrasonic imaging [39–41].

Figure 6 is the diagram of the line scan. 2M + 1 phased
array units distribute along the x-axis, the phased array unit
m0 was set as the origin, and δm expresses the distance from
unit m to unit m0. The transmitted ultrasonic beam starts
from the origin, and the included angle between the beam
and z-axis is θ; assume that the transmission time of the
beam is 0, and when time t > 0, it arrives to the reflection
point ðx, zÞ = ðct sin θ, ct cos θÞ, where c is the ultrasonic
velocity. When the beam gets the reflection point, it will be
received by other phased array unit except for returning

units m0 along the original path, where the distance of echo
from the reflection point to the unit m should be

dm t ; θð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ct cos θð Þ2 + δm − ct sin θð Þ2

q
: ð21Þ

Therefore, it can be calculated that the time of echo from
the reflection point to unit m is

τ
_

m t, θð Þ = t + dm t ; θð Þ
c

= t +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 + 4 δm

c

� �2
− t sin θ

s
:

ð22Þ

According to formula (22), the actual lag time of the sig-
nals received by each unit is different so as to align the sig-
nals on the time axis. Delay the signals φmðtÞ received by
each phased array unit for a period of time to obtain the
adjusted signals:

φ
_
m t ; θð Þ = φm

τ
_

m t ; θð Þ
2

 !
: ð23Þ

Then, we can get the following after the calculation:

φ
_

m t ; θð Þ = φm
1
2 t +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 + 4 δm

c

� �2
− t sin θ

s0
@

1
A

0
@

1
A: ð24Þ
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Figure 5: Square signal in the frequency domain and filtered
carrier signal.
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When θ = 0, the line scanning is called parallel scanning,
and the scanning line is parallel to the axis. At this time, for-
mula (24) can be written as

φ
_

m t ; θ = 0ð Þ = φm
1
2 t +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 + 4 δm

c

� �2
s0

@
1
A

0
@

1
A: ð25Þ

At this time, δm represents the distance between unit m
to the scanning line. Add all phased array unit φ

_
mðt ; θÞ;

then, we get the mathematical model of the line scanning:

Φ t ; θð Þ = 〠
M

m=−M
φ
_

m t ; θð Þ = 〠
M

m=−M
φm

� 1
2 t +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 + 4 δm

c

� �2
− t sin θ

s0
@

1
A

0
@

1
A,

ð26Þ

where the mathematical model of the parallel scanning is

Φ t ; θ = 0ð Þ = 〠
M

m=−M
φm

1
2 t +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 + 4 δm

c

� �2
s0

@
1
A

0
@

1
A: ð27Þ

5. Ultrasonic Imaging Algorithm Based on FRI
Indirect Sampling

In the case of considering only parallel line scanning, since
Φðt ; θ = 0Þ is also a FRI signal, it is written as follows:

Φ t ; θ = 0ð Þ = 〠
L

l=1
blh t − tlð Þ: ð28Þ

Indirect sampling of the Fourier coefficients is as shown
in Figure 7.

We can get the sampling point of the channel q:

cq =
1
T

ðT
0

〠
k∈κ

sq,ke
−j 2π/Tð Þkt

	 
( )

� 〠
M

m=−M
φm

1
2 t +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 + 4 δm

c

� �2
s0

@
1
A

0
@

1
A

8<
:

9=
;dt:

ð29Þ

After deformation, formula (29) can be written as

cq = 〠
M

m=−M

1
T

ðT_
0
s_q,m tð Þφm tð Þdt

( )
, ð30Þ

where s_q,mðtÞ is defined as follows:

s_q,m tð Þ ≜ 1 + δm
ct

� �2
" #

〠
k∈κ

sq,ke
−j 2π/Tð Þk t− 1/tð Þ δm/cð Þ2ð Þ

( )

� u t −
δm
c

����
����

� �
, for all 1 ≤ q ≤ p, −M ≤m ≤M,

ð31Þ

where T
_

is defined as follows:

T
_
= max

m∈ −M,⋯,Mf g
1
2 t +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 + 4 δm

c

� �2
s0

@
1
A

8<
:

9=
;, ð32Þ

where uðtÞ is the step function paraded and it is defined as
follows:

u tð Þ =
1, t ≥ 0,
0, else:

(
ð33Þ

Set

t
_ = 1

2 t +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 + 4 δm

c

� �2
s0

@
1
A: ð34Þ

Then,

t = t
_
−

1
t
_

δm
c

� �2
: ð35Þ
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Figure 7: Ultrasonic signal multichannel FRI indirect sampling
model.
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Substitute formula (35) into formula (29), then we can get

cq =
1
T

ðT_
0

〠
k∈κ

sq,ke
−j 2π/Tð Þk t

_
− 1/ t_
� 


δm/cð Þ2
� 
� �( )

� 〠
M

m=−M
φm t

_
	 
( )

d t
_
−

1
t
_

δm
c

� �� �2

= 〠
M

m=−M

(
1
T

ðT_
0

1 + δm

c t
_

� �2
" #

� 〠
k∈κ

sq,ke
−j 2π/Tð Þk t

_
− 1/ t_
� 


δm/cð Þ2
� 
( )

� u t
_
−

δm
c

����
����

� �
φm t

_
	 


d t
_

)
:

ð36Þ

Set t
_ = t; then write formula (36) as formula (30).

In conclusion, the mathematical model of B-mode ultra-
sonic imaging FRI sampling is shown as Figure 8.

The specific algorithm to realize the model is as follows:

(1) Indirect sampling of the Fourier coefficients of the
signals was received by each phased array unit, and

we can get cq,m =
Ð T_
0 s_q,mðtÞφmðtÞdt; define the sam-

pling vector of lengthPascm = fc1,m,⋯,cp,mg
(2) After getting sampling vector of each phased array

unit, add them; then, we get the final sampling vector
c =∑M

m=−Mcm

(3) Calculate Fourier coefficient vector x = s+c, where
matrix s isp × kand itsði, kÞelement issqk

(4) Use formula y =H−1x; we can get the equation
setyk =∑L

l=1ale
−j2πktl/t , k ∈ κ

(5) Use Matrix Pencil to solve the equation set; we can get
ftlgLl=1, and the reason for using Matrix Pencil rather
than Annihilating Filter to solve the equation set is
that Matrix Pencil can estimate the number L of pulses

(6) Substitute ftlgLl=1 into the equation set; use the least
square method to solve fblgLl=1

(7) Use formula Φðt ; θ = 0Þ =∑L
l=1blhðt − tlÞ to recon-

struct signal Φðt ; θ = 0Þ

6. Simulation

The emulation steps of the algorithm are as follows:

c1,0

cP,0

•
•

•

c1,M

cP,M

s1,M(t)𝜑M(t)

𝜑–M(t)

𝜑0(t)

•
•

•

•
•

•
•

•
•

c1,–M

cP,–M

•
•

•

cM

c–M

c0 c∑

1
T

ˆ

ˆ

sP,M(t)ˆ

sP,0(t)ˆ

s1,0(t)ˆ

s1,–M(t)ˆ

sP,–M(t)ˆ

∫0 ()dtT

1
T

ˆ
∫0 ()dtT

1
T

ˆ
∫0 ()dtT

1
T

ˆ
∫0 ()dtT

1
T

ˆ
∫0 ()dtT

1
T

ˆ
∫0 ()dtT

Figure 8: B-mode ultrasonic imaging FRI sampling model.
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(1) Use the software Field II to simulate the original sig-
nal of B-mode ultrasonic imaging, and the working
platform is shown in Figure 9

The structure of the working platform is as follows. The
platform consists of 65 line array units, marked as fm−32,
⋯,m0,⋯,m32g, the central frequency of the line array is f0
= 3:5MHz, the line array is arranged along axis x_, the width
of the line array is c/f0 = 0:44mm, and the height of it is
5mm, measured by the axis y_; the spacing of the line array
is 0.05mm, and the transmitting signal of the line array is
the sine function of two periods, with a frequency of f0, that
is sin ð2πf0tÞ, 0 ≤ t ≤ 2/f0; the focusing depth of the working
platform is r = 70mm, and the sampling frequency is f s =
100MHz.

(2) The measured object is a cuboid fðx, y, zÞ: jxj ≤ 20
mm, jyj ≤ 5mm, 0 ≤ z ≤ 90mmg including 6 reflec-
tion points evenly spaced along the axis z

_
: (0,0,10),

(0,0,20), (0,0,30), (0,0,40), (0,0,50); and (0,0,60)

(3) This emulation is parallel line scanning, that is θ = 0,
which is parallel to axis z

_
and is in plane z

_
ox_. Scan

from x = −20 equally spaced to x = 20, with a total of
50 scans, and we get 50 × 65 original signals. What
Figure 10 shows is the 65 original signals by line
scanning (signals on the 65 line scanning unit) when
x = 0

(4) When x = 0, the B-mode ultrasonic imaging process
is as follows: as mentioned above, 65 signals are
obtained, where the original signals of the line array
units are shown as Figure 11

Since the original signal hðtÞ is the sinusoidal pulse and
its continuous Fourier transformation HðwÞ are only two
pulses. To ensure the reversibility of matrix H, the original
signal needs to be modulated to make it become Gaussian
pulse signal. The modulated signal φm0

ðtÞ is shown as
Figure 12.

The modulated signal is gotten after modulating units on
the 65 line array units; sampling vector c is obtained by using
the sampling model shown in Figure 7, and ftlgLl=1 is
obtained after calculation. In ultrasonic imaging, getting
the delay vector means getting the location information of
the reflecting point. As shown in Figure 13, when the
delayed vector Φðt ; θ = 0Þjx=0 is obtained, set the amplitude
of all delayed vectors as 1.

0.05 mm

0.44 mm

x̂ ŷ

Ẑ

p1 pL

Figure 9: Working platform of ultrasonic imaging.
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(5) Thus, repeat step (4) for 50 scanning lines; we get 50
groups of delayed vectors of Φðt ; θ = 0Þjx, x = −20,
−19:2,⋯, 0,⋯, 19:2, 20

(6) Use 50 groups of delayed vectorsftlg6l=1jx , and the
reconstructed image is shown as Figure 14

According to the above analysis process, the number of
sampling points required by traditional B-mode ultrasonic

imaging methods is Nclassic = ð2Rmax/cÞ × f s × 50 = ð2 × 0:1/
1540Þ × ð100 × 106Þ × 50 = 649350, while the number of
sampling points by using this method is Nsub‐Nyquist = ð2L
+ 1Þ × 50 = ð2 × 6 + 1Þ × 50 = 650.

Therefore, the sampling points based on Fourier coeffi-
cient indirect sampling model are 650/649350 = 0:1% of that
of traditional B-mode phased array ultrasonic imaging
method, while the sampling frequency is 0:1/13 = 0:0077%.

7. Conclusion

(1) A new FRI sampling model has been proposed
based on ultrasonic signal. This model has the
advantages such as good stability, simple circuit,
and implementation

(2) A B-mode phased array ultrasonic imaging algo-
rithm has been proposed based on the FRI sampling
model. This algorithm is proposed on the basis of
both the FRI sampling model and the mathematical
model characteristics of B-mode phased array ultra-
sonic imaging

(3) The simulation program is designed for the algorithm,
and the results show that the sampling point required
by the proposed FRI sampling model is 0.1% of the
traditional mode of B-mode phased array ultrasonic
imaging, and the sampling frequency of the proposed
ultrasonic imaging algorithm is 0.0077% of that of the
traditional B-mode ultrasonic imaging
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Although twomodes of elastic tube (ET) and vascular elasticity (VE) have been well explored for cuffless continuous blood pressure
(BP) monitoring estimation, the initial calibration with these two models could be derived from different mathematical
mechanisms for BP estimation. The study is aimed at evaluating the performance of VE and ET models by means of an
advanced point-to-point (aPTP) pairing calibration. The cuff BPs were only taken up while the signals of PPG and ECG were
synchronously acquired from individual subjects. Two popular VE models together with one representative ET model were
designated to study aPTP as a unified assessment criterion. The VE model has demonstrated the stronger correlation r of 0.89
and 0.86 of SBP and DBP, respectively, and the lower estimated BP error of −0:01 ± 5:90 (4.55)mmHg and 0:04 ± 4:40
(3.38)mmHg of SBP and DBP, respectively, than the ET model. With the ET model, there is a significant difference between the
methods of conventional least-square (LS) calibration and aPTP calibration (p < 0:05). These results showed that the VE model
surpasses the ET model under the same uniform calibration. The outcome has been unveiled that the selection of initial
calibration methods was vital to work out diastolic BP with the ET model. The study revealed an evident fact about initial
sensitivity between the modes of different BP estimation and initial calibration.

1. Introduction

Uncontrolled hypertension or high blood pressure (BP) was a
major risk factor that links to potential development of
serious diseases such as stroke, hypertensive heart disease,
and coronary artery disease [1]. For early warning, diagnosis,
and treatment of hypertension in time, continuous cuffless
BP monitoring technology was imperative. Conventional
standard cuff-based BP measurement (for example, ausculta-
tion and oscillometry) was able to provide instantaneous
information about BP status [2]. However, these cuff-based
approaches with recurrently inflating and deflating of the cuff
stress the patient, caused periodic interruptions to blood

flow, affected the physiological state of the patient, and dis-
turb the quality of sleep due to repeat inflating and deflating
of the cuff that stress the patient [3]. Consequently, the cuff-
less solution caught the attention of many scholars since it
overcomes disturbance issues existing in the traditional
cuff-based method [4, 5].

As a noninvasive optical measurement technique, photo-
plethysmography (PPG) provided valuable information on
physiological heart monitoring and cardiovascular system
assessment of vascular parameters [4, 6]. The pulse arrival
time (PAT), defined as the time interval between the R peak
and the point with maximum gradient on the rising edge of
PPG, showed a high correlation with BP, especially systolic
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blood pressure (SBP) [4, 6, 7]. In recent years, the PAT-based
BP estimated models capturing BP variations mainly fall into
two categories: vascular elasticity (VE) model [5, 6] and elastic
tube (ET) model [8]. Among these reports [5, 6, 8], both the ET
model and the VE model had excellent performance for BP
estimation. The ET model, originated from the elastic Wind-
kessel model, was continuously improved with the require-
ments of the elastic pipeline and gradually applied to the
estimation and prediction of arterial BP [9].

Recently, the ET model based on PAT showed a better BP
estimation performance than the VE model [8, 10]. However,
the VEmodel based on theM-K equation was also widely stud-
ied and developed in cuffless continuous BP measurement due
to it described the pulse wave velocity (PWV) in an infinitely
thin-walled elastic vessel [5, 7]. Here, PWV was a measure of
arterial stiffness which was a key predictor of future cardiovas-
cular risk, or the rate at which pressure waves move down the
vessel [11]. It has been established as a highly reliable prognos-
tic parameter for cardiovascular morbidity and mortality in a
variety of adult populations including older adults, patients
with end-stage renal disease, diabetes, and hypertension [12].
For long-term cuffless BP monitoring technology, especially
in home, a kind of accurate and practical model was particu-
larly important. Importantly, the calibration method deter-
mined the practicality or the convenience of the specific BP
estimation model. However, under the same calibration
method, the performance evaluation of different models was
ignored by the researchers. Therefore, it was necessary to use
a unified calibration method to optimize BP models that were
derived from different modeling methodologies, i.e., elastic tube
(ET) theory and vascular elasticity (VE) theory to verify their
effectiveness and applicability in estimation.

According to our previous work [13], the least-square (LS)
calibration method (abbreviated as LS method or LS) [8] was
usually applied in the ET model to accomplish the calibration
procedure. This method is used to determine unknown
parameters for a specific BP model in the short-time monitor-
ing due to requiring all data sets regarding PAT obtained from
ECG and PPG signals and cuff BPs. Consequently, consecutive
long-term monitoring could not be accurately completed and
achieved. To our knowledge [13], the initial BP monitoring
period should not be ignored in early warning, diagnosis,
and treatment of unhealthy physical conditions. More
importantly, the accuracy of BP estimation depends on the
sample/point size for this LS method. Obviously, it was a great
limitation to complete continuous BP monitoring using LS
methods to obtain unknown coefficients or parameters in a
specific BP estimation model for each subject.

By comparing with the LS method, one sample point-to-
point (oPTP) pairing method (abbreviated as the oPTP
method or oPTP) [5, 6] is a calibration technique that uses
a one-to-one mapping relationship between model function
and variable/sample to determine unknown parameters of
the specific model, usually effectively adopted for calibration
in the VE model, only needed one point to complete the
whole calibration step. The oPTP method to some extent
overcame the limitation of larger data samples in the LS
method. However, the oPTP method demanded highly for
one point/sample in the initial personalized calibration

procedure. It was important to highlight the fact that the
selection of the initial point determined the quality of the
BP estimation. The VE model required in a quiet state, how-
ever, the parameters, like PAT and BP, always fluctuated in a
range of small variations at rest, as influenced by the accuracy
of the VE model for BP estimation.

In this study, an advanced point-to-point (aPTP) pairing
calibration method (abbreviated as the aPTP method or
aPTP) was proposed to examine and access the effectiveness,
the accuracy, and the robustness of BP estimation compared
with the cumbersome LS method and sensitive oPTP
method. The investigation in this study includes the follow-
ing: (1) the correlation and overall performances between
the cuff BP and the estimated BP were examined in a uniform
calibration method, i.e., aPTP; (2) aPTP was studied to verify
whether it could replace the LS method in personalized
procedure; (3) for the ET model, the LS method and aPTP
method were both studied to compare their effectiveness
and the applicability for BP estimation; (4) for the VE model,
BP estimation based on the aPTP method was investigated to
verify whether possessing high accuracy and robustness com-
pared with sensitive oPTP.

The purpose of the study is to evaluate the performance
of VE and ET models by means of an aPTP pairing calibra-
tion method. With the study, a cost-effective cuffless BP
monitoring approach could be emerged with an easy and
durable personalized calibration. Such an approach could
be anticipated to be a better choice when considering the
practicality of long-term and continuous BP monitoring with
both modes of elastic tube and vascular elasticity. Besides
these, the study has proofed an evidence about the sensitivity
of BP estimation along with these models and their initial
calibration methods.

2. Materials and Methods

2.1. Methods

2.1.1. Modeling Methodology for BP Estimation. The beating
heart created BP and flow pulsations that propagate as waves
through the arterial tree, and then, the waves were reflected
at transitions in arterial geometry and elasticity [14]. As a
hemodynamic parameter, arterial BP fluctuated on a beat-to-
beat basis due to the dynamic interplay from vasomotion, neu-
ral regulation, and arterial mechanisms [6]. It was physiologi-
cally affected by four factors: arterial compliance, cardiac
output, peripheral resistance, and blood volume [15]. Arterial
compliance was evaluated by PAT since it was an index of
arterial stiffness [16]. In regard to peripheral resistance and
blood volume, one of the primary sources was the change in
arterial diameter [17]. In recent years, the PAT-based BP
estimated models mainly included two categories: elastic tube
(ET) model and vascular elasticity (VE) model.

The ET model was developed from the theory of elastic
tubes. It was based on two important assumptions and
premises: (i) the blood vessel was equivalent to an elastic
tube, and (ii) the compliance of the arterial system remained
constant throughout the cardiac cycle [18]. Introducing the
blood pulsation information and giving the arterial
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compliance (C) into the transmission line of the pressure
wave, the ET model was developed and proposed. Here, a
novel BP estimation nonlinear model was derived by Esmaili
et al. from the conservation of mass and momentum principle
equation, called theM-Mmodel [8], a representative ETmode.
Arterial compliance as an important quantity with respect to
these assumptions, used in physiology, was the degree to which
a container experiences pressure or force without disruption
[14]. It depended strongly on pressure. Considering the conser-
vation of mass and momentum equations, it could be seen that
C was a function of pressure on walls of blood vessels, i.e., BP.

The VE model was linked and established according to
the Moens-Korteweg (M-K) equation [4]. In biomechanics,
the M-K equation modeled a relationship between the wave
speed or pulse wave velocity (PWV) and the incremental
elastic modulus (a coefficient of elasticity) of the arterial wall
or its distensibility [19]. It involved two assumptions: (i) the
artery wall was thin and was modeled as a thin shell, and
(ii) the thickness and radius of the artery still fixed as the
blood pressure changes [20]. Additionally, PWV as an
important quantity in the M-K equation was commonly used
as a clinical marker of vascular elasticity [12]. Combining the
M-K equation with an exponential arterial elasticity model
[21, 22], the MK-EE model as a new BP-PAT model was
obtained. It gave a logarithmic relationship between BP and
the PAT. Moreover, a new BP-PAT model, i.e., MK-BH
model [2], was introduced from the Bramwell-Hill (B-H)
equation [5] to consider the nonlinear nature in the cardio-
vascular system. Based on the MK-BH model, Zheng et al.
established a mathematical relationship between MBP and
a factor that reflected the change in elasticity caused by pres-
sure wave variations, which was called the dMK-BH model
[5]. The modeling principle and mechanism about the above
three representative models are expressed in Table 1.

2.1.2. A Unified Calibration Paradigm: Advanced Point-to-
Point (aPTP) Calibration. As mentioned previously, the con-
ventional LS method in the ET model required all data sets
in the whole process of BP monitoring to accomplish the
personalized procedure in the corresponding ET model that
was derived from the theory of elastic tubes. Consequently,
this could be extremely troublesome to implement this proce-
dure. Remarkably, the popular oPTP calibration method only
required one point/sample to obtain unknown parameters in
the specific VE model that was derived from the theory of
vascular elasticity. It is thus clear that one lone sample used
to complete the initial calibration process is sensitive as such
BP calibration may be accidental and inaccurate.

Here, a new aPTP method was proposed to overcame
oPTP method’s initial sensitivity and access BP estimation
property under a unified paradigm for models that were
derived from different modeling methodologies. The mapping
relationship between dependent variable and independent
variable was established through the available initial values.
This technique was called the point-to-point paring calibra-
tion method, i.e., one cuff BP value paring with PATmean, a
parameter with the average value of PAT. The advanced
PTP (aPTP) calibration method (shown in Figure 1) was

developed from the traditional PTP calibration method in
the present study.

Three steps of (1) the initial calibration processing, (2)
the robust control strategy, and (3) the average treatment
effect were established up as the aPTP method.

Step 1. Initial calibration processing.

Generally, the digital cuff-type BP monitor will obtain a
set of SBP and DBP after each inflation and deflation. During
this period, a series of PAT samples can be calculated accord-
ing to the ECG and PPG signals detected by the sensors, that
is, PAT1, PAT2, ……,PATl. Here, l is the number of heart-
beats during the inflation and deflation of the cuff sphygmo-
manometer. In this way, we can calculate the average value of
this series of PAT samples as follows:

PATmean =
1
l
〠
l

i=1
PATi: ð1Þ

If there are N undetermined parameters (N = 1 and 3 for
the VE and ET models in this study, respectively) among the
BP estimation model, then N cuff BP (including SBP and
DBP) and N mean PAT (i.e., PATmean) need to be paired
one-to-one to obtain the values of the undetermined parame-
ters. Here, it is defined as θ, that is, SBP0, DBP0, PAT0, ai, and
bi. This pairing relationship can be understood as solving the
inverse function of θ from the relationship BP = f ðθ ; PATÞ
between BP and PAT, as follows:

θ = f −1 BP, PATð Þ ð2Þ

where θ, BP, and PAT are m-row and n-column matrices.
The f denotes the one-to-onemapping relationship betweenBP
and PAT. In addition, m and n denote the number of subjects
and the undetermined parameters θ, respectively, in the BP
estimation model. After this step, one determined parameter θ
will be obtained.

Step 2. The robust control strategy.

Given the possibility that cuff BP values of subjects in
a quiet state might be the same, in the present study, a
robust control strategy is necessary to guarantee the valid-
ity and rigor of calibration for obtaining all parameter
values in a specific BP model. In this regard, we propose
two robust control strategies: function analytical solution
definition and numerical floating control. The former is
to determine whether each obtained model parameter θi
is a real number, which ensures that this model parameter
θi is valid in step 1. The latter is to determine whether
each θi is different. This strategy will traverse whole θi
obtained from step 1 in the resting state, which to some
extent expands the limitation of the conventional oPTP
pairing calibration method in the sample or point and
the sensitivity of BP estimation. After this step, a set of
determined parameters θi will be obtained.
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Step 3. The average treatment effect.

Finally, the average values of these parameters of their
respective BP estimation models were taken as the final BP
monitoring parameters, i.e., SBP0, DBP0, PAT0, ai, and bi, as
follows:

bθ =
1
M

〠
M

i=1
θi, ð3Þ

where M denotes the number of available model
parameter θi. The data collection of cuff BP and PAT from
BP monitor and sensors, respectively, in the whole calibration
process took about eight minutes, and the subjects were
required to keep peace and quiet. This calibration process
was done only one time per subject, and after deriving param-
eters in the BP estimator model, the BP could be estimated
continuously. That is, using mentioned calibrated parametersbθ and their respective nonlinear models introduced in Subsec-
tion 2.1.1, SBP and DBP are estimated.

2.1.3. A Summary of Different Calibration Methods and BP
Models in Terms of Mechanism. The LS method and oPTP

method were employed for the initial calibration of the ET
model and VE model, respectively. The aPTP method could
be directly applied to different BP models. And there was
no need for extra requirements about distinguishing the
modeling mechanism of the models for aPTP. More impor-
tantly, it only employed limited data sets at rest rather than
all data sets throughout the process of BPmonitoring to com-
plete the personalized calibration procedure. The respective
application of different initial calibration methods in two
BP estimation modes is listed in Table 2. To go a step further,
the relationship between the three calibration methods and
respective performance is given in Figure 2 to elucidate them
at a clear level.

2.2. Experimental Protocol. This experimental protocol was
performed in a study room with temperature 22:6 ± 2:3°C
and relative humidity 60–70%. The PowerLab/16sp system
(Castle Hill, ADInstruments, Australia, 2002) was employed
to synchronously record and amplify the ECG and PPG
signals. The ECG signal was filtered by a 1Hz high-pass filter
and a 40Hz low-pass filter. Meanwhile, the PPG signal was
filtered by a 0.5Hz high-pass filter and a 20Hz low-pass filter,
and the sampling frequency was 1 kHz [8]. Since the PPG
sensor was placed on the subject’s left hand, the cuff-type

Table 1: Summary of mathematical models to calculate BP from PAT.

Models SBP DBP Category

M-M [8] a1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b1 + c1 ∗

1
PAT2

r
a1′ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b1′ + c1′ ∗

1
PAT2

r
ET model

MK-BH [2] SBP0 −
2

γ∙PAT0
PAT − PAT0ð Þ SBP − SBP0 −DBP0ð Þ∙ PAT0

PAT

� �2

VE model

dMK-BH [5] DBP + SBP0 −DBP0ð Þ ∗ PAT0
PAT

� �2 SBP0
3

+
2DBP0

3
+
2
γ
ln

PAT0
PAT

� �
−
SBP0 −DBP0

3
∙

PAT0
PAT

� �2

Note 1: γ denoted a vascular information parameter. Note 2: SBP0, DBP0, and PAT0 were the base value of SBP, DBP, and PAT, respectively, and could be
determined at the beginning of monitoring by calibration using an additional cuff-type BP monitor device. Note 3: ai , bi, ai ′, bi ′ði = 1, 2Þ ; c1, c1′ were the
corresponding function coefficients.
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Figure 1: The aPTP calculation procedure for the BP monitoring system.
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BP monitor (MB-300C, Jasun, China) was mounted on the
right arms of a subject to provide a reference BP reading
and reduce the effects of BP measurement on the PPG signal.
Referring to the guidelines of the cuff-type BP monitor, the
accuracy of the cuff-type BP monitor was ±3mmHg to be
in compliance with the clinical golden standards of AAMI
[23]. Specifically, the mean absolute error of less than
5mmHg and the standard deviation (SD) of mean error of
less than 8mmHg (i.e., the difference should be within 5 ± 8
mmHg) were considered as an acceptable error rate referred
to the AAMI guidelines [23].

It should be pointed that before starting the data collec-
tion process, we measured the BP of six subjects randomly
using a cuff-type BP monitor (MB-300C, Jasun, China) and
a conventional mercury sphygmomanometer with a rigorous
experimental process. Obviously, the measured BPs were
approximately the same for each subject (each person was
at the rest or peace condition during BP measurement, so
approximately the same values for BPs for each person were
expected) [8]. Here, using these two devices, the mean abso-
lute errors (MAEs) of SBP and DBP measurement values
were 2.7 and 3.2mmHg for six subjects, respectively.

2.3. Data Acquisition Procedure and Data Analysis. Twelve
healthy subjects in the age range of 21-37 years (9 males
and 3 females) without a history of cardiovascular or neuro-
logical disorders participated in this study. All participants
gave written informed consent. The study was approved by
the health center authorities at the University of Shanghai
for Science and Technology.

Among these common BP interventions [4, 24, 25], a des-
ignated physical exercise is employed since it has been shown

to cause a sensible increase in both SBP and DBP up to
40mmHg [7]. Currently, the same supervised physical exer-
cise, which was climbing 12 floors at a constant rate for five
minutes, was used for all the subjects to guarantee a greater
change in BP to obtain a more accurate model estimation
[26]. Just finishing the physical exercise, the cuff BP, the
ECG, and the PPG signals were collected. Each subject with
the cuff BP measurement was asked to sit upright on a chair
25 cm away from the table and breathe naturally to avoid the
motion artifact interference. A total of data collection took
around 15 minutes per subject after physical exercise.

Generally, the BP estimation based on PAT from a period
of 30 s cuff BP, ECG, and PPG signals does not begin until the
initial calibration procedure has been completed. In this
study, a total of 365 pairs of cuff BP vs. PATmean, a parameter
with the average value of PAT, data sets from at least 30,000
heartbeats were tested for twelve subjects. The estimated
errors between the cuff BP and the estimated BP were evalu-
ated as the mean error ðmeanÞ ± standard deviations ðSDÞ as
well as the mean absolute difference (MAD). They were
defined as follows:

mean =
1
n
〠
n

i=1
BPesti − BPcuff1

� �
,

SD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
BPesti − BPcuff i

� �2,s

MAD =
1
n
〠
n

i=1
BPesti − BPcuff i

�� ��,
SSE = 〠

n

i=1
BPesti − BPcuff i

� �2,
RMSE =

ffiffiffiffiffiffiffiffi
SSE
n

r
,

ð4Þ

Table 2: Summary of initial calibration methods and mathematical models.

Measurements oPTP aPTP LS Category and mechanism

M-M [8] ○ ✓ ✓ Nonlinear Elastic tube (ET) model

MK-BH [2] ✓ ✓ ○ Linear, nonlinear
Vascular elasticity (VE)

dMK-BH [5] ✓ ✓ ○ Nonlinear

Note 1: “✓”: applicable; “○”: not applicable. Note 2: a linear model for SBP estimation in the MK-BH model.
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Figure 2: The relationship between the three calibration methods and respective performance.
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whereBPesti and BPcuff i denoted the ith BP measured through
BP estimation models and by the reference cuff method,
respectively, and n was the number of measured BP used
for evaluation.

3. Results

Under a unified calibration paradigm, i.e., aPTP method, the
ET model and VE model based on PAT were investigated
from correlation and overall performance to assess their
property for BP estimation. Further, we performed difference
analysis to test whether the aPTP method showed better con-
venience than the cumbersome LS method for the ET model
and higher robustness than the sensitive oPTP method for
the VE model. More specially, we compared the estimated
values of the model derived from each subject data with the
corresponding reference values for the model derived from
cuff BP for each subject through statistical analysis and
regression analysis to ascertain whether there was any differ-
ence among the aPTP method and LS method for the ET
model. Similarly, we also investigated the property of BP
estimation under the conventional oPTP method and new
proposed aPTP method for the VE model.

3.1. Assess the Performance under a Unified Paradigm for
Different Modeling Methodology

3.1.1. Correlation. To compare the estimated BP results from
the three most popular functions (M-M, MK-BH, and dMK-
BH) quantitatively, we computed Pearson’s correlation coef-
ficient (r), the summed square of residuals (SSE), and root
mean squared error (RMSE) between the cuff BP and the
estimated BP for all subjects.

As shown in Table 3, a relatively high correlation with SBP
was observed among the ET and VEmodels. TheM-Mmodel,
as a nonlinear ET model, had the largest SSE and RMSE
between both SBP and DBP compared to others. Moreover,
the M-M model showed the weakest correlation coefficient
with DBP (r = 0:74) compared with others. For the VE model,
MK-BH and dMK-BH had higher correlation coefficients with
BP than the ET model, i.e., M-M model. Remarkably, the
dMK-BH had the highest correlation coefficient with BP
(r = 0:89 for SBP and r = 0:86 for DBP) compared to others.
More significantly, the dMK-BH model developed from the
MK-BH model showed the smallest SEE and RMSE for esti-
mated BP compared with the M-M model.

3.1.2. Overall Performances. The criteria for overall perfor-
mance evaluation included mean errors of estimation,
MAD of estimation, and SD of estimation. Moreover, the
average value and 95% confidence intervals of BP estimated
error were calculated to identify the influence of different
models on the accuracy of estimated BP. A Kruskal-Wallis
test with Dunn’s multiple comparison test was executed to
determine whether statistically significant differences were
observed between the mean errors of the ET model and the
VE model. These performances are shown in Figure 3.

According to Figure 3, the BP could not be properly esti-
mated from the ET model compared to the VE model. This

M-M model had a mean ± SD (MAD) of 1:11 ± 7:51
(5.57)mmHg for SBP and −0:23 ± 6:47 (5.13)mmHg for
DBP estimated error, respectively, while the dMK-BH as a
nonlinear model had a mean ± SD (MAD) of −0:01 ± 5:90
(4.55) mmHg for SBP and 0:04 ± 4:40 (3.38)mmHg for
DBP, respectively. For the VE model, the MAD of estimated
errors in the dMK-BH model was decreased by 0.93 and
1.31mmHg compared with MK-BH. Remarkably, the SD of
the errors for all methods was within 8mmHg for SBP and
DBP. It was consistent with the AAMI requirements of 5 ±
8mmHg/7mmHg (mean ± SD/MAD) for the BP estimated
error rate [23]. Additionally, for SBP estimation using the
aPTP method, a significant difference between the ET model
and the VE model was not observed. In contrast with SBP
estimation, there was a significant difference between the
M-M model and the MK-BH model for DBP estimation
(p < 0:01). Similarly, a significant difference between the
MK-BH model and the dMK-BH model was also observed
for DBP estimation (p < 0:0001).

3.2. Difference’s Analysis Using Different Calibration
Methods among the ET and VE Models

3.2.1. BP Estimation Using the Cumbersome LS Method and
Convenient aPTP Method for the ET Model.Here, differences
were tested with Kruskal-Wallis tests and with Dunn’s multi-
ple comparison tests to determine whether statistically signif-
icant differences between cuff BP and estimated BP obtained
from the ET model using the LS method and aPTP method.
More details are plotted in Figure 4.

According to Figure 4, there was a significant difference
between the traditional LS method and the unified aPTP
method for BP estimation using the ET model (p < 0:05).
However, it was noteworthy that there were no significant
changes on cuff BP and estimated BP based on the ET model.
Particularly, there were no difference changes between the
cuff BP and estimated BP based on the ET model by using
the LS calibration method. Similarly, the difference changes
were not found between the cuff BP and estimated BP based
on the ET model by using the aPTP calibration method.

Moreover, for the ET model, we also investigated the cor-
relation between the cuff BP and the estimated BP obtained
by using LS and PTP calibration methods to test and verify
whether using the LS method might reinforce the BP estima-
tion performance. More details about regression plots are
shown in Figure 5.

In Figure 5, based on the LS method that required all
samples for BP estimation, r values obtained from all the sub-
jects were 0.86 and 0.83 for SBP and DBP estimations,
respectively. Regarding the aPTP method that only required
small samples, r values for SBP and DBP estimations were
0.83 and 0.74, respectively. Consequently, under different
calibration methods, the ET model showed larger differences
in the performance of BP estimation, especially in DBP
estimation.

3.2.2. BP Estimation Using the Sensitive oPTP Method and
Robust aPTP Method for the VE Model. For the VE model,
BP estimation using the unified aPTPmethodwas investigated
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to verify whether possessing high accuracy and robustness
compared with sensitive oPTP. Here, we computed the r,
SSE, and RMSE between cuff BP and estimated BP. Details
of each estimated BP function are reported in Table 4 for the
MK-BH model and Table 5 for the dMK-BH model.

According to Table 4, for the MK-BH model, using the
unified aPTP method that serves as an initial calibration
method to estimate BP showed better performance than the
traditional oPTP method. Compared with the oPTP method,
a stronger correlation coefficient with SBP (r = 0:81) and SBP

Table 3: BP results using the BP models of ET and VE.

Models
SBP DBP

Category
r SSE RMSE r SSE RMSE

M-M [8] 0.83 14940 6.57 0.74 10690 5.56 Elastic tube (ET) model

MK-BH [2] 0.81 11610 5.79 0.77 8672 5.01
Vascular elasticity (VE) model

dMK-BH [5] 0.89 10180 5.42 0.86 5370 3.94
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Figure 3: The overall comparison of different methods for (a) SBP and (b) DBP measurement. Note 1: the red and blue dotted lines denoted
the largest boundary for mean error (5mmHg) and MAD (7mmHg). Note 2: significant differences: ∗p < 0:05, ∗∗p < 0:01, ∗∗∗p < 0:001, and
∗∗∗∗p < 0:0001.
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(r = 0:77) and the larger values of SEE and RMSE were
observed. Similar performance also was found in the dMK-
BH model according to Table 5.

Regarding AAMI [23], a BP device must comply with the
constraints of mean error < 5mmHg, the SD of the error < 8
mmHg, and the MAD of the error < 7mmHg between the
new technique and the reference. Hence, it was necessary to
investigate the estimated errors of the VEmodel using the oPTP
and aPTP methods to test whether the estimated BP based on a
new proposed calibration method was acceptable under AAMI
criteria. Here, differences were tested with Kruskal-Wallis tests
and with Dunn’s multiple comparison tests in Figure 6.

As observed from Figure 6, the estimated errors of the VE
model, i.e., MK-BH and dMK-BH model, meet the AAMI
requirements. More importantly, using the aPTP method for
BP estimation showed high accuracy comparing with the oPTP
method. For instance, the estimated error values of SD
decreased by approximately 3mmHg for the MK-BH model
and dMK-BH model, respectively. For the MK-BH model,
the estimated errors of MAD cut by 1.60mmHg and
0.85mmHg for SBP and DBP estimation when using the
unified aPTP method. Similarly, for the dMK-BH model, the
estimated errors between cuff BP and estimated BP had almost
the same decline as the MK-BH model in the case of using the
aPTP method. For DBP estimation, a statistically significant
difference between the oPTP method and the aPTP method
was observed for MK-BH (p < 0:0001) and dMK-BH
(p < 0:01), respectively, and there was also a statistically signif-
icant difference between the MK-BH and dMK-BH models for
oPTP (p < 0:0001) and aPTP (p < 0:0001), respectively. Note
that difference changes were not found in SBP estimation.

3.3. Comparison with Prior Works. Our study achieved com-
parable results to the rest of the studies. Here, all results are
presented in both mean ± SD (MAD) and Pearson’s correla-
tion coefficient (i.e., r). Table 6 presents a comparison of the

results reported in this paper with the results reported in the
literature.

Some comparisons regarding initial calibration methods
could be made according to Table 6. Compared with the pre-
vious researches, the experimental samples in the present
investigation were appropriately selected. Specifically, the
experimental samples of 365 pairs of cuff BP vs. PATmean from
at least 30,000 heartbeats in the present work were larger than
investigations of Chen et al. [27], Esmaili et al. [8], Proença
et al. [28], and Tang et al. [2], with the experimental samples
of 200, 173, 166, and 169 pairs of cuff BP vs. PATmean, respec-
tively. Also, the age range of 12 healthy subjects from 22 to 37
years old was appropriate according to Tang et al.’s work [2]
and Huynh et al.’s investigation [29], with the age range of
12 healthy subjects from 20 to 31 years old and 15 healthy
subjects from 24 to 34 years old, respectively.

In addition, Table 6 also provides more details on calibra-
tion methods, signal collection methods, and BP estimation
errors. For instance, Huynh et al. [29] proposed a revised
PTP calibration method by using three pairs of BP for BP esti-
mation and achieved an accuracy of 0:31 ± 8:55 (6)mmHg
and −0:5 ± 5:07 (5)mmHg for the estimated SBP and DBP,
respectively. Similarly, Zheng et al. [30] selected oPTP as an
initial calibration procedure and utilized ECG and PPG signals
to estimate BP, reporting the error of 2:4 ± 5:7 (6)mmHg for
the SBP estimation, and no errors regarding DBP were inves-
tigated. Baek et al. [31] further proposed a multiple regression
of PAT,HR, and TDB (a kind of arterial stiffness index defined
as the duration from the maximum derivative point to the
dicrotic peak in the PPG signal) [32] for BP estimation and
achieved an accuracy of −0:02 ± 7:04 (5.50) and 0:00 ± 5:08
(3.86)mmHg for the estimated SBP and DBP, respectively.
Recently, Simjanoska et al. [33] developed a probability distri-
bution method to accomplish personalized procedure and
reported the SD (MAD) of 10.22 (7.72) and 10.03 (9.45) for
the estimated SBP and DBP, respectively.
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Figure 5: The correlation comparison of BP estimation based on the ET model by using the (a) LS method and (b) aPTP method.
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4. Discussion

In this study, a called aPTP method was proposed to unify the
paradigm of personalized procedure for BP estimation models
(i.e., ET and VE models, see Subsection 2.1.1) deriving from
different methodology mechanisms. Comparing with the
cumbersome LS method and sensitive oPTPmethod, the effec-
tiveness, the accuracy, and the robustness of BP estimation
were further investigated to validate the property of using the
aPTP method in the different ET model (M-M) and VE model
(MK-BH and dMK-BH). According to our investigation,
different personalized calibration methods showed large differ-
ences in both ET and VE models, respectively. Not only that,
the performance of BP estimation was also quite different in
the same BP model, i.e., ET or VE model. These findings were
particularly evident in DBP estimation. Moreover, there is no
significant difference for SBP estimation (see Figures 3, 4,
and 6). By contrast, a significant difference for DBP estimation
was observed (see Figures 3, 4, and 6) in both the BP model
(M-M, MK-BH, and dMK-BH) and calibration methods (LS,
oPTP, and aPTP). For instance, the correlation coefficients
and the values of SSE and RMSE were different among ET
and VE models using LS and aPTP methods (see Table 3),
especially in estimating DBP for the ET model. These results
warned us that more attention should be paid to the selection
of initial calibration methods when estimating DBP for the ET
model.

For the ET model, using the previous LS method signifi-
cantly enhanced the correlation in the case of DBP compared
with using the aPTP method (see Figure 5). A strong correla-
tion in DBP was of great importance, since generally, in the
literature [2, 5, 8, 21], correlation coefficients of DBP estima-
tions were distinctly less than those of SBP estimations.
Consequently, the LS method might be an effective method
to achieve a strong correlation in DBP. At this point, we
presented an evidence on using LS and aPTP methods would
lead to different BP estimation performance for the ETmodel
based on PAT obtained from ECG and PPG signals. How-
ever, the LS method could not meet the requirement of a
small initial sample size, for example, some samples obtained

from 5-minute signals [21, 34] in personalized calibration
procedure because it acquires all data sets for long-term BP
monitoring. Although the aPTP method was slightly weaker
than the LSmethod in the correlation between cuff BP and esti-
mated BP, using aPTP to finish personalized calibration proce-
dure for BP estimation still meets the AAMI criteria for the ET
model and VE models, respectively (see Figure 3) due to better
performance of BP estimation (see Figures 3 and 5; Tables 3, 4,
and 5). Hence, using the same and uniform calibrationmethod,
for example, aPTP method, was confirmed to be necessary
when comparing the property of BP estimation under BP
models deriving from different modeling methodologies.

Key information to be observed is that the ET model (i.e.,
M-M) had larger estimated errors between cuff BP and esti-
mated BP than the VE model under selecting the aPTP
method as the initial calibration method (see Figures 3 and
5; Tables 3, 4, and 5). As mentioned previously, the ET model
was developed from the theory of elastic tubes supposing the
blood vessel was equivalent to an elastic tube [8]. In fact, the
actual arterial system contained branches, which were elasti-
cally and geometrically taper and terminated within the
microcirculation, rather than a simple tube [4]. Therefore,
research on the influence of the vascular branches on the
M-M model was interesting and necessary in the next study.

Regarding the VE model, i.e., MK-BH and dMK-BH, the
performance of BP estimation has been investigated to assess
the accuracy, the effectiveness, and the robustness using the
conventional oPTP method and the proposed aPTP method.
For the aPTP method, MK-BH and dMK-BH models showed
greater property in terms of BP estimation than the oPTP
method (see Subsection 3.2.2). The select aPTP using small
samples (for example, data set obtained from 5-minute
signals) [21, 34] is recommended as the initial unified calibra-
tion method by comparison with the LS method using all data
sets as the consequence of convenience in personalized
calibration procedure (see Figure 1). The outcome gained from
the aPTP method has been expressed to be applied in the ET
model and showed a good accuracy and effectiveness of BP
estimation with meeting the AAMI requirement [23] (see
Figures 3 and 4; Table 3).

Here, it was necessary to point out that no matter which
calibration method was used, the dMK-BH model was supe-
rior to MK-BH in BP estimation (see Tables 3, 4, and 5;
Figures 3 and 6). The basis of the modeling sources indicated
the variability of BP estimation performance. As mentioned
previously, the MK-BH model [2] was proposed based on
the B-H equation and M-K equation to strengthen the corre-
lation between the estimated DBP and cuff DBP. Further-
more, the dMK-BH model was developed from the MK-BH
model through introducing MBP for better estimate BP.
Hence, the introduction of MBP to the dMK-BH model
might be a main reason of its more accuracy for BP estima-
tion than the MK-BH model. This reveals that MBP was a
key factor in the cuffless BP estimation model. However, as
reported in some literature [5, 21, 27], the sensitive coeffi-
cient γ in the dMK-BH model limited its practicality to a
great extent. Moreover, the vascular information parameter
γ changed with aging and the development of cardiovascular

Table 4: The performance of the MK-BH model using oPTP and
aPTP calibration methods.

Methods
SBP DBP

r
SSE

(mmHg)
RMSE
(mmHg)

r
SSE

(mmHg)
RMSE
(mmHg)

oPTP 0.72 16220 6.848 0.73 10930 5.619

aPTP 0.81 11610 5.792 0.77 8672 5.006

Table 5: The performance of the dMK-BH model using oPTP and
aPTP calibration methods.

Methods
SBP DBP

r
SSE

(mmHg)
RMSE
(mmHg)

r
SSE

(mmHg)
RMSE
(mmHg)

oPTP 0.87 15790 6.755 0.75 8747 5.028

aPTP 0.89 10180 5.4.25 0.86 5386 3.945
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diseases [22]. Therefore, it was not easy to obtain an optimal
γ value in different ages and pathophysiologic conditions.
Remarkably, pulse transmit time and photoplethysmogram
intensity ratio (PIR) [6, 17] were recently suggested to apply
in the establishment of the dMK-BHmodel for BP estimation
to achieve better performance of BP estimation than before.

Referring to the preliminary outcome from this study, we
are confident that the aPTPmethod as an effective calibration
method could be used for ambulatory and home BPmonitor-
ing to some extent in the future. Furthermore, more in-depth
measurements including ECG [4, 32], PPG [4, 6], BCG [31],
IPG [29], PCG [8], and others [32] need to be involved in
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Figure 6: The overall performance comparison using oPTP and aPTP methods based on VE models to estimate (a) SBP and (b) DBP,
respectively. Note: the purple and green dotted lines denoted the largest boundary for mean error (5mmHg) and MAD (7mmHg).
Significant differences: ∗p < 0:05, ∗∗p < 0:01, ∗∗∗p < 0:001, and ∗∗∗∗p < 0:0001.

Table 6: Comparison results with prior work.

Calibration method
Acquired signals
(measure location)

Subjects
Test samples
(pairs of BP)

Accuracy w.r.t. cuff BP
(mean ± SD (MAD)/mmHg; r)

LS [27] Only PPG: ear & toe N = 20 200
SBP: 0 ± 8 (7)†; /
DBP: 0 ± 8 (7)†; /

LS [8] ECG: hands & leg; PPG: finger; PCG: chest N = 32 173
SBP: 0:12 ± 6:15 (4.71); 0.95
DBP: 1:31 ± 5:36 (4.44); 0.84

LS [28] ECG: thorax; EIT: thorax N = 24 166 SPAP: 0:7 ± 3:8‡ (6†); 0.87‡

PTP, three pairs [29] PPG: finger; IPG: wrist N = 15 90
SBP: 0:31 ± 8:55 (6†); 0.88
DBP: −0:5 ± 5:07 (5†); 0.88

oPTP [2] ECG: palms; PPG: finger N = 12 169
SBP: 0:2 ± 5:8 (4.4); 0.89
DBP: 0:4 ± 5:7 (4.6); 0.83

oPTP [30] ECG: arm; PPG: arm N = 10 70
SBP: 2:4 ± 5:7 (6†); 0.80
DBP: no estimation

Multiple regression [31] ECG: back; PPG: thigh; BCG: thigh N = 5 1147
SBP: −0:02 ± 7:04 (5.50); 0.86
DBP: 0:00 ± 5:08 (3.86); 0.81

Probability distributions [32] Only ECG: chest N = 51 3219
SBP: /±10:22 (7.72); /
DBP: /±10:03 (9.45); /

aPTP, this work (MK-BH model)
ECG: wrist & foot

PPG: finger
N = 12 365

SBP: −0:77 ± 7:79 (6.0); 0.83
DBP: 0:51 ± 5:70 (4.4); 0.74

aPTP, this work (dMK-BH model)
ECG: wrist & foot

PPG: finger
N = 12 365

SBP: −0:54 ± 6:95 (5.3); 0.87
DBP: 0:24 ± 5:21 (4.0); 0.78

Note 1: “/” = not be estimated based on reported results or able to be reported in corresponding authors’ other work. Note 2: “†” = be approximately estimated
from the corresponding Bland-Altman plots. Note 3: “‡” = the median value of the corresponding estimation accuracy index. Note 4: PCG= phonocardiogram;
BCG= ballistocardiography; IPG = impedance plethysmography; EIT = electrical impedance tomography; SPAP = systolic pulmonary artery pressure.
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future research to fully verify this aPTP calibration method.
Considering that physiological functions such as vascular
elasticity and vascular sizes of different individuals will
change with time, periodic calibration should be considered
to improve the reliability of BP measurement through recali-
brating parameters in a specific BP estimation model.
Recently, introducing some covariates including HR [34,
35], PWV [36], and PIR [6, 17] and extra relevant variables
[37] into personalized calibration procedures was expected
for achieving a better prediction of BPs.

Two limitations were also found to estimate BP. One lim-
itation was that the practical application of the M-K equation
using the VE model implied several assumptions [5, 6, 8, 14].
For example, one assumption was that the thickness to radius
ratio [20, 36] was a constant, which led to the invalidity for
complex behaviors and regulation of the involved arterial
tree. Moreover, arterial segments involved in BP estimation
were formed for both elastic and muscular arteries with
different biomechanical properties. The influence of these
factors on BP estimation was left for the further study. Simi-
larly, for the ET model, the simple tube needs to be greatly
improved to make this specific tube have more performance
of actual arterial system contained branches for each subject.
Another limitation was that the subjects were generally
young and healthy. Hence, further studies with extensive
validation that included a larger population of individuals
recruited from different age groups were required to confirm
and extend these conclusions. Meanwhile, some novel
models including the description of the preejection period
(PEP) were worth to be established due to the VE and ET
models which were not well considered with the influence
of PEP and vascular tone changes.

5. Conclusions

A called advanced point-to-point (aPTP) pairing calibration
method was proposed to unify the paradigm of personalized
procedure for two modes (VE and ET) of BP estimation
models deriving from different methodology mechanisms.
Comparing with the cumbersome LS method and the sensi-
tive oPTP method, the outline of aPTP pairing calibration
is with the following:

(1) Characteristics: the aPTP method requiring small
samples or points can improve the robustness and
accuracy of the initial calibration technique in BP
monitoring. At the same level, like using the aPTP
method, the arterial VE model based on the M-K
equation was superior to the ET model developed
from the nonlinear theory of elastic tubes

(2) Applicable scope: the aPTP method was made
available for both VE and ET models. Its three-step
calibration strategy provided a calibration paradigm
for almost all BP estimation models. What is more,
evidence was provided about sensitivity in both
calibration methods and BP models

(3) Further work: more in-depth measurements includ-
ing ECG, PPG, ballistocardiography, and impedance

plethysmography are required to be involved in
future research to fully verify and enhance this work

All in all, the aPTP method was expected to unify the ini-
tial calibration method under different BP models and
achieve an easy and durable personalized calibration proce-
dure for cost-effective cuffless BP monitoring technology.
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Currently, zero-order sensors are commonly used as positioning feedback for the closed-loop control in robotics; thus, in order to
expand robots’ control alternatives, other paths in sensing should be investigated more deeply. Conditions under which the n-th
order sensor output can be used to control k-DoF serial robot arms are formally studied in this work. In obtaining the
mentioned control conditions, the Pickard-Lindeloff theorem has been used to prove the existence and uniqueness of the robot’s
mathematical model solution with n order sensory systems included. To verify that the given conditions and claims guarantee
controllability for both continuous-based and variable structure-based systems, two types of control strategies are used in
obtaining simulation results: the conventional PID control and a second-order Sliding Mode control.

1. Introduction

Currently, sensors of order zero are the most extensively used
positioning detectors in closed-loop control systems in
industrial robotics. As a matter of fact, nowadays, robotic
systems nearly exclusively use incremental and absolute
encoders, resolvers, and high precision potentiometers. This
is due to the fact that robotic controllers require delay-free
information to achieve the desired control goals: accuracy,
precision, repetitiveness, avoidance of tracking error,
reduction of speed error, and so on.

An extended paradigm considers that positioning sensors
of higher order than zero are not reliable at all. This consid-
eration demotivates engineers for designing sensors of order
n > 0. Nevertheless, the authors of this work consider that the
theme should be sufficiently investigated to eliminate restric-
tive considerations which could lead in the future, to improve
sensor systems in robotics.

In this work, the performance of a k-DoF serial robot arm
with dynamical inclusion of linear n-order sensors is investi-
gated, showing that robot’s properties with linear n-order
sensors inclusion are invariant with respect to robot’s theo-

retical dynamics, provided that the solutions of the consid-
ered linear n-order sensors exist and are unique.

Interest in studying the use of higher-order sensor
devices in the robotic industry has increased due to the need
to implement more efficient, faster, and optimal control
systems in both types of sensor systems concentrated in a
robotic arm or systems with distributed sensors connected
in a network and which may also be subject to adverse envi-
ronmental conditions. However, the use of higher-order
sensor systems inevitably introduces time delays in robotic
control systems, including those delays from the controller
to the actuator and the delays from the sensor to the
controller.

On the other hand, some control methodologies have
been proposed, ranging from sliding mode and adaptive
techniques to manage uncertainties related to the knowledge
of external dynamics and disturbances [1, 2]. However, these
approaches always work well in lag-free environments.

To try to compensate for these delays, low pass filter-
based mechanisms have been implemented to obtain high-
quality signals and be able to build control loops for control
mechanisms [3].
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Mathematical scaffolding to ensure unique solutions in
robotic device control algorithms including higher-order
sensor systems is not widely studied.

Even more, alternative solutions to deal with nonlinear
systems with unmeasurable states have been proposed, in
[4] where an adaptive fuzzy output-feedback control scheme
is designed and in [5] where a fuzzy logic system-based
switched observer is constructed to approximate the unmea-
surable states.

1.1. Motivation. Sensors can be designed using a very wide
variety of physical principles (e.g., inductive, capacitive);
however, many phenomena must be modelled using the n
-order differential equations, making them unreliable in the
world of robotics.

Motivated by the fact that currently sensory systems of
order n > 0 are not included either in industrial or in other
areas of robotics, the authors are interested in expanding
the study of the control of serial mechanisms using sensors
that may have the potential to improve in some way the
current ones.

As such, the first question is: under which conditions a
serial robot mechanism can be controlled by positioning
sensors of order different from zero?

If this first question is satisfactorily solved, a second one
comes to mind: how can we take advantage of the sensor
output for control purposes?

1.2. Contribution of ThisWork. The main contribution of this
work is to study conditions to make possible the control of
serial robot arms, taking as the feedback for the closed-loop
control the output of the n-th order sensory systems. Also,
a technique to obtain the mentioned feedback signal from
the sensor’s output is proposed.

As formal proofs for claims presented in the text are pro-
vided, the methodology of this work is rigorous.

As a proof of concept, an application example is focused
on the trajectory tracking control problem (for simplicity);
however, using the first time derivative of the position, the
robot’s joint speed control follows the same rules given
herein.

1.3. Problem Statement. Figure 1 shows a block control dia-
gram with a negative feedback summing a reference signal
(Ref) to get the tracking error (e) as the input for the control
block which is the controller for the system Robot-Sensors. In
Figure 1, τ is the control torque, q represents the actual
robot’s position identified by q∗ (i.e., q ∗→ q), while ~q repre-
sents the sensor’s output. If sensors are of order zero, i.e., �β

~q = q, where matrix �β
−1

includes the sensor’s parameters of
sensitiveness, the feedback of states can be taken directly
from the sensor’s output. Nevertheless, sensors of order n
can be designed and/or included to control robotic systems.
In such a case, the problem consists of recovering q from
the information ~q provided by sensors, using a processing
method for this task. In the following section, this problem
is addressed formally.

The remainder of the document is organized as follows:
in Section 2, conditions and assumptions to control serial

robots using the output of n order sensory systems are given,
and formal proofs for the given claims are presented; in Sec-
tion 3 an implementation example for a 3-DoF serial robot
arm is performed, along with simulation results; and finally,
concluding remarks are given in Section 4.

2. Robot’s Model with Sensor System Inclusion

Let us consider the dynamic differential equation

�βn
dn

dtn
~q+⋯+�β2

d2

dt2
~q + �β1

d
dt

~q + �β0 ~q = q − F x, y, z, tð Þ,
ð1Þ

where �βi ∈ℝ
k×k with i = 0, 1,⋯, n represents the functional

diagonal matrices, i.e., each element of �β denoted as
βline×column = 0 for all line ≠ column; ~q ∈ℝk is the sensor’s
response vector; q ∈ℝk is the vector for the actual positions
of robot joints; Fðx, y, z, tÞ ∈ℝk represents a position and/or
time dependent possible function; and k is the number of
DoF of the robot.

For the case of linear sensors, (1) becomes

〠
n

i=0

�βi
di

dti
~q = q: ð2Þ

Now, let us consider the following nonlinear robot
dynamics

_x = f t, xð Þ, with x t0ð Þ = x0, ð3Þ

where vector x represents the states of the electromechanical
plant, i.e., x = ½χ1, χ2�T ; vector f ðt, xÞ is a time and/or states-
possible dependent function; and x0 is the initial condition
value at t = t0.

The inclusion of (2) in (3) is studied in this work, in order
to obtain control conditions, according to the following
claim:

Claim 1. It is possible the control of serial robots using posi-
tioning sensors of the n-th order for the closed-loop feedback
of the states if the mathematical structure of the solution ~q of
the differential equations that model sensor’s behaviour (2)
exists and is unique for all t ≥ t0, under the following
assumptions:

Assumption 1. Sensors provide the dynamic solution of (2)
for all t ≥ t0, i.e., it is assumed that the value for the signal ~q
is available to be used at time t ≥ t0 by the closed-loop control
system.

Assumption 2. It is assumed that the diagonal matrices �βi
with i = 1,⋯, n in (2) are known.

2.1. Existence and Uniqueness. Herein, the existence and
uniqueness of the solution for the robot’s dynamics are
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verified for the case in which the solution of the sensor’s
dynamics exists and is unique.

Definition 1 (Lipschitz). The function f : D ⊂ℝr+1 ↦ℝr is
locally Lipschitz if it is continuous, and for all subset κ ⊂D
compact exists L ∈ℝ such that if ðx, tÞ and ðy, tÞ∈κ, then,

f x, tð Þ − f y, tð Þk k ≤ L x − yk k, ð4Þ

where L is called the Lipschitz constant. (See [6] among many
others.)

Theorem 1 (Picard-Lindeloff approach). For function f : D
⊂ℝr+1 ↦ℝr locally Lipschitz, and also for the set

R = t, xð Þ: t0 ≤ t ≤ t0 + a, x − x0j j ≤ bf g ⊂D, ð5Þ

let H be a bound of k f ðt, xÞk in R, L the Lipschitz constant of
f ðt, xÞ in R, and α =min fa, b/H, 1/Lg. Then, problem (6)
with initial conditions has a solution, and it is unique in the
interval ½t0, t0 + α� (in the Picard-Lindeloff approach).

_χ1 = f1 t, χ1, χ2ð Þ,

_χ2 = f2 t, χ1, χ2ð Þ,

χ1 t0ð Þ = χ1ð Þ0, χ2 t0ð Þ = χ2ð Þ0, ð6Þ

where f = ½ f1, f2�T , x = ½χ1, χ2�T , and ðχ1Þ0 and ðχ2Þ0 are the
initial values for position and velocity, respectively, at t = t0.

Proof. It is assumed that ~q exists, then, also the set

F0 = ~q tð Þ ∈C t0, t0 + α½ �,ℝk
� �

: ~q t0ð Þ = x0, ~q tð Þ − x0k k ≤ b0g
n o

,

ð7Þ

exists, where Cð½t0, t0 + α�,ℝkÞ is a Banach space with uni-
form norm

~qk k = sup
t0≤t≤t0+α

~q tð Þð Þ, ð8Þ

and F0 is closed in C.

According to (2) and control concept expressed in
Figure 1, the identification process of q is

q∗ = 〠
n

i=0
�βi

di

dti
~q + ε, ð9Þ

where q ∗ ∈ℝk is the result of processing ~q and ε ∈ℝk is an
identification error given by the Euclidian norm ∣q∗ − q ∣ .
Observe that q∗ðt0Þ = �β0 ~qðt0Þ + ε, for simplicity β0 = I and
ε→ 0, then, q∗ðt0Þ→ x0, and the problem is reduced to the
existence of the set

F= q∗ tð Þ ∈C t0, t0 + α½ �,ℝk
� �

: q∗ t0ð Þ = x0, q∗ tð Þ − x0k k ≤ bg
n o

,

ð10Þ

as the norm kq∗ðtÞ − q∗ðt0Þk is bounded by b.
Let us define Γ : F→Cð½t0, t0 + α�,ℝkÞ such that the

image of the function q∗ðtÞ is Γ q∗ðtÞ defined by

Γ q∗ tð Þ = x0 +
ðt
t0

f s, q∗ sð Þð Þds, ð11Þ

where we accomplished both

Γ q∗ t0ð Þ = x0 +
ðt
t0

f s, q∗ sð Þð Þds = x0,

ðt
t0

f s, q∗ sð Þð Þds
�����

����� ≤H t − t0j j ≤H α ≤ b:

ð12Þ

Then, Γ is a contraction defined in a closed subset of a
complete metric space, which implies that there exists a
unique q∗ ∈F such that Γq∗ðtÞ = q∗ðtÞ, according to the
fixed-point theorem of Banach.

Thus, q∗ðtÞ exists and is a unique solution of (6) for all
t0 ≤ t ≤ t0 + α.

2.2. Dynamics Invariance. The validity of Claim 1 is condi-
tioned to result in the transformation of the robot’s dynamics
when the sensor’s dynamics are included. To solve this prob-
lem, the following theorem is presented:

Ref + RobotControl Sensorse τ q

q⁎ Processing q~

q~

–

Figure 1: Block diagram of the closed-loop control with sensors inclusion.
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Theorem 2. Dynamic properties of

_χ1 = χ2,

_χ2 = −M−1 C q, _qð Þ _q +G qð Þ + Ff q, _qð Þ� �
+M−1 qð Þτ,

χ1 t0ð Þ = χ1ð Þ0, χ2 t0ð Þ = χ2ð Þ0χ1 t0ð Þ = χ1ð Þ0, χ2 t0ð Þ = χ2ð Þ0,
ð13Þ

which are the dynamic robot’s model with actual output q,
remain invariant with respect to the transformed form

_χ1 = χ2,

_χ2 = −M−1 C ~q, _~q
� � d

dt
〠
n

i=0
�βi

di

dti
~q +G ~qð Þ + Ff ~q, _~q

� �" #
+M−1 ~qð Þτ,

χ1 t0ð Þ = χ1ð Þ0, χ2 t0ð Þ = χ2ð Þ0, ð14Þ

which is the robot with the n-th order sensor inclusion, where
τ ∈ℝk is the torque vector, M ∈ℝk×k is the inertia matrix,
matrix C ∈ℝk×k represents the Coriolis and centripetal
enforces, G ∈ℝk is the gravitational vector, and Fτ

f 1, ⋯Fτ
f k

can be obtained by any parametric identification method,
and each of them is the sum of viscous, Coulomb, and static
friction forces.

The transformation method is given by the sensor inclu-
sion in the robot’s joints, represented by

�βi =

�f i ⋯ 0
⋮ ⋱ ⋮

0 ⋯ �hi

2664
3775,

χ1 = q = 〠
n

i=0
�f i

di

dti
~q1,⋯,〠

n

i=0
�hi

di

dti
~qk

" #T
,

χ2 = _q = d
dt

〠
n

i=0
�f i

di

dti
~q1,⋯, d

dt
〠
n

i=0
�hi

di

dti
~qk

" #T
, ð15Þ

which are the sensor’s gain matrices, the articular positions,
and the articular velocities, respectively.

Proof. The proof starts with k = 3, but the intermediate results
are given to make evident it is the extension to k = 2, 1, and by
induction conclude generalization to (13)–(15), i.e., general-
ization for all k ≥ 1.

Let us consider a serial 3-DoF anthropomorphic robot
arm as defined in [7] and as illustrated by Figure 2 with posi-
tioning sensors of order n.

As dynamics is a consequence of kinematics, let us con-
sider the form of direct and inverse kinematics with n-th
order sensor inclusion.

Direct kinematics. The Denavit-Hartenberg (DH) con-
vention (see [8, 9]) is a commonly used method for selecting
frames of reference and the relationship between them to
obtain the kinematics mathematical model for robotic plants.
This method uses arrays as those given by (16) to represent
the orientation and the positioning of the end effector (i.e.,
the tool of the robot) [10, 11].

H =
O3×3 X3×1

0 1

" #
, ð16Þ

whereO3×3 is a 3 × 3matrix for the orientation, X3×1 is a 3 × 1
array for the position of the tool, and H is the so-called
homogeneous transformation matrix (see [12]).

The DH convention claims that it is possible to obtain
both position and orientation, from the (j − 1)-th to the j-th
link, through two translation and two rotation movements,
as is presented in the following homogeneous transformation
matrix,

q3q2

q1

Figure 2: Mechanical configuration of a 3-DoF anthropomorphic
robot arm: shapes of articular displacements.

j1Hi = Rz
^

j−1,θ jT z
^

j−1,dj
T x^ j ,l jRx^ j,α j

=

cos θj
� �

−sin θj
� �

cos αj

� �
sin θ j
� �

sin αj

� �
αj cos θj

� �
sin θj
� �

cos θ j
� �

cos αj

� �
−cos θj

� �
sin αj

� �
αj sin θj

� �
0 sin αj

� �
cos αj

� �
dj

0 0 0 1

2666664

3777775, ð17Þ
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where θ, d, a, and α are the DH parameters, and their
values come from specific aspects of the geometric relation-
ship between the coordinate frames for the mechanical con-
figuration of the robot under study and the way to select
each of the coordinate frames; xj, yj, and zj are the axes of
the j-th coordinate frame; Rzj−1,θ j represents the rotation

matrix with respect to zj−1; Tzj−1,dj
is a translation matrix with

respect to zj−1; Txj ,aj is a translation matrix with respect to xj;

and Rxj ,α j
is a rotation matrix with respect to xj (see [8–13]

for a detailed procedure in obtaining (17)).
To feed equation (17) with the values of θ, d, a and α,

Table 1 was constructed with the DH parameters of the robot
under consideration, taking into account Figure 3 which
shows the way in which the author has selected each of the
coordinate frames (see [13] for more details).

Table 1 shows the articular plant positions q1, q2, and q3,
which represent angular displacements as is shown in
Figure 2; l = ½l1, l2, l3�T are the link lengths, which are illus-
trated in the right side of Figure 3.

A 3-DoF robot arm has j = 1, 2, 3, as such, substituting
DH parameters in (17), three homogeneous transformation

matrices are obtained:
0
H1,

1
H2, and

2
H3. To go from system

0 to system 3, we compute
0
H3 =

0
H1 ×

1
H2 ×

2
H3, obtaining

the final position and orientation of the tool

0H3 =

ηa ηb sin q1ð Þ ηe

ηc ηd −cos q1ð Þ ηf

cos q2 + q3ð Þ −sin q2 + q3ð Þ 0 ηg

0 0 0 1

2666664

3777775,
ð18Þ

with

ηa = − cos q1ð Þ sin q2 + q3ð Þ,

ηb = − cos q1ð Þ cos q2 + q3ð Þ,

ηc = − sin q1ð Þ sin q2 + q3ð Þ,

ηd = − sin q1ð Þ cos q2 + q3ð Þ,

ηe = − cos q1ð Þ l2 sin q2ð Þ + l3 sin q2 + q3ð Þð Þ,

ηf = − sin q1ð Þ l2 sin q2ð Þ + l3 sin q2 + q3ð Þð Þ,

ηg = l1 + l2 cos q2ð Þ + l3 cos q2 + q3ð Þ: ð19Þ

Thus, from the last column in (18) and including (2),
direct kinematics is obtained for the robot with n-order sen-
sor inclusion, as follows

Table 1: Denavit-Hartenberg parameters.

j DoF½ � θj rad½ � dj m½ � aj m½ � αj rad½ �
1 q1 l1 0 π/2
2 q2 + π/2 0 l2 0

3 q3 0 l3 0

x3
z3

z2

z1

x2

y3

y1

y0

l1

l2

l3

x1

x0

z0

Figure 3: Cartesian coordinate frames and home position for the
robot. Origins 1, 2, and 3 have z-axes entering the plane of
drawing, and origin 0 has a y-axis leaving the plane of the drawing.

X q tð Þð Þ = x y z½ �T =

−cos 〠
n

i=0
�f i

di

dti
~q1

 !
l2 sin 〠

n

i=0
�gi

di

dti
~q2

 !
+ l3 sin 〠

n

i=0
�gi

di

dti
~q2 + 〠

n

i=0
�hi

di

dti
~q3

 ! !

−sin 〠
n

i=0
�f i

di

dti
~q1

 !
l2 sin 〠

n

i=0
�gi

di

dti
~q2

 !
+ l3 sin 〠

n

i=0
�gi

di

dti
~q2 + 〠

n

i=0
�hi

di

dti
~q3

 ! !

l1 + l2 cos 〠
n

i=0
�gi

di

dti
~q2

 !
+ l3 cos 〠

n

i=0
�gi

di

dti
~q2 + 〠

n

i=0

�hi
di

dti
~q3

 !

2666666666664

3777777777775
, ð20Þ

5Journal of Sensors



where x, y, and z are the spatial Cartesian coordinates of the
end effector.

Inverse kinematics. Solving equation (20) for q1, q2, and
q3, inverse kinematics (see [14]) is obtained. This can be done
involving the Moore-Penrose pseudoinverse Jacobian matrix

JTðJ JTÞ−1 and taking into account the chain rule _X = J _q, for
the first time derivative of q, given by _q = JTðJ JTÞ−1 _X, where
J is the Jacobian matrix J = ð∂/∂qÞX (see [12]). Carrying out
this procedure and involving (2), the inverse kinematics for
the robot is given by

〠
n

i=0

�f i
di

dti
~q1 = tan−1 y

x

h i
,

〠
n

i=0
�gi

di

dti
~q2 = tan−1

l2 + ρ/2l2ð Þð Þz∗ − l3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ρ/2l2l3ð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
l2 + ρ/2l2ð Þð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
+ l3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ρ/2l2l3ð Þ2

q
· z∗

264
375,

〠
n

i=0
�hi

di

dti
~q3 = tan−1 2l2l3

ρ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ρ

2l2l3


 �2
s24 35,

ρ = x2 + y2 + z∗2 − l22 − l23,

z∗ = z − l1, ð21Þ

Attitude in the orientation of the end effector. Three ele-
ments of the submatrix O3×3 inside (16) are needed to obtain
ϕ, γ, and ψ which represent the roll, pitch, and yaw move-
ments of the end effector, respectively (see [13]):

O13 = cos ϕð Þ sin γð Þ cos ψð Þ + sin ϕð Þ sin ψð Þ,

O31 = − sin γð Þ,

O33 = cos γð Þ cos ψð Þ: ð22Þ

Now, taking (18) as the master matrix and solving for ϕ, γ
, and ψ, the orientation of the end effector of 3-DoF anthro-
pomorphic robot arms with any order linear positioning sen-
sors is obtained as

ϕ

γ

ψ

2664
3775 =

〠
n

i=0

�f i
di

dti
~q1

〠
n

i=0
�gi

di

dti
~q2 + 〠

n

i=0
�hi

di

dti
~q3

π/2

266666664

377777775
: ð23Þ

The same results presented in (20)–(23) are obtained
including directly in (18) the DH parameters with sensor sys-

tem inclusion given by Table 2, concluding that kinematics is
invariant to sensor system inclusion.

2.2.1. Robot’s Dynamics. Let us represent the total torque vec-
tor (τ) of the robot under consideration according to the
Euler-Lagrange approach, as

τ =M qð Þ€q + _M qð Þ _q − ∂
∂q

1
2 _qTM qð Þ _q
� 


+ ∂U qð Þ
∂q

+ Fτ
f q, _qð Þ,

ð24Þ

where M ∈ℝ3×3 is the inertia matrix, U ∈ℝ3 is the potential
energy vector, and Fτ

f ∈ℝ
3 is the friction force vector.

Using the methodology detailed in [15–17] to obtain the
torque for the j-th link, (24) is transformed to the following
form

τi =
d
dt

∂
∂ _q

L q, _qð Þ
� 


−
∂
∂q

L q, _qð Þ + Fτ
f q, _qð Þ, ð25Þ

where L ∈ℝ3 is the Lagrangian given by

L q, _qð Þ = K q, _qð Þ −U qð Þ, ð26Þ

with K and U as the kinetic and potential energies, respec-
tively, which according to the referenced methodology are
calculated for this work as

K q, _qð Þ = 1
2 I1 + I2 + I3 +m2l

2
c2 sin q2ð Þð Þ2 +m3l

2
2 sin q2ð Þð Þ2�

+m3l2lc3 sin q2ð Þ sin q2 + q3ð Þ +m3l
2
c3 sin q2 + q3ð Þð Þ2� _q21

+ 1
2 I2 + I3 +m2l

2
c2 +m3l

2
2 +m3l2lc3 cos q3ð Þ� �

_q22

+ 1
2 I3 +m3l

2
c3

� �
_q23 + I2 + I3ð Þ _q1 _q2 + I3 _q1 _q3

+ I3 +m3l2lc3 cos q3ð Þ +m3l
2
c3

� �
_q2 _q3,

U qð Þ =m2glc2 1 − cos π − q2ð Þ½ � +m3g l2 + lc3ð Þ½
− l2 cos π − q2ð Þ + lc3 cos π − q2 − q3ð Þð Þ�, ð27Þ

½lc1, lc2, lc3�T are the inertia, mass, and length vectors, respec-
tively, for the j-th centroid, and g = 9:81m/s2.

Table 2: Denavit-Hartenberg parameters with sensor system
inclusion.

j DoF½ � θj rad½ � dj m½ � aj m½ � αj rad½ �
1 〠n

i=0
�f i di/dti
� �

~q1 l1 0 π/2

2 〠n

i=0 �gi di/dti
� �

~q2 + π/2 0 l2 0

3 〠n

i=0
�hi di/dti
� �

~q3 0 l3 0

6 Journal of Sensors



Separating each element of vector (25) and calculating

τ1 =
d
dt

∂
∂ _q1

L q, _qð Þ
� 


− 0 + Fτ
f 1,

τ2 =
d
dt

∂
∂ _q2

L q, _qð Þ
� 


−
∂
∂q2

L q, _qð Þ + Fτ
f 2,

τ3 =
d
dt

∂
∂ _q3

L q, _qð Þ
� 


−
∂
∂q3

L q, _qð Þ + Fτ
f 3, ð28Þ

where

d
dt

∂
∂ _q1

L q, _qð Þ
� 


= I1 + I2 + I3 +m2l
2
c2 sin q2ð Þð Þ2�

+m3l
2
2 sin q2ð Þð Þ2 +m3l2lc3 sin q2ð Þ sin

� q2 + q3ð Þ +m3l
2
c3 sin q2 + q3ð Þð Þ2�€q1

+ 2m2l
2
c2 sin q2ð Þ cos q2ð Þ�

+ 2m3l
2
2 sin q2ð Þ cos q2ð Þ

+m3l2lc3 cos q2ð Þ sin q2 + q3ð Þ
+m3l2lc3 sin q2ð Þ cos q2 + q3ð Þ
+ 2m3l

2
c3 sin q2 + q3ð Þ cos q2 + q3ð Þ� _q1 _q2

+ m3l2lc3 sin q2ð Þ cos q2 + q3ð Þ½
+ 2m3l

2
c3 sin q2 + q3ð Þ cos q2 + q3ð Þ� _q1 _q3

+ I2 + I3½ �€q2 + I3€q3,

d
dt

∂
∂ _q2

L q, _qð Þ
� 


= I2 + I3½ �€q1 + I2 + I3 +m2l
2
c2

�
+m3l

2
c2 +m3l2lc3 cos q3ð Þ�€q2

+ I3 +m3l
2
c3 +m3l2lc3 cos q3ð Þ� �

€q3
−m3l2lc3 sin q3ð Þ _q2 _q3 + _q23

� �
,

d
dt

∂
∂ _q3

L q, _qð Þ
� 


= I3€q1 + I3 +m3l
2
c3 +m3l2lc3 cos q3ð Þ� �

€q2

+ I3 +m3l
2
c3

� �
€q3 −m3l2lc3 sin q3ð Þ _q2 _q3,

ð29Þ

∂
∂q1

L q, _qð Þ = 0,

∂
∂q2

L q, _qð Þ = m2l
2
c2 sin q2ð Þ cos q2ð Þ�

+m3l
2
2 sin q2ð Þ cos q2ð Þ

+ 1
2m3l2lc3 sin q2ð Þ cos q2 + q3ð Þð

+ cos q2ð Þ sin q2 + q3ð ÞÞ +m3l
2
c3 sin

� q2 + q3ð Þ cos q2 + q3ð Þ� _q21
+m2glc2 sin π − q2ð Þ +m3gl2 sin π − q2ð Þ
+m3glc3 sin π − q2 − q3ð Þ,

∂
∂q3

L q, _qð Þ = 1
2m3l2lc3 sin q2ð Þ cos q2 + q3ð Þ
�
+m3l

2
c3 sin q2 + q3ð Þ cos q2 + q3ð Þ� _q21

−m3l2lc3 sin q3ð Þ 1
2 _q22 + _q2 _q3


 �
+m3glc3 sin π − q2 − q3ð Þ,

ð30Þ

Defining the Coriolis forces and gravitational vectors,
respectively, as

C q, _qð Þ _q = _M qð Þ _q − ∂
∂q

1
2 _q

TM qð Þ _q
� 


,

G qð Þ = ∂U qð Þ
∂q

, ð31Þ

and including (2) in (24), the torque vector takes the form

τ =M ~qð Þ d
2

dt2
〠
n

i=0

�βi
di

dti
~q + C ~q, _~q

� � d
dt

�〠n

i=0
�βi

di

dti
~q + G ~qð Þ + Fτ

f ~q, _~q
� �

:

ð32Þ

Rearranging results presented in (29) and (30) and also
including (2), the elements of (32), (Mð~qÞ, Cð~q, _~qÞ, and Gð~q
Þ), are obtained and given in the following form\scale95%{{

M ~qð Þ =
M11 I2 + I3 I3

I2 + I3 M22 M23

I3 M32 I3 +m3l
2
c3

2664
3775, ð33Þ

where

M11 = I1 + I2 + I3 + m2l
2
c2 +m3l

2
2

� �
sin 〠

n

i=0
�gi

di

dti
~q2

 ! !2

+m3l2lc3 sin 〠
n

i=0
�gi

di

dti
~q2

 !
sin 〠

n

i=0
�gi

di

dti
~q2 + 〠

n

i=0
�hi

di

dti
~q3

 !

+m3l
2
c3 sin 〠

n

i=0
�gi

di

dti
~q2 + 〠

n

i=0
�hi

di

dti
~q3

 ! !2

,

M22 = I2 + I3 +m2l
2
c2 +m3l2lc3 cos 〠

n

i=0

�hi
di

dti
~q3

 !
,

M23 =M32 = I3 +m3l
2
c3 +m3l2lc3 cos 〠

n

i=0
�hi

di

dti
~q3

 !
, ð34Þ

C ~q, _~q
� �

=

2A d
dt

〠
n

i=0
�hi

di

dti
~q2 0 2B d

dt
〠
n

i=0
�f i

di

dti
~q1

−A
d
dt

〠
n

i=0

�f i
di

dti
~q1 −2D d

dt
〠
n

i=0

�hi
di

dti
~q3 −2D d

dt
〠
n

i=0

�hi
di

dti
~q3

−B
d
dt

〠
n

i=0

�f i
di

dti
~q1 D

d
dt

〠
n

i=0
�gi

di

dti
~q2 0

266666666664

377777777775
,

ð35Þ

where
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Additionally, the friction vector symbolic form

Fτ
f ~q, _~q
� �

= Fτ
f 1 Fτ

f 2 Fτ
f 3

� �T , ð40Þ

must be included in the dynamic model.
Even more, the same results presented in (33)–(39) are

obtained, when (2) is directly included in the Euler-
Lagrange (24) and in (31), as follows

τ =M ~qð Þ d2

dt2
〠
n

i=0
�βi

di

dti
~q

" #
+ _M ~qð Þ d

dt
〠
n

i=0
�βi

di

dti
~q

" #

−
∂
∂q

1
2

d
dt

〠
n

i=0
�βi

di

dti
~q

" #T
M ~qð Þ d

dt
〠
n

i=0
�βi

di

dti
~q

" #24 35
+ ∂U ~qð Þ

∂q
+ Fτ

f ~q, _~q
� �

,

C ~q, _~q
� � d2

dt2
〠
n

i=0
�βi

di

dti
~q

" #

= _M ~qð Þ d
dt

〠
n

i=0
�βi

di

dti
~q

" #

−
∂
∂q

1
2

d
dt

〠
n

i=0
�βi

di

dti
~q

" #T
M ~qð Þ

24
� d

dt
〠
n

i=0
�βi

di

dti
~q

" ##
G ~qð Þ = ∂U ~qð Þ

∂q
,

ð41Þ

where

�βi =

�f i 0 0
0 �gi 0
0 0 �hi

2664
3775,

χ1 = q = 〠
n

i=0
�f i

di

dti
~q1, 〠

n

i=0
�gi

di

dti
~q2, 〠

n

i=0
�hi

di

dti
~q3

" #T
,

χ2 = _q = d
dt

〠
n

i=0
�f i

di

dti
~q1,

d
dt

〠
n

i=0
�gi

di

dti
~q2,

d
dt

〠
n

i=0
�hi

di

dti
~q3

" #T
,

ð42Þ

which proves dynamics invariance to sensor inclusion.

2.2.2. Extensive Considerations. Even more, for a serial robot
with 2-DoF, from Tables 1 to 2, line i = 3 must be removed
and (16) becomes

H =
O2×2 X2×1

0 1

" #
, ð43Þ

A = m2l
2
c2 +m3l

2
2

� �
sin 〠

n

i=0
�gi

di

dti
~q2

 !
cos 〠

n

i=0
�gi

di

dti
~q2

 !
+ m3l2lc3

2 cos

� 〠
n

i=0
�gi

di

dti
~q2

 !
sin 〠

n

i=0
�gi

di

dti
~q2 + 〠

n

i=0
�hi

di

dti
~q3

 !
+ B,

ð36Þ

B = 1
2m3l2lc3 sin 〠

n

i=0
�gi

di

dti
~q2

 !
cos 〠

n

i=0
�gi

di

dti
~q2 + 〠

n

i=0
�hi

di

dti
~q3

 !

+m3l
2
c3 sin 〠

n

i=0
�gi

di

dti
~q2 + 〠

n

i=0

�hi
di

dti
~q3

 !
cos 〠

n

i=0
�gi

di

dti
~q2 + 〠

n

i=0

�hi
di

dti
~q3

 !
,

ð37Þ

D = 1
2m3l2lc3 sin 〠

n

i=0
�hi

di

dti
~q3

 !
, ð38Þ

G ~qð Þ = −g

0

m2lc2 +m3l2ð Þ sin π − 〠
n

i=0
�gi

di

dti
~q2

 !
+m3lc3 sin π − 〠

n

i=0
�gi

di

dti
~q2 − 〠

n

i=0
�hi

di

dti
~q3

 !

m3lc3 sin π − 〠
n

i=0
�gi

di

dti
~q2 − 〠

n

i=0
�hi

di

dti
~q3

 !

266666664

377777775
: ð39Þ

8 Journal of Sensors



with

�βi =
�f i 0
0 �gi

" #
,

χ1 = q = 〠
n

i=0

�f i
di

dti
~q1, 〠

n

i=0
�gi

di

dti
~q2

" #T
,

χ2 = _q = d
dt

〠
n

i=0
�f i

di

dti
~q1,

d
dt

〠
n

i=0
�gi

di

dti
~q2

" #T
:

ð44Þ

Also, when a 1-DoF is considered, from Tables 1 to 2, line
i = 2, 3 must be removed and (16) becomes

H =
O1×1 X1×1

0 1

" #
, ð45Þ

with

�βi = �f i
� �

,

χ1 = q = 〠
n

i=0
�f i

di

dti
~q1,

χ2 = _q = d
dt

〠
n

i=0

�f i
di

dti
~q1:

ð46Þ

Since procedures (16)–(40) have intermediated out-
comes, it is easy to compute results for a 1-DoF and for a
2-DoF robot, to obtain the same conclusions.

Further, invoking the induction method, these results can
be extended to serial robots with k-DoF for all k ≥ 1.

In order to deal with sensor inclusion mathematical com-
plexity, the following remarks are useful for practical imple-
mentations:

dp

dtp
〠
n

i=0
�βi

di

dti
~q = 〠

n

i=0
�βi

di+p

dti+p
eq: ð47Þ

Remark 4. For the case to consider matrix βi as a constant,
the following identity should be used, in order to simplify
the algebraic complications,

And for the case to consider matrix βi = I,

dp

dtp
〠
n

i=0
�βi

di

dti
~q = 〠

n+p

i=p

di

dti
~q: ð48Þ

Remark 5. For initial conditions at the origin ~qð0Þ = _~qð0Þ =
_~qð0Þ =⋯ = 0, the Laplace transform for sensors of the k-th
order with βi = I,

L 〠
n

i=0

di

dti
~q

" #
= ~Q sð Þ〠

n

i=0
si =Q sð Þ, ð49Þ

such that

f qð Þ =L−1 Q sð Þ
∑n

i=0 si

� 

: ð50Þ

2.3. Control Using n-th Order Sensors’ Output. Now, in order
to take advantage of Claim 1, the following control conclu-
sions are given:

Assumption 3. It is assumed that sensors are previously well
characterized, i.e., both n (the order of every sensor) and sen-
sor’s dynamics are known; this implies that ε→ 0.

Claim 2. Supported by Theorems 2 and 3, and if q∗ → q, it
can be claimed that equation (2) becomes the method to
identify q from ~q to control (14), which represents the robot
with n -th order sensor inclusion. Thus,

e = Xref − 〠
n

i=0
�βi

di

dti
eq, ð51Þ

where e ∈ℝk is the tracking error, and Xref ∈ℝk represents
the reference signal.

The method is depicted in Figure 4, where the dashed
squared block of the negative feedback represents (2).

Note 1. Solution ~q of (2) cannot be directly used to control
(6).

Extension of Claim 2. In [18], the Lasalle-invariance princi-
ple (generally used to show asymptotic stability in the Lyapu-
nov approach) is extended to nonautonomous switching
systems. This implies that Claim 2 is valid using both
continuous-based and discontinuous-based controllers, e.g.,
Proportional Integral Derivative (PID) control and Sliding
Mode (SM) controllers.

Even more, in [19], an extensive study to show the con-
trol of MIMO systems by the twisting-algorithm (a second-
order SM control) is presented, showing asymptotic conver-
gence of the system trajectories to the selected sliding
manifold.

Further, in order to review the stability for biorder SM
(twisting-algorithm included) control with variable PID
gains, [20] can be consulted.

3. Implementation Example

To verify the validity of Claims 1 and 2, this example is
designed to solve the trajectory tracking control of the
anthropomorphic robot with 3-DoF (see Figures 2, 3, and
5) when n-th order sensors are included on it and when con-
ditions (including assumptions) are accomplished.
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Selecting n = 2, and

�β0 =
1 0 0
0 0:9 0
0 0 1

2664
3775,

�β1 =
0:5 0 0
0 0 0
0 0 0:3

2664
3775,

�β2 =
0:1 0 0
0 0 0
0 0 0

2664
3775,

ð52Þ

linear sensors, with constant coefficients of order two, zero,
and one, are included in joints one, two, and three, respec-
tively, as

q∗1 = ~q1 +
1
2
_~q1 +

1
10

€~q1,

q∗2 =
9
10 ~q2,

q∗3 = ~q3 +
3
10

_~q3: ð53Þ

Reference signal to track for the robot is selected as

Xref
1 =

1
2 if 0 ≤ t ≤ 5,

−
1
2 if 5 < t ≤ 10,

8>><>>:
Xref
2 = 2

5 sin 2
5π t

 �

,

Xref
3 = 2

50 t +
1
10 :

ð54Þ

Thus, the ideal form of sensor systems is

~q1 +
1
2
_~q1 +

1
10

€~q1 = ± 1
2 ,

9
10 ~q2 =

2
5 sin 2

5π t

 �

,

~q3 +
3
10

_~q3 =
2
50 t +

1
10 :

ð55Þ

Solving for ~q, for the open-loop system, the solution has
the structure

~q1 =
1
2 ∓

1
2 exp −

5
2 t


 �
cos

ffiffiffiffiffi
15

p��� ���
2 t

0@ 1A ∓
5

2
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15

p��� ��� exp
� −

5
2 t


 �
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15
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2 t
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Figure 4: Block diagram of the closed-loop control with sensor
inclusion.

Figure 5: Actual 3-DoF anthropomorphic robot arm parameter
model.

Table 3: Parameters of the actual 3-DoF anthropomorphic robot
arm.

Link
number i
(DoF)

Total
length l
[m]

Centroid
length lc [m]

Total
mass m
[kg]

Inertia
average I
[kg ·m2]

1 0.218 0.162 2.8 0.88

2 0.16 0.058 1.2 0.96

3 0.255 0.12 0.52 1.08
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~q2 =
4
9 sin 2

5π t

 �

,

~q3 =
11
125 + 1

25 t −
11
125 exp −

10
3 t


 �
: ð56Þ

As the second and third terms in ~q1 are negative for
Xref
1 = 1/2 and they are positive for Xref

1 = −1/2, then, the form
of solution ~q exists and is unique.

Note 2. Equations (55)–(56) are not included in the control
method; they just show the ideal solution structure. For
closed-loop control purposes, ~q are obtained dynamically
from sensor’s output.

Even more, for selecting parameters of Table 3 and fric-
tion models, the actual robot shown in Figure 5 was used,
but no other application was performed using the real robot.

The following friction values are used:

f1 = 0:24 _q1 kg · m
2

s

� 

+ 0:16 sgn _q1 kg · m

2

s2

� 

,

f2 = 0:21 _q2 kg · m
2

s

� 

+ 0:18 sgn _q2 kg · m

2

s2

� 

,

f3 = 0:17 _q3 kg · m
2

s

� 

+ 0:15 sgn _q3 kg · m

2

s2

� 

, ð57Þ

where it is possible to see that if any articular velocity of the
robot becomes zero, then the corresponding friction equa-
tion is reduced to zero; the sign function (sgn) appears in
the second terms. This vector includes friction forces pro-
duced by ball bearings, gear boxes, and drive belts. Thus,
the approximated values can be obtained directly from the
manufacturer’s mechanical components.

Substituting the parameters of Table 3 in (33)–(39) con-
sidering the friction model, and including sensors (52),
numerical values for M, C, G, and Fτ

f are given by

M ~qð Þ =
M∗

11 2:04 1:08
2:04 M∗

22 M∗
23

1:08 M∗
32 1:0875

2664
3775, ð58Þ

where

with the following numerical values

A∗ = 17:3 sin 0:9~q2ð Þ cos 0:9~q2ð Þ½
+ 4:992 cos 0:9~q2ð Þ sin
� 0:9~q2 + ~q3 + 0:3 _~q3
� �i
× 10−3 + B∗,

ð60Þ

B∗ = 4:992 sin 0:9~q2ð Þ cos 0:9~q2 + ~q3 + 0:3 _~q3
� �h

+ 7:488 sin 0:9~q2 + ~q3 + 0:3 _~q3
� �

cos

� 0:9~q2 + ~q3 + 0:3 _~q3
� �i

× 10−3,

ð61Þ

D∗ = 4:992 sin ~q3 + 0:3 _~q3
� �h i

× 10−3, ð62Þ

M∗
11 = 2:92 + 17:3 sin2 0:9~q2ð Þ�

+ 9:984 sin 0:9~q2ð Þ sin 0:9~q2 + ~q3 + 0:3 _~q3
� �

+ 7:488 sin2 0:9~q2 + ~q3 + 0:3 _~q3
� �i

× 10−3,

M∗
22 = 2:044 + 9:984 cos ~q3 + 0:3 _~q3

� �h i
× 10−3,

M∗
23 =M∗

32 = 1:0875 + 9:984 cos ~q3 + 0:3 _~q3
� �h i

× 10−3,

C ~q, _~q
� �

=

1:8€~q2A∗ 0 2 _~q1 + €~q1 + 0:2   ~q1
� �

B∗

− _~q1 + 0:5€~q1 + 0:1   ~q1
� �

A∗ − 2 _~q3 + 0:6€~q3
� �

D∗ − 2 _~q3 + 0:6€~q3
� �

D∗

− _~q1 + 0:5€~q1 + 0:1    ~q1
� �

B∗ €~q2D
∗ 0

2666664

3777775, ð59Þ
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G ~qð Þ =

0
0:1528 sin π − 0:9~q2ð Þ + 0:0624 sin π − 0:9~q2 − ~q3 − 0:3 _~q3

� �
0:0624 sin π − 0:9~q2 − ~q3 − 0:3 _~q3

� �
26664

37775,
ð63Þ

Fτ
f ~q, _~q
� �

=

0:24 _~q1 + 0:12 €~q1 + 0:024     ~q1 + 0:16 sgn _~q1 + 0:5 €~q1 + 0:1     ~q1
� �

0:189 _~q2 + 0:18 sgn _~q2
� �

0:17 _~q3 + 0:051 €~q3 + 0:15 sgn _~q3 + 0:3 €~q3
� �

2666664

3777775:

ð64Þ
3.1. Controllers Used. Two techniques with different control
properties are considered in this example to solve the trajec-
tory tracking problem of the considered robot: the classical
Proportional Integral Derivative (PID), and a Variable Struc-
ture System-based method.

The PID technique produces a smooth control signal,
given by,

upid = Kp e + Ki

ðt1
t0

e dt + Kd
de
dt

, ð65Þ

where upid ∈ℝ3 represents the value for the torque (control
signal); Kp ∈ℝ3, Ki ∈ℝ3, and Kd ∈ℝ3 are the proportional,

integral, and derivative gains, respectively; and e = q − Xref

∈ℝ3 represents the tracking error of the control system, with
Xref as the reference signal. For this example, the PID con-
troller is tuned with Kp = 1000, Ki = 500, and Kd = 400 for
every one of the robot joints.

The other considered technique is the following Sliding
Mode Control (SMC) of order two,

usmc = −r1 sgn eð Þ − r2 sgn _eð Þ,
r1 > r2 ≥ 0,

ð66Þ

where usmc ∈ℝ3 represents the control signal generated by
the SMC; r1, r2 ∈ℝ3 are the so-called twisting parameters;
and sgn ð·Þ is the well-known sign function. For this exam-
ple, the twisting controller is tuned with r1 = 100 and r2 = 50,
for the first joint; r1 = 150 and r2 = 75, for the second joint;
and, r1 = 50 and r2 = 25, for the third joint.

Thus, the whole control system for this implementation
example is depicted in Figure 6, where the reference signal
(54), the control either (65) or (66), the robot (58)–(64),
and the sensors (52)–(53), along with the closed-loop feed-
back given by Claim 2, are included.

3.2. Simulation Results. It is worth to mention that this sec-
tion is not intended to show the benefits of the two control
techniques presented, but to show that the robot with n-th
order sensor inclusion has controllability properties.

Figures 7, 8, 9 show the performance of the first, second,
and third joints of the robot in tracking a square wave form, a
sine wave, and an upward sloping function, respectively (in

dashed red line), under the control of the PID (continuous
black line) and under the SMC (continuous blue line).

In these simulations, the characteristic behaviour of both
controllers can be appreciated, which supports that Claim 2
is correct. The PID is tuned with high gain values to obtain
fast convergence and also to avoid large overshoots. Never-
theless, the PID comes out from convergence when an adja-
cent joint suddenly changes, i.e., the sudden change of a

q~
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Figure 6: Closed-loop control diagram with sensor inclusion for
this implementation example.
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joint impacts (or even shocks) the convergence of the adja-
cent ones. Also, it can be appreciated that the SMC is a robust
control technique, because it never comes out from conver-
gence once it is reached (after the transient state).

Even more, Figure 10 shows an enlarged view of Figure 7
from 6 to 6.5 [s], where the so-called chattering effect pro-
duced by the SMC appears.

4. Conclusions

As a result of this work, it is possible to affirm that serial
robots can be controlled by taking advantage of the output
of n-th order sensory systems, provided the following condi-
tions and assumptions are fulfilled.

Conditions:

(1) The solution of the differential equations that
describe the dynamics of individual sensors must
exist and be unique

(2) The identification value of the actual robot’s position
should be negligible, ε→ 0

(3) The dynamics of the electromechanical plant with n
-th order sensor inclusion should be invariant with
respect to the dynamics of the plant’s output. In this
work, it has been demonstrated that for the case of
serial robot manipulators with k-DoF, this condition
is always fulfilled

Assumptions:

(1) The value of the plant’s output ~q is always available to
be used by the closed-loop control system

(2) Coefficients of terms that describe the sensor dynam-
ics are known. In this work, these terms are repre-
sented by diagonal matrices �βi with i = 1,⋯, n in (2).

(3) Plant’s dynamics is known, i.e., the differential equa-
tion that model plant’s dynamics is characterized

Then, serial robot manipulators are controllable using
either continuous or variable structure-based controllers,
and the differential equation that models sensor dynamics
becomes the method to obtain the feedback for the closed-
loop control.
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Tiltrotor aircraft possesses redundant actuators in take-off phase and its flight control is more complicated than ordinary aircraft
because the structural and dynamic characteristics keep changing due to tilting rotors. One of the fundamental bases for flight
control is trim, which provides steady flight states under various conditions and then constructs the reference trajectory.
Tiltrotor aircraft trim models are described by multivariate nonlinear equations whose initial values are difficult to determine
and bad initials could lead to incorrect solution for flight control. Therefore, an innovative trim method is proposed to solve this
issue. Firstly, genetic algorithm (GA), which possesses strong capability in searching global optimum, is adopted to identify a
coarse solution. Secondly, the coarse solution is further refined by the Levenberg-Marquardt (LM) method for precise local
optimum. The innovative trim method combines the advantages of these two algorithms and is applied to a tiltrotor aircraft’s
flight control in the transition process of incline take-off. The limitation of trajectory is discussed, and tilt corridor is
constructed. Finally, the incline take-off simulations are conducted and the effectiveness of the proposed trim method is verified
through good match with the designed reference trajectory.

1. Introduction

Tiltrotor aircraft which is capable of taking-off/landing verti-
cally and cruise at high speed simultaneously combines the
advantages of rotorcraft and fixed-wing aircraft. These char-
acteristics make tiltrotor aircraft a research hotspot for recent
years [1–3]. Tilt rotors provide the aircraft with the ability of
vector tension, which not only expands its operating condi-
tions but also entangles its flight control [4, 5]. In the process
of rotor tilting, it is very important yet very difficult to imple-
ment the stability control of aircraft attitudes. The adjust-
ment of the rotor tilt angle during take-off or landing
causes significant changes in the structural and mechanical
properties of the aircraft, eventually resulting in obvious
changes in flight control parameters. Under such circum-
stances, accidents are more likely to happen during take-off
or landing [6–10].

To achieve attitude stabilization, trim is needed, which is
applied to determine the steady flight states in the design of

the flight control algorithms. The equilibrium states of the
aircraft play an important role in aircraft attitude response
calculation, stability analysis, and flight control law design
[11]. After trim then come the flight simulation and param-
eter adjustment for better flight performance [12]. However,
since the tiltrotor aircraft has more actuators (control planes
and propellers) than ordinary fixed-wing aircraft or rotor-
craft, the aerodynamic of tiltrotor aircraft is more complex,
which leads to the trim of the tiltrotor aircraft being more
complicated and difficult than that of ordinary aircrafts
[13]. Especially in the stage of rotor tilting when take-off or
landing, the aircraft is controlled through both the direct
force provided by the rotating propellers and the aerody-
namic force derived from control planes. The actuator
redundancy and force complexity lead to difficulty in attitude
stabilization, which in turn demands more for trim. Tradi-
tional trim methods designed for ordinary aircrafts reveal
the disadvantages such as lower efficiency and poor robust-
ness. Therefore, a more efficient, robust, and accurate trim
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method is needed in the design of tiltrotor aircraft fight
control.

In the process of trim, it is required to solve the multivar-
iable time-varying nonlinear equations whose initial values
are difficult to determine, and the globally optimal solutions
are usually not unique. Several traditional methods such as
the Newton method, gradient descent method, and
Levenberg-Marquardt (LM) method have been used in trim
[14–16], but they are so dependent on the initial values that
tiny difference may lead to the locally optimal solution rather
than the globally optimal solution. Besides, inaccurate initial
values increase the number of iterations or even cause diver-
gence of the solution. Genetic algorithm (GA) is capable of
searching the optimal solution effectively in global scope
and achieving a robust convergent in wide range, which is
suitable for solving complex nonlinear optimization prob-
lems [17, 18]. However, GA’s ability of local search for opti-
mum is weak, so the premier results derived from GA should
be further promoted. They can be applied as the initial values
for the traditional nonlinear programming algorithms for
better local search performance. Combined with their respec-

tive advantages, the globally optimal solution for nonlinear
problems can be obtained in a fast, robust, and accurate way.

In this paper, an innovative trim method for tiltrotor air-
craft is proposed. Firstly, GA is adopted in the primary trim
procedure to achieve a coarse solution in global scale, and
secondly, the coarse solution is assigned as the initial value
of the LM method for more precise local solution. In this
way, GA’s solution guarantees the optimality of the solution
in global scale while LM’s solution insures the precision of
the solution in local scale. Hence, the nonlinear trim equa-
tions can be solved efficiently, robustly, and precisely. Finally,
the proposed innovative trim method is verified through
flight simulation of the tiltrotor aircraft under the reference
take-off trajectory.

2. Mechanical Model

The tiltrotor aircraft studied in this paper, JDW-1-1, is an
electric blended wing body (BWB) Unmanned Aerial Vehicle
designed and manufactured by our team as shown in
Figure 1. JDW-1 has several emerging technologies that make

Figure 1: The tiltrotor aircraft studied in this paper.
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Figure 2: Coordinate systems of the tiltrotor aircraft.
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it an advanced and unique aircraft. First, the tiltrotors give
JDW-1 the ability to take off and land without a runway,
the flexibility being improved. Second, the blended wing
body (BWB) configuration provides good stealth and relative
high lift-to-drag ratio at the same time. Finally, JDW-1 is
purely electric powered without any combustion engines, so
the flight control efficiency is higher and more environmen-
tally favorable.

JDW-1 has two main propellers which can be tilted con-
tinuously by steering engines on both tips of the wings and a
supplementary shrouded propeller at the tail for pitch stabi-
lization when taking off or landing. The supplementary
shrouded propeller can also be tilted along the lateral axis
of the aircraft, but the range of tilt angle is only from −π/6
to π/6. Besides, it has two flaps for attitude control in level
flight. Based on this structure, the mechanical model is
detailed in the following aspects.

2.1. Coordinate System. The aerodynamic forces and
moments are defined in airflow frame while the forces and
moments of rotors are computed in rotor frame. Besides
body frame and navigation frame also need to be set up in
the mechanical model of six degree of freedom (DOF). A
series of coordinate systems (CSs) are presented in Figure 2.
The five CSs are the navigation CS On − XnYnZn, body CS
Ob − XbYbZb, airflow CS Ow − XwYwZw, three rotor-fixed
CS Omi − XmiYmiZmi ði = 1,2,3Þ, and centroid CS coinciding
with the body CS.

On − XnYnZn denotes the navigation frame which coin-
cides with the geographic frame, north east and down (NED).

Ob − XbYbZb denotes the aircraft body frame. Ob is at the
center of gravity, Xb is pointing to the front of the aircraft, Yb
is pointing right, and Zb is defined by the right-hand rule.
The rotation from NED to the body CS is defined by Euler
angles.

Ow − XwYwZw denotes the air speed direction. Ow is at
the center of gravity, Xw is pointing at the direction of air-
speed Va, Zw is pointing down of the aircraft, and Yb is
defined by the right-hand rule. Rotation from the body CS
to the airflow CS is defined by the angle of attack α and
sideslip β.

Omi − XmiYmiZmi ði = 1,2,3Þ are the rotor coordinates sys-
tem which are fixed with three rotor engines, respectively,
and tilt with them as shown below.

2.2. Dynamic Equations. The tiltrotor aircraft is assumed to
be symmetrical relative to the plane XbObZb of the body CS
while ignoring the centroid changes caused by the rotor tilt-
ing. According to Newton’s second law, F being the external
force acting on the airplane’s center of mass and m being the
mass of the aircraft, their relationship can be shown as
follows:

F = d
dt

mVð Þ =m
δV
δt

+ ω ×V
� �

, ð1Þ

where δV/δt = _ui + _vj + _wk, where V is the aircraft speed in
the body CS and u, v,w are the projection of V in the body

CS. ω = pi + qj + rk are the projections of the angular velocity
of the body in the body CS. The component form is as
follows:

Fx =m _u + qw − rvð Þ,
Fy =m _v + ru − pwð Þ,
Fz =m _w + pv − quð Þ:

8>><
>>: ð2Þ

According to Euler’s equation of rotation M = I _ω + ω ×
Iω = I _ω +ΩIω, the external moment M is derived in a
component form as follows:

Mx = Ixx _p − Iyy − Izz
� �

qr − Ixz _r + pqð Þ,
My = Iyy _q − Izz − Ixxð Þpr − Ixz p2 − r2

� �
,

Mz = Izz _r − Ixx − Iyy
� �

pq + Ixz qr − _pð Þ:

8>><
>>: ð3Þ

Equations (2) and (3) are the six degree of freedom
dynamic equations for tiltrotor aircraft.

2.3. Rotor Model. The tension and moments of the rotors
expressed in body CS can be converted from rotor-fixed CS
according to the following equations:
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ð4Þ

where Tr is the tension provided by the rotor and αr is the tilt
angle with the rotor pointing vertically being π/2 and
horizontally being 0. xr , yr , and zr are the distances between
the rotor and body center.
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Slipstream 
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Figure 3: Zone division on the wing.
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2.4. Wing Model. The aerodynamic forces and moments
acting on the tiltrotor aircraft, such as lift force Lw, resistance
Dw, lateral force Cw, rolling moment LA, pitching moment
MA, and yaw moment NA in the airflow CS are calculated in
the airflowCS and then converted into the body CS. Since part
of the wing is under themain propeller when it is pointing ver-
tically, the propeller’s wake will aerodynamically interfere with
the wing [19, 20]. Therefore, it is necessary to divide the wing
area into slipstream zone and slipstream free zone to analyze
the aerodynamic forces and moments, respectively. As shown
in Figure 3, the slipstream zone refers to the area directly
affected by the propeller’s wake, while the free zone refers to
the area unaffected. According to References [21, 22], the area
of slipstream zone is the largest when the tiltrotor aircraft is
vertically taking off and landing. When the rotor tilt angle is
less than π/6, the area of the slipstream zone is 0. In practice,
the slipstream area can be calculated approximately according
to the following formula:

Swsr = Smax sin a
π

2 − αr
� �� �

+ cos b
π

2 − αr
� �� �h i umax − u

umax
, αr >

π

6 ,

ð5Þ

where Smax = 2ηsrRrcW is the maximum area of slipstream
zone, namely, the area swept by the rotor’s radius on the wing
when the aircraft is hovering; ηsr is the slipstream correction
factor; and umax is the maximum x component speed in body
CS. Parameters a and b yield the following constraints and can
be obtained numerically: a = 1:386 and b = 3:114.

sin a
π

2
� �

+ cos b
π

2
� �

= 1,

sin a
π

3
� �

+ cos b
π

3
� �

= 0:

8><
>: ð6Þ

Assume the right wing area of the aircraft is Swr while the
area of slipstream-free zone is Swf r = Swr − Swsr. The coordi-
nates of the aerodynamic pressure centers of the slipstream
zone and slipstream free zone on the right wing are ðxwsr ,
ywsr , zwsrÞ and ðxwf r , ywf r , zwf rÞ, respectively. Then, the
velocity of the slipstream zone and slipstream free zone at this
point can be expressed as follows:

Vwsr = Va +Ωwsr ⋅ ω,

Vwf r =Va +Ωwf r ⋅ ω +
uif s

0
wif s

2
664

3
775, ð7Þ

where the skew symmetric matrix

Ω =
0 z −y

z 0 x

y −x 0

2
664

3
775 ð8Þ

is defined and uif s andwif s are the decomposition of the inter-

ference of the propeller wake to the wing in the body CS. Then,
the angle of attack, sideslip of slipstream zone, and slipstream
free zone of the wing can be calculated as follows:

αwsr = sin−1 wwsrffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2wsr +w2

wsr

p
 !

, βwsr = sin−1 vwsr
Vwsrj j

� �
,

αwf r = sin−1
wwf rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2wf r +w2
wf r

q
0
B@

1
CA, βwf r = sin−1

vwf r

Vwf r

		 		
 !

:

ð9Þ

Then, the force and moment generated by the right wing
that determine the attitude of the aircraft are given by

Lwsr =
1
2 ρV

2
wsrSwsrClwsr ,

Dwsr =
1
2 ρV

2
wsrSwsrCdwsr ,

Mwsr =
1
2 ρV

2
wsrSwsrCmwsrlwr ,

Lwf r =
1
2 ρV

2
wf rSwf rClwf r ,

Dwrf =
1
2 ρV

2
wf rSwf rCdwf r ,

Mwf r =
1
2 ρV

2
wf rSwf rCmwf rlwr ,

ð10Þ

where lwr is the mean geometric chord length of the right
wing. In addition, since lateral force Cw, rolling moment
LA, and yaw moment NA are less affected by the wake, a

Start

Initial population

Fitness evaluation

Selection

Crossover

Mutation

Fitness evaluation

Satisfy 

Over
Y

N
termination?

Figure 4: Flow chart of genetic algorithm.
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formula without interference of the wake can be expressed
as follows:

Cw = 1
2 ρV

2
wSwCC ,

LA =
1
2 ρV

2
wSwClb,

NA =
1
2 ρV

2
wSwCnb:

ð11Þ

Finally, the determined angle of attack and the side slip
angle and the force and moment generated by the left and
right wings are converted into the body CS.

2.5. Gravity Model. Convert the aircraft gravity into the body
CS through the following equations:

Tgx

Tgy

Tgz

2
664

3
775 =

−sin θ

sin φ cos θ
cos φ cos θ

2
664

3
775mg: ð12Þ

3. Trim Procedure

3.1. Genetic Algorithm. Genetic algorithm is a random search
algorithm that simulates natural selection and genetic behav-
ior in living nature. The procedure of the genetic algorithm is
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Figure 5: Result of GA when the tilt angle of main rotors is 50 degrees.

Table 1: Trim results with different size of population.

Population
X

Minimum fitness score Mean fitness score
Tm (N) Tn (N) φ (degree) Va (m/s) δt (degree) δd (degree)

60 -92.112 5.525 0.05521 29.273 1.3932 3.5531 6989.4 7009.1

100 -29.868 -0.2532 0.03731 32.426 0.3043 0.1151 2:06 × 10-5 0.0615

200 -29.861 -0.2384 0.03691 32.218 0.3039 0.1140 1:52 × 10-6 8:22 × 10-5

500 -29.861 -0.2384 0.03691 32.218 0.3039 0.1140 2:72 × 10-6 1:92 × 10-6
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shown in Figure 4. The parameters to be solved are encoded
to represent as chromosomes. One unsolved parameter cor-
responds to one chromosome, and all chromosomes consti-
tute an individual, namely, a full state, which is a whole set
of solution to equations. At the beginning, several individuals
are randomly generated within the boundaries as the initial
population. Then, selection, crossover, mutation, and other
operations are carried out by an iterative method to exchange
chromosome information. Better individuals are screened
according to the fitness of the chromosomes. Finally, the
chromosomes that meet the optimization target are
generated.

3.2. Trim States. We demonstrate the trim results by taking
the flight states when its rotor tilt angle is 50° as an example,
since both vertical and the horizontal states are involved,
making it a representative case. The trim states to be deter-
mined include the synchronous tilt angles of the main rotors
αm = αr = αl, differential tilt angles of the main rotors βm =
−βr = βl, tensions of both main propellers Tl and Tr , tension
and the tilt angle of the back supplementary shrouded pro-
peller Tb and αb, translational angle δt and differential angle
δd of the aileron, and airspeed Va and three aircraft attitudes,
namely, pitch, roll, and yaw. The vector with a total of 12
states is as follows:
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Figure 6: Convergence result for population size of 100 (a) and 500 (b).
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Figure 7: Convergence result for crossover probability of 0.2 (a) and 0.8 (b).
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X = αm βm Tl Tr Tb αb δt δd Va θ φ ψ½ �:
ð13Þ

As the aircraft does not achieve enough airspeed when
the tilt angle of main rotor is 50 degrees, the control efficiency
of the supplementary shrouded propeller is relatively low.
Therefore, it is assumed that its tension Tb and its inclination
angle αb are 0. For providing an appropriate angle of attack,
assume that the aircraft’s pitch is fixed at this time and the
yaw is 0. For convenience, the tension of the two main rotors
is expressed as the translational tension of main propellers
Tm = ðTr + TlÞ/2 and their differential tension Tn = ðTr – Tl
Þ/2. For instance, if both the tilt angles of main rotors are
50 degrees, the translational tilt angle αm = 50° and the differ-
ential tilt angle αn = 0. The parameters to be trimmed can be
expressed as follows:

X = Tm Tn φ Va δt δd½ �: ð14Þ

As the states are the solution to the equations in the for-
mat of float real number, the encoding and decoding for the
trim GA are very simple that the chromosomes are the states
directly.

3.3. Trim Fitness Function. According to the dynamic equa-
tions, the forces and moments generated by each rotor when
the tilt angle of main rotor is 50 degree are expressed in the
body CS.

Tex

Tey

Tez

2
664

3
775 =

−Tr cos 50° − Tl cos 50°

0
Tr sin 50° + Tl sin 50°

2
664

3
775,

Mex

Mey

Mez

2
664

3
775 =

yrTr sin 50° + ylTl sin 50°

− zrTr + zlTlð Þ cos 50° − xrTr + xlTlð Þ sin 50°

yrTr cos 50° + ylTl cos 50°

2
664

3
775:

ð15Þ

Aerodynamic forces and moments can be expressed in
the body CS as follows:

Twx

Twy

Twz

2
664

3
775 =

cos αw 0 −sin αw

0 1 0
sin αw 0 cos αw

2
664

3
775

cos βw −sin βw 0
sin βw cos βw 0

0 0 1

2
664

3
775

−Dw

Cw

−Lw

2
664

3
775,

Mwx

Mwy

Mwz

2
664

3
775 =

cos αw 0 −sin αw

0 1 0
sin αw 0 cos αw

2
664

3
775

cos βw −sin βw 0
sin βw cos βw 0

0 0 1

2
664

3
775

LA

MA

NA

2
664

3
775,

ð16Þ

where the angle of attack αw = 2° and sideslip angle βw = 0.

Combined force and moment of the aircraft can be intro-
duced as follows:

Tx = Tex + Twx + Tgx ,
Ty = Tey + Twy + Tgy ,
Tz = Tez + Twz + Tgz ,
Mx =Mex +Mwx ,
My =Mey +Mwy ,
Mz =Mez +Mwz:

8>>>>>>>>>>><
>>>>>>>>>>>:

ð17Þ

When the resultant forces and moments are zeros, the
aircraft is in trim state. Therefore, the fitness function is set
to be the sum of the squares of all the resultant forces and
the moments as follows:

FitnessFcn = T2
x + T2

y + T2
z +M2

x +M2
y +M2

z : ð18Þ

3.4. Trim Optimization Settings and Results. As the GA
parameters have impact on the optimization result, they are
adjusted with an experimental design method [23] and some
comparisons are made here.

The GA solver of optimization toolbox in Matlab is
adopted to realize the trim GA optimization. The fitness
function with 6 states is established as a previous chapter
describes. According to the specific situation of the tiltrotor
aircraft, the lower and upper boundaries are as follows:

Lower boundaries
= −500N 500N −10 degree 0m/s −10 degree −10 degree½ �,

Upper boundaries
= 0N −500N 10 degree 50m/s 10 degree 10 degree½ �:

ð19Þ

Since fixed pitch propellers are used in the JDW-1-1, only
one-direction tensions can be provided, so the translational
tension of main propellers Tm is between 0N and -500N in
the rotor coordinate system while the differential tension is
between 500N and -500N. The roll, translational angle δt ,
and differential angle δd of the aileron are all constrained
between -10 degree and 10 degree for flight safety.

The population size is set to 200, and the maximum limit
of evolutionary algebra is 400. The crossover probability is
0.6, and the elite number is 50. The elite preservation strategy
is that elites are guaranteed to survive to the next generation.

In order to remove the effect of the spread of the Fitness
Function raw scores, the rank of the scores is adopted for fit-
ness scaling rather than the score itself.

The mutation probability is not just a simple fixed ratio
but a mutation function provided by Matlab. For the muta-
tion function, adaptive feasible mode is selected, which ran-
domly generates directions that are adaptive with respect to
the last successful or unsuccessful generation. A step length
is chosen along each direction so that boundaries are
satisfied.
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The crossover function of scattered is chosen, in which a
randomly generated binary vector determines how the cross-
over is conducted. The crossover algorithm selects the genes
where the binary vector is a 1 from the first parent and the
genes where the vector is a 0 from the second parent and
combines the genes to form the child. For example,

Parent 1 = 0:1 0:2 0:3 0:4 0:5 0:6½ �,
Parent 2 = 1 2 3 4 5 6½ �:

ð20Þ

If the randomly generated binary vector is rb =
1 1 0 1 0 0½ �, then, the child is child =

0:1 0:2 3 0:4 5 6½ �. It should be noted that individ-
uals are randomly chosen for crossover.

For the selection function, the mode of stochastic uni-
form is chosen, which lays out a line in which each parent
corresponds to a section of the line of length proportional
to its expectation. The algorithm moves along the line in
steps of equal size, one step for each parent. At each step,
the algorithm allocates a parent from the section it lands
on. The first step is a uniform random number less than
the step size.

The GA trim results are shown in Figure 5.
According to the GA results, its fitness value continu-

ously drops down and reaches nearly zeros after around
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150 generations. Although the maximum limit of evolution-
ary algebra is 400, the deviation of mean fitness between two
generations is less than 1 × 10−5, when the generation reaches
262, so GA terminates and provides final optimization
results.

The best individual, namely, the globally optimal solution
of trim state, is as follows:

XT
GA =

Tm

Tn

φ

Va

δt

δd

2
666666666664

3
777777777775
=

−29:861N
−0:2384N
0:0369 deg
32:218m/s
0:3039 deg
0:1140 deg

2
666666666664

3
777777777775
: ð21Þ

From Figure 5, the average distance between individuals
reaches nearly 0 after 150 generations, indicating that the
GA algorithm achieves good convergence. The worst and
mean scores drop quickly in the first 60 generations, showing
that the GA algorithm converges rapidly. The last subfigure
shows the distribution of selection function, namely, the
number of children of each individual for the second last gen-
erations. The children are generated mainly by the first 50
elites. In summary, the GA trim results achieve good conver-
gence and succeed in providing a globally optimal solution.

Some comparisons are made with different GA
parameters.

(1) Size of population: the size of population does not
affect the optimization result much once it is more
than 100. However, less than 100 populations do
achieve a poor result. The trim results when the pop-
ulation is 60, 100, 200, and 500 are summarized in
Table 1. Other parameters are fixed as previously
stated. It is obvious that the differences of the final
solution among the population of 100, 200, and 500
are negligible. However, the convergence speed is
lower for 100 population case, as Figure 6 shows,
compared with the first subfigure of Figure 5. Besides,
the generation reaches 340, which also indicates
poorer convergence performance for the case of 100
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Figure 12: Required force for the aircraft to take off.

Table 2: Trim results of several typical moments during take-off.

Am
(°)

Tm (N) Tn (N)
φ

(degree)
Va (m/s)

δt
(degree)

δd
(degree)

15 -276.904 -0.06976 0.003355 11.56308 17.85581 -0.08725

20 -219.458 -0.14263 0.010518 16.69597 5.707258 -0.03233

30 -152.655 -0.13814 0.016089 20.82226 0.941265 0.011532

40 -115.473 -0.12574 0.019347 22.80624 -0.66647 -0.00603

50 -95.2876 -0.11508 0.023792 24.38439 -1.17095 0.075036

60 -83.6407 -0.11532 0.024298 26.18835 -1.03244 0.149144

70 -75.7513 -0.13062 0.027013 28.15163 -0.70624 0.210545

75 -72.3484 -0.13696 0.029101 29.17739 -0.51581 0.230538

80 -66.8869 -0.15094 0.03261 31.04621 -0.05611 0.233952

85 -52.493 -0.16149 0.035012 32.45665 0.194407 0.217035

90 -26.6569 -0.16494 0.036658 32.94414 0.156521 0.216939
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populations. Hence, for better accuracy and conver-
gence considerations, the population size of 200 is
selected in our research.

(2) Crossover probability: the crossover probabilities of
0.2 and 0.8 are compared with the case of 0.6. The
final optimization results are almost the same, yet
the convergence performance shown in Figure 7 indi-
cates that 0.6 is the best in the three cases.

(3) Mutation function: mutation function has a great
impact on the optimal solution. When the mutation
probability is fixed to 0.05 with other settings being
the same, the optimization results got much worse,
which can be seen from Figure 8. Not only the fitness
value keeps high, but also the convergence is poor.
The final solution is not reliable. Different mutation
probabilities have been testified, and the results are
not satisfied. Therefore, the adaptive feasible muta-
tion function is adopted in our research.

The premier results obtained by the GA are adopted as
the initial values of the LMmethod to refine the trim solution
in local scale, and the final trim results are obtained as fol-
lows:

XT =

Tm

Tn

φ

Va

δt

δd

2
666666666664

3
777777777775
=

−29:852N
−0:2231N
0:0365 deg
32:212m/s
0:3038 deg
0:1122 deg

2
666666666664

3
777777777775
: ð22Þ

3.5. Tilt Corridor Design for Tiltrotor Aircraft Take-Off. Based
on the innovative trim method proposed previously, the
equilibrium flight states, for instance, airspeed, tensions of
the rotors, and angles of flaps, can be determined under dif-
ferent tilting angles on a condition that proper actions are
taken by the flight controller. However, the aircraft cannot
always be in a “trimmed state” but also the “transition state”.
Therefore, the limitations of the flight states should also be
determined in order to keep the tiltrotor aircraft under con-
trol. For example, when the tiltrotor aircraft is changing the
tilt angle, if the airspeed is too low but the tilt angle too small,
namely, the rotor tension pointing horizontally too much,
the altitude of the aircraft will decrease rapidly, and even
worse, the stall will occur since the lift is not enough; On
the other hand, due to the limitation of rotor performance
and aircraft aerodynamic characteristics, there are maxi-
mums for the airspeed and external forces applied to the
aircraft.

In order to provide limitations for the transition states
and the reference for the design of the flight trajectory, it is

necessary to specify the relationship between the airspeed
and the rotor tilt angle, which creates a rotor tilt angle-
airspeed envelop called the tilt corridor.

According to the dynamic model of the tiltrotor aircraft,
the maximum tilt angle is constrained by the z-axis force in
the body CS, and the minimum tilt angle is determined by
the x-axis force in the body CS. The aerodynamic force Fw
and the rotor tension T are related to the airspeed. When
the maximum of the rotor tension is reached, it yields to
the following:

2Tm max cos Am max +mg + Tb max + Fwz ⩽ 0,
T sin Am min − Fwx ⩾ 0,
Fx max = −2Tm max sin Am max + Fwx ,
Fz max = 2Tm max cos Am min +mg + Fwz ,

8>>>>><
>>>>>:

ð23Þ

where Tm max is the maximum main rotor tension, Tb max is
the maximum back rotor tension; theAm max is the maximum
tilt angle; Fwz and Fwx are the aerodynamic force along the z
-axis and x-axis in the body CS, respectively; and Fz max and
Fx max are the maximum of the aerodynamic force along the z
-axis and x-axis in the body CS, respectively.

As shown in Figure 9, the area enclosed by the dotted line
and the long broken line is the feasible range of the rotor tilt
angle at a specific airspeed. The solid line with circles is the
equilibrium state of the aircraft calculated by the innovative
trim method, in which the aircraft maintains force balance.
When the tiltrotor aircraft state is within the envelope of
maximum tilt angle curve and the balance curve, the aircraft
is accelerating. On the contrary, in another area, the aircraft
is decelerating. These constitute the transition states of the
tiltrotor.

Furthermore, the external force limitation must also be
considered when designing the flight path of take-off, so the
range of the external forces along the x-axis (forward) and
z-axis (vertical) of the tiltrotor aircraft according to airspeed
are also derived and shown in Figure 10.

4. Take-Off Simulation and Verification

In this paper, an incline flight trajectory in which both height
and airspeed of tiltrotor aircraft increase simultaneously in
the take-off phase is designed based on the proposed trim
method and the tilt corridor. The external forces, tilting
angles, angle of attack, etc. with respect to time or airspeed
are depicted in Figures 11 and 12.

Several typical moments during take-off are selected to fit
into the trim equations in Chapter 2, in which the values of
Tx and Tz in Equation (17) are external forces in perpendic-
ular directions. It can be verified from the comparison
between Figure 10 and Figure 12 that the required external
forces for tiltrotor aircraft to take off according to the
designed trajectory are all within the allowable range. The
following results shown in Table 2 are obtained when the
tiltrotor aircraft is in take-off phase.

The whole process of take-off is simulated afterwards.
The trim results detailed above are applied as the target state
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of the flight control during the take-off. The flight simulation
results and the trim values are compared to be in good agree-
ment (Figure 13), so the effectiveness of the innovative trim
method is verified through flight simulation.

Besides, the simulated flight trajectory of the tiltrotor air-
craft is basically consistent with the designed flight trajectory
(Figure 14).

5. Conclusion

An innovative trim method for tiltrotor aircraft take-off
based on a genetic algorithm is proposed in this paper.

Firstly, the genetic algorithm, which possesses strong capa-
bility in searching global optimum, is adopted to identify a
coarse solution. Secondly, the coarse solution of the trim is
further refined by the Levenberg-Marquardt method for
precise local optimum. In addition, the innovative trim
method is applied to a tiltrotor aircraft’s flight control in
the transition process of incline take-off. The limitation
of trajectory is discussed, and the tilt corridor is con-
structed. Finally, the incline take-off simulations are con-
ducted, and the effectiveness of the proposed trim
method is verified through good match with the designed
reference trajectory.
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Figure 14: Comparison of design trajectory and simulation.
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Without any preinstalled infrastructure, pedestrian dead reckoning (PDR) is a promising indoor positioning technology for
pedestrians carrying portable devices to navigate. Step detection and step length estimation (SLE) are two essential components
for the pedestrian navigation based on PDR. To solve the overcounting problem, this study proposes a peak-valley detection
method, which can remove the abnormal values effectively. The current step length models mostly depend on individual
parameters that need to be predetermined for different users. Based on fuzzy logic (FL), we establish a rule base that can adjust
the coefficient in the Weinberg model adaptively for every detected step of various human shapes walking. Specifically, to
determine the FL rule base, we collect user acceleration data from 10 volunteers walking under the combination of diverse step
length and stride frequency, and each one walks 49 times at all. The experimental results demonstrate that our proposed
method adapts to different kinds of persons walking at various step velocities. Peak-valley detection can achieve an average
accuracy of 99.77% during 500 steps of free walking. Besides, the average errors of 5 testers are all less than 4m per 100m and
the smallest one is 1.74m per 100m using our coefficient self-determined step length estimation model.

1. Introduction

Serving as a requisite part for the pedestrian of this era,
Location-Based Service (LBS) has been widely provided by
portable devices [1], due to the miniaturization, low energy,
and low cost of Micro-Electro-Mechanical System (MEMS)
sensors. Localization is the basic precondition to realize
LBS in both outdoor and indoor environments. Global Posi-
tioning System (GPS) has been universally used for outdoor
positioning but does not work well for indoor positioning
since GPS signals can be seriously blocked and influenced
by reinforced concrete buildings [2]. Due to the limitation
of positioning accuracy, cost, the complexity of indoor space,
and other factors, LBS for a pedestrian in the indoor environ-
ments has not been popularized [3]. Existing indoor posi-
tioning technologies include Bluetooth [4], ultrawideband
(UWB) [5], and Wi-Fi [6]. Despite the great performance
achieved, these methods are infrastructure-based, which
require equipment predeployment. In addition, the expense
of deployment is proportional to the size of the indoor area,
which prevents the widespread application of these solutions.

Different from the infrastructure-based technologies,
pedestrian dead reckoning (PDR) obtains the measurement
and statistics of pedestrian steps, step length, and direction
by using sensor data [7]. Binding the sensor to a certain part
of body, several body locations have already been tested, e.g.,
foot [8], chest [9], legs [10], and waist [11]. To check the data
characteristic of an accelerometer attached to different parts
of the body in the same motion state, Wu et al. [12] com-
pared the acceleration data where the accelerometer is bound
at the feet, legs, and waist, respectively; then, the results indi-
cated that the foot-mounted data has the strongest periodic-
ity and regularity, while the waist gives the accelerometer a
more stable measurement environment. Different from
attaching sensors to a part of body directly, the position
information obtained through the inertial measurement unit
(IMU) built in the commodity smartphones or tablets con-
tains a large error. The reasons are as follows: firstly, it is a
problem to detect every change of pedestrian behaviour pre-
cisely, since the device is not an accessory fixed on the highly
dynamic human body. Furthermore, the step length varies
from person to person, even if the same individual in
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different states (when walking fast, the step is larger, and
when walking slowly, the step is smaller). Therefore, the
accuracy of positioning based on PDR depends essentially
on step detection and step length estimation (SLE).

A great many of step detection methods are mainly based
on the peak detection and threshold detection [13, 14]. The
peak detection method counts steps in line with the appear-
ance of wave peak, while the threshold method detects the
step according to whether the signals reach the threshold or
not. However, these two ways cannot remove the noise well,
which leads to the problems of overcounting and false count-
ing. Some researches proposed features based on the acceler-
ation to reduce the error of step detection [15–19]. In
reference [15], the authors combined peak detection with
four features (minimal peak distance, minimal peak promi-
nence, dynamic thresholding, and vibration elimination)
and their method detects the number of steps with an
ultrahigh accuracy, but it is computationally complex. Kang
et al. [16] proposed to extract frequency domain features of
the three-dimensional (3D) angular velocities returned by
the gyroscope through FFT (Fast Fourier Transform).
However, this method is not applicable for fast walking. Gu
et al. [17] come up with three features (periodicity, similarity,
and continuity) considering users’ false walking state. Never-
theless, it may lead to undercounting problem. Various
features have been presented in the literature [18] which
are split into three groups, including time domain, frequency
domain, and others.

Typical SLE models are divided into four categories:
constant model [20], linear models [21], nonlinear models
[22–24], and neural network models [25, 26]. One of the
most popular SLE models was presented by Weinberg [22],
which estimates each step of a pedestrian dynamically by
establishing the relationship between step length and acceler-
ation with a constant k to adjust. But the k-value needs to be
predetermined for different individuals and changes from
step to step. In this regard, several researches have improved
the model [27–29]. Based on the waist-mounted type, Lai
et al. [27] designed a fuzzy rule base for personalized SLE
with step strength, and frequency as input variables and
step length as an output variable. Nevertheless, it is not
flexible enough for different individuals and has no univer-
sality due to the rule base needs to be adjusted for different
subjects. Ho et al. [28] derived a k-factor as a polynomial
function of the average step velocity, but the estimation
results contain large errors under long-distance walking.
Strozzi et al. [29] developed a formula about k-value with
a per-subject constant β. This method had good perfor-
mance in the case of normal walking speed. However, the
errors became excessively large when the subject is walking
at high or low speed.

The objective of this study is to propose a peak-valley
detection method that detects the pair of peak-valley to over-
come the problem of overcounting. Based on the fuzzy logic
(FL) algorithm, this paper designs a fuzzy controller to make
the constant coefficient k in theWeinberg [22] nonlinear SLE
model adjusted adaptively to each detected step, which is
suitable for different kinds of people walking at various veloc-
ities. Beyond that, it is possible to estimate pedestrian

walking distance accurately by accumulating every estimated
step length.

The remainder of this paper is arranged as follows: in
Section 2, we describe peak-valley detection, including data
collection and preprocessing. In Section 3, a coefficient self-
determined step length estimation method is proposed. In
Section 4, the experimental results are described in detail
and we compare our proposed method with other five similar
SLE algorithms. In Section 5, we discuss the deficiency of our
method and the research in the future. Finally, the conclusion
is presented in Section 6.

2. Peak-Valley Detection

Step detection is an issue in PDR that will cause substantial
errors in the final positioning results because of overcount-
ing, undercounting, and false detection [15]. The acceleration
signal is usually used to detect the pedestrian steps. The
three-axis accelerometer built in iPad Air 2 (iOS 12.1.4) is
utilized for step detection in this paper. The developer can
access both the raw values recorded by the hardware and a
processed version of those values through the Core Motion
framework [30]. In this paper, steps are calculated based on
the user acceleration, a processed accelerometer value that
reflects only the acceleration caused by the user and not the
acceleration caused by gravity.

Figure 1 illuminates the amplitude of three-axis user
acceleration collected from the iPad held in hand during nor-
mal walking and the Signal Vector Magnitude (SVM) [27].
SVM is defined as the root square of the sum of the squared
acceleration signal of each axis:

SVM jð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Acc_x jð Þ2 + Acc_y jð Þ2 + Acc_z jð Þ2

q
, ð1Þ

where Acc_x, Acc_y, and Acc_z denote the measured user
acceleration in the x-axis, y-axis, and z-axis, respectively, of
the accelerometer triad at the jth epoch. The unit g is the
gravity acceleration.

As seen in Figure 1, the results of the walking data
indicate that user acceleration contains evident noise,
especially in the x-axis. User acceleration along the z-axis is
more periodic, symmetric, and stable than the other two axes
and SVM, which represents that the pedestrian has a more
obvious periodic fluctuation in the vertical axis when
walking. Therefore, based on the z-axis user acceleration,
we propose to detect the pair of peak-valley to improve the
accuracy of peak detection. Figure 2 shows the flow chart of
peak-valley detection.

First, we obtain the z-axis user acceleration after a low-
pass filter with 3Hz cut-off frequency. The z-axis user accel-
eration before and after using a low-pass filter is shown in
Figure 3, collected by a volunteer holding an iPad walking
along a straight path, from which we can observe that the
data filtered fluctuates much more smoothly. The cut-off
frequency 3Hz is determined by walking frequency range.
To conclude the range of walking frequency, we set a 16m
long straight test path and ask 10 healthy volunteers (5 male
and 5 female, age from 22 to 28, height from 1.58m to 1.82m,
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weight from 47 kg to 88 kg) to walk along the path three times
at different speeds (slow, normal, and fast) and count the
number of steps in each time. Meanwhile, we use a stopwatch
to record the walking time of every volunteer in each walk
and a tape to measure the actual walking distance. Therefore,
we can know that the walking frequency of pedestrians does
not exceed 3Hz. Besides, we also get the common walking
step length which ranges from 0.4m to 0.8m.

Then, the peak and valley values both in the static and
walking states are identified, while ignoring the negative
peaks and positive valleys, as shown in Figure 4(a).
Figure 4(b) shows the next step of extracting walking signals.
Specifically, to keep the peaks and valleys in the walking state
completely, the value ap ðiÞ or avðjÞ is considered to be the
static one if it meets the following condition:

∑i+2
i ap ið Þ
3

< 0:01, i = 1, 2,⋯, k − 2,

∑j+2
j av jð Þ
3

>−0:01, j = 1, 2,⋯, l − 2,

8>>><
>>>:

ð2Þ

where ap and av are the identified peaks and valleys, i and j
represent the sequence number, k and l are the number of
the detected peaks and valleys after the stage of peak and val-
ley identification, and 0.01 and -0.01 are the maximum and
minimum amplitude of the z-axis user acceleration in the
static. After removing most of the static values by formula
(2), we mark the peaks and valleys reserved in the order as
a_peakðiÞ and a_valleyðjÞ.

To obtain the paired peak-valley accurately, the following
stages are executed:

(i) Dynamic threshold

The dynamic threshold is utilized to remove false values
that are far from the true one. For apeakðiÞ, it will be retained
if it meets two conditions:

apeak ið Þ ≥ c ∗
∑i+9

i apeak ið Þ
10

&&apeak ið Þ ≥ Th1: ð3Þ
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Figure 1: User acceleration amplitude along with the three-axis and the SVM value.
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Similarly, for a_valleyðjÞ, it will be reserved as long as the
a_valleyðjÞ is satisfied as the conditions:

a_valley jð Þ ≤ c ∗
∑j+9

j a_valley jð Þ
10

&&a_valley jð Þ ≤ Th2:

ð4Þ

In our proposed method, we set Th1 = 0:02, Th2 = −0:02,
and c = 0:4, based on experience. For the last 9 peaks and
valleys, the dynamic threshold∑i+9

i apeakðiÞ/10in formula (3)

and∑j+9
j avalleyðjÞ/10in formula (4) cannot be performed any-

more, so they were replaced with the last 10th calculation result.

(ii) Minimum sampling interval

Sampling interval means the sampling number between
the current peak (valley) and the next one. The pedestrian
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Figure 3: The signal before and after using a low-pass filter: (a) z-axis user acceleration before filtering; (b) z-axis user acceleration data after
filtering.

0.2

0.1

0.0

–0.1

–0.2

Fi
lte

re
d 

da
ta

 (g
)

–0.3

0 200 400 600 800
Number of samples

1000

Peak value
Valley value

(a)

0.2

0.1

0.0

–0.1

–0.2

Fi
lte

re
d 

da
ta

 (g
)

–0.3

0 200 400 600 800
Number of samples

1000

Peak value
Valley value

(b)

Figure 4: Signal extraction: (a) peak and valley identification; (b) walking signal extraction.
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stride frequency ranges from 1Hz to 3Hz according to the
data collected from 10 volunteers walking at different speeds,
while the sampling rate of the device is set to 50Hz; then, the
corresponding number of sampling for each step is between
17 and 50. Therefore, if the sampling interval is less than
16, the current peak (valley) is considered to be a suspected
false peak (valley), which is then compared with the next
peak (valley), and the one closer to zero is deleted.

(iii) Neighboring difference

When people take large stride with low stride frequency,
we detect abnormal values like the one that circled in
Figure 5, which always appear between two truth values.
Neighboring difference refers to the following formula:

Δy1 = yp − y0,

Δy2 = yn − y0,

(
ð5Þ

where Δy1 denotes the difference between the current value
y0 and the previous one yp and Δy2 represents the difference
between the current value y0 and the next one yn. For peaks, if
y0 is smaller than Δy1 and Δy2, while Δy1 > 0:1&&Δy2 > 0:1,
the current peak value is considered to be abnormal. Analo-
gously, for valleys, if y0 is greater than Δy1 and Δy2, while
Δy1 < −0:15&&Δy2 < −0:15, then the current valley value is
regarded as the false one. Threshold values 0.1 and -0.15
are determined by the experiments in this paper.

(iv) Peak-valley sequence

Peak-valley sequence means that the peak and valley
corresponding to every step should occur in pair along sam-
pling time. Eventually, we need to eliminate two sorts of
unpaired outliers: two ends of data are not paired, as shown
in Figure 6(a), so the redundant values need to be removed.
Another case is that the middle part of data is not paired, as
shown in Figure 6(b); hence, values closer to the zero line
are removed.

After eliminating the abnormal peaks and valleys, we can
acquire the number of steps that is equal to the number of
detected peak-valley pairs.

3. A Coefficient Self-Determined Step
Length Estimator

The step length is different from person to person, and each
step of an individual also varies from moment to moment.
In the majority of parameter-dependent SLE models, acceler-
ation is the most common feature to use, among which the
popular Weinberg model [22] is defined as

Step_Length = k · ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
amax − amin

4
p , ð6Þ

where k is a constant, amax and amin are the maximum and
minimum vertical acceleration in a single stride, respectively.

Kim et al. [23] proposed a method based on the average
of the acceleration in each step during walking:

Step_Length = k ·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

i=1 aij j
N

3

s
, ð7Þ

where k is the user parameter, N is the number of sampling
points in a step, and ai is the vertical acceleration of i

th points.
Scarlet [24] developed an empirical model:

Step_Length = k ·
∑N

i=1 aij j/N
� �

− amin

amax − amin
: ð8Þ

The explanations for parameters are the same as above.
However, the parameter in the step length formula above

is a calibrated constant and needs to be predetermined for an
individual to use, which is inconvenient and results in poor
accuracy. Several studies have proposed to automatically cor-
rect the k-value in formula (6). Ho et al. [28] derived a k
-factor as a polynomial function of the average step velocity.
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Figure 6: Peak-valley sequence outlier definition: (a) unpaired outliers at both ends; (b) unpaired outliers in the middle.
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The adaptive k-value was obtained as follows:

k = 0:68 − 0:37 × �vstep + 0:15 × �v2step, ð9Þ

where �vstep was computed as the magnitude of the average
velocities on three dimensional axes, x, y, and z in each step.
The speeds in the three axes are obtained using acceleration
double integral. Therefore, an additional filtering process is
required to reduce the cumulative error caused by double
integral. Strozzi et al. [29] developed the following formula
to calibrate the Weinberg step length estimator:

k = β ×
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

amax ið Þ3
p , ð10Þ

where β is a per-subject estimated constant and amaxðiÞ is
the maximum acceleration magnitude during the consid-
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Figure 7: Relationship between z-axis user acceleration amplitude and stride frequency and step length: (a) acceleration amplitude at various
stride frequency; (b) acceleration amplitude under different step lengths.

Table 1: Different combinations of step length (S_L) and stride
frequency (f ) and corresponding step numbers.

Step number

f (Hz)
1.00 1.25 1.5 1.75 2.00 2.25 2.50

S_L (m)

0.40 40 40 40 40 40 40 40

0.47 34 34 34 34 34 34 34

0.54 29 29 29 29 29 29 29

0.61 26 26 26 26 26 26 26

0.68 23 23 23 23 23 23 23

0.75 21 21 21 21 21 21 21

0.82 19 19 19 19 19 19 19
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ered ith step. Although this method dynamically estimates
the value of k when the pedestrian is walking, the constant β
still needs to be precalibrated for different users. Therefore,

we design a fuzzy controller to adjust the k-value in Equation
(6) adaptively for different kinds of pedestrians walking at
various speeds, only using a simple low-pass filter.

(a) (b)

Figure 8: Method of walking with fixed step length: (a) the white cloth strip with black and red marks; (b) the volunteer steps on the black
marks during walking.

Input
variables

Output
variable

Step
frequency

Difference of
the peak-
valley pair

Fuzzification DefuzzificationFuzzy rule

Figure 9: Fuzzy logic block diagram.
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Figure 10: The experimental data f , D, and k of one subject.
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Under static, low-speed, normal-speed, and fast-speed
walking, the collected data change of the z-axis user acceler-
ation amplitude is shown in Figure 7(a), after the low-pass
filter. It can be seen from Figure 7(a) that the waveform
changes from sparse to dense and the acceleration amplitude
changes from small to large. From this fact, we can conclude
that as the stride frequency increases, walking fluctuation in
the vertical axis will become more obvious, and the ampli-
tude reflected in the z-axis will be larger.

Besides, when walking in steps of 0.5m, 0.6m, 0.7m,
and 0.8m at a stride frequency of 1.5Hz, the amplitude
change in the z-axis user acceleration is expressed in
Figure 7(b). To make the step length coincide with a certain
length, a white cloth strip is laid on the floor and all foot
stepping points are marked with black on the strip. To
adjust the stride frequency to 1.5Hz, a metronome app is
utilized. As can be seen from Figure 7(b), when the step
length increases, the acceleration amplitude of the z-axis
becomes lager.

According to the relationship described above, we
develop a more detailed experiment to establish our fuzzy
rule base. Under the fixed step length, stride frequency,
and the number of steps, 10 healthy volunteers walk about
16m holding the iPad to collect user acceleration data.
The step length is set from 0.4m to 0.82m, every 0.07m a
group, and 7 groups in all, while the stride frequency is
set from 1Hz to 2.5Hz, every 0.25Hz a group, and 7 groups
in all. Table 1 clarifies the number of steps that need to be
performed under the combination of different step lengths
and stride frequency, and each volunteer has to walk 49
times. As shown in Figure 8, for the control of fixed step
length, we use a wide white cloth strip with black marks,
and the volunteers stepped on the marks when walking.
The red labels are marked on the cloth strips, which are
aligned with the ground stamps, to avoid the error caused
by each laying.

Figure 9 shows the fuzzy logic block diagram in this
study. We determine the difference of the peak-valley pair
obtained in Section 2 and stride frequency as input vari-
ables and the k-value in Equation (6) as an output variable.
The final output k is brought into Equation (6) to estimate
step length for each step detected. The following is the
detail of FL:

(i) Input variables and output variable

The input variables of FL are the stride frequency f and
the difference D of the peak-valley pair:

f n =
1
Tn

,

Dn = apeak nð Þ − avalley nð Þ,

8><
>: ð11Þ

where T is the time required for the pedestrian walking in a
step and apeakðnÞ and avalleyðnÞ are the peak and valley in the
nth step obtained by peak-valley detection.

The domain of f is determined to be [1, 2.8], while D is
determined to be [0.12, 0.9] based on data collected by each
volunteer walking 49 times. The output variable k-value is
calculated by the following formula:

k =
S_Lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

amax − amin4
p , ð12Þ

where S_L is the step length that volunteers perform accord-
ing to Table 1. Based on the walking data of 10 volunteers, the
calculation result shows that the domain of output variable k
is [0.55, 1.0].

As the quantization level increases, the output accuracy
will be improved, but the complexity of the calculation will
also increase. Taking into account the complexity of the
calculation and the accuracy of the output variables, the
quantization levels of the input and output variables in this
paper are all seven levels relative to experimental setup
above, i.e., f ,D, k = f−3,−2,−1, 0, 1, 2, 3g, as well as the
fuzzy subsets adopted seven levels: NB, NM, NS, ZE, PS,
PM, and PB (N: negative, B: big, M: middle, S: small, P:
positive, ZE: zero). For membership function, we employ
triangular function.

(ii) Rule base

In this paper, the adopted fuzzy rules are Mamdani-
based. The experimental data of one subject performing 49
times as shown in Figure 10, from which k is changeable
and significantly relevant to f andD. At the same step length,
as f increases, D becomes larger and k is smaller instead.
Moreover, at the same stride frequency f , as step length
increases, both D and k get larger. We establish the fuzzy
control rule base according to the commonality of these data
changes, as shown in Table 2.

(iii) Defuzzification

The center-of-gravity method is used as a defuzzification
strategy in this paper, which has a smoother output inference
control; i.e., corresponding to a small change in the input
signal, the final output of its inference generally also changes
to some extent [31].

Table 2: Fuzzy control rule base.

k
f

NB NM NS ZE PS PM PB
D

NB NS NS NS NM NB NB NB

NM PS PS PS ZE ZE NS NM

NS PM PM PS PS ZE ZE NS

ZE PB PM PS PS PS ZE ZE

PS PB PM PS PS PS ZE ZE

PM PB PM PS PS PS PS PS

PB PB PM PM PS PS PS PS
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Table 3: The error of the peak-valley detection and peak detection on 500 steps of free walking.

Volunteer Gender True steps
Peak-valley detection Peak detection
Estimated Error Estimated Error

Two of the ten volunteers
Vol 1 Male 500 500 0 507 1.4%

Vol 2 Female 500 499 0.2% 509 1.8%

Additional five volunteers

Tester 1 Male 500 500 0 507 1.4%

Tester 2 Male 500 500 0 505 1.0%

Tester 3 Male 500 501 0.2% 510 2.0%

Tester 4 Male 500 498 0.4% 506 1.2%

Tester 5 Female 500 496 0.8% 505 1.0%
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Figure 11: Results after executing 500 steps in free walking: (a) step counting results based on the peak-valley detection; (b) step counting
results based on peak detection.
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4. Experiments and Results

4.1. Evaluation of the Peak-Valley Detection. To evaluate the
performance of the peak-valley detection, we have used the
following formula to estimate the error of the proposed
method:

Error =
E − Tj j
T

× 100%, ð13Þ

where E is the estimated number of steps by the peak-valley
detection and T is the true steps. We randomly select 2
volunteers in the experiment above and 5 additional volun-

teers (aged from 22 to 26, height from 1.65m to 1.85m,
weight from 55 kg to 78 kg) to walk freely (not at a fixed stride
frequency and step length) 500 steps. Table 3 shows the error
of the peak-valley detection and peak detection method. It
can be seen that step counting based on the peak detection
is subject to overcounting problem. By calculating the mean
error of seven people, the average accuracy of the peak-
valley detection method is as high as 99.77%. Compared with
the traditional peak detection method, the average accuracy
is improved by 1.17%.

Figure 11 shows the results after executing 500 steps in
free walking using the peak-valley detection and peak detec-
tion. 498/500 steps were detected based on the peak-valley
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Figure 12: Distance estimation results: (a) distance estimation error of 5 testers walking freely 100m; (b) distance estimation error of walking
60m when holding the iPad at an angle about 20 degrees.
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detection method, and 515/500 steps based on peak detec-
tion. Comparing Figures 11(a) and 11(b), we can figure out
that the emergence of the overcounting problem based on
peak detection mainly occurs at the start walking phase and
stop walking. Our proposed method can effectively overcome
this issue.

4.2. Evaluation of Improved Step Length Estimation Model.
To test the performance of our improved SLE model, we
ask 5 testers to walk freely three times in a corridor and every
time stop at approximately 100m. The estimated distance is
obtained by accumulating each step length. The following
formula is used to calculate the error of the estimated
distance:

Error = DE −DTj j, ð14Þ

where DE is estimated distance and DT is the true walking
distance.

As shown in Figure 12(a), among the 5 testers, the error
of tester 2 is only 0.95m in the walk of the second time, while
the error of tester 5 in the walk of the third time is the largest,
which is 5.27m. Moreover, the average error is the mean
error of each tester walking three times, from which we can
see that the average error of 5 testers is all less than 4m and
the smallest one is 1.74m. Therefore, the proposed method
is adaptive for different people with free walking.

In daily walking, pedestrians cannot hold the device fully
horizontally while navigating. We also test the accuracy of
walking distance estimation when holding an iPad at an
angle (about 20 degrees). Figure 12(b) indicates that the aver-
age error of a tester walking 8 times is 1.06m per 60m when

tilting the iPad. Consequently, it is effective for pedestrians
when holding the devices at an angle to estimate the walking
distance based on the method proposed in this paper.

Figure 13 shows the distance estimation error (m) for a
testerconducted walking experiments covering three dis-
tances (20m, 40m, and 60m) at three different walking
speeds (low, normal, and high) of six step length estimators.
The results indicate that our proposed method can obtain
better accuracy of distance estimation for various walking
speeds. Particularly, as the walking distance rises, the
distance estimation error of our proposed method increases
slightly. However, the other five SLE models increase signifi-
cantly; especially when walking 60m at low speed, the dis-
tance estimation error is over 12m. Ho et al.’s [28] method
has a certain improvement on the Weinberg’s method [22],
but the effect is weak. Strozzi et al.’s [29] method acquires
the highest error when walking at low speed and high speed,
which means that the parameter β in formula (10) still needs
to be dynamically adjusted at different walking speeds.
Therefore, our proposed method can significantly reduce
the estimation error and is suitable for the pedestrian walking
at various speeds and long distance.

5. Discussion

Based on the proposed method, we conduct experiments on
different walking surfaces (slope, downstairs, upstairs) and
different movement modes (running, jogging, lateral walk-
ing, backward walking). Table 4 shows the results of walking
on different surfaces. The experiment of the slope surface is
carried out on a treadmill with the inclination angle of 9
degrees. The width of the stair is 27 cm and the true distance
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Figure 13: Distance estimation error at three different walking speeds of six step length estimators: (a) low speed; (b) normal speed; (c) high
speed.
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of stair experiment is the sum of all walked stairs and inter-
mediate rest platform. From Table 4, we can conclude that
our peak-valley detection method is still applicable, but the
fuzzy rule base needs to be adjusted when walking on the
slope or stairs. The case of undercounting occurs when the
pedestrian is walking on the intermediate rest platform
which is the plane, because the parameter c in the stage of
dynamic threshold is ineffective in this situation. Table 5
expresses the results of walking at different movement
modes, from which we can know that our proposed method
still applies to lateral walking and backward walking.
However, there is a significant error when the pedestrian is
running or jogging. The stride frequency of running or
jogging exceeds 3Hz, while the proposed method only con-
siders the walking frequency ranging from 1Hz to 3Hz.
Therefore, the stage of minimum sampling interval leads to
the severe problem of undercounting.

In the future work, to expand the application scenarios of
our method, we will classify and recognize pedestrian move-
ment patterns (running, walking, upstairs, downstairs, slope,
etc.) and self-adjust the fuzzy rule base to the corresponding
patterns.

6. Conclusions

This paper proposes a coefficient self-determined step length
estimation method based on the peak-valley detection.
Employing the peak-valley detection, the abnormal values
will be filtered out effectively. Especially, it is significantly
effective for the overcounting problem in the peak detection.
Based on the FL, a fuzzy controller is established, which can
adjust the k-value in Weinberg’s model adaptively for every
step detected by the peak-valley detection. The experimental
results confirm that our proposed method is universal for
different types of pedestrians. Compared with three typical
nonlinear models and two state-of-the-art methods, the pro-
posed method has higher accuracy when walking at various
step velocities and long distance.
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There is rapid interest growing in the use of smart, connected devices. The developing world market for smart technology is
evolving to adopt and adapt to the interconnected world of devices leading to the Internet of Things (IoT) everywhere. This
research paper presents the design, development, and deployment of a prototype for the secure wireless home automation
system with OpenHAB 2. We employed the use of two (2) high-performance microcontrollers, namely, the Arduino Mega 2560,
interfaced with a 16-channel relay, and Raspberry Pi Model B, running the OpenHAB software. The Raspberry Pi functioned as
the server to develop a prototype of an automated smart home that is remotely controllable from both a web application and an
Android mobile app. In designing a wireless controlled switch for home appliances, two security procedures were implemented,
namely, the token-based JSON Web Token (JWT) interface and Advanced Encryption Standard (AES) procedures for
authentication and data encryption. Our system delivered a home automation system that leverages on the power of the latest
version of OpenHAB to maximize productivity and overall home security while making it adaptable to the management of
individual devices. When tested, both the developed hardware and software modules performed extremely well to meet the goal
of a secured home automation system. Industry-standard penetration testing tools and frameworks, including Aircrack-ng, were
utilized; wireless network audit began with a full sweep of the wireless frequencies with excellent results. It also ensures the
efficient use of energy in the home as devices are intelligently controlled from both mobile and web applications. The results of
the design and implementation of the additional layer for the security of the OpenHAB framework provide various theoretical
and practical implications for home automation.

1. Introduction

Home automation is the adoption of a system to control
lighting, atmospheric conditions, entertainment systems,
surveillance systems, and home appliances. It allows for
devices in the home to be connected to a remotely controlla-
ble network. This technology makes life easier for the user
and saves energy by utilizing devices with the most priority
and importance [1–5]. Controls can be made as easy as
turning off lights with a remote or as complex as setting up
a network of items [6] that can program a controller via
smartphones from everywhere in the world. It allows for
devices in the home to be connected to a remotely controlla-
ble network.

The idea of home automation has been around for
decades [7], but only in recent times were actual architectural
designs being implemented. The earliest form of home auto-
mation dates back to 1893 when the first television with a
remote control system was patented. The popularity of home
automation grew afterward in the early 2000s due to an
increase in the demand for various technologies. The need
for home automation has continued to increase as more
affordable domestic technologies emerge in the market today.

Developing one’s smart devices to work with all home
automation systems would prove a difficult task as it would
require the assistance of the smartphone companies to prop-
erly set up these devices to communicate with the home auto-
mation systems. This research paper uses OpenHAB 2—the
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latest stable version of the software with the Raspberry Pi 3
Model B and Arduino Mega microcontroller to deliver a
prototype of a secure wireless home automation system.

In recent times, there have been attempts at bridging
the gap between compatibility with appliances of different
vendors. A quick but rather inefficient fix for this problem
would be to have separate applications for each kind of
device [8–10]. OpenHAB serves to overcome most of the
common integration issues associated with wireless home
automation. It integrates several cross-platform home
automation systems into a single solution, acts as a common
communicative language among various devices, makes
interdevice communication neutral, and makes device inte-
gration easy [9, 10].

With recent technological developments, there has
been an ongoing debate on the need to switch from tradi-
tional home settings to secure automated homes. Most
homeowners in developing countries would see this new
initiative as an unwarranted luxury. They would point to
the cost of installations and the lack of an enabling envi-
ronment as a significant hindrance. It should, however,
be noted that improvements in home automation systems
would improve productivity and security in households at
affordable costs.

The drawbacks of the traditional home systems are
highlighted below: (1) the repetitive nature of most tasks
creates room for inefficiency and time-wastage and thus
makes the use of home automation essential; (2) the regular
traditional homes cannot be easily monitored or controlled.
Events going on at different parts of the home cannot be
monitored and controlled effectively. The status of the home
appliances cannot be checked without the homeowner being
physically present; and (3) the cost of installing and main-
taining security devices in traditional homes is high, and
therefore, inexpensive options to home security should be
harnessed [2, 10, 11].

Most homeowners in developing countries lack complete
and total control over their homes. They are not able to
access vital home automation features such as control and
monitoring of home appliances, low-cost security, and effi-
cient energy usage by implication. This paper seeks to explore
a way to replace traditional home systems with secure
wireless automated systems.

The OpenHAB 2 protocol is relevant to automating the
home while interconnecting appliances based on its flexibil-
ity and capability for full customization. Therefore, the fol-
lowing objectives are pursued within the context of this
research work, namely, (1) provision of an easy control
mechanism for home appliances via a mobile or web applica-
tion; (2) improvement of the security of connected home
appliances through the system’s inbuilt intrusion detection,
alarm, and wireless communication data encryption stan-
dards; (3) meeting the essential energy management require-
ment of the household by providing a means to monitor and
remotely turn off unnecessary active appliances to conserve
energy and reduce electricity bills; (4) offering a wirelessly
controlled switch for all home appliances; and (5) making a
significant contribution to the existing body of knowledge
on secured home automation.

There are key factors that drive sustainable automation
using OpenHAB software. These are specified below:

(1) Security. The OpenHAB software does not enforce
any access control mechanism for its users and
depends solely on the security of the wireless net-
work. It can, however, be secured through user
authentication and authorization.

(2) Cost-Effectiveness. The initial cost of installation is
relatively higher than in conventional homes. It has
a high maintenance cost. However, inbuilt energy-
saving mechanisms could save some running costs
and enables optimal utilization of electrical utilities.

(3) Alignment to Existing Environmental Infrastructure.
It is not suitable in areas without 24-hour power sup-
ply. It becomes a high-security risk, and extra cost
can be incurred if external power generating equip-
ment is acquired.

(4) Flexibility in Application and Adaptation. The
OpenHAB software is open-source software that
ensures flexibility in the adaptation of smart devices.
It serves as a hub that brings together a diverse range
of heterogeneous devices. Smart home technologies
are flexible when it comes to the accommodation of
new devices, appliances, and other technologies.

(5) OpenHAB Is Central to Smart Homes. Like electric
cars, smart grid, and other next-generation technolo-
gies, the smart home promises high market value in
the near future. Presently, in most underdeveloped
and developing communities, smart homes may be
an imprudent acquisition as other supporting plat-
forms are not already in place.

(6) Legal Factors. In many areas, smart home technology
is moving faster than the laws governing such
technology. For instance, smart homes often come
equipped with high-tech security features, such as
audio and video recording devices. In many states
and jurisdictions, prior consent is required before
making an audio or video recording of someone, for
instance.

Additionally, a summary of the countries who have
adopted smart home automation technology is given in
Table 1.

In Africa, however, smart home technology is still at a
very infant stage. Nairobi in Kenya is regarded as the smart-
est city in Africa [13]. South Africa is already implementing
smart home technologies, including other African countries
like Nigeria, Ghana, Rwanda, and Ethiopia. The calendar
specification of the trend in smart homes reveals an upward
trend [14].

The invention of home appliances started during the first
two decades of the 20th century. The middle of the 20th cen-
tury saw technological advancement with the invention of
the Echo IV and the kitchen computer in 1966. The Echo
IV was the first smart device, although it was never
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commercially sold. It could compute shopping lists and turn
appliances on and off. The early 1990s saw the innovation
rendered by gerontechnology, which was the invention of
technology to aid gerontology, e.g., medical alarms for the
aged. In the 1998 and early 2000s, smart home technology
took a boom for its creative innovations by different vendors.
The home automation market was estimated at US$5.77 bil-
lion in 2013 and is predicted to reach a market value of
US$12.81 billion by the year 2020 [15].

In-depth research was done on existing works and
systems that had been implemented around the scope of
the research work defined in this paper, namely, to design
secure wireless home automation based on privacy by design.
The focus of the literature review was to acknowledge the
work that was done, establish their strengths and gaps, and
access how different ecosystems influence outcomes. Among
the many papers of interest, the under listed were considered
of direct interest to this proposed research work [1–3, 7–25]
and thus were reviewed. Their relative strengths and weak-
nesses are highlighted in the related work section.

The unique contributions of this paper are (1) design and
development of cost-effective, secure home automation using
the OpenHAB 2 framework with capability for device
programming and customizations and (2) development of
mobile and web applications for energy management and
switching of connected home devices and interactive visual
interface for home automation. It leverages the developed
hardware and software modules to provide optimal energy
management for the home. While there are studies that
explored the application of OpenHAB in home automation,
to the best of our knowledge, there is none that we found in
the published literature that addresses the prevailing security
challenges of the default OpenHAB server infrastructure,
especially for connections over the Internet for smart home
automation. In this paper, we implemented additional
security layers of user authentication and authorization while
keeping the overall cost of implementation low and main-
taining the ease of deployment for everyday home use. Per
our server configuration, the OpenHAB communication
through the Internet is made through the JSON Web Token
authentication procedure. This process makes it difficult for
user identity to be hijacked by a malicious attacker. This
approach proved to be more secure than the default Open-

HAB server configuration. Consequently, we leveraged on
the open-source OpenHAB REST API to develop a mobile
or web application that is flexible and easily adaptable for
traditional home use.

Section 2 presents the literature review on smart home
automation systems using different techniques and algo-
rithms for energy management and control. It addresses the
various home automation technologies with implemented
web and mobile apps. It identifies the strengths and weak-
nesses of such systems. It proposes a novel method using
the AES and JWT security protocols tor enhanced security
and ensures privacy by the design of home automation. The
novelty of the system design architecture and methodology,
including the concepts, algorithms, activity diagrams, and
flowcharts, is presented in Section 3. This section highlights
the various modules with their design and procedures for
implementation. Section 4 focuses on the actual design
implementations with circuit diagrams and simulations done
in Proteus software, experimental verification, and corre-
sponding integration of the developed modules. This section
provides sufficient details on the testing and performance
evaluation of the proposed secure home automation system
with associated modules for efficient monitoring and control
of home appliances. Finally, Section 5 provides conclusions
on the system design and methodology and relevant recom-
mendations for future enhancements.

2. Review of Related and Existing Systems

Jin et al. [1] implemented a remotely controlled home
automation system based on the wireless sensor network
and an embedded system with GPRS integration. The system
was unique for good reasons; it allowed users to control the
equipment in the home and collect data about appliances’
status as well as weather conditions. Additionally, the system
possessed powerful security features like the inbuilt fire
detection and home intrusion detection and notification sys-
tem. The system is tightly integrated with the Chinese instant
mobile messaging service.

A significant drawback of this system is the absence of a
mobile or web application interface to control the home
appliances. The reliance of the SMS system alone for

Table 1: Cross country summary on smart homes [12].

Rank (number of smart homes) Country Number of smart homes (millions) Percentage of smart homes (% of total homes)

1 USA 40.3 32

2 China 19.3 4.9

3 Japan 7 15

4 Germany 6.1 15.7

5 UK 5.3 19.7

6 South Korea 4 20

7 India 2.2 <1
8 Australia 1.8 19.12

9 Brazil 1.2 1.9

10 Russia 0.9 1.7
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communication meant that if the GSM device is misplaced,
access control will no longer be valid.

The authors in [6] designed a system to give the home-
owner complete control over their home using the Short
Message Service (SMS) communicating over GSM. In this
system, a GSM modem is connected to an RS232 interfaced
with a MAX232 that is also connected to a PICmicrocontrol-
ler, as the RS232 is not compatible with the microcontroller.
When a user sends an SMS message, it is sent to the RS232,
and the MAX232 converts the text messages to a TTL signal
for the PIC microcontroller. The PIC controls the relay,
which is the connection point for all the home appliances [6].

The gap in this system is that it is highly intrusive and
requires a rewiring of electrical appliances for configuration
purposes. The system is also limited in the use of only a
GSM, and a SIM card is needed to control the home
remotely, and if the GSM or SIM is misplaced, the system
ceases to function. Additionally, no security standards were
put in place to secure the system against intruders and
hackers.

Kodali et al. [7] proposed the IoT-based smart security
and home automation system, which utilizes certain features
of the IoT domain for both communication and control of
devices while ensuring their secure operation without inter-
ruption. It implemented a security protocol for communica-
tion between appliances and the server.

Domb proposed the smart home based on the Internet of
Things. It incorporates all the basic features of home automa-
tion via communication and control of devices in [26].

This paper [27] by Gupta et al. presents the design and
development of an effective system in managing home power
consumption. The system primarily gathers information
about the various home appliances and monitors and con-
trols their performance for the most efficient power con-
sumption scenario. The authors made use of a Power Line
Communication (PLC) with a Power-Controlled Outlet
Module (PCOM) to assist in the operation of the system. It
consists of a home server connected to the module’s network
in a star topology arrangement.

However, the lack of an Internet connection is a signifi-
cant drawback of the system as computation and control of
home appliances cannot be made remotely. The lack of
remote access to the system poses several problems, the most
significant being that the system is less efficient in cases
where emergency access is needed.

Ramljak [28] published the security analysis of open
home automation bus systems and proffered excellent insight
into the vulnerabilities and how to mitigate them effectively.
The main focus was security analysis of the OpenHAB
framework. It was done by traversing the security architec-
ture and supported features that come with OpenHAB due
to the apparent challenge in static code analysis of several
used packages in OpenHAB. The author minimized vulnera-
bilities such as posting data to REST API, which can lead to
leakage of user data by setting the X-XSS-Protection HTTP
response to “1.” The second approach the author used was
to run OpenHAB behind the reverse proxy, which redirects
client requests to the appropriate server, allowing access to
OpenHAB runtime ports 80 (HTTP) and 443 (HTTPS).

Heimgaertner et al. [29] sought to help reduce energy
costs and increase the comfort of living by adjusting room
temperature according to schedules, rules, and sensor inputs.
It utilizes the distributed OpenHAB Distributed Multiuser
(DM) setup with extensions introducing user authentication,
access control, and management tools for decentralized
OpenHAB node deployments.

The limitation of this work is that the new OpenHAB
DM is not compatible with existing mobile OpenHAB apps.
However, this is mainly because the mobile apps do not
currently supply the implementation of user credential
functionality as well as provide authentication tokens to the
REST API.

Celtek et al. [18] designed and implemented a low-cost,
effective wireless home automation system with a general
purpose application. The web-based application integrates
with existing homes to control temperature, humidity,
motion, and luminosity sensors along with the signal condi-
tioning circuitry from user-inputted data. The home automa-
tion system consists of three key segments: the sensor nodes
(SNs), the actuator nodes (ANs), and the center node (CN).

However, the absence of a mobile application interface
reduces the ease of access to the system. The system does
not define access roles and privileges for users of the systems,
and this makes the system susceptible to unauthorized access.
No security measures were taken to encrypt the information
sent out by the system over the Internet.

Bhatt and Patoliya in [19] designed and implemented a
scalable, cost-effective sensor wireless network for transform-
ing the traditional home into a smart home. They deployed a
heterogeneous sensor and actuator nodes based on wireless
networking technologies for a home. The system has a scal-
able architecture, and thus, any number of home appliances
can be controlled andmonitored on the system. Additionally,
the system can easily integrate existing wireless home appli-
ances to present a single interface for the control of all home
appliances. The authors employed the use of the ESP8266
WiFi module, and that posed a challenge being that it only
provides a single point for analog input. That made it difficult
to interface multiple analog sensors to the system. The
authors, however, noted that integrating a separate Analog
IO Expander circuit with the WiFi module would resolve
the issue.

Song et al. [21] designed and implemented a wireless
controllable power outlet system for home automation net-
works. Their power outlet module integrates a Zigbee radio
that serves as an actuator node in the home automation net-
works. The smart home designed by the authors makes it
easy to control various home appliances. However, a notable
limitation of their research paper is the absence of a security
standard for the wireless communication modules.

Karaca et al., in their paper [22], designed a smart home
system employing the use of sensors and controller nodes
connected to a custom local wireless network—the developed
system functions in two primary ways: monitoring and con-
trol of home appliances. With the use of an embedded server,
users can modify the database over an Internet connection.
This embedded server is composed of an ARM microproces-
sor, security alarm horn, ESP8266 WiFi module, and an SD
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card memory. The server is a bridge between the user inter-
face and the sensor nodes/controllers. Server modules feed
the user with required information by fetching data from
the database, which is updated by the sensor nodes. This sys-
tem does not implement any security standard to secure the
wirelessly transmitted data to protect it from external hacks.
Additionally, the authors recommend that future studies
should be directed towards learning algorithms that enable
adaptive control and machine learning control of parameters
such as temperature increments in unit volume and time.

Due to fast steep growth in the usage and reliance on
striking features of smart devices, Vikram et al. [23] proposed
a methodology to provide a low-cost home automation
system using WiFi. It embodies the concept of the internet-
working of smart devices. The experimental rig involved
the use of the ESP8266 WiFi module, ATmega microcontrol-
lers (μCs), Single-Pole Double-Throw (SPDT) relays, Trans-
ceiver NRF24l01+ RF, etc. One of the μCs was used as a hub,
and all sensor readings are sent through the hub from the
nodes via the RF modules.

A mobile application was developed with a user interface
for controlling the home appliances. This paper failed to
address the security aspect of the home automation system.
The system does not provide access control levels for the
user; hence, anyone can be granted permission to intrude
the house. Also, since the paper made an emphasis on their
system being WiFi-based, it failed to outline the security
measures to handle external intrusions from hackers.

Gyory and Chuah in [24] proposed the design of an
IoTOne solution that supports heterogeneous IoT devices
and avoids both the security vulnerabilities and the limited
device compatibility issues. The IoTOne solution supports
heterogeneous IoT devices and provides security checking
of IoTApp such that only IoTApp with robust codes
would be hosted on the IoTOne App store. However, their
system lacks support for COAP (Constrained Application
Protocol) and DTLS (Datagram Transport Layer Security)
features, which are essential for energy-efficient secure
communications.

Shinde and Dube [4] developed an IoT-based smart
energy management system to intelligently control the appli-
ances wirelessly rather than just switching devices on or off.
In this paper, the power consumption of appliances was mea-
sured in intervals of 30 minutes and sent to the Raspberry Pi.
A significant drawback of the system is that it was designed
for controlling only two appliances, i.e., electric fan and light
bulb. Additionally, no security measure was devised, which
is not safe due to the rigorous intrusion that is always
attempted by hackers.

The paper published by Sowah et al. [30] provides a
useful solution to the problem of the programmability and
customizability of a modular home automation system.
Three main features characterize the system: status, control,
and automation of electrical and electronic devices. These
three features are achieved through the robust hardware
consisting of a router, system controller, wireless communi-
cation module, microcontroller module, fan controller mod-
ule, lamp controller module, and IP camera. Primarily, the
system uses Android application as a user interface to enable

communication between all systemmodules. There is a REST
API server to facilitate communication between the database
and the WebSocket. While the system works well in achiev-
ing the modular design for a home automation setting, it does
nothing to secure the wireless network against data breaches
and attacks [30, 31].

In these papers [3, 32], the authors designed an auto-
mated system for controlling lights and fans. A simple
Graphical User Interface (GUI) was designed to make it easy
for the end user to access data from a web interface. The
system architecture comprised a Raspberry Pi, which serves
as the Main Controlling Unit (MCU) and Input/Output
Interface (IOI). Raspberry Pi was chosen as the MCU for
good reasons—it is user-friendly and relatively cheap. With
the Raspberry Pi as the central hub, the input can be fetched
from the connected sensors and all the data are sent to the
Raspberry Pi. However, the absence of a mobile applica-
tion interface to the system reduces the ease of accessibil-
ity and enhanced functionality of the system. The system
lacked security features to prevent network sniffing and
session hijacking, which is very common with web-based
applications.

All the reviewed papers were notable for successfully
internetworking various home appliances and devices for
monitoring and control purposes. Most of the papers
reviewed were either web-based or Android applications that
provided users with an interface to monitor and control the
states of their home appliances. This was usually done
through reliable and functional wireless communication
modules. A few of the papers reviewed considered a security
evaluation of the OpenHAB server software. Overall, most of
the systems we considered proved to be low cost and user-
friendly and proved to be ideal for monitoring and remote
control purposes. A few of the systems maintained support
for heterogeneous devices and implemented security vulner-
ability checks.

A closer look at the systems, however, revealed some
gaps. Some of the systems failed to provide access control
levels for users, making it easy for intruders to be granted
access permissions. Other systems were found to be lacking
support for multiple devices from different vendors due to
compatibility issues. Some of the systems reviewed lacked
remote control functionalities, and a few others did not
implement any security mechanism for the wireless commu-
nication protocols. These gaps identified from the literature
review informed our problem statement and possible solu-
tion approach in developing a secure wireless home automa-
tion system with an open home automation bus (OpenHAB
2) framework by leveraging and improving upon the default
server architecture security features to enable privacy by
design and control of home appliances via mobile and web
apps.

3. System Design and Implementation

In the system design and implementation phase of the
proposed solution to the identified gaps in the reviewed liter-
ature, both software and hardware tools were utilized. These
tools are well suited for achieving our desired goal of building

5Journal of Sensors



a secure wireless home automation system. In building the
designed prototype, readily available circuit components
were employed. The cost, efficiency, implication, and suit-
ability of each of the components used in the prototype
design were carefully weighed. The development tools used
in this research paper were effective in helping to deliver
the set objectives using the OpenHAB framework.

From the schematic shown in Figure 1, the system has
two distinct parts: the wireless control system and the home
network system. The smartphone and personal computer,
acting as wireless controllers, are connected wirelessly to
the network directly or over the Internet to enable remote
control of home appliances as well as communication on
updated states of the appliances. The Raspberry Pi microcon-
troller has the instance of OpenHAB software installed on it
and acts as the central server for the system. It also hosts the
MQTT server, which is a publisher- and subscriber-based
protocol that allows multiple devices to communicate with
each other over a wireless network [7]. The in-house router
logs the IP addresses of the different devices connected to it
and further acts as a central connection point for all the
devices and appliances. The Arduino microcontroller
communicates with the router via the ESP8266 module. It
receives and broadcasts the state of the appliances via the
MQTT protocol, where all clients can either subscribe or
publish their status. An automated or user-queried action is
then taken based on the subscribed device state. It is further
connected to sensors that pick up signals from the surround-
ing environment. The Arduino microcontroller receives the
command via the ESP8266 and effects the change via actua-
tors (relay circuits and motors), which is essentially the
connection point for the various home appliances.

The central server can be accessed by a user authorized by
the system with an email address and a password. The
connection can either be made through a web interface or

custom-designed Android application. It provides the user
with the necessary data stored in the database. Upon gaining
access to the central server, based on the information given,
the user can then make queries (send commands). Figure 2
is the activity diagram of the overall system architecture that
captures the flow of data and relates the communication and
control of home appliances to achieve a smart home using
OpenHAB 2. Similarly, Figure 3 shows how the system
responds to the users’ queries and instantaneously sends
feedback. The responsiveness of the designed architecture
was warranted because, in smart homes, appliances must
respond to either switching commands or voice commands.

3.1. Circuit Design and Simulation. The circuit design and
simulation using Proteus software was carried out first to
ascertain the behavior of the various hardware modules when
they are integrated. It included the power supply unit with
the relays connected. The current and voltage sensor units
are also displayed in Figure 4. The switching operation for
energy management utilizes a single channel relay. The appli-
ance switching control schematic using Proteus is shown in
Figure 5.

The voltage sensor is used to monitor, calculate, and
determine the voltage supply. This sensor can determine
the AC or DC voltage levels of the connected appliance.
The input to this sensor can be the voltage, whereas the out-
put is the switches, an analog voltage signal, a current signal,
an audible signal, etc. Some sensors provide sine waveform-
or pulse waveform-like output, and others can generate out-
puts like AM (Amplitude Modulation), PWM (Pulse Width
Modulation), or FM (Frequency Modulation). The measure-
ment of these sensors can depend on the voltage divider.

On the other hand, a current sensor is a device that
detects electric current flow and generates a signal propor-
tional to that current flow. The generated signal may be

Home appliances

OpenHAB server

Smartphone

Raspberry Pi

Laptop

Router
Arduino

Relay circuit

Internet

Sensors

ESP8266 module

Figure 1: System architecture.
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analog voltage or current, which can be utilized to display the
measured current in an ammeter or stored for further pro-
cessing and analysis in a data acquisition system or used for
control of home appliances.

3.1.1. Main Hardware Components. Raspberry Pi. The model
used in this research paper (Raspberry Pi 3 Model B) hosts a
lightweight Linux distribution with OpenHAB installed. It

also has the Mosquitto MQTT broker installed. It communi-
cates with the network by connecting either via Ethernet
cable or wirelessly to the router.

Arduino Mega 2560. It acts as a control/logic unit for
appliances that do not have a wireless switch. It saves the
channel each appliance subscribes to or sensors publish to.
It also interprets the MQTT messages sent and forwards
the appropriate instructions to specified appliances.

User logs in

User logs in User logs inWeb Mobile

Request state switch

a

Control applianceAdd/edit appliance

a

Specify associated groups(lights,
party mode,etc.)

(i)

(ii)

(iii)
(iv)

Specify MQTT topic to listen from
and publish to
Assign descriptive icons 
Specify notification messages

Add/edit home
configuration

Specify home name
and details

Configuration stored
in the database

Choose home
configuration

Specify appliance
details

Configuration stored
in the database

View device status
and reports

Load available
home

configurations

Select home
configuration

Navigate to
appliance

Request sent to
server

MQTT message published to
device topic

Device switch state relayed
to server if successful and
feeback sent to application

Device state
switched

Device state
updated on
application

Figure 2: Activity flow diagram for the system architecture.

7Journal of Sensors



Start

End No

User query

Yes

Get state of home
appliance from

database

Server receives
and broadcasts the

request

Arduino receives
request via its ESP

module

Arduino processes
the requests and

performs required
action

Persist state to
database

Make another
request?

Figure 3: System flow diagram.

Figure 4: Circuit simulation for switching.
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NodeMCU (ESP8266) module. It enables wireless com-
munication between the Arduino Mega 2560 and our Rasp-
berry Pi. It also allows individual wireless switches within
our system to communicate with the central server.

Relay modules. The relay module used was a 16-channel
relay module. The 16-Channel 12V Relay Interface board
allows for appliances to be controlled directly from the Rasp-
berry Pi or Arduino microcontroller. This relay module
allows a small-level signal to control any normal outlet or
high-voltage product rated under 2000 watts.

Other hardware components are jumper wires, LEDs,
capacitors, resistors, push buttons, step-down transformers,
sensors (temperature, humidity), buzzer module (Piezo
speaker), voltage regulator LD1117V33, and NPN bipolar
transistors.

4. Hardware Programming and
Application Programming

Every part of the system has some level of programming to
enable flexibility and adaptable control to achieve the com-
plete home automation system. The design software environ-
ments used in this paper for the hardware and application
programming include the Arduino Integrated Development
Environment (IDE), Android Studio, Visual Studio Code,
Proteus Simulation Software, Fritzing, Etcher, PuTTY, and
Vim. All code on any Arduino component was done with
the Arduino IDE; the Android application was built with

Android Studio, the web view with Visual Studio Code, and
configuration on our OpenHAB instance on the Raspberry
Pi done over SSH using PuTTY with the Vim editor.

The different sections of the entire developed secure
home automation system are as follows.

4.1. The Central Server. To set up the central server, a custom
image of Linux distribution with an instance of OpenHAB
called openHABian is loaded onto a memory card inserted
into the Raspberry Pi using Etcher. The memory card is
loaded, and the Raspberry Pi is then connected to the
Internet to enable updates and initial setup. After 30 to 45
minutes, relative to Internet speed, the process is completed.

The openHABian instance is connected via SSH using
PuTTY, as shown in Figure 6.

The configuration for the appliances is implemented in
the corresponding files for each of the units below:

(1) Items. This refers to the individual control devices
and elements in our system. Each item can be given
a name and assigned to groups with specific bindings.

(2) Sitemaps. The sitemap is the interface the user inter-
acts with when the OpenHABmobile or web applica-
tion is opened. The various button and information
layouts can be controlled from the sitemap.

(3) Rules. This is where the home automation logic is
defined. Schedules and conditions required for actions
to happen are all defined in this module.

Figure 5: Appliance switching control circuit schematic.
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Figure 6: PuTTY view after a successful login.

//This is the Items file

Group Home “Secure Home” <house>
Group MasterBedroom “Master Bedroom”< bedroom_red> (Home)

Group LivingDining “Living & Dining Room” <sofa> (Home)

Group Kitchen “Kitchen” <kitchen> (Home)

Group KidsRoom “Kids Room”< girl_3 > (Home)
Group FrontYard “Front Yard” <lawnmower> (Home)

Group Bathroom “Bathroom” <bath> (Home)

Group Toilet “Toilet” <toilet> (Home)

Group Corridor “Corridor” <corridor> (Home)

Group Garage “Garage” <garage> (Home)

DateTime Date “Date [%1$tA, %1$td.%1$tm.%1$tY]” {channel = “ntp:ntp:demo:dateTime”}

DateTime Time “Time [%1$tH:%1$tM]” {channel = “ntp:ntp:demo:dateTime”}

Switch MasterBedroom_Light “Light” <light> (MasterBedroom, gLight) [“Lighting”] {mqtt = “>[home_
broker:master/light/1:command:∗:default],<[home_broker:master/light/1:state:default]”}

Code Listing 1: Sample Items configuration.

sitemap home label = “My House”

{

Frame {

Group item = Lights label = “All lighting” icon = “hue”

Group item = Bedroom label = “Bedroom” icon = “bedroom”

Group item = Office label = “Office” icon = “desk”

}

}

Code Listing 2: Sample Sitemap configuration.

10 Journal of Sensors



4.2. Wireless Switch Circuit. This module acts as a wireless
means of control to be attached to appliances without a direct
connection to the main control, the Arduino Mega 2560. The
switch is made up of a power supply system, a NodeMCU
module, and a 5V rated single channel relay to control 10A
250VAC, 10A 30VDC loads. As shown in Figure 7, the relay
terminal (COM, NO, and NC) is brought out with the inte-
grated screw terminal. The LEDs indicate the status of the
relay at any given time.

The control signal port of this relay is connected to a
digital input/output port of the NodeMCU module. The sig-
nal HIGH or LOW, to activate or deactivate the relay mod-
ule, is based on values received wirelessly by the NodeMCU
via MQTT. The value received is based on the NodeMCU
configured subscription. Both modules are powered by the
power supply unit, which taps from the mains and steps
down the voltage to their respective requirements.

Figure 8 shows the implementation of the wireless switch
with the relay, NodeMCU module, and power supply system
assembled into a single unit.

4.3. Switch Control Unit. Appliances that do not have a wire-
less connection (wireless switch) to the central server are
controlled and monitored via the switch control system.
The Arduino Mega 2560 acts as the main brain for control
and has all sensors connected directly to it, mostly via serial
port communication. To send messages to the central server
(Raspberry Pi), readings from the sensors are gathered and
managed on the Arduino Mega. The Arduino Mega is then
programmed to format the readings together with their
respective topics, which are then sent serially to a NodeMCU
module connected to the Arduino Mega. The NodeMCU
module then forwards the received message to the server
wirelessly using the MQTT protocol. On the other hand, to
receive messages, the NodeMCU module listens for broad-
casts to all the topics of sensors and appliances connected
to the Arduino Mega by subscribing to the MQTT broker
on the central server. When a new message is published to
any of the topics, the MQTT broker broadcasts the received
message to all subscribed parties (respective NodeMCU
modules).

The message is received and passed serially to the Ardu-
ino Mega, which then parses the message to extract the con-
trol command. The command is then relayed to the specified
appliance the topic belongs to via the actuator (relay) it is
connected to. In case that the homeowner is within the pre-
mises and does not have immediate access to either an acces-
sible web device or the Android app, the push buttons were
used as manual switches in a manner that each press switches
the state of the appliance. That is, an LED is turned on if it is
OFF and off if it is ON. Input is debounced so that a single
press would not appear to the Arduino code as multiple
presses. Another reason for implementing the manual switch
is to have an alternative method for switching in case the
wireless network fails at any point. Figure 9 shows the
Raspberry Pi connected to the router. The router records a
permanent IP address for the Raspberry Pi. This enables
the setup to establish connections between the server and
the other appliances.

4.4. Web and Mobile Programming and Interface. The princi-
pal requirement of the home automation system to monitor
and control the vast number of devices remotely and without
hassle is achieved by using both a web interface and an
Android application. While building the mobile app, the
key consideration here was the platform needed for the
development. Within the last four (4) years, Apple iOS and
Google’s Android operating system have dominated the

//This is the Rules file

rule “MasterBedroom_Light”

when

Item MasterBedroom_Light changed

then

sendNotification(“dhalehk@gmail.com“,"Master Bedroom Light turned “+MasterBedroom_Light.state)

end

rule “LivingDining_Light”

when

Item LivingDining_Light changed

then

sendNotification(“dhalehk@gmail.com“,"Living & Dining Light turned “+LivingDining_Light.state)

end

Code Listing 3: Sample Rules configuration.

Relay switched

Power

Active low control
signal input

NOCOM

NC

Figure 7: A single channel relay circuit.
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mobile operating system market. Android remains the most
popular mobile operating system in the world, having almost
75% of the global market share, according to StatCounter
Global statistics [16]. The choice was made to build an
Android application to cater for a considerable percentage
of the users. While not wholly leaving out iOS in the develop-
ment process, most of the customization work done on the
OpenHAB application was mainly implemented on the
Android app and written purely in Java.

In Figure 10, the various use cases for the application are
shown. It summarizes the functions available to the home-

owner via the app. To demonstrate the functionality of the
Android application, Figures 11 and 12 show authentication,
which is a security feature on the smartphone application.
For remote connections, even when not at home (local
server), the remote connection to the OpenHAB cloud ser-
vice is required. Otherwise, the user enters their details to
be authenticated for access to the local server.

In Figures 13 and 14, the interface for the mobile applica-
tion is shown. Figure 13 shows the main menu view for the
sitemap of a given home. Figure 14 goes on to show the
various rooms or spaces on the first floor of the home.

Figure 8: Wireless switch prototype implementation.

Figure 9: Raspberry Pi server and router setup.
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After selecting the “Corridor,” as shown in Figure 15,
all connected appliances in that space, as well as their
respective states, are retrieved and displayed to the user.
Figure 16 shows the updated state after the light has been
switched on.

These demonstrate the requirements of the smartphone
application, which accents the importance of the home auto-
mation system and conclusively demonstrates monitoring,
control, and some level of security.

4.5. Security Implementations by User Authentication and
Authorization on OpenHAB. Security is an essential protec-
tion against anything that could pose a threat to a system.
One of the biggest challenges with OpenHAB perhaps is the
nonenforcement of an access control mechanism for its
users, thereby making the security of the system dependent
on the strength of the wireless network. We developed a sim-
ple authentication and authorization model to control access
permissions to things on the network.

Configure new appliances

Web and mobile application

Define a home system

Add rooms to a home system

View current state of appliances

Control appliances

Query appliance history

User

Figure 10: Application use case diagram.

Figure 11: Local server connection. Figure 12: Remote server connection.
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This was done using the JSON Web Token- (JWT-)
based authenticator as a base model for all access control
protocols. This base model depicted in Figure 17 is an
abstraction of well-defined security policies and rules in our
OpenHAB system.

JSON Web Tokens (JWT) are a tool that makes use of
cryptography to ensure secure data communication between
parties. There are two critical steps in using JWT securely in a
web application: (1) sending them over an encrypted channel
and (2) verifying the digital signature immediately upon
receiving it. The asymmetric nature of the public key cryp-
tography makes JWT signature verification possible. A public

key verifies a JWT was signed by its matching private key to
enable data communications securely. No other combination
of keys can do this verification, thus preventing impersona-
tion attempts. JWT is a very modern, simple, and secure
approach which extends for JSON Web Tokens. JSON Web
Tokens are a stateless solution for authentication. Hence,
no need to store any session state on the server, making it
ideal for restful APIs, thereby making the server implemen-
tation lightweight and computationally efficient in the use
of resources. Restful APIs should always be stateless, and

Figure 13: Main menu view.

Figure 14: First floor view.

Figure 15: Corridor light off.

Figure 16: Corridor light on.

14 Journal of Sensors



the most widely used alternative to authentication with
JWT is just to store the user’s login state on the server
using sessions.

The first step in addressing the security challenges of
OpenHAB was to analyze how data is moved through the
network. Data flow through the network was monitored
using Wireshark, a free and open-source packet analyzer.
Based on the packet monitoring and tracing using Wire-
shark, it was discovered that data is transmitted in two ways,
namely, via the cloud and the local OpenHAB host. Recogni-
tion of the fact that some devices usually do not need to con-
nect to the Internet to set or reset their states was ascertained
based on analysis, and that informed our design choices and
protocols to use to establish secure communications. How-
ever, connection to the Internet is required in cases where
the user might want remote access to things at home. The
two ways of data transmission in the network required that
we addressed them uniquely. The first scenario involves the
case where OpenHAB establishes a connection through the
Internet and opens up a lot of known vulnerabilities, one of
which is that packets transmitted can be hacked and tam-
pered with. In preventing this, we used the JWT authentica-
tion procedure, which we performed in five steps:

(1) The client sends his/her details through the basic
authenticator initialized on the web browser

(2) The broker extracts the client details, and if it
matches a registered client, a JSON Web Token
(JWT) is generated. It is further appended to his
unique ID along with the expiration date and digital
signatures. The broker relays the JWT to the client

(3) The client attaches the JWT on any subsequent
request to the server

(4) For every request, the server extracts the JWT and
verifies the digital signature appended to it. If it is
deemed valid, the username and password are used
to perform authorization on the system for use

(5) If the JWT is expired, the broker requests user details
through basic authentication, and if they are valid, it
generates and serves another valid JWT

The second case where OpenHAB communication is
done locally between home appliances and the OpenHAB
host appeared to be of lesser risk. This is because communi-
cation is usually through a wireless network encrypted with
AES. Breaking the AES is almost computationally impossible,
especially for the AES-256 encryption enforced on the devel-
oped system. The sequence diagram of the security imple-
mentation is depicted in Figure 18.

4.6. Hardware and Software Integration. The device control-
ler, in two modes, controls the devices. OpenHAB serves to
handle the remote mode while the switching circuit devel-
oped handles the manual mode. The DHT11 Temperature
and Humidity sensor features three pins: VCC, DATA, and
GND. The VCC is connected to the 5V, GND to GND of
Arduino, and DATA to the analog pin of the Arduino micro-
controller. On the Arduino IDE, we imported the DHT.h
library, which enabled us to convert the analog value read
into real-world temperature and humidity values. This data
is published via the ESP8266 module to the server on the
Raspberry Pi and stored securely for remote monitoring.

5. Testing and Results

The developed system integrated all items to a single
switching board to show that the states of devices could be
controlled remotely with improved security. From tests con-
ducted, the developed system failure rate is exceptionally
minimal, thus offering a high level of security in home auto-
mation, and the set objectives of secure wireless switching
and internetworking of home appliances and subsequent
control were achieved.

5.1. Android Application Testing. The first approach to test-
ing the Android application was to check for stability across

REST
resources

Application contextApplication context

REST servletIcon servlet Chart servlet

HTTP contextHTTP context

Access control
policyForm

authentication

Authenticator

JWT
authentication

Basic
authentication

Figure 17: Block diagram of authenticators.
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a range of Android devices. After looking into the various
Android operating systems to determine the relevant ones
to test our mobile application, the test focused on a limited
set of most popular devices and Operating System (OS) ver-
sions since it would be impractical to test out the application
on every Android device on the market.

The application was run on one high-end Android
device, the Samsung Galaxy S9+, and a midrange device,
the Samsung Galaxy A5. The application performance on
both devices was similar. No visible performance lags or
GUI responsiveness issues.

During mobile application development, the JUnit, a
testing framework, was used to test all modules within the
application. The test helped us to fix some significant
compatibility issues across the different Android operating
systems.

Tests performed considered the effect the application
running has on battery life. The application had minimal
impact on the battery, using less than 1% of battery on
standby and about 10% on continuous 5-hour usage. Com-
paring this with the average of all data-enabled applications,
the net battery savings recorded was about 15%. Data con-
sumption was also minimal, with the application consuming
only about 5MB within a 5-hour period of close to constant
usage after deployment.

5.2. Web Service Testing. In testing the web service, PostMan
and HttpMaster were used. Both applications support
dynamic parameters, data validation, and response data.
The various requests yielded the expected response codes,
hardly ever reporting failures even on very slow and unstable
networks.

5.3. OpenHAB Testing. The testing of the OpenHAB imple-
mentation focused on the overall system latency. Various
switching commands were issued out to the system. On a
local network, it was observed that switching requests and
responses were much faster than when on the cloud service.
Since a guarantee cannot be made for great user Internet
speed, this issue was addressed by prioritizing the local server
over the cloud server to reduce network latency.

5.4. OpenHAB Security Tests. OpenHAB makes use of bind-
ings, which is a logical software piece that links a thing to
OpenHAB. The data transmitted through the REST API calls
on the bindings can be eavesdropped upon if the packets
through the network are inspected. Wireshark was used to
inspect packets and understand how the different bindings
transmit data.

Internal communications between things in the network
and OpenHAB framework are through a wireless network,
and it is often encrypted with AES. An eavesdropper can
get the transmitted data if they can decrypt the AES signal
data transmitted. That is, in itself, computationally not feasi-
ble. Security, in this case, as we tested, was dependent on the
strength of the wireless network.

Another communication approach was where OpenHAB
was communicating with a remote server in the cloud. In
addressing this security challenge, a JWT-based authenti-
cator was implemented in Java. Testing directly on the
OpenHAB framework was not an easy task, so we first
demonstrated the implementation as an independent
deployment. In this independent deployment, we ran the
system against various intrusion tests and packet/session
hijacking tests using industry-standard tools for which

Client Servlet (HTTP
context)

Return resource

Request with JWT

Request with auth credentials

Request without credentials
Authenticate with credentials

Return valid

Authenticate with JWT

Return valid

Return JWT and resource

Return basic auth request

Basic
authenticator

JWT
authenticator

Figure 18: Sequence diagram of the security implementation.
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the systemwithstood. The Aircrack-ng software, as a complete
suite of tools to assess WiFi network security, was utilized.
This tool focuses on different areas of WiFi security, such as
monitoring of packet data capture and export of data to text
files for further processing, attacking the network using replay
attacks, deauthentication, fake access point creation, and
packet injection with testing and checking of WiFi cards and
driver capabilities. The Aircrack-ng software provides capabil-
ities for cracking passwords or passphrases on Wired Equiva-
lent Privacy (WEP) and Wireless Protected Access (WPA)
protocol implementation.

The results of the various tests for the hardware system
and integration, as well as software system and integration,
are captured in Tables 2 and 3. Table 4 presents the results
of the system security tests that were performed using
industry-standard tools.

To test all cases in a simulated home environment, a
demo house was constructed and fitted with the required
hardware. Figure 19 shows the constructed demo house hav-
ing a model garage, two bedrooms, a kitchen, a corridor, and
a dining area with fitted hardware.

All the rooms have an LED serving as an energy-efficient
light bulb, relays, and switches for turning lights on and off
remotely via the mobile and web applications developed.

Figure 20 also shows the control circuit with the Arduino
Mega fitted to enable control of connected devices.

The final setup with enabled connection to the central
server is shown in Figure 21.

6. Conclusion

Most homeowners in developing countries lack complete and
total control over their homes. They are not able to access
vital home automation features such as control and monitor-
ing of home appliances, low-cost security, and efficient
energy usage by implication. The OpenHAB 2 protocol is
relevant to automating the home while interconnecting
appliances based on its flexibility and capability for full
customization, to achieve the goals of (1) providing a secure
control mechanism for home appliances via a mobile or
web application; (2) improving the security of connected
home appliances through the system’s inbuilt intrusion
detection, alarm, and wireless communication data encryp-
tion standards; (3) meeting the essential energy management
requirement of the household by providing a means to mon-
itor and remotely turn off unnecessary active appliances to
conserve energy and reduce electricity bills; (4) offering a
wirelessly controlled switch for all home appliances; and (5)
making a significant contribution to the existing body of
knowledge on secured home automation. This paper pre-
sented a secure wireless home automation system that has
been designed and implemented with the OpenHAB 2 home
automation software framework to meet the set goals. A
power supply circuit was designed and implemented for the
microcontrollers while another circuit was created for the
wireless switching and control of appliances. The OpenHAB
server was set up on the Raspberry Pi, and the Arduino was
configured to communicate with the OpenHAB server for
home automation tasks. Both mobile and web applications

were developed to control and view the status of home appli-
ances. Also developed was a secure wireless network system
enabling communication between the home appliances and
the OpenHAB server. The prototype integrated all items to
a single switching board as a proof of concept that the states
of the device could be controlled and monitored remotely
with improved security using JSON Web Tokens. Future
research directions could be geared towards integrating the
switching circuitry within the real-world appliances to trigger
the switching internally instead of just controlling the power

Figure 21: Demo house with all LEDs, motors, and sensors
integrated.

Figure 19: Constructed demo house with LEDs integrated.

Figure 20: Compartment for housing demo house circuitry.
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supply to the appliance. Also, learning algorithms to enable
adaptive control and machine learning could be imple-
mented to handle sensor parameters automatically (e.g., from
temperature, smoke, and other detector systems). Also,
future project directions for enhancements could be geared
towards the use of machine learning techniques to learn from
the homeowner’s behavior to optimize the switching of appli-
ance states for energy savings using various optimization
techniques.
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available upon request.
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Drilling a high-pressure, high-temperature (HPHT) well involves many difficulties and challenges. One of the greatest difficulties is
the loss of circulation. Almost 40% of the drilling cost is attributed to the drilling fluid, so the loss of the fluid considerably increases
the total drilling cost. There are several approaches to avoid loss of return; one of these approaches is preventing the occurrence of
the losses by identifying the lost circulation zones. Most of these approaches are difficult to apply due to some constraints in the
field. The purpose of this work is to apply three artificial intelligence (AI) techniques, namely, functional networks (FN),
artificial neural networks (ANN), and fuzzy logic (FL), to identify the lost circulation zones. Real-time surface drilling
parameters of three wells were obtained using real-time drilling sensors. Well A was utilized for training and testing the three
developed AI models, whereas Well B and Well C were utilized to validate them. High accuracy was achieved by the three AI
models based on the root mean square error (RMSE), confusion matrix, and correlation coefficient (R). All the AI models
identified the lost circulation zones in Well A with high accuracy where the R is more than 0.98 and RMSE is less than 0.09.
ANN is the most accurate model with R = 0:99 and RMSE = 0:05. An ANN was able to predict the lost circulation zones in the
unseen Well B and Well C with R = 0:946 and RMSE = 0:165 and R = 0:952 and RMSE = 0:155, respectively.

1. Introduction

The demand for drilling high-pressure, high-temperature
(HPHT) wells has become more significant in the petroleum
industry. HPHT wells are known for bottom-hole pressures
of more than 10,000 psi and bottom-hole temperatures of
more than 300°F [1]. The main advantages of drilling HPHT
wells are increasing oil production and improving economic
success [2]. Drilling these wells involves some challenges and
difficulties, mainly the appropriate tools for formation evalu-
ation. These include many areas such as HPHT cement
integrity, modified testing procedures and equipment, bat-
tery technology, proper zonal isolation, elastomers, alterna-
tive sealing agents, electronics/sensors and selection of
drilling mud, design of drill string, and bits [3].

Drilling HPHT wells can result in many problems that
delay the drilling operation and impact the cost. Loss of cir-
culation is a common problem in drilling these wells. The
partial or entire loss of the drilling mud from the wellbore
to the formation is called loss of circulation or loss of return
[4]. The losses will occur when a path for the flow exists,
while the pressure inside the well is greater than the forma-
tion pressure [5].

Loss of circulation increases the nonproductive time
spent on mitigating the losses [6], besides increasing the total
drilling cost due to loss of drilling mud, which represents, in
some cases, 40% of the total cost. The oil and gas industry
reported more than $12 billion in the cost of drilling mate-
rials and fluids in 2018 [7]. Loss of circulation leads to poor
hole cleaning due to the reduction of mud level in the
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borehole, which decreases its ability to transfer the cutting
outside the wellbore [8]. The decrease in the mud level might
reduce the hydrostatic pressure and cause a kick or blowout if
the wellbore pressure became less than the formation pres-
sure [9].

A range of methods has been used to overcome the circu-
lation loss. The first method is adjusting the properties of
drilling mud to reduce the equivalent circulation density
(ECD) and consequently decreasing the quantity of the lost
drilling mud [10]. The second method is pumping the lost
circulation material (LCM) to seal and plug the losses [11].
Nevertheless, these methods are time-consuming and very
expensive [12].

To minimize loss of return, it is essential to identify the
lost circulation zones. Although various approaches are
available, such as ECD, temperature profile, and resistivity
[13, 14], nevertheless, some of these approaches are imprac-
tical either due to the high cost or lack of technology or owing
to inaccurate prediction of the thief zones.

2. Artificial Intelligence (AI)

Artificial intelligence (AI) allows computers to perform tasks
that require human intelligence. According to Mohaghegh
et al. [15], AI is aimed at building a model or an algorithm,
which enables machines to perform duties that need knowl-
edge, understanding, and experience when performed by
humans. A broader definition includes problem-solving, lan-
guage perception, and conscious and unconscious processes
[16]. AI is also known as a subfield of computer science
involving the use of computers in tasks, which usually needs
reasoning, knowledge, learning, and understanding abilities.

2.1. Artificial Neural Network (ANN). ANN is an
information-processing system, which attempts to imitate
the performance features of the biological nervous system.
The network is adapted as a computer model, which can
advance transformations, associations, or mappings between
data [17]. The feature of ANN is that it does not require any
physical phenomenon that explains the system under study
[18]. Any nonlinear complex function can be approximated
by ANN to make a relationship between input and output
parameters.

According to Ahmed et al. [19], an artificial neural net-
work is made up of many components such as neurons, hid-
den layers, transfer function, learning function, training
function, and epoch size. Neurons are components that have
specific input/output, and they are connected to form a net-
work of nodes that makes the neural networks [20]. Weights
and biases are used to handle the input parameters to find a
relationship between the neurons and the source, so the per-
formance of the network depends on the selection of those
weights and biases. Also, the performance of the estimation
model relies on the choice of the number of hidden layers,
training function, and number of neurons [21].

2.2. Fuzzy Logic (FL). Fuzzy logic (FL) is a method of reason-
ing where the rules of deduction are estimated rather than
precise. FL is valuable for handling information that is

incomplete, inaccurate, or irresponsible. FL is closely similar
to the theory of fuzzy groups that belongs to a set of objects
with boundaries in which membership is a problem of degree
[22].

The fuzzy system is typically used to characterize uncer-
tainty, which is due to the imprecision of the data or insuffi-
cient input variables that have an essential effect on the
results. A property or an item can be defined by categorizing
it under one of the different noncrisp groups and also a
degree of membership for every group [23]. The fuzzy set
theory proposes that a truth value that is between 0 and
1should be added when working with noncrisp variables.

A membership function is used to define the relationship
between a truth value and its variable. It has a value between
0 and 1, and that describes the “degree” of membership [24].
The membership functions can be represented by different
functions such as sigmoid, Gaussian, trapezoidal, or straight
lines [25]. When set membership had been defined again in
this method, you can explain a reasoning system based on
techniques for relating distributions [26].

The fuzzy inference system (FIS) is the procedure of cre-
ating a formulated mapping from an input to an output. The
system contains logical processes, a set of “if-then” rules, and
formulating membership functions. FIS is composed of five
main parts: fuzzification interface, rule base, database,
decision-making unit, and defuzzification interface, as shown
in Figure 1. At first, the fuzzification interface transfers the
input data into degrees of a match with linguistic values.
Then, the rule applies a number of fuzzy “if-then” rules.
Databases are used in the rules for membership function,
and the decision-making unit is utilized for the operations
of inference. Finally, the defuzzification interface transfers
fuzzy output to crisp results.

According to Jyh-Shibg [27], fuzzy if-then rules are the
cases where membership functions characterize the following
statement if “A = x thenB = y” where A and B are linguistic
variables and x and y are linguistic values that are connected
with membership functions.

A Sugino-type is also another kind of fuzzy if-then rules,
where the premise part contains fuzzy sets only, whereas a
nonfuzzy set defines the consequent part. It is also known
as an adaptive neurofuzzy inference system (ANFIS) that is
a type of fuzzy logic and neural network [27]. It has the ability
to extract the advantages of both fuzzy logic and neural net-
work in a single method [28]. It uses the algorithm of back-
propagation and the least squared to learn the data to alter
the membership function that assists the fuzzy to train the
data to be modeled [29].

2.3. Functional Network (FN). A functional network (FN) is
an extension of an ANN that comprises several layers of neu-
rons linked to each other. Every processing neuron makes an
explicit calculation: a scalar usually monotone f function of a
weighted total of inputs. The f function, combined with the
neurons, is constant, and the weights are learned from data
utilizing some famous algorithms like the least-square fitting
[30].

An FN comprises the input layer of input data, an output
layer, single or many computing neuron layers that appraise
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a group of input values, comes from the input layer, and pro-
vides a group of output values to the output layer. The com-
puting neuron layers are associated with each other, which
mean that the output from one unit is able to work as a por-
tion of the input to another neuron. When the input param-
eters are provided, the output is found by the type of
functional network [31]. The differences between FN and
ANN are that the weights in FN do not appear while the
weights in ANN can appear. The neuron outputs of ANN
are not the same while the neuron outputs of FN are coinci-
dent, and the neural functions in ANN are univariate, while
in FN, they are multivariate.

Loss of return is influenced by various factors such as
fluid properties, formation properties, and several known
and unknown parameters. Therefore, it is arduous to predict.
Therefore, many researchers applied the artificial intelligence
to solve problems related to lost circulation such as Anifo-
wose et al. [32], Castillo [33], Moazzeni et al. [34], Toreifi
et al. [35], Efendiyev et al. [36], Far and Hosseini [37], Solo-
mon et al. [38], Manshad et al. [39], Al-Hameedi et al. [40],
Alkinani et al. [41], Abbas et al. [42], Cristofaro et al. [43],
and Jahanbakhshi and Keshavarzi [44]. All these studies
applied a single technique of AI to predict either the type of
losses, the amount of losses, or the loss treatment, besides
using many input parameters that are difficult to access in
every well. None of these studies predicted the zones of the
losses or used the real-time mechanical surface drilling
parameters in their predictions.

The objective of this study is to predict the lost circulation
zones using surface drilling parameters obtained by real-time
drilling sensors. Three artificial intelligence techniques,
namely, ANN, fuzzy logic (FL), and FN, are compared to
achieve the objective.

3. Methodology

Figure 2 summarizes the processes of the methodology used
in this study to predict the loss zones.

3.1. Data Acquisition. Three onshore wells were selected,
where the lost circulation records and the mechanical surface
drilling parameters were used for this study. The data were
acquired on a per-foot basis from real-time sensors. The loss
records include the flow out of the well (FLWOUT %) and
the depth of the losses. The mechanical surface drilling
parameters include the depth (D), hook height (HKHT),
hook loud (HKL), flow pump (FPWPMP), rate of penetra-

tion (ROP), string rotary speed (RPM), standpipe pressure
(SPP), drilling torque (TORQUE), and weight on bit
(WOB). The circulation loss occurred in the three wells,
and the drilling was continued until reaching the end of the
section without curing the losses. Figure 3(a) shows the col-
lected data of WOB versus the depth in Well A.

3.2. Data Preparation. Firstly, the data were collected from all
operations involved in the three phases of the overall drilling
process, i.e., drilling, tripping, and running the casing. All
missing values, such as 999 values, and negative values, were
removed. The second step was to include only the data in the
drilling phase operation, while the data from the other phases
were considered as unwanted. The data from the drilling
phase operation were reorganized based on fresh footage,
which requires human involvement to mark the minimum
and maximum depths reached and eliminate any depth
values beyond the maximum depth. Then, any footage values
less than the previous were removed and will be considered a
tripping operation. Figure 3(b) shows the data of WOB ver-
sus the depth fromWell A after removing the random values
and selecting the drilling phase operation.

The next stage was to further smoothen the data by elim-
inating the outliers or noise. Many filtration techniques,
which have been implemented to allow data automation in
the future, were applied to smooth the data. These techniques
included movmean, movmedian, Gaussian, lowess, loess,

Database

Fuzzification
interface

Decision-
making unit(Fuzzy)

Input (crisp) Output (crisp)

(Fuzzy)

Defuzzification
interface

Rule base

Knowledge base

Figure 1: Parts of fuzzy logic.

Data acquisition Data preparation

Case studies Data division

Parametric study Quality analysis

Statistical
analysis

AI technique
implementation

Selection of best
AI technique

Prediction of
lost circulation

zones

Figure 2: Steps of the methodology used.
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rlowess, rloess, and sgolay. Figure 4 shows the application of
all the techniques on the WOB parameter from Well A.

The best filtration technique is movmean, which ensures
that most of the data are preserved without significantly
altering them. The performance of the sgolay filter was also
found to be close to that of movmean; however, when pro-
cessing big data in real-time, movmean is preferred as it
requires less computing power [45]. Themovmean technique
was also applied to filter the WOB parameter from Well A
with a span of 2, 4, 6, 8, 10, and 5 to determine the optimum
noise reduction while retaining the data structure. The span
of 5 is the best for data smoothing.

Regarding the output, the only action taken was to pre-
pare the data in the proper format. As the two relevant con-
ditions for each well section are losses or no losses, the data
were arranged, as shown in Table 1, with the corresponding
condition identified with 1 or 0.

3.3. Statistical Analysis. The best approach to examine the
influence of different parameters on the loss of circulation
is by performing a statistical analysis. Data diversity was
assessed through a comprehensive statistical analysis. Statis-
tical description contains a minimum, maximum, mean,
range, mode, variation, kurtosis, skewness, and standard
deviation. Table 2 shows the statistical analysis of Well A.

3.4. Data Division. Data from Well A were used to build the
three AI models, while data from Well B and Well C were
used to validate the AI models. The Well A data were ran-
domly divided into two parts: the first part was used to train
the model and the second part was used to test its ability to
predict the values of the relevant parameters. The percent-
ages of data used for training and testing were selected by
trial and error.

Initial ANN runs were conducted using several different
percentages of data for training and testing to select the best
proportion on a trial and error basis. The previously identi-
fied six input parameters of FLWPMP, ROP, RPM, SPP,
TORQUE, and WOB were used in these trials. Figure 5
shows the results of all the trials for the selected training
and testing data distributions. The results reveal that the dis-
tribution of 75% training dataset and 25% testing dataset is
the best in terms of both R and RMSE.

3.5. Case Studies. Several cases were evaluated to examine the
impact of the input parameters on the prediction of lost cir-
culation zones and enhance AI accuracy by removing the
unnecessary parameters. In each run, the effect of a specific
parameter on predicting the lost circulation zones was evalu-
ated, while keeping the other parameters constant. Figure 6
presents the results of all the trials defined in Table 3 for
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Figure 3: The collected WOB vs. depth from Well A (a) before filtration and (b) after filtration.
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selecting the input parameters. Based on the correlation coef-
ficient and the root mean square error, the six input param-
eters (Trial 1) of FLWPMP, ROP, RPM, SPP, TORQUE,
andWOB were selected to predict lost circulation zones. Tri-
als 1, 4, and 7 are giving the best results based on various
combinations of independent parameters. Trial 1 requires
six parameters that are one parameter more than each of

Trial 4 and Trial 7. Nevertheless, we believe that Trial 1
includes parameters that are physically important to detect
the loss of circulation zones such as RPM and WOB. In con-
trast, Trials 4 and 7 are missing at least one of them.

The trials focused only on the mechanical surface drilling
parameters that are very important in drilling and readily
available for each well. All six parameters show significant
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Figure 4: Filtration techniques applied to WOB from Well A.

Table 1: Input and output setup.

Input Output

Depth zone
FLWPMPS ROP RPM SPP TORQUE WOB

Losses No losses
(gal/min) (ft/h) (rpm) (psi) (klbf·ft) (klbf)

Loss zone

1 1006 135.4 65.8 2451.5 11.9 48.9 0 1

2 1006 167.7 66 2431.4 11.8 45.5 0 1

3 970 162.1 64 2159.9 10.3 34.6 0 1

No loss zone

1 850 140.2 60.8 1520.5 7.5 14.7 1 0

2 790 116.2 59.6 1225.8 6.1 8.9 1 0

3 769 92.1 58.2 1097.1 5.7 8.2 1 0

5Journal of Sensors



Table 2: Statistical analysis of all the parameters in Well A.

Parameter
FLWOUT

(%)
HKHT
(ft)

HKLI
(klbf)

FLWPMPS
(gal/min)

ROP
(ft/h)

RPM
(RPM)

SPP
(psi)

TORQUE
(kft·lbf)

WOB
(klbf)

Minimum 0 0.218 160.946 721.000 9.260 49.720 1002.727 4.480 5.128

Maximum 54.480 88.323 249.116 1201.800 200.408 100.280 2753.440 14.344 68.372

Mean 9.664 44.615 191.665 1072.861 54.497 73.125 2193.087 8.686 49.335

Range 54.480 88.105 88.170 480.800 191.148 50.560 1750.713 9.864 63.244

Mode 0.000 63.043 200.476 1006.000 18.060 80.000 2459.280 8.696 58.956

Skewness 1.028 -0.051 0.749 -0.350 1.571 -0.034 -0.794 0.487 -1.305

Standard
deviation

15.254 24.063 15.406 126.587 53.358 12.418 368.205 1.703 13.656
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Figure 5: The results of the trials conducted for selecting the training and testing data distributions.
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Figure 6: The results of the evaluation to select the important input parameters.
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changes in their values after the occurrence of lost circula-
tion, as shown in Figures 7(a)–7(c). Hook loud was excluded
from the trials as it did not change after the event of lost cir-
culation and due to the availability of WOB, which is an
alternative for hook loud.

3.6. Implementation of AI Techniques. After selecting the best
input parameters for constructing the AI models, the next
step is to apply artificial intelligence techniques. As previ-
ously stated, the artificial intelligence tools ANN, FL, and
FN were used. MATLAB 2016 software was used to imple-
ment the AI methods.

3.6.1. ANN Implementation. Many trials were conducted to
select the optimum number of neurons, training functions,
transfer functions, and the network function using ANN to
predict the zones of lost circulation. One layer with different
numbers of neurons was used, and the results are shown in
Figure 8. The results are very close to each other and are of
high accuracy. Increasing the number of neurons will
increase the computational time and will result in a large
number of weights and biases, which in turn will increase
the number of constants in the correlation equation. There-
fore, five neurons are selected based on their higher accuracy
in the testing part and to keep the network fast and efficient.

The performance of 13 training functions was evaluated
to determine the optimum training function. The results pre-
sented in Figure 9 indicate that the optimum training func-
tion that has the highest accuracy is Trainbr. Thirteen
transfer functions were also evaluated to observe their
impacts on the prediction of lost circulation zones.
Figure 10 summarizes the performance of these transfer
functions and reveals that logsig is the optimum transfer
function.

Then, ten network functions were assessed to determine
their influence in the prediction of lost circulation zones.
The results presented in Figure 11 show that the values are
close to each other. Even though Fitnet, Newff, and Newfit
produce the same accuracy in the prediction of the lost circu-

lation zones, the Fitnet network function is the one selected
in the ANN model.

The ANNmodel was built with five neurons in one inter-
nal layer, and with a training function of Trainbr, the transfer
function of Logsig, and network function of Fitnet.

3.6.2. FL Implementation. Two tools of fuzzy logic were per-
formed to determine their impacts on the prediction of the
lost circulation zones. The first tool is Mamdani FIS (Genfis
1), and the second tool is Sugeno FIS (Genfis 2). Mamdani
FIS is not suitable because it has a long processing time.
Many trials were performed using Genfis 2 (Sugeno FIS) to
determine the best selection of the epoch size and the radius.
The results in Figure 12 indicate that the prediction accuracy
does not change after an epoch size of 70, and based on the
highest correlation coefficient and the lowest root mean
square error, an epoch size of 70 was selected.

Several radii were evaluated at 70 iterations, and the
results are shown in Figure 13. A radius of 0.5 produced the
highest accuracy. Therefore, the fuzzy logic model was built
using Sugeno FIS with an epoch size of 70 and a radius of 0.5.

3.6.3. FN Implementation. Several FN trials were run to select
the best methods and types of functional networks to predict
the zones of lost circulation. Many procedures were evaluated
for both linear and nonlinear types to find their effect on the
prediction of the lost circulation zones. These procedures
include functional network backward-forward method
(FNBFM), functional network forward-backward method
(FNFBM), functional network backward-exhaustive method
(FNBEM), functional network forward-selection method
(FNFSM), and functional network exhaustive selection
method (FNESM). The results are shown in Figure 14. Based
on the highest R and the lowest RMSE, the Type 3 of FNFBM
has the highest accuracy. Therefore, the FN model, with the
features of functional network forward-backward method
(FNFBM) and nonlinear Type 3 was selected to predict the
lost circulation zones.

4. Results and Discussion

The ANN implementation showed that an ANN, of five neu-
rons in one internal layer, with the training function of
Trainbr, the transfer function of Logsig, and the network
function of Fitnet, gives the best performance with the high-
est correlation coefficient and the lowest root mean square
error. The ANN predicted the lost circulation zones in the
training part (75% of the data) with R of 0.987 and RMSE
of 0.081, as shown in Figure 15(a). In the testing part (25%
of the data), the ANN predicted the lost circulation zones
with R of 0.994 and RMSE of 0.053, as indicated in
Figure 16(a).

The results of the prediction are also presented in a con-
fusion matrix. The results for the training set, depicted in
Figure 17(a), show that the ANN model was able to predict
735 out of 742 locations of the lost circulation zones cor-
rectly, i.e., 99.1%, and the ANN model was not able to accu-
rately predict only 7 locations, representing 0.9%. In the
zones where losses do not occur, the ANN model was able

Table 3: Parameters used for the trials for selecting input
parameters.

Trial # Input parameters

Trial 1 FLWPMPS, ROP, RPM, SPP, TORQUE, WOB

Trial 2 ROP, RPM, SPP, TORQUE, WOB

Trial 3 FLWPMPS, RPM, SPP, TORQUE, WOB

Trial 4 FLWPMPS, ROP, SPP, TORQUE, WOB

Trial 5 FLWPMPS, ROP, RPM, TORQUE, WOB

Trial 6 FLWPMPS, ROP, RPM, SPP, WOB

Trial 7 FLWPMPS, ROP, RPM, SPP, TORQUE

Trial 8 RPM, SPP, TORQUE, WOB

Trial 9 FLWPMPS, SPP, TORQUE, WOB

Trial 10 FLWPMPS, ROP, TORQUE, WOB

Trial 11 FLWPMPS, ROP, RPM, WOB

Trial 12 FLWPMPS, ROP, RPM, SPP
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to predict all 321 locations correctly. Considering all the loca-
tions of lost circulation in the two zones, the ANN model
correctly predicted 99.3% of the locations, and the prediction
of only 0.7% of the locations are incorrect. The results for the
testing dataset shown in Figure 18(a) reveal that the ANN

model was able to predict 263 out of 264 locations in the lost
circulation zones correctly, i.e., 99.6% of the locations, and it
could not precisely predict only 1 point, representing 0.4% of
the locations. In the zones where losses do not occur, the
ANN model was able to predict all 90 locations correctly.
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Figure 7: (a) The change of the six surface parameters after the occurrence of lost circulation in Well A. (b) The change of the six surface
parameters after the occurrence of lost circulation in Well B. (c) The change of the six surface parameters after the occurrence of lost
circulation in Well C.
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Considering all the locations in the two zones, the ANN
model correctly predicted 99.7% of the locations, and the
prediction of only 0.3% of the locations is incorrect.

The FL implementation showed that the best perfor-
mance of the FL that produces the highest correlation coeffi-
cient and the lowest root mean square error is with the
features of Sugeno FIS, an epoch size of 70, and a radius of
0.5. The FL model predicted the lost circulation zones in
the training part (75% of the data) with R of 0.993 and
RMSE of 0.053, as shown in Figure 15(b). In the testing part
(25% of the data), the FL predicted the lost circulation zones
with R of 0.993 and RMSE of 0.053, as indicated in
Figure 16(b).

A confusion matrix also presents the results of the predic-
tion. The results for the training dataset shown in
Figure 17(b) indicate that the FL model was able to predict
739 out of 742 locations in the lost circulation zones cor-
rectly, with an accuracy of 99.6%. In comparison, it mispre-
dicted only 3 locations, representing 0.4% of the data. In
the zones where losses do not occur, the FL model was able
to predict all 321 locations correctly. Considering all the loca-
tions in the two zones, FL correctly predicted 99.7% of the
locations, with only 0.3% mispredicted. The results for the
testing dataset depicted in Figure 18(b) show that the FL
model was able to predict 263 out of 264 locations in the lost
circulation zones correctly, with an accuracy of 99.6%. In
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contrast, it mispredicted only one location, representing 0.3%
of the data. In the zones where losses do not occur, the FL
model was able to predict all 90 locations correctly. Consid-
ering all the locations in the two zones, the FL correctly pre-
dicted 99.7% of the locations, with only 0.3% mispredicted.

The FN implementation showed that the best perfor-
mance of the FN that produces the highest correlation coeffi-
cient and the lowest root mean square error is with the
features of FNFBM and nonlinear Type 3. The FN model
predicted the lost circulation zones in the training part
(75% of the data) with R of 1 and RMSE of 0, as shown in

Figure 15(c). In the testing part (25% of the data), the FN
model predicted the lost circulation zones with R of 0.985
and RMSE of 0.075, as indicated in Figure 16(c).

A confusion matrix also presents the results of the predic-
tion. The results for the training dataset depicted in
Figure 17(c) indicate that the FN model was able to predict
all 742 locations in the lost circulation zones correctly. In
the zones where losses do not occur, the FN model was also
able to predict all 321 locations correctly. Considering all
the locations in the two zones, FN correctly predicted 100%
of the data locations. The results for the testing dataset shown
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in Figure 18(c) reveal that the FN model was able to predict
263 out of 264 locations in the lost circulation zones cor-
rectly, with an accuracy of 99.6%. In the zones where losses

do not occur, the FN model was able to predict 89 locations
out of 90 locations correctly, representing 98.8% of the data,
and it mispredicted only one location, representing 1.1% of
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Figure 15: Prediction of the lost circulation zones using the five AI models for the training dataset.
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the data. Considering all locations in the two zones, the FN
correctly predicted 99.4% of the data locations, with only
0.6% mispredicted.

5. Comparison between AI Techniques

A comparison among the three AI techniques was conducted
to select the best AI technique, i.e., the technique that cor-
rectly predicts the lost circulation zones with high accuracy,
and the results are shown in Figure 19.

With 75% of the data used for training, the actual lost cir-
culation zones were compared with the predicted lost circu-
lation zones. ANN was able to predict the lost circulation
zones correctly with R of 0.987 and RMSE of 0.0811. Under
the same conditions, the FL model predicted them with R
of 0.981 and RMSE of 0.097, while the FN model predicted
lost circulation zones with R of 1 and RMSE of 0.

With 25% of the data used for testing, actual lost circula-
tion zones were compared with the predicted lost circulation
zones. The ANN model was able to correctly predict the lost
circulation zones with R of 0.994 and RMSE value of 0.053.
The FL model predicted the losses zones with R and RMSE

of 0.993 and 0.053, respectively. The FN model predicted
the lost circulation zones with R of 0.985 and RMSE of 0.075.

The results for the training dataset reveal that FN pro-
duces the highest accuracy, while ANN produces the lowest
R and the highest RMSE. For the testing dataset, the results
indicate that ANN has the highest R and the lowest RMSE,
while FN produces the lowest R and the highest RMSE.
Therefore, ANN was selected as the best AI method to pre-
dict the zones of lost circulation because of its highest accu-
racy in the testing part. The reason behind this is that ANN
has many parameters to optimize such layers, number of
neurons, network functions, training functions, and transfer
functions. In contrast, the other AI methods, such as FN
and FL, have a smaller number of parameters to optimize.

6. Validation of the AI Techniques

The AI technique with the best accuracy in predicting the lost
circulation zones in Well A was validated by using it to pre-
dict the lost circulation zones in Well B and Well C. ANN
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Figure 17: Confusion matrix for the prediction of lost circulation zones using the three AI models for the training dataset.
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Figure 18: Confusion matrix for the prediction of lost circulation zones using the three AI models for the testing dataset.
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was selected for the validation using the data from Well B
andWell C because of its highest accuracy in the testing part.

In Well B, ANN was able to predict the lost circulation
zones with high accuracy (R = 0:958 and RMSE = 0:145),
and the results of the evaluation are shown in Figure 20(a).
The confusion matrix shown in Figure 21(a) indicates that
the ANN model was able to predict 2067 out of 2103 loca-

tions in the lost circulation zones correctly, with an accuracy
of 98.3%, with only 36 locations, representing 1.7%, not pre-
dicted correctly. In the zones where losses do not occur, the
ANN model was able to predict 745 out of 769 locations cor-
rectly, with an accuracy of 96.9%, while only one location,
representing 3.1% of the data, was mispredicted. Considering
all the locations in the two zones, the ANN model correctly
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Figure 19: Comparison of the five AI techniques for the training and testing datasets.
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Figure 20: Prediction of the lost circulation zones using the ANN model in Well B (a) and Well C (b).
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predicted 97.9% of the locations, while only 2.1% was pre-
dicted correctly.

In Well C, the ANN model was able to predict the lost
circulation zones with high accuracy (R = 0:952 and RMSE
= 0:155), and the results of the evaluation are shown in
Figure 20(b). The confusion matrix shown in Figure 21(b)
indicates that the ANN model was able to predict 863 out
of 894 locations in the lost circulation zones correctly, with
an accuracy of 96.5%, with only 31 locations, representing
3.5% of the data, not predicted correctly. In the zones where
losses do not occur, the ANN model was able to predict all
400 locations correctly. However, considering the two zones,
the ANN technique correctly predicted 97.6% of the data,
while only 2.4% were mispredicted.

7. Conclusions

This study evaluated three AI techniques to predict the lost
circulation zones based only on six mechanical surface dril-
ling parameters. These techniques are functional networks
(FN), artificial neural networks (ANN) and fuzzy logic (FL).
The six parameters are real-time measurements of flow
pump (FPWPMP), rate of penetration (ROP), string rotary
speed (RPM), standpipe pressure (SPP), drilling torque
(TORQUE), and weight on bit (WOB). More than 4500
real-field data points from three wells were used in the eval-
uation. The following conclusions are drawn from the results
of this study:

(i) The AI techniques were trained and tested using the
data from Well A to predict the lost circulation
zones with high precision

(ii) The accuracy of the ANN was R = 0:987 and
RMSE = 0:0811 for training and R = 0:994 and
RMSE = 0:053 for testing

(iii) The accuracy of the FL was R = 0:993 and RMSE
= 0:0531 for training and R = 0:993 and RMSE =
0:053 for testing

(iv) The accuracy of the FN was R = 1 and RMSE = 0 for
training and R = 0:985 and RMSE = 0:0752 for
testing

(v) The ANN was the best technique due to its highest
accuracy in the testing. So, its model was validated
using data from the second and third wells (Well B
and Well C, respectively), which are unseen

(vi) The ANN was able to identify the lost circulation
zones in Well B and Well C with a high perfor-
mance of R = 0:958 and RMSE = 0:145 and R =
0:952 and RMSE = 0:155, respectively

(vii) The main advantage of AI techniques is their sim-
plicity, which allows the prediction of lost circula-
tion zones from only the mechanical surface
drilling parameters that are readily available in each
well

The future direction of this work is to validate the devel-
oped ANN model on several wells and improve the ANN
model to be able to predict the amount of the losses using
the real-time surface drilling parameters, where the mud
properties, formation properties, and fracture’s length and
width are also major parameters that need to be considered
to predict the loss amount.
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Figure 21: Confusion matrix for the prediction of lost circulation zones in Well B (a) and Well C (b) using the ANN technique.
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Nomenclature

AI: Artificial intelligence
FN: Functional network
ANN: Artificial neural networks
FL: Fuzzy logic
Trainbr: Bayesian regularization
Trainlm: Levenberg-Marquardt backpropagation
Trainbfg: BFGS quasi-Newton backpropagation
Traincgb: Powell-Beale conjugate gradient

backpropagation
Traincgf: Fletcher-Powell conjugate gradient

backpropagation
Traincgp: Polak-Ribiére conjugate gradient

backpropagation
Traingda: Gradient descent with adaptive learning rule

backpropagation
Traingdx: Gradient descent with momentum and adap-

tive learning rule backpropagation
Trainoss: One-step secant backpropagation
Trainr: Random-order incremental training with

learning functions
Trainrp: Resilient backpropagation (Rprop)
Trainscg: Scaled conjugate gradient backpropagation
Compet: Competitive transfer function
Hardlim: Hard-limit transfer function
Hardlims: Symmetric hard-limit transfer function
Logsig: Log-sigmoid transfer function
Netinv: Inverse transfer function
Poslin: Positive linear transfer function
Purelin: Linear transfer function
Radbas: Radial basis transfer function
Satlin: Saturating linear transfer function
Satlins: Symmetric saturating linear transfer function
Softmax: Softmax transfer function
Tansig: Hyperbolic tangent sigmoid transfer function
Tribas: Triangular basis transfer function
Newcf: Create cascade-forward backpropagation

network
Newdtdnn: Create distributed time delay neural network
Newelm: Create Elman backpropagation network
Newff: Create feedforward backpropagation network
Newfftd: Create feedforward input-delay backpropaga-

tion network
Newfit: Create fitting network
Newlrn: Create layered-recurrent network
Newnarx: Feedforward backpropagation network with

feedback from output to input
Newpr: Create pattern recognition network
Fitnet: Function fitting neural network
Genfis 1: Mamdani FIS
Genfis 2: Sugeno FIS
FNFBM: Functional network forward-backward method
FNBEM: Functional network backward-exhaustive

method
FNFSM: Functional network forward-selection method
FNESM: Functional network exhaustive selection

method
FLWPMPS: Flow rate of the pump (gal/min)

ROP: Rate of penetration (ft/hr)
SPP: Stand pipe pressure (psi)
WOB: Weight on bit (klbs)
RPM: Rotary speed (rpm)
TORQUE: Drilling torque (klbf)
R: Correlation coefficient
RMSE: Root mean square error
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