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Mood and anxiety disorders include all types of depression, bipolar disorders, and anxiety disorders and are among the top 10 causes of disability worldwide. There is no effective diagnosis or treatment mainly due to our poor understanding of the underlying pathophysiology and particularly the lack of objective biomarkers for diagnosis and prognosis. In recent years, researchers have made remarkable advances in understanding the cerebral deficits in patients with mood and anxiety disorders using various brain imaging methods such as computed tomography (CT), magnetic resonance imaging (MRI), and positron emission tomography (PET). Particularly over the past two decades, with the development of novel neuroimaging methods (e.g., structural MRI, functional MRI, diffusion MRI, and EEG/MEG), researchers have made great strides forward in the understanding of both anatomical and functional cerebral deficits in patients with mood and anxiety disorders.

To accelerate the process of translating these new techniques to clinical applications, a number of important issues must be addressed such as their ability to consistently detect characteristic cerebral deficits in individuals with mood and anxiety disorders, the relationships of cerebral deficits to clinical symptoms and genetic characteristics, and the degree to which the deficits respond to different therapies. In this special issue, several research groups report findings that address some of these issues.

The paper by X. Wang et al. addresses the role of self-perspective in reappraisal process of depressed patients. With functional MRI, the authors found that impaired modulatory effects of amygdala in depressed patients are compensated for by increased utilization of cognitive control resources, with dissociable effects for different self-perspectives in reappraisal. The study by S. Deppermann et al. used functional near-infrared spectroscopy (fNIRS) to monitor the treatment effect of repetitive transcranial magnetic stimulation (rTMS) on panic disorder (PD). Their findings support that PD is characterized by prefrontal hypoactivation during cognitive performance. The study by T.-Y. Liu et al. investigated the cortical abnormalities of early emotion perception in patients with major depressive disorder (MDD) and bipolar disorder (BD) using magnetoencephalography (MEG), which showed the potential of MEG measurements in separating MDD from BD.

The study by K. Hilbert et al. used fMRI to investigate the influence of stimulus modality on neural fear processing in dental phobia, which enlarges our knowledge about neural correlates of phobias. The paper by N. Jaworska et al. assessed cortical thickness using high resolution MRI in patients with varying ages of MDD onset and trauma history. Their findings demonstrate that anatomical brain deficits can be expressed differently in relation to age of onset of depression and the presence of childhood trauma. The paper by B. E. Depue et al. used MRI to determine whether comorbid post-traumatic stress disorder (PTSD) and mild traumatic brain injury (mTBI) are characterized by altered brain structure in the same regions as has been observed when PTSD or...
TBI is present without the other condition using both voxel-based morphometry and surface-based morphometry. These are highly comorbid conditions, and thus this study addresses an important clinical question. Their findings suggest that alterations in brain anatomy in veterans with comorbid PTSD/mTBI are associated with both cognitive deficits and trauma symptoms related to PTSD. The study by C. Qiu et al. used diffusion tensor imaging (DTI) to characterize white-matter microstructural changes in patients with social anxiety disorder (SAD) and to describe their relationship to the severity of psychological symptoms. The study by H.-J. Li et al. employed a new index-surface-based regional homogeneity (ReHo) to analyze resting fMRI data in MDD patients, which may provide a new useful index to explore the pathophysiological mechanism of MDD. The paper by M. H. Serpa et al. evaluated the diagnostic performance of a neuroanatomical pattern classification method for discriminating psychotic MDD, bipolar I disorder (BD-I), and healthy controls using patients early in the course of illness. Though the findings are negative, perhaps related to the smaller sample size, this paper illustrates a very promising method for combining structural MRI data with other indices to characterize and differentiate individuals with mood disorders. The study by A. Sekiguchi et al. examined the white-matter integrity in 25 subjects 1 year after a Japanese earthquake to clarify the long-term effects of the severe psychological trauma on brain white matter. The study showed the potential ability of DTI in predicting the prognosis of physically healthy survivors after severe psychological trauma. Finally, the study by C. N. Kuswanto et al. examined the relationship between the GRIN2B gene and cerebral white-matter changes in BD, which is an example of an important line of work investigating relations between neuroimaging findings and genetic factors. Their findings enhance our understanding of the link between dysregulated glutamatergic neurotransmission and neuroimaging endophenotypes in BD.

In summary, the papers in this series highlight several important research strategies that are making it increasingly evident that the neuroimaging findings are of translational value for psychiatry. The results from these psychiatric neuroimaging studies not only help us to understand the pathogenesis of the mood and anxiety disorders but also show great potential to provide urgently needed objective biomarkers for clinical diagnosis and evaluation. Ultimately, psychiatric imaging may play an important role not only in differential diagnosis but also in monitoring the effects of therapeutic intervention on brain to advance drug discovery and clinical practice in the long run.
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Reappraisal is an adaptive emotion regulation strategy while the role of self-perspective in reappraisal process of depressed patients is largely unknown in terms of goals (valence/arousal) and tactics (detachment/immersion). In this study, 12 depressed individuals and 15 controls were scanned with MRI during which they either attend naturally to emotional stimuli, or adopt detachment/immersion strategy. Behaviorally, no group differences in self-reported emotion regulation effectiveness were found. In addition, we observed that (1) patients were less able to downregulate amygdala activation with recruitment of more dorsolateral prefrontal cortex (dlPFC) when adopting detachment strategy regardless of valence, and this preserved ability to regulate emotion was inversely associated with severity of symptoms; (2) patients had deficits in upregulating amygdala activation when adopting immersion strategy, with less inferior frontal gyrus (IFG) activation and strengthening coupling of dlPFC and ventral medial prefrontal cortex (vmPFC) with amygdala; (3) comparison between groups yielded that patients showed stronger vmPFC activation under either self-detached or self-immersed condition. In conclusion, impaired modulatory effects of amygdala in depressed patients are compensated with strengthening cognitive control resources, with dissociable effects for different self-perspectives in reappraisal. These results may help clarify the role of self-perspective underlying reappraisal in major depression.

1. Introduction

According to the fourth edition of Diagnostic and Statistical Manual of Mental Disorders (DSM-IV), anhedonia and/or a lingering low mood are the defining characteristics of major depressive disorder (MDD). A body of evidence implies a trait-like role of maladaptive emotion regulation strategies in MDD vulnerability [1], among which the strategy of reappraisal has received the most extensive attention. In clinical settings, reappraisal plays a pivotal role in cognitive behavioral therapy (CBT) interventions [2] that predicts resilience in depressed patients [3]. Converging neuroimaging evidence indicates that reappraisal engages the lateral and medial sectors of the dorsal/ventral prefrontal cortex and subcortical structures such as amygdala. Notably, these structures are also foci of brain network dysfunction in the neurological models of depression [4, 5] which propose that attenuated top-down cognitive control networks are accompanied with unrestrained activation in emotional regions (i.e., amygdala) [6–9]. Reappraisal may involve the utilization of cognitive control to regulate semantic representations of affective stimuli which in turn attenuate amygdala reactivity [10]. Moreover, reappraisal is generally viewed as an adaptive emotion regulation strategy which is dysfunctional in depression with less frequency of daily use [11] as well as abnormal neural activation patterns [9, 12, 13]. Therefore, reappraisal may be a promising target for disclosing the vulnerable characteristics of depression.

Operationally, reappraisal refers to a combination of approaches that require generation, maintenance, coordination of top-down cognitive reinterpretation, and bottom-up...
appraisal of affective events and monitoring them in working memory over time [14]. Reappraisal strategies can vary in their goals (what is regulated) and tactics (how emotion regulated), leading to multiple variants of experiment paradigm [15].

The circumplex model of affect suggests that all emotions can be distinguished in terms of varying levels of valence and arousal, with two distinct neural systems mediating the representation of affective states. It is addressed that common as well as distinct neural substrates underlie the regulation of different valences of emotion [16]. Primarily, there could be two reappraisal goals (what people want to achieve) that effectively regulate negative emotion: to upregulate positive emotion and downregulate negative emotion [15]. Positive emotion can be used to counter negative emotion in psychologically resilient individuals [17], spiral upward toward positive reappraisals, and transform negative affect into positive affect, leading to optimal functioning [18]. However, most studies of reappraisal in major depression focus on decreasing negative emotion, possibly due to excessive negative affect prevalent in MDD. To date only two studies to our knowledge explore positive emotion regulation in MDD, and they adopt different reappraisal working definitions. One study reports that depressed individuals fail to sustain activation in neural circuits underlying positive affect [19]. The other study finds no significant differences in downregulating positive affect by reappraisal between normal controls and MDD [12]. Neither study simultaneously investigates both processes, making it open to question whether one or both processes are impaired. Positive and negative affect may facilitate the use of different sources of information, in terms of relation between self and situation [20]. Nonetheless, restriction to one valence makes it difficult to generalize the conclusion about reappraisal in common emotional state.

Another critical question remains to be answered is what is regulated. Reappraisal can be self- or situation-oriented [21]. The former focuses on reinterpreting the personal meaning of the emotional object to make it more or less self-relevant, while the latter focuses on reinterpreting the consequence or the reality of emotional stimuli without changing one’s relationship to the stimuli [22]. In some studies, self-oriented reappraisal with decreasing affect as the regulating goal is also called detached reappraisal [23–25] or distancing reappraisal [15], which is efficient for emotion regulation [26]. In these studies, reappraisal is conceptualized as taking an objective or third-person perspective upon the emotional stimulus/situation. Reappraisal had been the target of clinical research on stress coping and CBT long before the conduction of laboratory experimental research on reappraisal as a form of emotion regulation. In line with this tradition, other researchers with social and clinical background deem self-distancing as a form of self-reflection and introduce psychological distance to distinguish adaptive versus maladaptive self-reflection [26–29]. Recent evidence has linked effectiveness of self-distancing to adaptive behavioral outcomes [27]. It is reported that depressed individuals can benefit from analyzing negative emotion events from a self-distancing perspective [28]. Moreover, evaluative rather than experiential self-referential processing is inherent in depression [30]. However, the modulatory effect of self-focused processing on reappraisal has been deemphasized. One feasible approach is to validate the role of self-focused processing in reappraisal and to manipulate reappraisal strategies along this dimension.

The purpose of this study was to examine the neural mechanisms of self-related reappraisal in Chinese MDD outpatients. Block designs were employed to avoid naturally declining emotion processes when watching emotionally arousing pictures. Emotion control areas such as dorsal lateral prefrontal cortex (dlPFC) and ventral medial prefrontal cortex (vmPFC) were selected as regions of interest since these two areas seemed to be involved in pathogenesis of depression and influence the expression of depressive symptoms [4, 31]. Amygdala was examined because it could act as a neural proxy for changes in emotion induction [22]. We hypothesized that (1) self-related neural networks underlying reappraisal would be differentially activated in depressed patients versus controls; (2) major depression would show abnormal neural activations underlying self-related reappraisal of affect.

2. Methods

2.1. Participants. Twelve unmedicated major depressed out-patients and 15 normal controls were recruited. The patients were diagnosed through a structured clinical interview according to DSM-IV. For depressed patients, an inclusion criterion with current depressed episode was adopted, according to the DSM-IV. All patients were assessed with SDS, BDI, and HAMD before participating into experiment, with mild to moderate depression symptoms [4, 31]. Amygdala was examined because it could act as a neural proxy for changes in emotion induction [22]. We hypothesized that (1) self-related neural networks underlying reappraisal would be differentially activated in depressed patients versus controls; (2) major depression would show abnormal neural activations underlying self-related reappraisal of affect.

2.2. Experimental Procedure. The participants were trained on a computer during a previous session to get familiar with the reappraisal strategies they were to use during the scan. They were instructed to either attend to the visual stimuli or reappraise (self-detached versus self-immersed) their emotion reactions to each picture. Tasks were performed in three consecutive sessions after acquisition of structural images. Emotional stimuli were selected from the International Affective Pictures System (IAPS) [32] and matched for content of scenes and people as well as valence and arousal for each condition (mean valence (V) and arousal (A): neutral/attend, \( V = 5.06, A = 2.74 \); positive/attend,
Table 1: Demographic and clinical data of MDD and normal control groups.

<table>
<thead>
<tr>
<th>Measure</th>
<th>MDD Mean/SD (n = 12)</th>
<th>Control Mean/SD (n = 15)</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender ratio (male/female)</td>
<td>5/7</td>
<td>7/8</td>
<td>0.55</td>
</tr>
<tr>
<td>Age</td>
<td>29.50 (8.46)</td>
<td>25.80 (5.89)</td>
<td>0.07</td>
</tr>
<tr>
<td>Years of education</td>
<td>14.00 (3.77)</td>
<td>14.80 (2.83)</td>
<td>0.53</td>
</tr>
<tr>
<td>Handedness</td>
<td>right (12)</td>
<td>right (15)</td>
<td>—</td>
</tr>
<tr>
<td>BDI</td>
<td>26.17 (12.65)</td>
<td>4.27 (4.23)</td>
<td>0.00</td>
</tr>
<tr>
<td>SDS</td>
<td>64.08 (12.60)</td>
<td>36.54 (5.74)</td>
<td>0.00</td>
</tr>
<tr>
<td>HAMD</td>
<td>25.23 (4.97)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Note: BDI: beck depression inventory; SDS: self-rating depression scale. Both groups were matched for age, sex ratio, and years of education.

\[ V = 7.17, A = 5.45; \text{negative/attend}, V = 2.34, A = 5.60; \text{positive/detached}, V = 7.26, A = 5.69; \text{negative/detached}, V = 2.69, A = 5.82; \text{positive/immersed}, V = 6.94, A = 5.30; \text{negative/immersed}, V = 2.42, A = 5.09. \]

One-way ANOVA for stimuli in each session resulted in insignificant differences in arousal when taking valence as a factor (all \( P_s > 0.05 \)). Twelve pictures were used for each valence under each condition and one more neutral picture for the start of each condition. The neutral picture was eliminated from MRI data analysis afterwards to prevent from signal drift.

For the attend condition (session 1), subjects should simply view the picture without taking efforts to alter their emotion; for the self-immersed conditions (session 2), subjects should perceive each picture as real and engage themselves in the situation depicted, by imagining themselves or a loved one in the scene; for the self-detached conditions (session 3), subjects should view the situation as fake or unreal and detach themselves from the situation. The attend condition was set as the control condition. Participants were told not to close their eyes or direct eyes away from the pictures during each trial and be able to relax during the break after each trial (Figure 1).

During the scanning, stimuli were projected onto a screen, reflected by a mirror in front of the subjects. The task was performed in three consecutive sessions (“maintain,” “detach,” and “immerse”), in the order of the last two sequentially counterbalanced across all subjects. The instruction for each condition was given at the beginning of each block. Each trial consisted of four components: fixation, induction or regulation, rating, and rest. A fixation cross was displayed for 2 s, and then an IAPS picture appeared for 8 s during which subjects either simply viewed or reappraised the picture, followed by an affect rating screen (1 = no intensity to 4 = very intense), and a black blank screen was shown for 8 s for relaxation. A four-point scale was chosen because it forces the subjects to make emotional judgments and was proved to be reliable for emotion discrimination in a previous study [33]. Affect ratings were collected using a two-button response box held in each hand. After experiment, all the subjects were inquired to confirm the effectiveness of emotion regulation.

2.3. MRI Data Acquisition. MRI data were collected on a Siemens 3T Allegra MRI scanner. A high-resolution T1-weighted 3D image (T1WI) was acquired, with slice thickness = 4 mm, field of view (FOV) = 240 × 240 × 240 mm³, and matrix = 256 × 256 × 256. Functional images were obtained from 30 gradient-echo T2*-weighted slices (slice thickness = 4 mm) per volume. A single shot gradient-recalled echo-echo planar imaging (SS-GRE-EPI) sequence was used with a time repetition of 2000 ms, a flip angle of 90°, time echo of 30 ms, FOV of 240 × 240 mm², matrix of 64 × 64, slice thickness of 4 mm, and slice interval of 0.8 mm. For coregistration, 176 sagittal whole-brain scans were collected by 3-D magnetization-prepared rapid gradient-echo imaging (MPRAGE), with TR = 1970 ms, TE = 3.93 ms, a flip angle = 15°, slice thickness = 1.70 mm, slice interval = 0.85 mm, FOV = 250 × 250 mm², and a matrix = 448 × 512.

2.4. Data Analysis

2.4.1. Self-Report Data. The emotional state ratings during the experiment were analyzed with PASW (Version 19, SPSS Inc., Chicago, IL, USA). A two-way ANOVA was conducted to analyze the effect of the emotional picture presentation (negative, neutral, positive) on emotional state in the viewing condition. A 2 × 3 × 2 repeated-measures ANOVA including the factors group (MDD, HC), valence (negative, positive), and condition (attend, self-detachment, self-immersion) was calculated to illuminate the effects of regulation on emotional state. The neutral condition was neglected for the second analysis as there was no neutral picture in the reappraisal condition.

2.4.2. Functional MRI Data. Data were preprocessed and statistically analyzed with SPM 8 (http://www.fil.ion.ucl.ac.uk/spm/software/spm8/) and Matlab 7.8.0 (Math Works, Natick,
MA). The preprocessing included realignment, spatial normalization, and spatial smoothing (8 mm).

**GLM Analysis.** The first level analysis consisted of seven regressors (attend neutral, attend positive, attend negative, decrease positive, decrease negative, increase positive, and increase negative) modeled with a duration of 8 seconds convolved with the hemodynamic response function. A high-pass filter was applied and six head motion parameters were included as residuals. In a second level analysis, we conducted a repeated measures general linear model (GLM) with emotion and reappraisal as within-subjects factors and group as a between-subjects factor. Post hoc t tests were then performed to examine contrasts between factors with significant main effects and interactions. Significant difference of statistical effects and interactions. Significant difference of statistical

We then performed region of interest (ROI) analyses upon a priori region of interest implicated in emotion reactivity and regulation (bilateral dlPFC, vmPFC, and amygdala). If vmPFC and dlPFC are critical neural substrates for pathogenesis of depression, then damage to either area should affect the expression of depressive symptoms. We used anatomical masks based on the Talairach daemon database, defined by WFU Pick atlas software (version 3.0; ANSIR Laboratory, WFU School of Medicine, Winston-Salem, North Carolina), and set the threshold at $P < 0.05$ with an extent threshold of 5 voxels [34]. As to thresholding, the incorporation of extent threshold into $P$ value effectively achieved equivalent correction for multiple comparisons [35]. ROI time courses were extracted within anatomically defined ROIs by generating the first eigenvariate of 8 mm around the peak voxels using a Matlab package REX (Response Exploration) [36]. Eigenvariates were extracted and global-scaled to produce a time series of functional data in units of percent signal change referenced to the SPM default intracerebral mean of 100.

**Psychophysiological Interaction Analysis.** This analysis was performed to identify the brain regions that produce a down-regulating effect on the amygdala during emotion regulation. A 10 mm seed region around the peak activation in bilateral amygdala was identified when we contrasted reappraisal and attends condition for each valence between two groups. Time series were extracted for each subject as the first regressor (physiological variable). The second regressor represented psychological variable (condition parameter). The regressor of interest was the interaction between the physiological variable and psychological variable, created from product time series of VOI and the condition parameter. We then created subtraction contrast between conditions of interests, and all individual contrast images were included into a second-level group random-effects analysis, in which task-dependent effects were investigated using a two-sample t test for two groups. Significant activations exhibiting PPI-related

amygda coupling were identified with a threshold $P < 0.001$ (uncorrected).

### 3. Results

#### 3.1. Behavioral Results.

A one-way ANOVA was computed to analyze the effect of picture type (positive, neutral, negative) on induced emotional reactivity during the attending task. A $2 \times 3 \times 2$ repeated-measures ANOVA was also conducted on factors including group (MDD, normal), condition (attend, self-detachment, self-immersion), and emotion (positive, negative) to examine the effects of cognitive reappraisal on emotional induction (Figure 2).

**Emotion Reactivity.** We observed a significant main effect of emotion ($F(2, 22) = 44.9, P < 0.001$) during the attending task. Pairwise comparisons showed that negative and positive trials differed from neutral trials ($P < 0.001$). There was no difference between MDD patients and normal controls ($P > 0.455$).

**Emotion Regulation.** The emotional state ratings yielded a significant main effect of condition ($F(2, 21) = 15.620, P = 0.000$, partial $\eta^2 = 0.415$) and emotion ($F(1, 22) = 11.355, P = 0.003$, partial $\eta^2 = 0.340$) and a significant interaction between condition and emotion ($F(2, 21) = 14.215, P = 0.000$, partial $\eta^2 = 0.575$). Either group main effect or group-related interactions were insignificant ($P > 0.05$). Post hoc contrasts indicated that emotional intensity was significantly regulated via self-detachment ($P = 0.001$) and self-immersion ($P = 0.007$), compared to the viewing condition and to each other ($P = 0.001$). These results suggested that both groups successfully regulated emotions without significant group differences.

---

**Figure 2:** Means and standard deviations of intensity ratings after affect processing during the scan.
3.2. Functional MRI Results

3.2.1. Activation Analysis

Factor Analysis. We used a full factorial design ANOVA in the second-level group random-effects analysis. There was no significant group × reappraisal × emotion interaction. Group × reappraisal interactions were found in right medial temporal gyrus (MTG), left inferior frontal gyrus (IFG), left superior temporal gyrus (STG), right lingual gyrus, left thalamus, left amygdala, and left insula.

Regarding priori regions, we found activations in left inferior frontal gyrus (IFG) (109 voxels in left IFG, peak at \((-48, 20, -4) t = 3.07, P < 0.01\)) and left amygdala (40 voxels in left amygdala, peak at \((-20, -2, -16) t = 2.42, P < 0.01\)).

A post hoc t-contrast revealed that the group × reappraisal interaction was explained by hypoactivation of left amygdala in “immerse minus attend” contrast, hypoactivation of left IFG in “detach minus attend” contrast, and hyperactivation of left IFG in “immerse minus attend” contrast. Percent signal changes in each ROI were extracted and entered into SPSS for group × reappraisal two-way ANOVA, resulting in similar activation-deactivation pattern (Figure 3). Because we did not observe significant three-way interaction between group, reappraisal, and emotion, we did not take emotional valence into account. We also observed main effects for group, emotion, and reappraisal.

Region of Interest Analysis. To identify the neural correlates of regulatory effects on amygdala activity due to reappraisal,
we performed ROI analysis on bilateral amygdala using one-sample t test in the control group. For detach effects, we observed decreased amygdala activity during “attend/positive > detach/positive” contrast (9 voxels in left amygdala, peak at (−18, −4, −18) t = 2.17, P < 0.05) and decreased amygdala activity during “attend/negative > detach/negative” contrast (6 voxels in left amygdala, peak at (−20, −10, −10) t = 2.57, P < 0.05). For immerse effects, we observed increased amygdala activity during “immerse/positive > attend/positive” contrast (30 voxels in right amygdala, peak at (22, −6, −18) t = 3.56, P < 0.005) and during “immerse/negative > attend/negative” contrast (11 voxels in left amygdala, peak at (−18, −4, −26) t = 2.77, P < 0.01; 44 voxels in right amygdala, peak at (20, −4, −26) t = 4.57, P < 0.001). We performed similar test on the patient group and found no regulatory effects of amygdala in any individual contrast.

We then performed a two-sample t test for anatomical ROIs between MDD and the control group. The investigation of all contrasts of interest did not include bilateral amygdala, as no regulation effects of amygdala were found in patients and thus incomparable between groups. For “detach/positive > attend/positive” condition, left vmPFC showed greater activation for patients than for controls (15 voxels in left vmPFC, peak at (−4, 54, −10) t = 2.61, P < 0.01). For “detach/negative > attend/negative” condition, right dlPFC and vmPFC were more active in patients than in controls (8 voxels in right dlPFC, peak at (14, 40, 20) t = 1.99, P < 0.05; 37 voxels in right vmPFC, peak at (38, 34, −14) t = 3.71, P < 0.001; 18 voxels in right vmPFC, peak at (6, 52, −10) t = 3.13, P < 0.005; 53 voxels in right vmPFC, peak at (10, 34, 20) t = 2.22, P < 0.05). For “immerse/positive > attend/positive” condition, left vmPFC was more active in patients than in controls, and right vmPFC was more active in controls than in patients (20 voxels in left vmPFC, peak at (−4, 56, −6) t = 2.23, P < 0.05; 7 voxels in right vmPFC, peak at (24, 34, −12) t = 0.02, P < 0.05). For “immerse/negative > attend/negative” condition, right dlPFC and bilateral vmPFC showed greater activation for patients than for controls (12 voxels in right dlPFC, peak at (12, 40, 18) t = 2.26, P < 0.05; 12 voxels in left vmPFC, peak at (−4, 46, 12) t = 1.84, P < 0.05; 66 voxels in right vmPFC, peak at (10, 38, 18) t = 2.52, P < 0.01).

In patients, a regression analysis revealed that during detachment of positive emotion, downregulation of left amygdala negatively correlated with HAMD scores (r = −0.608, P = 0.036, two-tailed), suggesting that the more severe the depression symptom is, the less effective the downregulation of amygdala will be (Figure 4).

3.2.2. Psychophysiological Interaction Analysis. We are specifically interested in amygdala-cortical interactions during reappraisal. The PPI analysis revealed that compared to healthy controls, patients showed significantly enhanced coactivation of left amygdala with right dlPFC (MFG), right vmPFC (anterior cingulate), and right inferior parietal lobule (IPL) (Table 2).

### Table 2: PPI analysis of left amygdala seed for immersion/emotional condition in both groups.

<table>
<thead>
<tr>
<th>Region of coactivation</th>
<th>Side</th>
<th>BA</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>Z score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control &gt; MDD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle temporal gyrus</td>
<td>L</td>
<td>39</td>
<td>−52</td>
<td>−70</td>
<td>30</td>
<td>2.18</td>
</tr>
<tr>
<td>Middle temporal gyrus</td>
<td>R</td>
<td>21</td>
<td>60</td>
<td>−18</td>
<td>−24</td>
<td>3.26</td>
</tr>
<tr>
<td>Superior temporal gyrus</td>
<td>R</td>
<td>38</td>
<td>44</td>
<td>18</td>
<td>−34</td>
<td>3.05</td>
</tr>
<tr>
<td>Medial frontal gyrus</td>
<td>L</td>
<td></td>
<td>−12</td>
<td>56</td>
<td>8</td>
<td>2.89</td>
</tr>
<tr>
<td>Control &lt; MDD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insula</td>
<td>L</td>
<td></td>
<td>−40</td>
<td>−10</td>
<td>6</td>
<td>5.01</td>
</tr>
<tr>
<td>Middle frontal gyrus</td>
<td>R</td>
<td>9</td>
<td>42</td>
<td>42</td>
<td>32</td>
<td>2.75</td>
</tr>
<tr>
<td>Superior frontal gyrus</td>
<td>R</td>
<td></td>
<td>26</td>
<td>54</td>
<td>32</td>
<td>2.46</td>
</tr>
<tr>
<td>Inferior parietal lobule</td>
<td>R</td>
<td>40</td>
<td>42</td>
<td>−32</td>
<td>62</td>
<td>2.34</td>
</tr>
<tr>
<td>Precuneus</td>
<td>R</td>
<td>7</td>
<td>18</td>
<td>−36</td>
<td>58</td>
<td>2.19</td>
</tr>
<tr>
<td>Anterior cingulate</td>
<td>R</td>
<td>32</td>
<td>10</td>
<td>36</td>
<td>−10</td>
<td>2.16</td>
</tr>
<tr>
<td>Precuneus</td>
<td>L</td>
<td></td>
<td>−6</td>
<td>−44</td>
<td>50</td>
<td>1.97</td>
</tr>
</tbody>
</table>

4. Discussions

The current study extends previous findings about neural correlates of reappraisal in MDD along a self-relatedness dimension and confirms the hypotheses that self-relatedness may differentially modulate neural circuits underlying reappraisal for MDD versus normal group, demonstrating inflexible amygdala reactivity and strengthening frontolimbic connection in MDD. Since these neural circuits are involved in the pathology of depression [37], the current study may provide further evidence on how this abnormal functional connectivity pattern translates into emotion dysregulation in depression.

Behaviorally, IAPS stimuli significantly induced emotion in both groups (P < 0.05). In addition, both groups were equally effective in using reappraisal strategies to up- and downregulate emotions. Neurally, within-group region-of-interest analysis indicates the regulation effects of reappraisal on amygdala in controls, consistent with previous studies [38–40], suggesting neural correlates as more sensitive...
indices of regulation outcome. It is noteworthy that this pattern of amygdala reactivity was not observed in the MDD group. Previous studies are inconclusive regarding whether the ability to regulate amygdala activation is deteriorated in MDD. One possible explanation for the discrepancy between studies is the heterogeneity of regulation goals, which use self-ratings of valence and/or arousal as behavioral measures. Some studies report that controls and depressed individuals show comparable amygdala responses to emotional stimuli in "detach > attend" contrast [6, 12, 41]. However, Johnstone's study does not observe "decrease-attend" reappraisal effect on amygdala activation in either controls or depressed patients [13]. Empirical evidence indicates that amygdala belongs to both valence and arousal networks [42]. In particular, amygdala is sensitive to arousal when valence remains unchanged and is dormant to valence changes when arousal remains constant [43]. Thus, regulation goals putatively cause distinct amygdala response patterns which may be ignored in previous studies.

Interestingly, Dillon's study using valence ratings as emotion responses revealed comparable regulation outcome between groups in increasing emotion, which differs from current study. Moreover, post hoc contrasts of repeated-measures ANOVA demonstrate that the left amygdala of depressed patients is less activated when immersion strategy is adopted regardless of valence (see in Figure 3). This blunted amygdala activity is aligned with an emotion context insensitivity (ECI) view which depicted flattened emotional responses typical of MDD [44]. Accordingly, event-related potential (ERP) study also addressed diminished brain responses during sustained processing of positive information [45]. Our study was comparable to previous study showing that depression fails to maintain positive emotions, with a different brain foci of positive emotion processing (ventral striatum) [19]. The disparity between studies is comprehensible in that our study adopted emotional arousal as an indicator of regulation outcome, while in Heller's study, emotional valence was adopted. Furthermore, less amygdala activity during immersion is also consistent with its role in representation with arousal [46].

In contrast to healthy controls, depressed individuals exhibit diminished activation in left IFG when detachment strategy is adopted and enhanced activation in left IFG when immersion technique is adopted (see in Figure 3). IFG (BA47) is implicated in inhibitory control in emotional as well as cognitive domains [47]. This abnormal control-related activation can be viewed as a functionally compensatory process in response to behavioral deficits, in spite of preserved emotion regulation behavioral measures for MDD. Altogether, the present results indicate compromised functioning of MDD in resistance to affective interference and inhibiting spontaneous emotional responses and supported the assumption that MDD emotion dysregulation is spanning negative as well as positive affect.

Our study observes that in depressed patients, left vmPFC is more strongly recruited for self-detachment from positive affect, while right vmPFC is more strongly activated for negative affect. Observations are similar concerning self-immersion strategy. Medial prefrontal cortex (MPFC) is central to neural models of depression [48]. In resting state, MDD patients exhibit overall increase in ventromedial PFC activation from pre- to posttreatment [49]. Task-related vmPFC activation is observed in self-oriented reappraisal [21] or when negative emotion is decreased [50]. VmPFC may be responsible for preattentively tagging both explicit and implicit incoming information as self-relevant [51, 52], representing the "Me" mode of self-reflection [53]. Our observations suggest that under both self-detached and self-immersed conditions, depressed patients show an excessive mode of self-relevance detection. This may in turn orient ongoing dorsal-ventral PFC connectivity, in line with positive correlation of elevations of negative affect with brain activations in medial PFC [54]. This self-focused cognitive tendency may constitute a basis for rumination style preferentially prevalent in depression [55].

We further assume that comparisons within each valence might suggest a possibility for hemispheric asymmetry of prefrontal cortex in MDD: left vmPFC is more involved in positive affect reappraisal and right vmPFC more in negative affect reappraisal. However, more conclusive results
may rely on ANOVA including “hemisphere” as one of the factors, which is not considered in this paper because SPM 8 does not allow four-way ANOVA. It is in line with the consensus that positive/negative emotion is parallel to approach/avoidance motivation system [56], which shows evidence of hemispheric specialization in MFG [57].

The PPI analysis exhibited a strengthened coupling between left amygdala and right prefrontal cortex (including dlPFC and vmPFC) and right IPL in MDD when increasing emotion. In comparison, two-sample t test of whole brain analysis showed enhanced activations of dlPFC and vmPFC in MDD, together with over-reactivity of limbic-paralimbic (insula, parahippocampal gyrus) and subcortical (thalamus) structures. DlPFC (BA9, 46) is seen as the neural substrate for emotion regulation [58] and is more preferentially engaged in negative than positive stimuli in depressed patients [59]. Furthermore, dlPFC is responsible for recruiting attention control resources in reappraisal [60] and is more engaged with increasing cognitive load [61]. This result further supports our proposal that MDD may have deficits in upregulating emotion accompanied with heightened inhibitory control. Right IPL is involved in downregulation of emotion through detachment in healthy and depressed group [12], while the absence of detachment-related coactivation with amygdala for MDD is not discussed. Our findings further address a strengthened coupling of right IPL and amygdala for MDD during enhancing emotion. IPL is associated with cognitive inhibition [62], taking the perspectives of others in processing visual information [63] or orienting away from salient stimuli [64]. Collectively, from detachment to immersion, impaired functional connectivity between IPL and amygdala emphasize that depressed patients may have deficits in reappraisal which is essential for regulating emotion in both directions.

A wealth of data suggests that amygdala, insula, and anterior temporal pole are responsible for separately mediating the cognitive, physiological, and experiential aspects of emotional responses, respectively [41]. The insula serves as a strategic neural node in the appraisal of emotional responses [65]. We observed strengthened task-related coupling of amygdala with insula; amygdala response under self-immersion condition was less active in patients than in controls, implying the attenuated ability of MDD to flexibly intensify emotion reactivity. This also confirms MDD’s positive emotion dysregulation assumption.

In conclusion, depressed individuals tend to rely more on cognitive control brain networks and enhanced functional coupling between left amygdala and right prefrontal cortex when using reappraisal strategy accompanied by unrestrained self-related affective processing, which applies for both valence of emotion.

4.1. Implications and Limitations. There may be several clinical implications of our findings. First, group differences in the ability to regulate emotion may represent a sign of vulnerability to depressed mood and depressive disorders under stress [66]. Thus, focusing on affect regulation provides a ready bridge to intervention research [67]. Second, the abnormal prefrontal activation in response to an emotion-eliciting context may be second, since the amount of downregulation of positive emotion changes with depression severity, which does not necessarily disappear with symptom recovery or medication. The underlying neurobiological changes could be used to monitor the responsiveness of patients and the effectiveness of psychotherapy.

Until now, the effect of cross-culture variability on reappraisal strategies remains largely unknown. Our study may provide preliminary insights into relevant research. The linguistic nature of emotion regulation strategies may vary among different cultures. As previous findings suggest, emotion-regulation strategies may contribute to differences in emotional experience across western and east Asian cultures [68]. Hence, replication and comparative study between ethnic groups should be targeted.

The present research has several limitations. First, stimuli of personal relevance may need to be adopted (such as autobiographical experiences) in further study. Reappraisal involves momentary relevance and meaning of current stimuli which may vary among individuals, and subject-specific stimuli according to personal relevance may maintain stimulus consistency within individuals [69]. Second, this study does not allow making causal conclusions of reciprocal connection between brain regions. This issue could be further investigated with methods such as dynamic causal modeling (DCM) or granger causal modeling (GCM) for more confirmative conclusions about causal relations or in combination with ERP technique to keep track of ongoing mental processes on finer time scale. Third, the sample size of this study is small, but the findings are well aligned with previous studies of emotion regulation. The findings in this study can serve as a basis for further investigation with a larger sample size and stronger statistical power [70].
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Objectives. Neurobiologically, panic disorder (PD) is supposed to be characterised by cerebral hypofrontality. Via functional near-infrared spectroscopy (fNIRS), we investigated whether prefrontal hypoactivity during cognitive tasks in PD-patients compared to healthy controls (HC) could be replicated. As intermittent theta burst stimulation (iTBS) modulates cortical activity, we furthermore investigated its ability to normalise prefrontal activation. Methods. Forty-four PD-patients, randomised to sham or verum group, received 15 iTBS-sessions above the left dorsolateral prefrontal cortex (DLPFC) in addition to psychoeducation. Before first and after last iTBS-treatment, cortical activity during a verbal fluency task was assessed via fNIRS and compared to the results of 23 HC. Results. At baseline, PD-patients showed hypofrontality including the DLPFC, which differed significantly from activation patterns of HC. However, verum iTBS did not augment prefrontal fNIRS activation. Solely after sham iTBS, a significant increase of measured fNIRS activation in the left inferior frontal gyrus (IFG) during the phonological task was found. Conclusion. Our results support findings that PD is characterised by prefrontal hypoactivation during cognitive performance. However, verum iTBS as an “add-on” to psychoeducation did not augment prefrontal activity. Instead we only found increased fNIRS activation in the left IFG after sham iTBS application. Possible reasons including task-related psychophysiological arousal are discussed.

1. Introduction

According to DSM-IV, panic disorder (PD) is characterised by the sudden onset of unexpected panic attacks resulting in constant worries about possible reasons and negative consequences of the attacks. Moreover, in the case of comorbid agoraphobia, this eventually leads to behavioural avoidance of situations from which escape might be difficult in case of an attack [1]. On a neurobiological level, functional imaging studies of PD-patients with and without agoraphobia have found hypoactivity of the prefrontal cortex (PFC), paired with hyperactivity of fear relevant brain structures such as the amygdala, suggesting an inadequate inhibition by the PFC in response to anxiety-related stimuli [2–4]. In fact,
hypofrontality of PD-patients has not just been observed in response to emotional stimuli [5], but also during cognitive tasks without any emotional content. For example, in a near-infrared spectroscopy study, Nishimura et al. [6] reported hypoaivation of the left PFC in particular while Ohta et al. [7] found that PD-patients as well as patients with a depressive disorder showed lower bilateral prefrontal activation than healthy controls during a verbal fluency task. Moreover, Nishimura et al. [8] investigated a potential relation between the frequency of panic attacks/agoraphobic avoidance and PFC activation during a cognitive task, indeed finding an association between altered activation patterns in the left inferior prefrontal cortex and panic attacks as well as between the anterior part of the right PFC and the severity of agoraphobic avoidance.

Cortical activation patterns can be selectively modified by means of repetitive transcranial magnetic stimulation (rTMS) via electromagnetic induction [9]. This way, rTMS has been shown to modulate neurotransmitter release [10] and—depending on its stimulation frequency—normalise prefrontal hypoactivity [11]. In fact, even though results are still inconsistent [12], rTMS has been shown to have a moderate antidepressant effect [13, 14]. Within this framework it is of special interest that the method does not just seem to alter affective states but also cognitive functioning [15, 16].

Functional near-infrared spectroscopy (fNIRS) is an imaging method which allows for a less complicated and faster application compared to other imaging methods such as functional magnetic resonance imaging (fMRI) or positron emission tomography (PET) [17]. Especially psychiatric patients with claustrophobic fears benefit from the fact that they merely need to sit in a chair while optodes that emit and receive near-infrared light are attached to their heads [18]. This way, task-related changes in oxygogenated and deoxygenated haemoglobin concentrations can be examined. Even though disadvantages such as a relatively low spatial resolution (approximately 3 cm), a limited penetration depth (approximately 2 to 3 cm) [19, 20], and influences of extracranial signals do exist (for a review see [21]), fNIRS has proven to be a useful tool in psychiatric research [22].

Based on these findings and considerations, the goal of the current study was to (1) clarify whether the findings of Ohta et al. [7] concerning prefrontal hypoactivity in PD-patients compared to healthy controls during a cognitive paradigm (verbal fluency task) could be replicated via fNIRS in a larger sample. Also, a sham-controlled rTMS protocol was applied over the time course of three weeks above the left DLPFC to (2) examine whether excitatory rTMS can serve as an adequate tool in order to improve cognitive dysfunction in terms of prefrontal hypoactivation in PD-patients. In this regard, the patients’ behavioural performance during the verbal fluency task was also taken into account.

2. Materials and Methods

2.1. Participants. Patients were recruited via the outpatient departments of the two study centres, advertisement in newspapers, as well as the internet and information material sent to local physicians. Exclusion criteria for all participants were age under 18 and over 65 years, pregnancy, and severe somatic disorders (e.g., cardiovascular disease, epilepsy, and neurological disorders). Also, patients fulfilling rTMS contraindications such as ferromagnetic implants or significant abnormalities in routine EEG were excluded. All patients were diagnosed with PD with or without agoraphobia according to DSM-IV-TR criteria [1]. Nonprominent comorbid psychiatric disorders (except for bipolar or psychotic disorder, borderline personality disorder, acute substance abuse disorders, and acute suicidality) were no exclusion criteria. Psychopharmacological treatment was permitted if the dosage had been stable for at least three weeks prior to baseline assessment (r1). Benzodiazepines, tricyclic antidepressants (except for Opipramol), and antipsychotics (expect for Quetiapine with maximal dosage of 50 mg) were excluded. Healthy controls who suffered from any axis-I psychiatric disorder (except for specific phobia) or had a family history of psychiatric disorders were excluded. A total of 23 controls and 44 PD-patients, of which 22 were randomised to the sham and 22 to the verum rTMS group, were selected for the study. Groups did not differ with respect to gender, age, years of education, and handedness (Table 1). After a comprehensive study description, written informed consent was obtained. The study was approved by the Ethics Committees of the Universities of Muenster and Tuebingen and all procedures were in accordance with the latest version of the Declaration of Helsinki.

2.2. Design. PD-patients received a total of 15 rTMS applications during three weeks at one of the study centres (Muenster or Tuebingen). Before the first and after the last rTMS-session brain activation was assessed with fNIRS while patients were performing a cognitive task. Between the first and the second fNIRS assessment, all patients received three group sessions of psychoeducation concerning PD. Healthy control subjects attended the two fNIRS measurements but received no rTMS in-between. Enrolment took place between January 2011 and July 2013. Patients and therapists were blinded to rTMS group assignment. This investigation was conducted within the framework of a larger study which included 9 weeks of cognitive behavioral therapy for patients with panic disorder/agoraphobia and additional fNIRS investigations described elsewhere (Deppermann et al., in preparation [23]).

2.3. Psychoeducation. Psychoeducation sessions were held in groups of up to 6 participants and were conducted by trained psychologists, who were supervised regularly by clinical psychotherapists. A state-of-the-art, standardised treatment manual was used [24, 25]. The content of the sessions included information about the pathogenesis of PD and agoraphobia, the vicious cycle of anxiety, somatic components of anxiety, and the sharing of personal experiences among the patients.
2.4. Verbal Fluency Task (VFT). All subjects were assessed twice within a three-week interval between the first (t1) and the second (t2) measuring time.

During the measurements participants sat in a comfortable chair and were advised to keep their eyes closed and relax in order to avoid head or body movements. The VFT consisted of a phonological, a semantic and a control task. During the phonological task, subjects were instructed to produce as many nouns as possible beginning with a certain letter, whereas during the semantical task they had to name as many nouns as possible belonging to a certain category while repetitions and proper nouns were supposed to be avoided. During the control task the participants were instructed to repeat the weekdays in a speed that approximately matched the number of recited days to the number of mentioned nouns. The VFT started with a resting state phase of 10 seconds, followed by the different tasks and more resting state periods, which lasted 30 seconds each. The sequence of the three tasks and resting phases were repeated three times, each time with a different letter or category. The letters and categories were chosen from the “Regensburger Wortflüssigkeitstest” [26]. Different letters/categories were used at t1 and t2 and counterbalanced between subjects. During the resting phase, participants were told to relax.

2.5. rTMS. Starting after the first fNIRS measurement, intermittent theta burst stimulation (iTBS, [27]) was applied in the patient group during 15 daily sessions on workdays during three weeks with a figure-of-eight coil (MCF-B65, 2 × 75 mm diameter, n = 34, MAGSTIM 9925-00, 2 × 70 mm, n = 9) by means of a MagOption/MagPro X100 stimulator (MagVenture, Denmark, n = 34) and a MAGSTIM RAPID² T/N 3567-23-02 stimulator (n = 9), respectively. ITBS was used in order to achieve a facilitating effect on cortex excitability, as this could be demonstrated for the motor cortex, but also for more frontal cortex areas in previous studies [27, 28]. The iTBS protocol consisted of a total of 600 pulses applied in intermittent biphasic bursts at a frequency of 15 pulses per second via 2 second trains, starting every 10 seconds as described by Huang et al. [27]. The time of day for iTBS application did not vary for more than 2 hours from one day to the next. As the circadian rhythm is known to influence cortical excitability [29] the participants’ individual resting motor threshold was determined prior to each iTBS session on the left motor cortex and stimulation intensity was set to 80% of this threshold. Stimulation site was F3 (left DLPFC) according to the international 10–20 system for electrode placement [30]. In order to ensure that the site of stimulation stayed constant over all sessions, F3 was drawn onto an individual textile cap for each participant prior to the first session. Additionally, other orientation points as the nasion, the inion, and the auricles were sketched on. While the coil was held tangentially to the scalp forming a 45° angle to the mid-sagittal line of the head (handling pointing in a posterior direction) for verum stimulation, it was flipped away from the scalp in a 90° angle for the sham stimulation. The post-fNIRS measurement (t2) was set to be conducted no earlier than 12 hours after the last rTMS-session to avoid the measurement of acute rTMS effects.

2.6. fNIRS. Relative temporal changes in oxygenated (\(O_2\text{Hb}\)) and deoxygenated haemoglobin (Hb) were measured from a 10-second baseline using the ETG-4000 optical topography system (Hitachi Medical Co., Japan). For this purpose, the ETG-4000 uses laser diodes which emit light of two wavelengths (695 ± 20 nm and 830 ± 20 nm) and photodetectors which receive the scattered light intensity. Since the main light absorbers in this setup are the two types of haemoglobin,
changes in measured light intensity between the emitter-detector pairs can be related to haemodynamic changes—which are coupled to neural activation—using a modified Beer-Lambert equation [31]. Altogether the probe set consisted of 16 photodetectors and 17 light emitters arranged in a $3 \times 11$ fashion with an interoptode distance of 3 cm resulting in 52 distinctive channels with a penetration depth of approximately 2 to 3 cm [19, 20]. The probe set was attached over the participants’ prefrontal cortex having the central optode of the lowest row on FPz stretching out towards T3 and T4, respectively, according to the 10–20 international EEG system [32]. The sampling frequency was 10 Hz. The unit used to quantify haemoglobin concentration changes was mmol × mm. Subsequently, the recorded data were averaged over the corresponding blocks and exported into Matlab R2012b (The Math Works Inc., Natick, USA) where they were first corrected for changes in the NIRS signal that were not directly due to functional changes in haemoglobin concentration related to the attended tasks. To this end, frequencies that exceeded 0.05 Hz were removed using a low pass filter and clear technical artefacts (e.g., due to an optode losing contact to the scalp during measurement) were corrected by means of interpolation by replacing the values of the corresponding channels with the values of the circumjacent channels in a Gaussian manner (closer channels were taken more into account). In order to further remove artefacts, due to head movements, a correlation-based signal improvement (CBSI) procedure according to Cui et al. [33] was applied, adjusting the values for each channel by the equation

$$[\text{CBSI}] = 0.5 \cdot \left( \frac{[O_2\text{Hb}]}{\text{std}[O_2\text{Hb}]} - \frac{[\text{HHb}]}{[O_2\text{Hb}] \cdot [\text{HHb}]} \right).$$

According to this approach, cortical activation should result in a negative correlation between O$_2$Hb and HHb concentrations so in case of positive correlations the O$_2$Hb signal is adjusted. Even though exceptions regarding a strictly negative correlation during brain activation exist [34], Brigadoi et al. [35] showed promising results for this procedure. Finally, the CBSI adjusted signal was once more interpolated in a Gaussian manner by using an inner-subject variance threshold of 4 as an interpolation criterion, assuming that exceeding values were most likely the result of further artefacts. Altogether a total of 5% of all channels were replaced.

After preprocessing, the data were averaged for all three groups within a time frame of 0–45 seconds after the onset of each task. The amplitude integrals in CBSI concentration between 5 and 40 seconds were taken as the basis for statistical analysis as a delay of the haemodynamic response after task onset can be assumed.

2.7. Regions of Interest (ROI). Based on prior studies investigating verbal fluency [6–8, 36, 37], different a priori ROIs were defined. Accordingly, in addition to temporal areas (middle and superior temporal gyrus (MSTG)) and the inferior frontal gyrus (IFG) comprising Broca’s area, the DLPFC is also supposed to be critically involved when performing a VFT. Corresponding channels were chosen using a virtual registration procedure as described by Tsuzuki et al. [38], Rorden and Brett [39], and Lancaster et al. [40] (cf. Figure 1).

2.8. Clinical Assessment. PD with or without agoraphobia was diagnosed by experienced clinical psychologists with the German version of the Structured Clinical Interview for DSM-IV, Axis I Disorders (SCID-I [41, 42]). Anxiety was measured with the following questionnaires: Panic and Agoraphobia Scale (PAS; [43]), Hamilton Anxiety Rating Scale (HAM-A; [44]), and Cardiac Anxiety Questionnaire (CAQ; [45, 46]). All questionnaires were completed at t1 and t2. For all scales, higher scores indicate more severe symptoms.

In case of missing questionnaire items, a last observation carried forward analysis (LOCF) was conducted. If less than 10% of all items were left out, missing values were substituted by the participant’s mean on the relevant scale.

2.9. Statistical Analyses. All analyses were conducted with IBM SPSS Statistics 20 and 21, respectively. The sample characteristics were assessed by means of $\chi^2$ tests (gender, handedness, and first language) or t-tests (age, years of education, duration of illness for patients, and questionnaire data for t1 and t2), directly comparing the experimental groups (active versus sham, sham versus controls, and active versus controls). If numbers for the corresponding categories were below 5, Fisher’s exact test was considered instead of asymptotic significance. The effects of patients’ blinding regarding rTMS treatment condition were evaluated using binomial tests (test proportion: 0.5) for the subjectively perceived rTMS condition in each patient group, separately. The optimal sample size was determined based on previous studies investigating the effect of high-frequency rTMS on symptom severity in depression (e.g., [47]). The effect size of such a treatment protocol was estimated to approximate 0.5, while power was defined as 80%. The $\alpha$-level was set to 5%. Since the effect of rTMS protocols in patients suffering from anxiety disorders is still difficult to quantify [48], it was decided to follow a more conservative assessment resulting in a target sample size of $n = 40$ patients.

For baseline assessment, fNIRS-data for all ROIs were analysed by means of analyses of variance (ANOVA) with the between-subject factor group (patients versus controls). The corresponding behavioural performance was analysed accordingly. In order to verify that changes in CBSI concentration were task-related, effects of hemispheric lateralisation were further analysed using a $2 \times 3$ repeated measure ANOVA (RM-ANOVA) with the within-subject factors hemisphere (left versus right) and task (phonological versus control task). As the factor time was of no relevance within this context, the corresponding data were averaged across the two measurement times. Accordingly, the phonological and semantic task should elicit a left lateralisation in the language relevant ROIs (IFG & MSTG) [36].

To evaluate the effects of rTMS on prefrontal activity, $2 \times 3$ RM-ANOVs for each ROI and cognitive task were conducted (within-subject factor time (t1 versus t2), between-subject factor group (verum versus sham versus controls)).
The total number of produced nouns for the phonological and semantical task was investigated according to the collected fNIRS-data via a $2 \times 3$ RM-ANOVA with the within-subject factors time ($t_1$ versus $t_2$) and the between-subject factor group (verum versus sham versus controls). The number of weekdays was not considered in the analysis as it was matched to the number of nouns in the other tasks.

In case of violations of the sphericity assumption, the degrees of freedom in the ANOVAs were corrected using the Greenhouse-Geisser or Huynh-Feldt procedure depending on $\varepsilon$ ($\varepsilon > 0.75$ Huynh-Feldt, $\varepsilon < 0.75$ Greenhouse-Geisser; see [49]). To avoid $\alpha$-error accumulation due to multiple testing, the significance level of $\alpha = 0.05$ was adjusted using a Bonferroni-Holm (BH) [50] correction procedure for the ROIs in each hemisphere, separately. Post hoc analysis was conducted by means of two-tailed $t$-tests for paired and independent samples.

In order to assess the relationship between cortical activation and behavioural performance, correlations between the number of recited words and CBSI-concentration were calculated at $t_1$ and $t_2$ for each group and task separately by means of Spearman's rho. To further directly consider changes over time, correlations between the differences ($t_2-t_1$) in CBSI concentrations and number of recited words were calculated. For post hoc $t$-tests and correlations, one-tailed $P$-values were considered in case of directed hypotheses.

3. Results

3.1. Sample Characteristics. Tables 1 and 2 give an overview of the sociodemographic sample characteristics at baseline and clinical questionnaire data for $t_1$ and $t_2$. Sociodemographic data did not differ between groups. For the clinical questionnaire data, no significant differences emerged between the sham and verum stimulated group for $t_1$. Verum group versus controls and sham group versus controls, respectively, revealed significant differences on all scales in the expected directions (data shown for HAM-A, self-rated PAS, and CAQ, Table 2).

When patients were asked to guess whether they had received active or sham rTMS, 16 patients in the sham group thought that they had been sham stimulated while 5 thought that it had been the active protocol. Fourteen patients in the verum group thought they had obtained the active protocol and 4 said that they received a placebo treatment. Additionally, 5 patients (1 sham, 4 verum) did not reply to the question. For each patient group, these guesses differed significantly from chance (binomial test, sham group: $P = 0.027$ and verum group: $P = 0.031$).

3.2. Behavioural Performance. Table 3 contains means and standard deviations for the number of produced nouns for the phonological as well as the semantical task for each group and each measuring time.

With respect to behavioural data, no significant baseline differences could be found between patients and controls. Further the $2 \times 3$ RM-ANOVA revealed no significant changes for either the phonological or the semantical task.

3.3. Prefrontal Activity at Baseline. Because one patient missed $t_2$, the fNIRS-data of this subject were excluded from all analyses. Concerning the remaining subjects, significant results were found for all ROIs on both hemispheres for the phonological task (Figure 2) whereby the healthy controls displayed more activation than the patients (left DLPFC: $F_{1,65} = 9.304, P = 0.003$, left MSTG: $F_{1,65} = 8.795, P = 0.004$, left IFG: $F_{1,65} = 5.279, P = 0.025$, right DLPFC: $F_{1,65} = 11.649, P = 0.001$, right MSTG: $F_{1,65} = 5.158, P = 0.026$, right IFG: $F_{1,65} = 8.130, P = 0.006$, all $P$ BH-corrected). For the semantical task significant differences in terms of higher activation in the healthy controls were found only for the DLPFC bilaterally (left DLPFC: $F_{1,65} = 6.189, P = 0.015$, right DLPFC: $F_{1,65} = 12.875, P = 0.001$, left MSTG: $F_{1,65} = 5.279, P = 0.025$, right MSTG: $F_{1,65} = 8.795, P = 0.004$, right IFG: $F_{1,65} = 11.649, P = 0.001$, all $P$ BH-corrected).
3.4. Effects of Hemispheric Lateralisation. Regarding hemispheric lateralisation effects, the 2 × 3 RM-ANOVA showed a significant main effect for the two language related ROIs IFG ($F_{1,65} = 15.030, P < 0.001$ ($< 0.0167$, BH-corrected)) and MSTG ($F_{1,65} = 8.317, P = 0.005$ ($< 0.025$, BH-corrected)) where activation—as indicated by CBSI concentration—was higher for the left hemisphere. A significant main effect of task was identified for all ROIs (DLPFC: $F_{2,110} = 24.275 P < 0.001$ ($< 0.0167$, BH-corrected), MSTG: $F_{2,110} = 55.974 P < 0.001$ ($< 0.025$, BH-corrected), and IFG: $F_{2,110} = 61.718 P < 0.001$ ($< 0.05$, BH-corrected)). The interaction hemisphere*task was significant for the IFG ($F_{2,110} = 8.151$, $P < 0.001$ ($< 0.0167$, BH-corrected) and the MSTG ($F_{2,114} = 3.478, P = 0.040$ ($< 0.05$, BH-corrected)). Post hoc analyses showed that this was due to a left lateralisation concerning the phonological (IFG, right versus left: $t_{65} = -2.983, P = 0.002$) and partly the semantical (IFG, right versus left: $t_{65} = -4.034, P < 0.001$) task while there was no significant difference for the control task. Regarding the DLPFC, no significant main effect of hemisphere was found, whereas the interaction hemisphere*task was significant ($F_{2,130} = 11.040, P < 0.001$ ($< 0.025$, BH-corrected)). For the DLPFC, results were in contrast to the above-mentioned findings with a significant lateralisation effect in terms of increased activation in the right hemisphere for the control task ($t_{65} = 5.072, P < 0.001$) but no significant difference for the two active verbal fluency tasks. Differences between tasks were significant for all comparisons for the IFG (right hemisphere: $t_{65} ≥ 2.7$, $P ≤ 0.005$ and left hemisphere: $t_{65} ≥ 3.37$, $P < 0.001$) and left MSTG ($t_{65} ≥ 3.322$, $P < 0.001$) with activation during the phonological task > activation during the semantical task > the control task. For the right hemisphere of the DLPFC, activation during the phonological task was also higher than for the semantical task ($t_{65} = 6.083, P < 0.001$). For the left DLPFC, participants showed similar activation patterns as for the IFG and left MSTG with respect to the three test tasks.
Table 3: Number of produced nouns for phonological and semantical task for t1 and t2.

<table>
<thead>
<tr>
<th>Time</th>
<th>Controls Phonological mean (SD)</th>
<th>Semantical mean (SD)</th>
<th>Sham Phonological mean (SD)</th>
<th>Semantical mean (SD)</th>
<th>Verum Phonological mean (SD)</th>
<th>Semantical mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>t1</td>
<td>20 (7.6)</td>
<td>37.2 (7.2)</td>
<td>18.4 (7.2)</td>
<td>33.2 (7.4)</td>
<td>16.9 (6.4)</td>
<td>34.3 (7.8)</td>
</tr>
<tr>
<td>t2</td>
<td>19.7 (7.0)</td>
<td>38.2 (10.1)</td>
<td>19.2 (7.2)</td>
<td>32.5 (7.4)</td>
<td>19.4 (7.8)</td>
<td>35.5 (8.8)</td>
</tr>
</tbody>
</table>

SD: standard deviation, t1: measuring time 1, and t2: measuring time 2 after 3 weeks.

Figure 3: Haemodynamic response function of the left dorsolateral prefrontal cortex at the baseline measurement, averaged over all subjects for each task, separately.

3.5. Effects of rTMS on Prefrontal Activity. For the left DLPFC, the analyses of the phonological task showed a significant main effect of group (F2,63 = 5.32, P = 0.007 (<0.0167, BH-corrected)). Post hoc analyses revealed that this was due to significantly lower cortical activation of patients in the sham (t42 = −2.13, P = 0.02) and verum group (t43 = −2.74, P = 0.005) compared to healthy controls. No significant interaction effect of time and group or main effect of time was found. For the right DLPFC, a significant main effect of group (F2,63 = 5.34, P = 0.007 (<0.0167, BH-corrected)) was found. No significant effect of time or significant interaction effect of time and group existed with respect to the phonological task. Post hoc t-tests displayed similar results as for the left DLPFC. Verum and sham stimulated patients showed a reduced activation compared to healthy controls (for both: t32 ≤ −2.348, P ≤ 0.013).
For the semantical task, a significant main effect of group was found for the left and the right DLPFC (for both: $F_{2,63} \geq 5.30$, $P \leq 0.007$ ($<0.0167$, BH-corrected)). For both areas, actively stimulated patients showed a significantly reduced cortical activation compared to healthy controls (left DLPFC: $t_{35} = -2.78$, $P = 0.005$ and right DLPFC: $t_{43} = -2.60$, $P = 0.007$). Also, sham stimulated patients showed significant hypoactivation compared to healthy participants with respect to the right ($t_{53} = -3.19$, $P = 0.002$) and left DLPFC ($t_{54} = -2.316$, $P = 0.014$). No significant main effects of time or significant interactions of time and group were discerned for the left and right DLPFC, respectively. No significant differences between sham and verum stimulated patients existed with regard to the left or right DLPFC for the phonological and semantical task, respectively.

The analyses of the control task for the left and right DLPFC revealed neither significant main effects of group nor significant main effects of time. Also, no significant interaction effects of time and group were found.

For reasons of clarity, solely significant results for the IFG with respect to the three test tasks are depicted in Table 4. For the MSTG, no significant outcomes were found.

3.6. Correlations between fNIRS Data and Behavioural Performance. At baseline, no significant correlations between CBSI concentration and the number of recited words were found for either PD-patients or for the healthy controls. At the second measurement time, a relationship was merely found for the healthy controls in terms of negative correlations for all ROIs, except for the right DLPFC with the number of recited words during the phonological task (left DLPFC: $r = -0.416$, $P = 0.024$, left MSTG: $r = -0.431$, $P = 0.020$, left IFG: $r = -0.452$, $P = 0.015$, right MSTG: $r = -0.534$, $P = 0.004$, right IFG: $r = -0.558$, $P = 0.003$, all $P$ BH-corrected). Regarding changes over time, significant results existed only during the phonological task in the two patients’ groups. In this context, an increase in the number of recited words was significantly associated with a decrease in CBSI concentration (resp., vice versa) for the DLPFC (sham, left DLPFC: $r = -0.498$, $P = 0.011$, verum, left DLPFC: $r = -0.485$, $P = 0.011$, verum, right DLPFC: $r = -0.607$, $P = 0.001$, all $P$ BH-corrected). As all correlations were negative, they were only considered explorative, as positive correlations were hypothesized and one-sided tests were conducted.

4. Discussion

The present study aimed to confirm the finding that PD-patients are characterised by prefrontal hypoactivation during cognitive tasks as compared to healthy controls [7]. Moreover, it additionally addressed the question whether a potential hypoactivation of the PFC can be normalised by means of repeated iTBS. Patients with PD were investigated via fNIRS while performing a VFT prior to and after receiving daily prefrontal iTBS application over a time course of three weeks in addition to weekly group sessions of psychoeducation. The VFT-results were compared with those of healthy control subjects.

Regarding our first hypothesis, our results are in line with the above-mentioned findings concerning hypofrontality during cognitive tasks in PD-patients. With respect to our second hypothesis, unexpectedly, an increase in activation over time could only be found for the left IFG in sham stimulated patients.

In more detail, before the start of rTMS treatment, differences in cortical activation (as indicated by CBSI data) between patients and controls were observed for specific task conditions of the VFT. In fact, as predicted by our hypothesis, patients did not differ from controls during the control task but displayed decreased prefrontal activation in all ROIs during the phonological task and partly also during the semantical task. The missing differences during the control task indicate that the differences in CBSI concentration between healthy controls and patients during the two active tasks were indeed due to altered cognitive processing and not to more general effects elicited by the measurement situation. Still, it cannot be excluded that our fNIRS signal may have been affected by components that are not directly related to cognitive processing but still lead to a (task-related) change in blood flow and hence a change of the measured signal. Regarding more general effects that might influence the fNIRS signal, a recent study by Takahashi et al. [51] showed that the verbal fluency task is particularly affected by confounding effects due to stress induced skin blood flow, especially for NIRS channels located over the forehead. In order to verify that we still mainly measured cortical activation, we presumed that lateralisation effects in terms of increased left hemispheric activation should be found for language related areas such as the MSTG and IFG but not for the DLPFC. Further, increases in these two ROIs should only exist for the semantical and phonological but not for the control task. In line with previous studies [36] we could confirm these assumptions and accordingly ascribe our finding mainly to differences in cortical activation.

Contrary to our second hypothesis, no significant changes in prefrontal activation after rTMS treatment could be found in the verum group. In fact, the only significant change was found for the sham group which showed an increase in CBSI concentration in the left IFG during the phonological task. As at first glance these findings are hard to interpret and we further analysed the prefrontal activation patterns in relation to the behavioural performance of healthy controls and the two patients groups.

When regarding only the behavioural data, descriptively, healthy controls could name more nouns than both patients groups; however, this difference was not significant. Further, when associating CBSI concentrations in the different ROIs with the number of recited nouns at baseline, no significant correlations could be revealed for either group. Interestingly, however, at the second measurement time, negative correlations between the behavioural performance and activation patterns in nearly all ROIs existed for the healthy controls. Even though we originally applied one-sided testing (assuming a positive relationship between behavioural performance and cortical activation), we still think that it is worthwhile to give these negative correlations some considerations as they might be helpful for a better understanding of our results.
Similar to the finding in healthy controls, negative associations between changes in the number of recited nouns from r1 to r2 and changes in DLPFC activation bilaterally during the phonological task could be found for both patients groups. In order to interpret these results in a meaningful way, it has to be considered that multiple distinct mechanisms might have an influence on the fNIRS signal. Firstly, according to our hypothesis, it can be assumed that a demanding cognitive task leads to an increase in cortical activation which then triggers a certain performance at the behavioural level. In this context, higher cortical activation should lead to a better behavioural performance as it implies that more cognitive resources can be recruited to fulfill the task as well as possible. From another perspective, one could also assume that in subjects with a highly efficient cortical processing (i.e., in case of a subjectively non-challenging task situation) fewer cognitive resources are needed to achieve good results. In this case, low cortical activation should be associated with high behavioural performance. However, it needs to be kept in mind that the fNIRS signal might not just contain components which are due to cortical activation but might also be influenced by extracranial signal components that relate to peripheral processes such as psychophysiological arousal induced changes in blood flow. In particular, in frontopolar regions, these components have been shown to also trigger an increase in the fNIRS signal due to stress induced vasodilation during a verbal fluency task [51]. In this context, higher CBSI concentrations might then also be associated with a decrease in behavioural performance as it can be presumed that too much psychophysiological arousal should have a negative effect on cognitive functioning. Even though we tried to control for such arousal effects by performing a control task and considering lateralisation effects, we cannot exclude the fact that it still had an effect on our results.

Accordingly, we conclude that we could not find any significant correlations at the baseline measurement time as psychophysiological arousal was probably very high for all participants, hence having confounding effects on the fNIRS signal components due to cortical activation. At the second measurement time, cortical activation should have been the same for the healthy controls while arousal may have decreased for some participants as the situation was more familiar, leading to a reduction in signal intensity and negative correlations with behavioural performance due to improved cognitive function (with reduced arousal). While it cannot be excluded that these negative correlations also imply that the task was not challenging enough for some of the healthy subjects, the study by Takahashi et al. [51] points more in favour of an interpretation in terms of a decrease in psychophysiological arousal. In fact, the authors could show that already a repetition of the verbal fluency task within one measurement could lead to a significant repetition effect by means of a decrease in psychophysiological arousal and associated fNIRS signal intensity.

Concerning the PD-patients, psychophysiological arousal should have also decreased but possibly not as much as in the healthy controls as the measurement situation still represented a typical panic-relevant situation (patients had to sit in a small room with the fNIRS probe set attached to their heads so a sudden escape was not possible). At the same time it can be expected that arousal effects, which are prominent in the frontopolar area of the PFC, also have an effect especially on the DLPFC which cannot be neglected [52]. A possible explanation especially for the influence of DLPFC activation through the frontopolar region is given by Kirilina et al. [33] who found that the vein responsible for arousal effects in the forehead also stretches out to dorsolateral regions. Consequently, apparent effects of a slight decrease in arousal would most likely be expected in the DLPFC, hence explaining the negative correlations between changes in behavioural performance and changes in CBSI concentrations for the patients. Even though correlations between CBSI concentrations and behavioural performance during the semantical task were not significant, it is noteworthy to mention that the direction of the correlations was generally the same, supporting our prior assumptions.

We therefore conclude that healthy controls as well as patients in both groups were generally less affected by psychophysiological arousal during the second measurement time. In this regard, the increase in activation from the first to the second measurement time for the left IFG in the sham group might not be related to an increase in cognitive functioning but might merely represents a more general possibly also arousal related effect. A further reason which might have contributed to the increase in CBSI concentrations after sham iTBS might be given by simple regression towards the mean. In this regard it needs to be considered that sham and verum stimulated patients did not differ significantly in their activation patterns after rTMS application. Instead, sham stimulated patients showed a significantly decreased baseline CBSI concentration in the left IFG compared to healthy controls. All in all, our findings confirm our first
hypothesis that PD-patients show a prefrontal dysfunction that is at least partly independent of panic-related tasks. However, an increase in cortical activation after verum iTBS was not found. Instead, we could accentuate the need to consider task-related arousal induced effects especially when investigating patients with anxiety disorders.

To our knowledge, this is the first controlled study investigating effects of add-on theta burst stimulation (TBS) on prefrontal activation and cognitive functioning in patients with PD/agoraphobia. So far, only a few open studies investigated the effects of TBS on psychiatric symptoms (e.g., [54, 55]).

However, limitations of this study have to be mentioned. The stimulation condition (verum versus sham) was correctly identified by the majority of patients, so one could argue that placebo effects might have affected our results. Possibly, patients exchanged their perceptions about rTMS during the psychotherapy group sessions, as they became acquainted with each other over the course of psychoeducation. For further investigations, we therefore emphasise the need for specialised sham coils which produce a superficial electrical current on the skull, as demonstrated by Rossi et al. [56]. Although in our study sufficient blinding could not be reached, promising results of rTMS in controlled studies with electromagnetic placebo coils could demonstrate specific effects of verum stimulation on psychiatric symptoms (e.g., for PTSD and comorbid depression by Boggio et al. [57]). Referring to the choice of the rTMS-frequency, we used a protocol which is assumed to facilitate motor cortex excitability [27]. Also, a facilitation of frontal activity could be demonstrated. For example, speech repetition accuracy was promoted by intermittent theta burst stimulation of the left posterior inferior frontal gyrus [28]. Nevertheless, rTMS effects seem to be influenced by a wide range of factors, for example, genetic variables or the way of application. Cheeran et al. [58] could demonstrate a significant influence of the brain-derived neurotrophic factor gene (BDNF) on the TBS-efficacy for the primary motor cortex. Also, TBS after-effects seem to hinge on the NMDA-receptor [59]. Further, a study of Gamboa et al. [60] demonstrated reversed iTBS-effects after a prolonged, single application of 1200 instead of 600 stimuli. Taken together, it could be questionable if iTBS consistently facilitates the excitability of stimulated neurons. Moreover, in our study, rTMS was generally applied after psychoeducation sessions. However, an application prior to psychoeducation could have led to a different processing of the afterwards presented information. We therefore suggest that future studies should systematically assess temporal effects of rTMS applications in relation to additional intervention methods. Regarding methodology, we have already discussed the problems that arise from the confounding skin blood flow signal component in the fNIRS data. A possible solution to this—which allows for an even more precise interpretation of the result—might be to measure the skin components selectively by additionally placing optodes with shorter interoptode distances on the probe set [51]. Finally, concerning the diagnostic process, PD/agoraphobia was diagnosed prior to t1 with the help of structured clinical interviews. However, the time lag between these interviews and t1 was not standardized in our study.

5. Conclusion

This pilot study investigated cortical activation patterns of patients with PD/agoraphobia compared to healthy controls. Further, effects of add-on iTBS on cortical activation and cognitive performance in PD/agoraphobia were analysed. Findings of a baseline cortical hypoactivation could be replicated. However, an increase in cortical activation after verum iTBS could not be supported. Instead we only found increased CBSI concentrations for the left IFG after sham iTBS application. By integrating behavioural performance into our analysis we could attribute this finding to more general effects such as task-related psychophysiological arousal and regression towards the mean. Taken together, our results confirm that PD is characterised by prefrontal hypoactivation. As we could not verify an increase in cortical activation after verum iTBS, further studies that should control for task-related psychophysiological arousal are needed in order to evaluate under which circumstances iTBS might serve as a therapeutic tool in the treatment of PD.
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This study investigates the cortical abnormalities of early emotion perception in patients with major depressive disorder (MDD) and bipolar disorder (BD) using gamma oscillations. Twenty-three MDD patients, twenty-five BD patients, and twenty-four normal controls were enrolled and their event-related magnetoencephalographic responses were recorded during implicit emotional tasks. Our results demonstrated abnormal gamma activity within 100 ms in the emotion-related regions (amygdala, orbitofrontal (OFC) cortex, anterior insula (AI), and superior temporal pole) in the MDD patients, suggesting that these patients may have dysfunctions or negativity biases in perceptual binding of emotional features at very early stage. Decreased left superior medial frontal cortex (smFC) responses to happy faces in the MDD patients were correlated with their serious level of depression symptoms, indicating that decreased smFC activity perhaps underlies irregular positive emotion processing in depressed patients. In the BD patients, we showed abnormal activation in visual regions (inferior/middle occipital and middle temporal cortices) which responded to emotional faces within 100 ms, supporting that the BD patients may hyperactively respond to emotional features in perceptual binding. The discriminant function of gamma activation in the left smFC, right medial OFC, right AI/inferior OFC, and the right precentral cortex accurately classified 89.6% of patients as unipolar/bipolar disorders.

1. Introduction

Mood disorders, including major depressive disorder (MDD) and bipolar disorder (BD), are among the most debilitating diseases worldwide and with a lifetime prevalence estimated about 20.8% [1]. Guidelines from the Diagnostic and Statistical Manual of Mental Disorders, fourth edition (DSM-IV) [2], characterize the manic/hypomanic episodes as an index for distinguishing bipolar from unipolar disorders, but misdiagnosis of bipolar as unipolar could occur particularly when the BD patients come to the hospital in depressive episodes [3, 4]. Identification of disorder biomarkers disclosed from neuroimaging researches could improve diagnostic accuracy and clinical treatment outcomes of bipolar disorder [4]. Precious neuroimaging studies have proposed that dysfunction of facial expression perception is one of core impairments in the MDD and BD patients [5–8]. Hence quantitative measurements of neural responses to emotional stimulation may facilitate accurate diagnosis and better treatment outcomes of the MDD and BD patients.

Depressed patients have an attentional bias toward negative stimuli (easier to attract patients’ attention) [9], which are more inclined to interpret neutral faces as sad [10, 11]. Stimulation with high arousal levels would activate the negative motivational withdrawal system more strongly than the positive approach system [12], which is called the negativity bias [13]. It implicates that withdrawal from negative stimuli is more critical to survival than approach of pleasant or neutral stimuli [13, 14]. To achieve this goal, humans “early” allocate attentional resources to negatively valenced stimuli in an
efficient way, as proposed in the automatic vigilance model of emotion [15], which leads to delayed attentional disengagement. Hence we speculate that the depression symptoms in mood disorders may associate with their increased negativity bias, which results in dysfunction of early rapid processing of resources allocation.

Implicit emotional paradigms, by which participants attend to judge nonemotional perceptual features (e.g., gender) rather than emotional cues, have been considered an effective way to explore neural substrates of facial emotional processing [16, 17]. Perceptual processing of emotion-laden stimuli engages several critical brain regions, including the amygdala, prefrontal cortex, orbitofrontal cortex (OFC), anterior cingulate cortex (ACC), and anterior insula (AI) [18]. Previous studies showed that the abnormal activity of these regions in patients with affective disorder may be related to their specific symptoms, including anhedonia (easy to be unhappy and sad) and emotional instability [5]. However, there is limited understanding of dysfunction of neurobiological basis underlying “early” emotion perception. The present study aimed at elucidating whether the MDD and BD patients have impaired or biased perception of emotional facial features at very early stage of emotional processing.

The current study measured gamma activity by magnetoencephalography (MEG) and adopted implicit emotional paradigms to investigate early facial emotion perception in BD and MDD patients, compared with healthy controls and to distinguish these two affective disorders by discriminant analyses. Gamma-band responses have been implicated to be a mechanism of perceptual binding and strongly synchronized about 100ms after sensory processing, reflecting integration processing of perceived features at very early stage [8, 19, 20]. Müller et al. [21] suggests that spatial distribution of gamma oscillations, including limbic, temporal, and frontal cortices may be linked to neural substrates of binding emotional information. Gamma oscillations can provide a potential index to explore regional brain abnormalities of early emotional processing in affective disorders. Previous studies have showed that subcortical and cortical regions activate within 100ms by high temporal resolution technique, such as event-related potentials (ERPs) and magnetoencephalography (MEG) [22, 23]. Our previous study also demonstrated alterations of gamma activity (50–150ms) during early emotion processing in the MDD and BD [7]. We in this study further tested that alterations of cortical gamma responses to early perception of emotional facial expression were distinct between the MDD and BD patients, which can be a potential index to differentiate patients with unipolar from bipolar disorders.

2. Materials and Methods

2.1. Subjects. Seventy-two participants were recruited from the Department of Psychiatry at Taipei Veterans General Hospital in this study, including twenty-three MDD patients (mean age 35.96 ± 9.58, nine males), twenty-five BD patients (mean age 36.80 ± 11.38, ten males), and twenty-four age- and gender-matched healthy controls (NC, mean age 36.62 ± 11.36, nine males). The three groups did not show significant differences in age (one-way ANOVA, $P = 0.961$) and gender (2 × 3 contingency table analysis, $P = 0.916$). All subjects were right-handed as assessed by the Edinburgh Handedness Inventory. The diagnosis of MDD and BD was confirmed by a structured interview based on the Diagnostic and Statistical Manual for Mental Disorders (DSM-IV) criteria (American Psychiatric Association, 1994). Before MEG data acquisition, psychiatric and mood symptoms of all patients were assessed with the Young Mania Rating Scale (YMRS) and the 17-item Hamilton Rating Scale for Depression (HAM-D). For details, see Table 1. The NC subjects underwent the Mini International Neuropsychiatric Interview before participation in the study to confirm the absence of past or current psychiatric symptoms. Each participant signed informed consent forms approved by the Institutional Review Board at Taipei Veterans General Hospital.

2.2. Stimuli and Experimental Design. Face images with duration of 1.5sec (72 trials for each emotion and four emotions in total, including neutral, sad, happy, and angry faces) were displayed randomly. Visual stimuli were exhibited at the center of a back-projected translucent screen, which was located 100 cm in front of the subject, and subtended 14” (width) by 17” (height) of visual angle. Subjects were instructed to perform a gender discrimination task by lifting their left/right index finger for male/female face images, respectively, while a response cue was displayed. All subjects practiced the test before their MEG signals were recorded.

2.3. MEG and MRI Recordings. Event-related MEG data were recorded by a whole-head 306-channel neuromagnetometer (Vectorview 306, Elekta Neuromag, Finland) with a sampling rate of 1000 Hz and a 0.03–330 Hz bandpass filter. Trials containing deflections exceeding 9000 fT/cm or contaminated by eye movements were excluded for the source analysis. The signal space projection method [24] was applied to remove urban and device interference in the recorded MEG data. The T1-weighted MRI (magnetic resonance images) of each individual was acquired by a 1.5T GE Signa Excite scanner using an 8-channel phased-array head coil with 3D fast spoiled gradient recalled echo (3D FSPGR, TR = 8.67 ms, TE = 1.86 ms, inversion time = 400 ms, matrix size = 256 × 256 × 124, and voxel size = 1.02 × 1.02 × 1.5 mm³). To facilitate precise coregistration of the MEG data and structural MRI, three anatomical landmarks (nasion and left and right preauriculars) were localized with Isotrak 3D digitizer (Polhemus Navigation Sciences, Colchester, Vermont, USA).

2.4. MEG Source Analysis. For each emotion, the noise-free MEG data were filtered at a frequency band of 35 to 55 Hz (gamma). These gamma-band signals were then analyzed through a beamforming method [25] to estimate cortical activity index of emotional evoked responses, which was denoted as the gamma-band activation index (GBAI). The GBAI map with an isotropic voxel size of 4mm in the whole-brain was obtained by estimating the ratio between estimated signals of the active state (a 30-ms window) and those of the control state (from 300ms to 200ms before stimulus
spatial resolution of 2mm by the BIRT software [26]. The (MNI)space (a standard stereotactic space) with anisotropic first transformed into the Montreal Neurological Institute after stimulus onset (from 30 to 120 ms with 5 ms shift).

BD in emotion processing during the first 100 milliseconds difference of brain responses between patients with MDD and onset) for each voxel. This study focused on investigating the difference of brain responses between patients with MDD and BD in emotion processing during the first 100 milliseconds after stimulus onset (from 30 to 120 ms with 5 ms shift).

For group analysis, the individual T1-weighted MRIs were first transformed into the Montreal Neurological Institute (MNI) space (a standard stereotactic space) with an isotropic spatial resolution of 2 mm by the BIRT software [26]. The obtained deformation field was then applied to transform the individual GBAI maps obtained above into the MNI space for further group analysis. A one-way ANOVA (F(2, 69) = 7.65, uncorrected P < 0.001, cluster size = 100) and two two-sample t-tests (t(47) = 3.87 for BD versus NC group, t(45) = 3.88 for MDD versus NC group, uncorrected P < 0.000167) were conducted at each time point in a voxel-wise manner by using the statistical parametric mapping software (SPM2, http://www.fil.ion.ucl.ac.uk/spm/). The intersection areas between the survived voxels obtained from the ANOVA and t-test analyses were extracted and the mean of GBAI within each area with cluster size ≥30 was calculated for the following correlation and discriminant analyses.

2.5. Correlation and Discriminant Analyses. Pearson correlation coefficients were used to assess the relationship between the abnormal regional GBAIs and symptomatic/demographic data in patient groups. The correlation was determined to be significant at least 10 ms (three continuous maps, e.g., 30, 35, and 40 ms).

Abnormal regional GBAIs of the MDD and BD patients obtained from the above-mentioned source analysis procedure were extracted as possible features for differentiating these two patient groups. A two-stage discriminant analyses were performed to identify distinguishable feature variables (abnormal regional GBAIs) and their weightings by evaluating their contributions in distinguishing patient groups (MDD versus BD). In the first stage, a stepwise linear discriminant procedure was used to select the predictors of the model, which can be best able to distinguish between these two patient groups. At each step, one variable was considered at a time and Wilks’ Lambda values of the variables in the model were used to determine this variable to be a predictor or not. The threshold of Wilks’ Lambda was set at 0.25 for setting retention in the model, which was based on previous Monte Carlo simulation studies [27]. This procedure iteratively repeated for each variable until there was no further improvement in discriminability of the model.

The second stage was a canonical discriminant analysis which was used to determine the weightings of those variables selected from the first step. The resolved standardized weight of each variable (regional GBAI) reflected its relative discriminating efficiency. The accuracy of the derived discriminant function from the two-stage discriminant analyses was assessed by leave-one-out cross validation for the whole patient cohort. Furthermore, a two-sample t-test was used to test whether the mean values of the discriminant function for the patient groups were different. Finally, a Fisher Exact Test was performed to evaluate the statistical significance of the classification accuracy [28].

3. Results

Overall, both patient groups displayed regional gamma hyperactivity compared to the NC group, but only the MDD patients exhibited the diminished gamma activity, as listed in Table 2. Overall, we found diminished gamma responses at very early time points (30–70 ms after stimulus onset) and elevated gamma responses at later time points (80–115 ms). Figures 1 and 2 showed the brain regions with abnormal gamma responses to sad and happy faces within 70 ms and increased gamma responses to sad faces around 100 ms, relative to the NC group (Table 2). No significant difference of brain responses to angry or neutral faces was found. The decreased gamma responses to sad faces were in the right anterior insula/inferior OFC (40–70 ms), the right superior temporal pole/parahippocampus (55–70 ms), and the right amygdala (55–65 ms). The hypoactivity responding to happy faces was located in the right superior/medial OFC and left superior medial frontal cortex during 30–40 ms. On the other hand, the right precentral/postcentral cortex (95–115 ms) of the MDD patients was more activated to sad faces, compared to the NCs.

As to the BD patients, only increased responses were found in comparison with the NC group, including the right
Table 2: Between-group differences (patients versus NCs) in neural response to facial expressions during 30–120 ms.

<table>
<thead>
<tr>
<th>Group difference</th>
<th>Emotion</th>
<th>Brain region</th>
<th>BA</th>
<th>Time (ms)</th>
<th>Coordinate (mm) at peak</th>
<th></th>
<th>t-value</th>
<th>Cluster size</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDD &lt; NC</td>
<td>Sad</td>
<td>R anterior insula/Inferior orbitofrontal cortex</td>
<td>BA47</td>
<td>40–70</td>
<td>60</td>
<td>26, 14, −20</td>
<td>4.94</td>
<td>457</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R superior temporal pole/parahippocampal cortex</td>
<td>BA38</td>
<td>55–70</td>
<td>60</td>
<td>30, 16, −26</td>
<td>4.7</td>
<td>339</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R amygdala</td>
<td></td>
<td>55–65</td>
<td>55</td>
<td>22, −4, −12</td>
<td>4.47</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Happy</td>
<td>L superior medial frontal cortex</td>
<td>BA8</td>
<td>30–40</td>
<td>35</td>
<td>−6, 42, 56</td>
<td>4.6</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R medial orbitofrontal cortex</td>
<td>BA10/11/32</td>
<td>30–40</td>
<td>35</td>
<td>16, 52, −12</td>
<td>4.46</td>
<td>366</td>
</tr>
<tr>
<td></td>
<td>Angry/neutral</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MDD &gt; NC</td>
<td>Sad</td>
<td>R precentral cortex</td>
<td>BA4</td>
<td>95–115</td>
<td>105</td>
<td>22, −24, 62</td>
<td>4.87</td>
<td>217</td>
</tr>
<tr>
<td></td>
<td>Happy/angry/neutral</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BD &lt; NC</td>
<td>Sad/happy/angry/neutral</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BD &gt; NC</td>
<td>Happy</td>
<td>R middle temporal cortex</td>
<td>BA22</td>
<td>90–100</td>
<td>90</td>
<td>46, −56, 20</td>
<td>4.4</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>Angry</td>
<td>R middle/inferior occipital cortex</td>
<td>BA18</td>
<td>80–100</td>
<td>95</td>
<td>32, −96, −4</td>
<td>5.15</td>
<td>258</td>
</tr>
</tbody>
</table>

The significant voxels were performed by a one-way ANOVA of three groups (uncorrected $P < 0.001$) and between-group comparisons with a Bonferroni adjustment (uncorrected $P < 0.000167$), all $|t|$ values $>3.87$. The cluster size denotes the number of voxels and coordinates are in MNI space. BA: Brodmann area; R: right; L: left.
Figure 1: Abnormal regional activity of the MDD patients in early emotion perception at peak time points. Decreased (a) and increased activity (b) in the MDD patients. MDD: major depressive disorder; NC: normal control; AI: anterior insula; OFC: orbitofrontal cortex; TP: temporal pole; PHC: parahippocampus; smFC: superior medial frontal cortex.

Figure 2: Increased regional activity of the BD patients in early emotion perception at peak time points. BD: bipolar disorder; NC: normal control.

middle temporal cortex (90–100 ms) to happy faces and the right middle/inferior occipital cortex (80–100 ms) to angry faces. (Table 2). No significant difference between the BD and NC groups in response to sad and neutral facial expressions was found.

3.1. Correlation between Abnormal Regional GBAI and Symptomatic Data. The correlations between the abnormal regional GBAIs and the symptomatic and demographic data of the patient groups were assessed. Only the HAMD score of the MDD patients was found to be negatively correlated with the GBAI of the left superior medial frontal cortex \( (r = -0.441, P = 0.035 \text{ at } 30 \text{ ms}; r < -0.521, P < 0.011 \text{ at } 35 \text{ and } 40 \text{ ms}) \), as shown in Figure 3. In the BD patients, no significant correlation between symptomatic/demographic data and abnormal regional GBAIs was found.

3.2. Discriminant Analysis. The stepwise linear discriminant analysis identified four brain regions with the most distinguishing capability between the MDD and BD patients \( (F_{4,43} = 9.77, P < 0.0001) \), including the left superior medial frontal cortex (happy 35 ms), the right medial orbitofrontal cortex (happy 35 ms), the right anterior insula/inferior OFC (sad 60 ms), and the right precentral cortex (sad 105 ms).

The outputs of the discriminant functions between these two patient groups were significantly different \( (L_{47} = 20.87, P < 0.0001) \). Figure 4 illustrated the distribution of the discriminant function scores in the MDD (mean = 0.38, se = ±0.32) and BD patients (mean = −3.43, se = ±0.38). The results of leave-one-out cross validation showed that no MDD patient was misclassified and only five out of twenty-five BD patients (80%) were misclassified into the MDD group. Overall, 43 of 48 patients were correctly categorized with a prediction accuracy of 89.6% (Fisher’s Exact Test, \( P \leq 3.28 \times 10^{-9} \)).

4. Discussion

Our results demonstrated the distinct patterns of gamma oscillatory abnormalities in the MDD and BD patients in
responses to emotional facial expression during early perceptual processing. The MDD displayed more deficits in the frontal and limbic regions, including amygdala, OFC, and anterior insula, than the BD. Among these regions, the patterns of gamma activation in the left smFC, right mOFC, right AI/inferior OFC, and the right precentral cortex can accurately classify 89.6% of patients into their diagnosed categories.

Notably, in our study there were two BD patients who were initially diagnosed as the MDD patients and then confirmed as the bipolar disorder two weeks later. Our data from the discriminant analyses showed that these two BD patients were correctly classified using their brain signals measured at the first week (the circle marks in Figure 4) although the patients in this study were not drug-naive or drug-free, which could have a confounding effect on the brain signals. These results suggest that the gamma responses to emotional faces can provide a useful objective index to differentiate the BD patients from the MDD patients and may become a potential biomarker to assist in diagnosis.

Our data showed diminished gamma activity at the amygdala, OFC, and insula in response to sad faces during early emotion perception in MDD patients. This finding may unravel three possible neural mechanisms underlying emotion perception in human brain. First, gamma oscillation could be an emotion-evoked oscillation. Being considered as a mechanism of feature binding [11, 12], early sensory-evoked gamma oscillations were reliably found in various modalities [29]. Early visual evoked gamma-band response within 100 ms after stimulation is proposed to be sensitive to attentional and perceptual factors [30]. The finding of the aberrant gamma responses to emotional faces within 100 ms in the present study indicates that human brain integrates emotional facial features in a very effective and rapid way at the early stage of perceptive processing revealed by gamma oscillations.

Second, the frontoinsular cortex as well as amygdala has been reported to be involved in fast processing of salient information obtained from emotional facial features [31]. The amygdala is proposed to be engaged very early (within 100 ms) in processing negative faces as disclosed by neurophysiological studies using MEG [22] and intracranial electroencephalography [23]. Adolphs [32] reported that humans process emotional facial expressions in perception with simple and highly salient features within 120 ms including the amygdala and OFC. Our finding of diminished gamma activity within 100 ms in the amygdala, anterior insula, and OFC in the MDD patients may indicate their impairments or inefficiency in rapid processing or integrating salient emotion.

Finally, the MDD patients were reported to have a negativity bias (easier to attract patients’ attention toward negative stimuli) [9], especially toward sad stimuli. We speculated that the negative-affect bias of depressed patients may be associated with the OFC activity in response to sad facial expressions. The OFC, a key region of the top-down facilitation model, is suggested to rapidly extract low spatial frequency components of inputs (at around 50 ms) from visual or subcortical cortices through the magnocellular route to generate possible candidates of objects [33, 34]. Eliminated OFC activity may result in disrupted top-down information processing. Our results of the diminished activity of the OFC within 50 ms in the MDD patients may suggest a neural evidence of top-down modulation of negative-affect bias in the MDD patients while facing a sad expression.

Our data also indicated that the more severe depression symptoms the MDD patients had, the more eliminated the left smFC responses to happy faces were. Our results were in line with the previous studies [6, 35], which also showed the deactivation of the left prefrontal cortex in depressed patients. Mitterschiffthaler et al. [36] also indicated that reduced medial frontal responses to positive valence stimuli in depressed patients were related to abnormalities of positive emotion processing. Our finding suggests that decreased activity in the smFC underlies irregular positive emotion processing in patients with major depression, which may be one of neural substrate candidates related to anhedonia in depression.

In the BD patients, our finding showed elevated activation in visual regions responded to emotional facial expressions at around 100 ms after visual stimulation. In line with our previous findings of the enhanced occipitotemporal gamma oscillations in the BD patients in sensor-space analysis [8], in this study we found the abnormal occipital or temporal regions of the BD patients when they perceived only the happy and angry faces but not the sad and neutral faces. Happy faces consist of more changeable facial features (e.g., mouth) than negative and neutral faces [37].
negative valence from angry expressions is easier than that from sad expressions [38, 39]. Happy and angry faces are high arousal stimuli relative to sad and neutral faces [40, 41]. Hence, the findings of the hyperactivation in the occipital and temporal regions of the BD patients, only to the happy and angry faces but not to the sad and neutral faces, reflect that dysfunction of perceptual processing in the BD patients may be associated with detection of changeable as well as high-arousal facial features. The finding of the hyperactivity of visual regions around 100 ms in the BD patients indicates that the BD patients have altered visual perception of emotional features which may lead to dysfunction of the subsequent cognitive functions.

Other oscillations (theta, alpha, and beta) play different roles for neuronal functions. A review paper [42] summarizes that theta oscillations are a key mechanism of memory processing in the hippocampus (the main brain area related to theta waves); alpha oscillations are related to function of inhibition in the motor cortex; beta oscillations are associated with functions of motor control and attention in cortical structures. Previous studies indicated that high gamma oscillations (30–50 Hz) have been well documented as a crucial mechanism of perceptual binding and object/face representation in numerous human studies [29, 47–49]. The “binding problem” addresses the physiological mechanisms responsible for combining different features in a visual scene to form a coherent percept [29]. The present study focused on investigating the low gamma responses to emotional faces within 100 ms to reveal the dysfunction of perceptual binding in emotional feature processing of the MDD and BD patients.

5. Conclusions

Our results demonstrated that abnormal activation within 100 ms of the MDD patients in the emotion-related regions (amygdala, inferior/medial OFC, AI, and superior temporal pole) responded to emotional facial expressions, which suggests that the MDD patients may have dysfunctions or negativity biases in perceptual binding of salient emotional features at very early stage. In the BD patients, our finding showed that abnormal activation in visual regions (inferior/middle occipital and middle temporal cortices) responded to emotional facial expressions very early within 100 ms, which supports that the BD patients may hyper-actively or sensitively respond to emotional features in perceptual binding. Decreased responses to happy faces in the MDD patients at the left smFC were correlated with their serious depression symptoms, which may support that decreased activity in the smFC underlies irregular positive emotion processing in patients with major depression. The discriminant function of four variables, including gamma activation in the left smFC, right mOFC, right AI/inferior OFC, and the right precentral cortex, accurately classified 89.6% of patients as unipolar/bipolar disorders. These findings indicate different impairments of brain regions in the MDD and BD patients during early facial emotional perception and this abnormal regional gamma activity can be a potential index to distinguish these two mood disorders.
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While previous studies successfully identified the core neural substrates of the animal subtype of specific phobia, only few and inconsistent research is available for dental phobia. These findings might partly relate to the fact that, typically, visual stimuli were employed. The current study aimed to investigate the influence of stimulus modality on neural fear processing in dental phobia. Thirteen dental phobics (DP) and thirteen healthy controls (HC) attended a block-design functional magnetic resonance imaging (fMRI) symptom provocation paradigm encompassing both visual and auditory stimuli. Drill sounds and matched neutral sinus tones served as auditory stimuli and dentist scenes and matched neutral videos as visual stimuli. Group comparisons showed increased activation in the insula, anterior cingulate cortex, orbitofrontal cortex, and thalamus in DP compared to HC during auditory but not visual stimulation. On the contrary, no differential autonomic reactions were observed in DP. Present results are largely comparable to brain areas identified in animal phobia, but also point towards a potential downregulation of autonomic outflow by neural fear circuits in this disorder. Findings enlarge our knowledge about neural correlates of dental phobia and may help to understand the neural underpinnings of the clinical and physiological characteristics of the disorder.

1. Introduction

Specific phobia is the most prevalent anxiety disorder and among the most common mental disorders in general [1, 2]. According to DSM IV-TR and DSM-5 criteria, specific phobia is characterized by marked and unreasonable fear towards a specific object or situation which is almost always provoked whenever the phobic stimulus is not avoided [3, 4]. In the last decade, an increasing number of studies investigated the neural substrates of specific phobia, identifying mainly the amygdala, insula, and anterior cingulate cortex (ACC) as core components of the underlying neural network involved in the processing of threat [5, 6]. However, while these results have been proven to be consistent and stable, they are almost exclusively based upon studies investigating the animal subtype of specific phobia, most notably spider phobia. Literature on the other subtypes—blood-injection-injury (BII), situational, natural environment, and other specific phobia—is rare and focuses mostly on BII phobia, which includes dental phobia [7]. Unfortunately, results are more inconsistent here: while some studies reported increased activation in the insula or ACC as well [8, 9], others mainly found differential activation compared to healthy controls in orbitofrontal and prefrontal areas [9–11]. Results also yielded patterns of activation in other areas such as the thalamus [12] or were not indicative of any significant difference between groups in any area [13, 14]. No study so far replicated the finding of amygdala hyperactivation as repeatedly reported for animal phobia.

These diverging findings regarding the notable lack of activation in cortical and subcortical structures involved in the processing of threat were subject to different interpretations. Among others, a dissociation of subjective and physiological fear reactions [14] or altered cognitive control or emotional regulation processes [10, 11] have been proposed. However, methodological causes are possible as well. As pointed out by Köchel et al. [15], fMRI studies to date have
used visual stimuli to induce anxiety without exception. In dental phobics, however, visual stimuli are often less anxiety inducing than stimuli using other sensations [16], which could confound results from studies in BII phobia that often include dental phobics as well [9, 10, 13, 14]. Therefore, inconsistent findings in BII phobia might partly result from the use of stimuli that do not maximally trigger dental fears when investigating group differences in brain activation patterns.

We therefore aimed to further elucidate the influence of stimulus modality on neural fear processing in dental phobics (DP). DP and healthy controls (HC) underwent a symptom provocation paradigm using both auditory and visual stimuli. Autonomic markers (skin conductance) were recorded online. We expected DP not only to show enhanced subjective anxiety towards dental stimuli in general when compared to controls but also to react specifically stronger towards the auditory than visual stimuli. Moreover, we expected stronger autonomic arousal particularly in response to auditory stimuli. On the neural level, we hypothesized DP to show increased brain activation in the amygdala, ACC, insula, thalamus, and orbitofrontal cortex (OFC) compared to HC, particularly during auditory symptom provocation but not during visual phobic stimuli. Based on the finding of a positive relationship between the level of activation in these areas and symptom severity as reflected by subjective and autonomic markers [13, 14], we also expected such a correlation to be present in the current study.

2. Methods

2.1. Subjects. Thirteen dental phobics (DP) and thirteen healthy controls (HC) were recruited from a pool of participants from an online screening. Inclusion criteria were a sum score of 72 or above in the Dental Fear Survey (DFS; indicating moderate to severe dental phobia; [17]) for DP and a sum score of 33 or below (being a score in the lower quartiles) for the HC. Exclusion criteria were fMRI-related exclusion criteria, psychotropic medication less than four quartiles) for the HC. Exclusion criteria were fMRI-related exclusion criteria, psychotropic medication less than four weeks prior to assessment, any lifetime neurological disease, or the following current mental disorders (12-month prevalence): bipolar disorder, psychotic disorder, posttraumatic stress disorder, substance dependence, severe major depressive disorder, and comorbid animal type of specific phobia. Psychiatric diagnoses were determined by the Composite International Diagnostic Interview (CIDI; [18]) for DSM IV-TR and confirmed by clinical experts. In total, 2 dental phobics had one comorbid disorder (n = 1 panic disorder with agoraphobia, n = 1 alcohol abuse) and 4 dental phobics had at least two comorbid disorders (n = 1 panic disorder with agoraphobia, n = 1 panic disorder without agoraphobia, n = 1 agoraphobia without history of panic disorder, n = 2 social anxiety disorder, n = 1 specific phobia “other” subtype, n = 1 eating disorder, n = 2 obsessive compulsive disorder, n = 1 dysthymia, n = 1 conversion disorder, and n = 1 dissociative disorder not otherwise specified). HC were free of any DSM IV-TR diagnoses. Additionally, the sample was characterized via questionnaires on depressiveness [19], anxiety sensitivity [20], and broadly defined symptom severity of BII phobia [21]. The study protocol was approved by the ethics committee of the Technische Universität Dresden.

2.2. Experimental Procedure. An fMRI block-design symptom provocation task applying audio and video stimulus materials was programmed on Presentation 12.0 (Neurobehavioral Systems, Albany, CA, USA) software and presented using video goggles (VisuaStim Digital, Northridge, CA, USA). Auditory stimuli comprised a set of 10 dental drill sounds available from a commercial website (http://www.audiosparx.com/) and 10 neutral sinus tone stimuli in different frequencies that were custom made. Sufficient volume was used such that sounds were well discriminated above scanner noise but not uncomfortable for subjects. Visual stimuli comprised a set of 10 previously validated videos [14, 22], depicting anxiety arousing dentist scenes and 10 neutral stimuli matched for information complexity, movements, timing, and background textures. Stimuli were presented for 15 seconds each, separated by a jittered inter-stimulus-interval ranging between 11 to 19 seconds. Thus, there were four conditions in total: dental audio neutral (DAN), dental audio anxiety (DAA), dental video neutral (DVN), and dental video anxiety (DVA). These conditions were presented in pseudorandomized order with no conditions being presented more than two times in a row. Following the fMRI paradigm, all subjects rated all stimuli offline for valence “the picture was negative/neural/positive,” arousal “the picture made me nervous: not at all/very,” anxiety “the picture made me anxious: not at all/very,” disgust “the picture was disgusting: not at all/very,” and pain “the picture made me feel/remember pain: not at all/very” on nine-point Likert scales, similar to earlier studies [13, 14]. During rating, all stimuli were presented in pseudorandomized order as well. Subjective ratings from n = 2 subjects (n = 1 DP, n = 1 HC) were incomplete and therefore excluded from the analysis.

SC responses were recorded online using Ag/AgCl electrodes (MES Medizintechnik, Munich, Germany) affixed to the second phalanx of the nondominant hand’s index and middle finger, with isotonic electrode paste (Synapse, Kustomer Kinetics, Arcadia, CA, USA) as contact medium and Brain Vision ExG Amplifier and Brain Vision Recorder (Brain Products, Munich, Germany) as hard- and software. An initial sampling rate of 1000 Hz and 10 sec high-pass and 250 Hz low-pass filters were used with a response criterion of 0.02 μS. The Matlab-based application Ledalab Version 3.4.3 [23, 24] was used for SC data processing, during which the sampling rate was changed to 10 Hz. A continuous decomposition analysis was applied to the data to extract the phasic driver (CDA.SCR) and tonic (CDA.tonic) SC activity within the 1–15 sec time window after stimulus onset. Data were range corrected according to Lykken [25]. SC data from n = 2 subjects (DP) were lost due to technical failure.

2.3. Analysis of Demographic, Behavioral, and Physiological Data. Chi-square tests and independent t-tests were applied
to demographic and questionnaire data as appropriate. Ratings were compared between groups for each dimension by repeated-measurement analyses of variance (ANOVA)s, with the between-subject factor group (DP; HC) and the within-subject factors stimuli (audio; video) and condition (anxiety; neutral). Testing for normal distribution of SC parameters using Shapiro-Wilk tests indicated a nonnormal distribution of SC data. Therefore, SC data was log transformed at first and then analyzed by repeated-measurement ANOVA}s with the between-subject factor group (DP; HC) and the within-subject factors stimuli (audio; video) and condition (anxiety; neutral), for tonic and phasic SC components separately. Pairwise comparisons were employed as post hoc tests. SPSS 20 was used for all analyses, with the level of significance being set at \( P < 0.05 \).

2.4. fMRI Data Acquisition and Analysis. A 3-Tesla Trio-Tim MRI whole-body scanner (Siemens, Erlangen, Germany) and a 12 channel head coil were used for MRI data collection. Functional images were acquired via T2* weighted gradient echo planar imaging (EPI) covering the whole brain (560 volumes, repetition time (TR) 2500 msec, echo time (TE) 25 msec, field of view 192 × 192 mm, and matrix 64 × 64). 44 axial slices were recorded in tilted angle (AC-PC + 30°; interleaved acquisition, no gap, slice thickness 3 mm, and in-plane resolution 3 × 3 mm) to reduce susceptibility artifacts in inferior brain areas [26]. Four dummy volumes were discarded with regard to T1 equilibration effects. The T1 weighted structural reference image was acquired via Magnetization Prepared Rapid Gradient Echo Imaging (MPRAGE; 176 sagittal slices, slice thickness = 1 mm, TE = 2.26 msec, TR = 1900 msec, flip angle = 9°, FOV = 256 × 256 mm³, and matrix = 256 × 256). Headphones were applied for stimulus presentation, as hearing protection, and to allow communication with the subject. fMRI data were analyzed using SPM8 (Wellcome Trust Centre for Neuroimaging, UCL, London, UK). Images were realigned and unwarped to correct for head movement, applying a fieldmap correction to the EPI time series. Structural and functional images were coregistered, segmented, and normalized to the MNI reference brain (Montreal Neurological Institute, Quebec, Canada). Functional data was upsampled to 2 × 2 × 2 mm voxel size. An 8 mm full-width half-maximum Gaussian kernel was applied for spatial smoothing.

On subject level, four regressors of interest (DAN > BL, DAA > BL, DVN > BL, and DVA > BL) and the six-movement parameters as regressors of no interest were introduced to the general linear model. Results were included in a flexible factorial model for a random effects analysis on group level. The subjects factor, group factor (HC, DP), and stimulus factor (DAN > BL, DAA > BL, DVN > BL, and DVA > BL) were specified and an additional interaction between group and stimulus factors was modeled. The following contrasts were tested: auditory (DAA > DAN) or visual (DVA > DVN) stimulus material, between groups and auditory versus visual stimulus material ((DAA > DAN) > (DVA > DVN)) and vice versa, between groups. As differences between two modalities of the same phobic stimulus might not be of large effect size, a Monte Carlo simulation was used to determine a cluster size-based significance threshold [27]. This approach has been shown to be more sensitive to small effects than the standard 0.05 familywise error (FWE) correction, while still being an adequate correction for multiple comparisons [28]. The cluster size was calculated by assuming an individual voxel type I error of \( P < 0.001 \) and including the study’s matrix, slice number, smoothing kernel, and (upsampled) voxel size. 10000 iterations determined a minimum cluster size of 58 consecutive voxels. Since no study investigated the neural correlates of auditory symptom provocation in DP before, an exploratory whole brain analysis was employed. Additionally, a region-of-interest analysis (ROI) was conducted for the amygdala, as the cluster-based significance threshold used here might require too many consecutive voxels for such a rather small structure. Estimated beta values of the insula and OFC were extracted clusterwise via the first eigenvariate and correlated with DFS sum scores and tonic and phasic SCR}s towards auditory symptom provocation within the DP. Other estimated beta values were extracted accordingly for illustration.

3. Results

3.1. Sample Characteristics and Behavioral Data. Sample characteristics and clinical data are presented in Table 1. DP rated both auditory and visual stimulus material more negatively than HC (main effect group: valence: \( F(1,22) = 13.514, P < 0.01 \); arousal: \( F(1,22) = 16.435, P < 0.001 \); anxiety: \( F(1,22) = 40.550, P < 0.001 \); disgust: \( F(1,22) = 14.273, P < 0.001 \); pain: \( F(1,22) = 43.769, P < 0.001 \)). A main effect of stimulus material was detected for pain and valence (valence: \( F(1,22) = 24.324, P < 0.001 \); pain: \( F(1,22) = 6.020, P < 0.05 \); all other dimensions above \( P > 0.07 \)), indicating that auditory stimulus material was rated as partially more negative than visual stimulus material. However, this finding was not driven particularly by one of both groups (interaction effect: group × stimulus material: all interactions above \( P > 0.07 \)). Anxiety arousing stimuli were rated as more negative than neutral stimuli (main effect condition: valence: \( F(1,22) = 109.427, P < 0.001 \); arousal: \( F(1,22) = 59.866, P < 0.001 \); anxiety: \( F(1,22) = 56.854, P < 0.001 \); disgust: \( F(1,22) = 40.195, P < 0.001 \); pain: \( F(1,22) = 69.147, P < 0.001 \)). Post hoc analyses on the group × condition interaction (valence: \( F(1,22) = 17.040, P < 0.001 \); arousal: \( F(1,22) = 31.930, P < 0.001 \); anxiety: \( F(1,22) = 33.384, P < 0.001 \); disgust: \( F(1,22) = 18.146, P < 0.001 \); pain: \( F(1,22) = 24.458, P < 0.001 \)) indicated that significant group differences were present for anxiety arousing stimuli in all dimensions (all below \( P < 0.001 \)); however, group differences emerged for anxiety and pain dimensions towards neutral stimuli as well (anxiety: \( P < 0.05 \); pain: \( P < 0.05 \); all other dimensions above \( P > 0.17 \)). The three-way interaction was not significant (interaction effect: group × stimulus material × condition: all dimensions above \( P > 0.05 \)).

Regarding the physiological data, there was a main effect of stimulus material for CDA.SCR (\( F(1,22) = 5.880, P < 0.05 \)), indicating higher CDA.SCR towards auditory than
visual stimuli. No other significant main effects or interactions emerged (all above \( P > 0.05 \)). Regarding CDA tonic, there was a nonsignificant trend towards the main effect of group (\( F(1, 22) = 3.028, \ P = 0.096 \)) hinting on a slightly higher tonic SC level in the HC. Besides this trend, no main effects or interactions showed true significance (all above \( P > 0.17 \)). Subjective ratings and physiological data are depicted in Figure 1.

### 3.2. fMRI Results

Table 2 gives a summary of the whole-brain findings in all contrasts. Direct group comparisons for the auditory stimulus material resulted in significantly increased activation in the ACC, insula, thalamus, inferior frontal gyrus, hippocampus, precuneus, postcentral gyrus, and calcarine sulcus in DP but only in the MCC for HC (see Figure 2). During visual stimulation, considerably less differential brain activation was found, with increased activation in the vermis in the DP being the only significant difference. When finally comparing neural activation during auditory versus visual stimulation between groups, DP showed increased activation in the insula, OFC, and precuneus for auditory versus visual stimuli and in the caudate nucleus for visual versus auditory stimuli. For all contrasts, the ROI approach yielded no additional amygdala activation.

Results of the correlational analyses can be inspected in Table 3. A significant negative correlation emerged between OFC activation during visual stimulation and corresponding CDA tonic. No other correlations were significant; however, two nonsignificant trends were observed for correlations between insula activation during auditory stimulation and CDA tonic and between insula activation during visual stimulation and CDA phasic. Again, a negative correlation was indicated.

### 4. Discussion

This study investigated the effect of crossmodal phobic stimulus processing on neural correlates in dental phobia. The following main findings were observed: (1) while both auditory and visual dental anxiety stimuli were rated as more aversive from DP versus HC, (2) DP showed increased neural activation under auditory dental anxiety stimuli only in most areas related to phobic fear in the animal subtype (except the amygdala). (3) Despite this activation in neural substrates indicative of threat processing, no differential activation was observed in autonomic arousal markers. Negative correlations between neural and autonomic markers could indicate downregulation of autonomic reactions.

The symptom provocation paradigm applied in this study made use of research on the hierarchy of feared situations in dental phobia [16] and included auditory stimuli in order to find a more powerful and robust trigger for phobic fears in these samples. Subjective ratings confirmed that symptom provocation was successful with both visual and auditory stimulus materials. However, subjective ratings also indicate that auditory and visual stimulus materials differed regarding their pain-inducing quality and subsequent overall valence, with auditory stimuli being more painful and aversive. These results are in line with pain being proposed as the central feared experience in dental phobia [29] and earlier findings in subjective data from our group [14]. As in earlier studies, DP showed no SCR differences compared to HC [13, 14, 30]. However, since pronounced responding towards auditory dental stimuli on a neural level was observed, this finding could indicate a dissociation between autonomic versus subjective and neural reactions as proposed earlier. The significant negative association between those brain regions involved in autonomic control such as the insula (as a trend) and the OFC [31, 32] and SC data may furthermore indicate inhibitory rather than excitatory regulation of autonomic outflow. This observation is also consistent with the often reported fainting response due to a relative vasovagal overshoot in BII phobics [33, 34]. Present findings could partly explain this observation in that subjective and neural elevations of fear may result in downregulation of autonomic reactions.

When comparing neural activation towards auditory versus visual information across groups, a pattern of increased activation in the ACC, insula, thalamus, and OFC was
Table 2: Whole brain analysis on brain activation for group differences.

<table>
<thead>
<tr>
<th>Group</th>
<th>Region</th>
<th>Side</th>
<th>Voxels</th>
<th>F</th>
<th>P</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP &gt; HC</td>
<td>ACC</td>
<td>L</td>
<td>954</td>
<td>5.91</td>
<td>&lt;0.001</td>
<td>-4</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>Calcine sulcus</td>
<td>L</td>
<td>100</td>
<td>3.74</td>
<td>&lt;0.001</td>
<td>-14</td>
<td>-62</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Hippocampus</td>
<td>L</td>
<td>78</td>
<td>3.94</td>
<td>&lt;0.001</td>
<td>-20</td>
<td>-16</td>
<td>-8</td>
</tr>
<tr>
<td></td>
<td>Insula</td>
<td>L</td>
<td>1858</td>
<td>5.34</td>
<td>&lt;0.001</td>
<td>-30</td>
<td>12</td>
<td>-16</td>
</tr>
<tr>
<td></td>
<td>Insula</td>
<td>R</td>
<td>515</td>
<td>4.48</td>
<td>&lt;0.001</td>
<td>44</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Postcentral gyrus</td>
<td>L</td>
<td>60</td>
<td>3.56</td>
<td>&lt;0.001</td>
<td>-32</td>
<td>-42</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>Precuneus</td>
<td>L</td>
<td>207</td>
<td>3.89</td>
<td>&lt;0.001</td>
<td>-6</td>
<td>-58</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>Inferior frontal gyrus (pars triangularis)</td>
<td>L</td>
<td>68</td>
<td>4.35</td>
<td>&lt;0.001</td>
<td>-46</td>
<td>48</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Inferior frontal gyrus (pars triangularis)</td>
<td>L</td>
<td>76</td>
<td>3.98</td>
<td>&lt;0.001</td>
<td>-50</td>
<td>14</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>Thalamus</td>
<td>L</td>
<td>212</td>
<td>4.36</td>
<td>&lt;0.001</td>
<td>-6</td>
<td>-8</td>
<td>4</td>
</tr>
<tr>
<td>HC &gt; DP</td>
<td>MCC</td>
<td>L</td>
<td>107</td>
<td>4.86</td>
<td>&lt;0.001</td>
<td>-12</td>
<td>-26</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>MCC</td>
<td>R</td>
<td>88</td>
<td>4.29</td>
<td>&lt;0.001</td>
<td>12</td>
<td>-12</td>
<td>30</td>
</tr>
</tbody>
</table>

Stimulus: auditory, between-group: (DAA > DAN)

Stimulus: visual, between-group: (DVA > DVN)

<table>
<thead>
<tr>
<th>Group</th>
<th>Region</th>
<th>Side</th>
<th>Voxels</th>
<th>F</th>
<th>P</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP &gt; HC</td>
<td>Vermis</td>
<td>R</td>
<td>204</td>
<td>4.30</td>
<td>&lt;0.001</td>
<td>8</td>
<td>-36</td>
<td>-34</td>
</tr>
</tbody>
</table>

No differential activation

Stimulus: auditory versus visual, between-group: (DAA > DAN) > (DVA > DVN)

<table>
<thead>
<tr>
<th>Group</th>
<th>Region</th>
<th>Side</th>
<th>Voxels</th>
<th>F</th>
<th>P</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP &gt; HC</td>
<td>Insula</td>
<td>L</td>
<td>326</td>
<td>4.93</td>
<td>&lt;0.001</td>
<td>-32</td>
<td>14</td>
<td>-16</td>
</tr>
<tr>
<td></td>
<td>Insula</td>
<td>R</td>
<td>165</td>
<td>4.44</td>
<td>&lt;0.001</td>
<td>48</td>
<td>6</td>
<td>-6</td>
</tr>
<tr>
<td></td>
<td>OFC</td>
<td>L</td>
<td>382</td>
<td>4.92</td>
<td>&lt;0.001</td>
<td>-12</td>
<td>50</td>
<td>-6</td>
</tr>
<tr>
<td></td>
<td>Precuneus</td>
<td>L</td>
<td>64</td>
<td>3.69</td>
<td>&lt;0.001</td>
<td>-14</td>
<td>-58</td>
<td>40</td>
</tr>
</tbody>
</table>

HC > DP

No differential activation

Stimulus: visual versus auditory, between-group: (DVA > DVN) > (DAA > DAN)

<table>
<thead>
<tr>
<th>Group</th>
<th>Region</th>
<th>Side</th>
<th>Voxels</th>
<th>F</th>
<th>P</th>
<th>x</th>
<th>y</th>
<th>z</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP &gt; HC</td>
<td>Caudate nucleus</td>
<td>R</td>
<td>157</td>
<td>5.05</td>
<td>&lt;0.001</td>
<td>28</td>
<td>-6</td>
<td>24</td>
</tr>
</tbody>
</table>

HC > DP

No differential activation

HC: healthy control group; DP: dental phobia group; DAN: dental auditory neutral stimuli; DAA: dental auditory anxiety stimuli; DVN: dental visual neutral stimuli; DVA: dental visual anxiety stimuli; R: right side; L: left side; voxels: number of voxels per cluster; x, y, and z: MNI coordinates of peak voxel; ACC: anterior cingulate cortex; MCC: middle cingulate cortex; OFC: orbitofrontal cortex; analysis: minimum cluster size = 58; P < 0.001.

Table 3: Pearson’s correlations between neural activation towards anxiety-inducing stimuli and DFS scores and phasic and tonic skin conductance reactivity in the dental phobia group (n = 13).

<table>
<thead>
<tr>
<th>Brain areas (MNI coordinates)</th>
<th>DFS scores</th>
<th>CDA.SCR</th>
<th>CDA.tonic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>r</td>
<td>P corr</td>
<td>r</td>
</tr>
<tr>
<td>Insula-L (auditory)</td>
<td>-0.252</td>
<td>0.407</td>
<td>0.343</td>
</tr>
<tr>
<td>Insula-L (visual)</td>
<td>-0.109</td>
<td>0.722</td>
<td>-0.542</td>
</tr>
<tr>
<td>OFC-L (auditory)</td>
<td>-0.315</td>
<td>0.294</td>
<td>0.480</td>
</tr>
<tr>
<td>OFC-L (visual)</td>
<td>-0.417</td>
<td>0.156</td>
<td>0.095</td>
</tr>
</tbody>
</table>

DFS: Dental Fear Survey; CDA.SCR: phasic skin conductance reactivity; CDA.tonic: tonic skin conductance reactivity; OFC: orbitofrontal cortex; L: left side.
Figure 1: Behavioral data. Upper half: subjective ratings for auditory (a) and visual (b) dental stimuli. Lower half: phasic (CDA.SCR; (c)) and tonic (CDA.tonic; (d)) skin conductance responses. HC: healthy control group; DP: dental phobia group. *P < 0.05; **P < 0.01; ***P < 0.001.

detected in DP. This result is also largely overlapping with core areas identified in animal specific phobia [5, 6]. Both ACC and insula were consistently found during phobic stimulus processing [13, 14, 35, 36], and hyperactivity in both structures recedes after successful cognitive-behavioral therapy [37]. Both insula and ACC have been related to threat evaluation processes [36] and anticipatory anxiety [38]. A recent study was also able to demonstrate a strong correlation between ACC and insula activation, albeit only in animal phobia [39]. Both have also been related to the neural response to disgust, being an emotion of particular importance in BII and dental phobia [40], but this seems to be the case for the insula to a greater extent [41]. Most notably, insula and ACC are also crucially involved in pain anticipation [42–44] and modulation of the experience of pain due to the perceived threat or anxiety level [45, 46]. In accordance with the corresponding pain ratings being significantly increased for auditory stimulus material on a subjective level, fear of pain seems to be relevant for the processing of drill sounds.

OFC activation in turn has rarely been investigated in specific phobia samples [47], but increased activation in this area seems to be relatively specific for DP compared to animal phobia [14]. Generally, activation in orbitofrontal and prefrontal gyri in DP has been related to processes of cognitive control and (re-)appraisal, possibly representing a more evaluation based fear response in DP than in animal
phobia [9, 10, 14]. Such an evaluation-based response, being based on the sympathetically downregulating OFC rather than on the upregulating amygdala, is also well in line with the interpretation of diminished sympathetic responsiveness outlined above.

Neither the whole-brain nor the ROI approaches found any evidence for amygdala hyperactivation in this study. This lack of differential amygdala activation might be related to the general relevance of BII phobia stimuli applying to healthy subjects as well, as pointed out by Hermann et al. [11].
Additionally, besides contextual reasons, the block design used in this study could also have prevented the detection of amygdala activation [12, 14]. Future studies should combine auditory stimuli with an event-related fMRI task to further investigate whether the amygdala is recruited as well in rapid stimulus processing in DP.

Several limitations should be considered regarding the results of this study: DP were included on the basis of established clinical cut-offs, and future studies are needed to determine whether findings can be generalized to treatment-seeking patient samples. The size of the sample was relatively small, which might limit the ability to detect small scale effects. Additionally, the sample included DP with dental phobia only and DP with comorbid disorders. Due to the small size of both subgroups, an analysis of similarities and differences between these subgroups was omitted. Therefore, it is not clear whether the results of this study were significantly influenced by comorbidity. Furthermore, the study applied a block design that might prevent the finding of activity patterns in rapidly habituating structures.

5. Conclusion

This study aimed to investigate the impact of different stimulus modalities on subjective, autonomic, and neural threat processing in dental phobia. As such, it expands the literature on neural substrates of the disorder by showing evidence for the influence of stimulus modality. Auditory stimulation seems to be a more robust trigger of the neural network subserving threat processing in dental phobia, albeit subjective anxiety was elicited during both visual and auditory symptom provocation. However, autonomic responding did not parallel neural activation but rather indicated a down-regulation of autonomic outflow. Thus, when investigating the neural correlates of dental phobia, findings may partly depend on the modality of the used stimulus material. If replicated, these findings may help to understand and better distinguish the neural underpinnings and pathophysiology of these different specific phobia subtypes. Additionally, findings may also facilitate the improvement of clinical applications of phobic fear processing, for example, during exposure therapy, in the future.

Conflict of Interests

The following authors report no conflict of interests concerning the content of this paper: Kevin Hilbert, Ricarda Evens, Nina Isabel Maslowski, and Ulrike Lueken. Hans-Ulrich Wittchen has served as a general consultant (nonproduct related) for Pfizer, Organon, Servier, and Essex Pharma and has received grant funding for his institution from Sanofi Aventis, Pfizer, Lundbeck, Novartis, Essex Pharma, Servier, and Wyeth.

Acknowledgments

The authors would like to thank Veronika Stolyar for her support during the collection of the data. They also acknowledge support by the German Research Foundation and the Open Access Publication Funds of the TU Dresden.

References


A Preliminary Study of the Influence of Age of Onset and Childhood Trauma on Cortical Thickness in Major Depressive Disorder

Natalia Jaworska,1,2,3 Frank P. MacMaster,1,2,3,4 Ismael Gaxiola,5 Filomeno Cortese,5 Bradley Goodyear,1,2,5,6 and Rajamannar Ramasubbu1,2,5,6

1 Mathison Centre for Mental Health Research & Education, Department of Psychiatry, University of Calgary, TRW Building, 3280 Hospital Drive NW, Calgary, AB, Canada T2N 4Z6
2 Hotchkiss Brain Institute, University of Calgary, 3330 Hospital Drive NW, Calgary, AB, Canada T2N 4N1
3 Alberta Children’s Hospital Research Institute, University of Calgary, 2888 Shaganappi Trail NW, Calgary, AB, Canada T3B 6A8
4 Department of Pediatrics, University of Calgary, 2888 Shaganappi Trail NW, Calgary, Canada T3B 6A8
5 The Seaman Family Centre, University of Calgary, Foothills Medical Centre, 1403-29th Street NW, Calgary, AB, Canada T2N 2T9
6 Department of Clinical Neurosciences, University of Calgary, Foothills Medical Centre, 1403-29th Street NW, Calgary, AB, Canada T2N 2T9

Correspondence should be addressed to Rajamannar Ramasubbu; rramasub@ucalgary.ca

Received 5 November 2013; Revised 17 January 2014; Accepted 21 January 2014; Published 6 March 2014

Academic Editor: Georg Northoff

Copyright © 2014 Natalia Jaworska et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Background. Major depressive disorder (MDD) neural underpinnings may differ based on onset age and childhood trauma. We assessed cortical thickness in patients who differed in age of MDD onset and examined trauma history influence. Methods. Adults with MDD (N = 36) and controls (HC; N = 18) underwent magnetic resonance imaging. Twenty patients had MDD onset <24 years of age (pediatric onset) and 16 had onset >25 years of age (adult onset). The MDD group was also subdivided into those with (N = 12) and without (N = 19) physical and/or sexual abuse as assessed by the Childhood Trauma Questionnaire (CTQ). Cortical thickness was analyzed with FreeSurfer software. Results. Thicker frontal pole and a tendency for thinner transverse temporal cortices existed in MDD. The former was driven by the pediatric onset group and abuse history (independently), particularly in the right frontal pole. Inverse correlations existed between CTQ scores and frontal pole cortex thickness. A similar inverse relation existed with left inferior and right superior parietal cortex thickness. The superior temporal cortex tended to be thinner in pediatric versus adult onset groups with childhood abuse. Conclusions. This preliminary work suggests neural differences between pediatric and adult MDD onset. Trauma history also contributes to cytoarchitectural modulation. Thickened frontal pole cortices as a compensatory mechanism in MDD warrant evaluation.

1. Introduction

Major depressive disorder (MDD) is a common psychiatric disorder with a high burden of disease, yet its neural underpinnings remain elusive. A handful of studies have assessed spatial patterns of cortical thickness in MDD. Interestingly, the regional patterns of cortical thinning in MDD do not perfectly reflect what would be expected from the neuroimaging literature (i.e., cortical thinning is not confined to cognitive and emotive centers; fronto-cortico-limbic structures) [1]. Further, extant literature is not consistent with respect to which cortical regions are typically thicker/thinner in the disorder. This indicates a need for further study with careful attention to factors that may influence cortical thickness in MDD, such as age of disorder onset and past trauma and neglect.

The majority of research on cortical thickness in MDD has focused on assessing elderly depressed individuals (typically defined as >60 years of age; late-life MDD). For instance, one group found no cortical thickness differences between...
older depressed females and controls [2]. Similarly, Colloby et al. [3] noted no cortical thickness differences in frontal lobe structures between older individuals with MDD and controls. However, they found a tendency for decreased cortical thickness in MDD in the left frontal pole/pars orbitalis and the right medial orbitofrontal region. In yet another study, Kumar et al. [4] noted a thinner right isthmus in an elderly depressed cohort compared with controls. Another group found that elderly depressed individuals demonstrated thinner cortices in frontal (medial/superior), superior parietal, and inferior temporal regions [5]. Further, treatment nonresponders (versus responders) demonstrated thinner cortices in bilateral posterior cingulate and parahippocampal regions, the left paracentral, pre/cuneus and insular cortices as well as the right medial orbitofrontal, lateral occipital, and superior postcentral cortices [5]. Yet others reported a thinner bilateral dorsolateral prefrontal cortex (DLPFC) and thinner postcentral region in elderly depressed individuals relative to controls. Cortical thinning was also found in the left prefrontal (orbitofrontal, pars triangularis), rostral anterior cingulate, medial/superior temporal, and parietal cortices as well as in the pre/paracentral gyri. Right hemisphere thinning was noted in the pars opercularis, rostral medial frontal, precuneus, and isthmus cortices in elderly individuals with MDD [6]. Finally, cortical thickness in the frontal pole, superior/middle frontal gyrus, orbitofrontal gyrus, and anterior cingulate gyrus was thinner in elderly depressed patients relative to controls [7]. In sum, while some have noted no cortical thickness differences in elderly depressed versus control individuals, others have. Research points to decreased cortical thickness in prefrontal regions, particularly in the orbitofrontal area, in superior/middle frontal aspects (including the DLPFC) as well as paral/postcentral regions and the cuneus/isthmus regions in elderly individuals with MDD.

Assessments of cortical thickness in nonelderly adults (i.e., those younger than 60 years of age) with MDD are sparse. Järnum et al. [8] found thinner cortices in MDD patients (middle-aged) compared with controls in the orbitofrontal cortex, superior temporal lobe, and insula. Further, depressed nonremitters exhibited a thinner posterior cingulate cortex compared to those in remission. Similarly, another group noted thinner cortices in nonelderly (18–60 years of age) individuals with MDD in the left parahippocampal gyrus, orbitofrontal cortex as well as in the right middle/superior frontal gyri (DLPFC), middle temporal gyrus, and insula [9]. Yet another group noted that depressed adults showed cortical thinning in the bilateral superior/middle frontal gyri, right precentral gyrus (i.e., DLPFC), and right orbitofrontal gyrus. Smaller clusters of cortical thinning existed in the parietal (bilateral inferior parietal regions and left post-central gyrus), temporal (left entorhinal and middle temporal cortex), and occipital lobes (left lateral occipital and lingual gyrus). Regions that were thicker in MDD were the left anterior insula and lateral orbitofrontal gyrus [10]. Recently, van Eijndhoven et al. [11] assessed medication-naïve patients during their first major depressive episode (MDE) or after their first MDE. The medial orbitofrontal cortex was thinner in the MDD patients than in controls. Conversely, the temporal pole and the caudal anterior and posterior cingulate cortices were thicker. This was evident in both currently depressed and recovered patients, suggesting trait-versus state-specific abnormalities. Thus, assessments of nonelderly adults with MDD suggest cortical thinning in the medial orbitofrontal cortex (though lateral regions may be associated with thickening), insula, DLPFC, and the middle temporal cortex—which partially overlap with findings in elderly depressed individuals.

Finally, a handful of groups have assessed cortical thickness in pediatric MDD and found thinner cortices in the right pericalcarine, postcentral, and superior parietal gyri as well as the left supramarginal gyrus. The pediatric MDD cohort (<18 years of age) exhibited thicker bilateral temporal pole cortices [12], consistent with the results in adults [11]. Additionally, our group observed thicker bilateral middle frontal gyri and left caudal cingulate gyrus in MDD adolescents compared to controls [13].

Potential factors that may contribute to the inconsistency in cortical thickness findings in MDD include the age of the sample examined, medication status, illness severity, sex, and age of MDD onset. The latter is perhaps the most pertinent as later childhood/adolescence is marked by extensive brain changes [14–16]. As such, early MDD onset (i.e., pediatric/adolescent onset) may interfere with normal neurodevelopmental trajectories and manifest as structural abnormalities in adulthood. Further, early MDD onset appears to be associated with increased risk for disorder recurrence, illness burden, and psychiatric comorbidities [14]. This suggests that early MDD onset may be associated with specific neurobiological features. However, few studies have assessed the effect of age of onset on cortical thickness in MDD. A recent study examined the association between age of MDD onset (in this case, early: <24 years; late: >25 years) and cortical thickness [1]. Reductions were found in the DLPFC, pre/postcentral gyri and the lingual gyrus in the early MDD onset group versus controls. Further analyses revealed thicker cortices in the early versus late MDD onset groups in the bilateral posterior cingulate cortex. Conversely, the left parahippocampal, right lingual, right fusiform, and right precuneus gyri were thinner in the early versus the late onset MDD group. Another group assessed elderly depressed patients with earlier (<60 years) and late-life (>60 years) MDD onset and found that the left anterior cingulate was thinner in the late-life onset group [17]. Though preliminary, such data suggest that age of onset may play a role in the spatial distribution of cortical thickness findings in MDD.

Early adverse events increase the possibility of MDD development later in life [18]. Early trauma/maltreatment may interfere with normal brain development. Previous work has reported cortical thickness reductions in maltreated versus nonmaltreated children in the anterior cingulate, superior frontal gyrus, orbitofrontal cortex, left middle temporal regions, and lingual gyrus [19]. Heim et al. [20] also reported widespread cortical thinning as a function of childhood adversity (assessed by the Childhood Trauma Questionnaire (CTQ)). CTQ scores were specifically associated with anterior cingulate gyrus, precuneus, and parahippocampal gyrus cortical thinning. These studies parallel morphometric work...
that has noted grey matter density and volumetric reductions in medial/prefrontal regions and cingulate in adults and children with a history of maltreatment/trauma (e.g., physical neglect) [21–26]. These structures have been implicated in emotion regulation and memory processing and tend to exhibit morphometric and functional changes in MDD. Further, this research suggests that maltreatment/trauma is associated with structural modulations persisting into adulthood. To our knowledge, the interaction between age of MDD onset and trauma history on cortical thickness in depression has not been assessed.

As such, this pilot study examined cortical thickness in nonelderly adults (i.e., <60 years of age) with MDD to expand on the relatively scant and inconsistent literature on the matter. Second, we sought to assess whether differences existed in pediatric (<24 years of age) compared with adult MDD onset (>25 years of age) on cortical thickness, in an effort to replicate and expand on previous work. Third, we examined whether differences existed in cortical thickness in depressed adults with childhood sexual and/or physical abuse (sexual + physical abuse group—referred to simply as the abuse group) versus those who experienced no sexual and/or physical abuse but experienced emotional neglect/abuse and/or physical neglect (no sexual + physical abuse group—referred to simply as the non-abuse group); the abuse group also experienced emotional and physical neglect; Table 1). The interaction between age of MDD onset and trauma was also explored.

We expected thinner cortices in orbitofrontal, DLPFC, para-/postcentral, and insular cortices in MDD (versus controls) as well as greater reductions in the pediatric (versus adult) MDD onset group in the DLPFC and posterior inferior temporal regions relative to the adult onset group. Finally, we expected greater thinning in the MDD group with a history of childhood abuse in cortical regions comprising the frontal-limbic network. No directional hypotheses existed regarding age of MDD onset and trauma history due to lack of precedent literature.

2. Methods

2.1. Participants. Thirty-six adults (age range: 19–58 years) with a primary diagnosis of MDD were tested. Clinical diagnoses were made by the study psychiatrist (R.R.) according to the Structured Clinical Interview for DSM (Diagnostic and Statistical Manual of Mental Disorders) IV-TR Diagnoses, Axis I, Patient Version (SCID-IV-I/P) criteria. The Hamilton Rating Scale for Depression (HAM-D) was used to assess symptom severity [27], with patients being included if they had an HAM-D score of ≥18. All participants were free of psychotropic medications for a minimum of three weeks at time of neuroimaging. Exclusion criteria included bipolar disorder (BP-I/II or NOS), psychosis history, a clinically significant anxiety disorder, current (<6 months) substance abuse/dependence, neurological disorders, eating disorders, unstable medical condition, and significant suicide risk. Participants with magnetic resonance imaging (MRI) contraindications (e.g., pregnancy, metal implants, and claustrophobia) were also excluded. Twenty patients had MDD onset at <24 years of age (pediatric onset) and 16 patients had MDD onset at >25 years of age (adult onset). Childhood traumatic events were assessed with the Childhood Trauma Questionnaire-Short Form (CTQ-SF) [28]. The CTQ-SF (referred to simply as the CTQ) consists of five subscales with five questions each (range: 1–5): emotional abuse, physical abuse, sexual abuse, emotional neglect, and physical neglect as well as a total score (CTQ_Total). For this study, cut-off scores of a minimum of 8 on the physical abuse, physical neglect and sexual abuse subscales, 10 on the emotional abuse subscale, and 15 on the emotional neglect subscale were used. These thresholds are linked with moderate-to-severe levels of abuse and neglect [29]. MDD patients were divided into two groups based on early exposure to physical or sexual abuse: group 1 (abuse group): sexual and/or physical abuse (N = 12); group 2 (nonabuse group): no sexual and/or physical abuse (but presence of emotional neglect/abuse and/or physical neglect) (N = 19). Most patients who had a history of physical or sexual abuse also experienced some form of emotional maltreatment. Five MDD subjects did not complete the CTQ and were not included in the analyses pertaining to trauma.

Eighteen healthy controls (HCs) without any psychiatric history were also tested; HCs were not included in the cortical thickness analyses regarding trauma history. Informed consent was obtained prior to study initiation in compliance with the Conjoint Health Research Ethics Board at the University of Calgary. Participant characteristics are presented in Tables 1 and 2.

2.2. Magnetic Resonance Imaging (MRI): 3D Image Acquisition. Images were collected at the Seaman Family MR Centre (Foothills Hospital, University of Calgary) with a 3 T General Electric scanner (Signa LX, Waukesha, WI, USA) using a receive-only eight-channel RF head coil. A 3D TI-weighted magnetization prepared rapid acquisition gradient echo (MPRAGE) image was acquired (TR = 8.3 ms; TE = 1.8 ms; flip angle = 20°; voxel size = 0.5 × 0.5 × 1 mm; 1 mm slice thickness; 176 slices).

2.3. Cortical Thickness Analyses. Cortical thickness analyses were carried out using FreeSurfer software (http://surfer.nmr.mgh.harvard.edu/). Detailed procedures on cortical thickness analyses using FreeSurfer have been published [30–33]. In brief, T1-weighted images were intensity-normalized (correcting for magnetic field inconsistencies) and then a skull-stripping procedure was applied to remove extracerebral voxels. A researcher (F.M.-blind to identity/diagnoses) then carried out manual edits to the skull-stripped images. Scans subsequently underwent a segmentation procedure using an estimation of the structure of the grey-white interface. In order to create a smooth spherical representation of the grey-white interface and pial surface, each scan was covered with a triangular tessellation and inflated. Inflated scans were then aligned to FreeSurfer’s default reference template via a 2D warp based on cortical folding patterns. Once smoothed using a circularly symmetric Gaussian kernel, sulci and gyri curvature patterns were aligned and the average cortical thickness was measured at each surface point. A uniform
The MANOVA was followed by exploratory repeated-measures ANOVAs (rmANOVA; hemisphere as the within-group factor (MDD, HC) as the between-subject factor) for each of regional cortical thickness measures (significance set at $P < .01$).

Subsequently, a multivariate analysis of covariance (MANCOVA) was carried out to assess cortical thickness measures across regions between the three groups (HC, pediatric onset, and adult onset); age was used as a covariate since it differed in the HC versus the adult and pediatric onset groups (Section 3.2). The MANCOVA was followed by exploratory rmANCOVAs (age as covariate; hemisphere as the within-subject factor; group (HC, pediatric onset, and adult onset) as the between-subject factor) assessing thickness in each cortical region; significance was set at $P < .01$.

One-way ANOVAs were carried out to compare the MDD groups with childhood abuse + neglect versus nonabuse + neglect (i.e., abuse and nonabuse groups, resp.) on pertinent demographic and clinical variables. A MANCOVA was carried out to assess cortical thickness measure differences across regions between the two groups (nonabuse, abuse); HAMD$_{17}$ scores were used as a covariate as they differed between the abuse and nonabuse groups (Section 3.3). This was followed by exploratory rmANCOVAs (HAMD$_{17}$ as covariate; hemisphere as the within-subject factor; group (abuse, non-abuse) as the between-subject factor) assessing thickness in each cortical region; significance was set at $P < .01$.

MANCOVAs (HAMD$_{17}$ scores and age as covariates) were carried out with the two MDD onset (adult, pediatric) and two trauma groups (abuse, nonabuse) as independent variables on cortical thickness measures across regions. Exploratory rmANCOVAs (HAMD$_{17}$ scores and age as covariates; hemisphere as within and groups as between-subject factors) were then carried out for thickness in each cortical region; significance was set at $P < .01$.

Finally, exploratory Spearman’s correlations were carried out (for the MDD group) between CTO$_{Total}$ scores, abuse scores (physical + sexual abuse CTQ scores) and neglect scores (emotional abuse + emotional neglect + physical neglect CTQ scores), and all regional cortical thickness measures; significance was set at $P < .005$. Similarly, correlations were carried out between HAMD$_{17}$ and all regional cortical thickness measures (MDD group only); significance was set at $P < .005$. Unless stated otherwise, means and standard

### Table 1: Characteristics of MDD onset groups (pediatric/adult MDD onset) and controls.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>MDD (overall)</th>
<th>Pediatric MDD onset</th>
<th>Adult MDD onset</th>
<th>HC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>36</td>
<td>20</td>
<td>16</td>
<td>18</td>
</tr>
<tr>
<td>Sex (F/M)</td>
<td>22/14</td>
<td>12/8</td>
<td>10/6</td>
<td>10/8</td>
</tr>
<tr>
<td>Age (yrs.)</td>
<td>37.1 ± 11.2</td>
<td>31.5 ± 10.5</td>
<td>44.1 ± 7.7</td>
<td>31.9 ± 9.2</td>
</tr>
<tr>
<td>Baseline HAMD$_{17}$</td>
<td>22.1 ± 4.1</td>
<td>20.7 ± 4.1</td>
<td>23.9 ± 3.4</td>
<td>—</td>
</tr>
<tr>
<td>Duration of current MDE (yrs.)</td>
<td>5.1 ± 5.4</td>
<td>4.9 ± 5.7</td>
<td>5.4 ± 5.3</td>
<td>—</td>
</tr>
<tr>
<td>Time since MDD onset (yrs.)</td>
<td>12.3 ± 9.2</td>
<td>14.4 ± 10.7</td>
<td>9.8 ± 6.3</td>
<td>—</td>
</tr>
<tr>
<td>MDD onset (yrs.)</td>
<td>24.8 ± 10.1</td>
<td>17.1 ± 4.8</td>
<td>34.3 ± 5.6</td>
<td>—</td>
</tr>
</tbody>
</table>

HC: healthy controls; HAMD$_{17}$: Hamilton Depression Rating Scale; MDD: major depressive disorder; MDE: major depressive episode; means ± SDs presented.

### Table 2: Characteristics of childhood abuse and nonabuse MDD groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Nonabuse</th>
<th>Abuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDD group</td>
<td>19</td>
<td>12</td>
</tr>
<tr>
<td>Sex (F/M)</td>
<td>10/9</td>
<td>8/4</td>
</tr>
<tr>
<td>Age (yrs.)</td>
<td>36.4 ± 12.6</td>
<td>40.0 ± 9.5</td>
</tr>
<tr>
<td>Baseline HAMD$_{17}$</td>
<td>21.2 ± 4.0</td>
<td>24.7 ± 3.9</td>
</tr>
<tr>
<td>Duration of current MDE (yrs.)</td>
<td>4.7 ± 5.2</td>
<td>5.4 ± 6.1</td>
</tr>
<tr>
<td>Time since MDD onset (yrs.)</td>
<td>11.1 ± 9.4</td>
<td>11.9 ± 9.1</td>
</tr>
<tr>
<td>MDD onset (yrs.)</td>
<td>25.3 ± 11.1</td>
<td>28.1 ± 7.3</td>
</tr>
<tr>
<td>CTQ$_{Total}$</td>
<td>51.0 ± 6.1</td>
<td>62.9 ± 11.1</td>
</tr>
<tr>
<td>CTQ &quot;neglect&quot; score</td>
<td>39.8 ± 5.6</td>
<td>42.5 ± 6.5</td>
</tr>
<tr>
<td>CTQ &quot;abuse&quot; score</td>
<td>11.2 ± 1.1</td>
<td>21.3 ± 6.7</td>
</tr>
</tbody>
</table>

CTQ: Childhood Trauma Questionnaire; CTQ "neglect" score: emotional neglect + physical neglect + emotional abuse; CTQ "abuse" score: physical abuse + sexual abuse; HAMD$_{17}$: Hamilton Depression Rating Scale; MDD: major depressive disorder; MDE: major depressive episode; means ± SDs presented.

Surface-based spherical coordinate system was created by transforming the reconstructed surfaces into parameterizable surfaces. An averaging procedure (50 iterations) was applied to smooth the surface and the reconstructed pial surface refined with a deformable surface algorithm. Data was again aligned on a common spherical coordinate system. Cortical thickness was determined by measuring and averaging the distance between the grey-white and pial surfaces [30–33].

#### 2.4. Statistical Analyses.

Groups were compared on demographic and clinical indices using one-way analyses of variance (ANOVAs). These analyses were first carried out between the MDD versus HC groups; subsequently, assessments were conducted with three levels (MDD, pediatric onset, adult onset) comprising the group variable. Clinical and demographic features were also compared with one-way ANOVAs between the pediatric and adult onset groups (Table 1).

A multivariate ANOVA (MANOVA) was carried out to assess cortical thickness differences across regions (see Table 1 in Supplementary Material available online at http://dx.doi.org/10.1155/2014/410472) between the MDD and HC groups.
deviations (SDs) are presented for all results. All cortical thickness measures are expressed as mm.

### 3. Results

3.1. Two Group Analyses (HC and MDD). One-way ANOVAs (group (MDD and HCs) as the between-subject factor) revealed no main effect of group on age (Table 1).

The MANOVA (group (HC, MDD) as fixed factor and regions as dependent variables) yielded no main effects of group on cortical thickness. In an effort to replicate previous research, the MANOVA was followed up by exploratory rmANOVA, with hemisphere as the within- and group (MDD, HC) as between-subject factors on cortical thickness (per region). Significance was set at $P < .01$ to minimize false positives and control for multiple comparisons. The rmANOVA revealed a main effect of group (MDD, HC) on frontal pole thickness ($F[1,52] = 7.05, P = .01$), with a thicker cortex in the MDD ($3.19 \pm .38$) versus the HC group ($2.95 \pm .30$; Figure 1). A trend for a main effect of group on transverse temporal thickness ($F[1,52] = 6.49, P = .014$), with a thinner cortex in the MDD ($3.12 \pm .17$) versus the HC group ($3.22 \pm .15$).

3.2. Three Group Analyses (Adult MDD Onset, Pediatric MDD Onset, and HCs) and Two Group Analyses (Adult and Pediatric MDD Onset). One-way ANOVAs were carried out with group as the independent variable (3 groups: pediatric onset: onset $< 24$ yrs; adult onset: onset $> 25$ yrs; HCs) and age as the dependent variable. A main effect of group existed ($F[2,51] = 9.97, P < .001$); follow-up comparisons indicated a difference between the adult MDD onset and both the HC ($P < .001$) and pediatric MDD onset groups ($P < .001$), with the adult onset group being the oldest (Table 1).

Further one-way ANOVAs were carried out between the pediatric versus adult MDD onset groups on other pertinent variables (i.e., HAMD$_{17}$ scores, duration of current MDE, and time since diagnoses). A main effect of group was noted for HAMD$_{17}$ scores ($F[1,34] = 6.50, P = .015$), with higher scores in the adult versus the pediatric MDD onset group.

The MANCOVA (age as a covariate) yielded no main effect of group (3 groups: HC, adult onset, and pediatric onset) on cortical thickness. However, given the pilot nature of this work, the MANCOVA was followed up with exploratory rmANCOVAs (age as a covariate; hemisphere as the within- and group as the between-subject factor) assessing thickness in each cortical region. Significance was set at $P < .01$. A main effect of hemisphere was noted on cortical thickness in the rostral middle frontal cortex ($F[1,50] = 7.38, P = .009$; right > left). A trend for a main effect of group (3 groups) on frontal pole cortex thickness was noted ($F[2,50] = 4.64, P = .014$), with a thinner cortex in the HC group ($2.93 \pm .30$) versus the pediatric MDD onset group ($3.22 \pm .39; P = .005$).

3.3. Two Group Analyses (MDD Groups: Childhood Abuse Group and Nonabuse Group). One-way ANOVAs were conducted to compare the childhood abuse ($N = 12$) versus non-abuse ($N = 19$) groups on pertinent demographic and
clinical variables (i.e., time since MDD diagnosis, HAMD$_{17}$ scores, current age, age of MDD onset, and duration of current MDE). A main effect of group (neglect, abuse) was found on HAMD$_{17}$ scores ($F[1,29] = 4.21, P = .049$), with higher scores in the abuse group. The abuse group also had higher CTQ$_{Total}$ ($F[1,29] = 27.38, P < .001$) and, expectedly, abuse scores ($F[1,29] = 42.04, P < .001$) than the nonabuse group (Table 2).

The MANCOVA, with group (nonabuse, abuse) as the independent variable, was carried out on cortical thickness measures (HAMD$_{17}$ scores were the covariate)—no main group effect on cortical thickness existed. Exploratory rmANOVAs (group as between- and hemisphere as within-subject factors, HAMD$_{17}$ as the covariate) yielded no significant results, apart from a weak trend for a main effect of group ($F[1,28] = 3.26, P = .082$) on frontal pole cortical thickness. This trend was followed up with univariate ANOVAs assessing frontal pole thickness in each hemisphere (HAMD$_{17}$ as covariate). A trend for main effect of group on right frontal pole cortex thickness ($F[1,28] = 4.20, P = .05$) was found, with a thicker cortex in the abuse (3.36 ± .37) versus the nonabuse group (3.10 ± .25).

An inverse correlation was found between left precuneus cortex thickness ($r = -57, P < .001, N = 31$) as well as right middle temporal cortical thickness ($r = -59, P < .001, N = 31$) and CTQ$_{Total}$ scores. Similarly, an inverse correlation existed between both left ($r = -51, P = .003, N = 31$) and right ($r = -54, P = .002, N = 31$) frontal pole cortex thickness and CTQ$_{Total}$ scores. An inverse correlation also existed between right frontal pole cortical thickness and "abuse" scores ($r = -.50, P = .004, N = 31$). An inverse relation existed between left inferior parietal cortex thickness (−.59, $P < .001, N = 31$) as well as right superior parietal cortex thickness (−.53, $P = .002, N = 31$) and "neglect" scores.

Finally, Chi-square tests revealed no significant difference in the proportion of the pediatric versus adult MDD onset individuals in either the abuse or nonabuse groups. MANCOVAs (HAMD$_{17}$ scores and age as covariates) were carried out with the two MDD onset (adult and pediatric) and two childhood trauma groups (abuse and nonabuse) as the independent variables on cortical thickness measures. No main group effects or interactions were found. Exploratory rmANOVAs (HAMD$_{17}$ scores and age as covariates; hemisphere as with- and groups as between-subject factors; significance was set at $P < .01$) yielded a trend for an onset group × childhood trauma group interaction for superior temporal cortex thickness ($F[1,25] = 5.98, P = .022$), with pairwise comparisons indicating a trend for a difference in cortical thickness between the pediatric (N = 8; 2.59 ± .14) and adult (N = 8; 2.77 ± .14) MDD onset groups with childhood abuse ($P = .02$). For frontal pole thickness, an onset group × childhood trauma group × hemisphere interaction trend existed ($F[1,25] = 5.07, P = .033$). Pairwise comparisons indicated a trend for a difference ($P = .026$) in right frontal pole cortical thickness between the abuse (N = 8; 3.01 ± .15) and nonabuse (N = 8; 3.42 ± .41) groups in the adult MDD onset cohort.

4. Discussion

In brief, this pilot study aimed to contribute to existing literature on cortical thickness in depressed adults in two ways. First, we sought to clarify the effect of age of MDD onset on spatial cortical thickness patterns. Second, we investigated the role of childhood trauma, in the form of abuse or nonabuse history (though both groups experienced neglect), on cortical thickness in MDD and its interaction with age of disorder onset. We found thicker frontal pole cortices in the MDD versus HC group. Conversely, a tendency for a thinner transverse temporal cortex existed in MDD. With respect to age of onset, clinically, the adult versus pediatric onset group exhibited higher HAMD$_{17}$ scores. The pediatric onset group had a thicker frontal pole cortex than HCs. In comparisons of MDD groups with childhood abuse versus nonabuse history (the abused group also exhibited neglect and had higher CTQ$_{Total}$ scores), the abuse group had greater HAMD$_{17}$ scores. A tendency for a thicker cortex was noted in the abuse versus nonabuse group in the right frontal pole. Inverse correlations existed between the left precuneus, right middle temporal as well as bilateral frontal pole cortical thickness, and CTQ$_{Total}$ scores. Inverse relations were also noted between right frontal pole cortex thickness and CTQ abuse scores as well as between the left inferior and right superior parietal cortex thickness and CTQ neglect scores. Finally, the superior temporal cortex tended to be thinner in the pediatric versus adult onset groups with childhood abuse. Additionally, the right frontal pole cortex tended to be thinner in the abuse versus nonabuse groups in the adult onset group.

The role of the frontal poles in MDD (and outside the context of the disorder) is not well understood. Neuroimaging studies suggest that frontal poles play a role in "cognitive branching" (i.e., flexibility) as they are activated when performing several subgoals while keeping in mind another (main) goal. Though a handful of functional MRI (fMRI) studies have implicated frontal pole activity in response to antidepressant interventions [34, 35], few morphometric studies of the frontal poles in MDD exist. Much of the work linking the frontal poles with depression stems from stroke research, where greater depression severity has been associated with increased lesion proximity to the frontal poles [36].

Unlike Sheline et al. [7], we noted thicker frontal pole cortices in MDD versus HCs. However, since their sample consisted of late-life depressed individuals while ours was comprised of relatively young-to-middle aged adults, the results may not be directly comparable. They also found that thinner frontal pole cortices existed in patients who did not achieve remission compared to those who did. Given that greater frontal pole cortical thickness in our study was driven by the pediatric onset group, it is feasible that these individuals may have been more likely to be treatment responders (versus the adult onset group). However, as response was not assessed in the current study (though this represents a worthy future direction), this interpretation is speculative. Further, because the pediatric onset group was characterized by lower HAMD$_{17}$ scores than the adult onset
group, thicker frontal pole cortices may reflect a neurocompensatory/adaptive mechanism in the disorder. Neurocompensatory mechanisms are more likely during adolescence, which is a period associated with extensive brain plasticity [14–16]. Additionally, the right frontal pole cortex tended to be thinner in the abuse versus nonabuse groups in the adult MDD onset group suggesting that more pronounced trauma might make the brain susceptible to the neural consequences associated with a psychiatric condition in adulthood.

Few studies have assessed (or reported on) the significance of the transverse temporal cortex (Heschl's gyrus) in MDD. One fMRI study found greater right Heschl's gyrus activation during an emotive processing/attention control task in individuals with a family history of depression versus those without a family history [37], suggesting that the region may play some role in MDD. However, postmortem examinations yielded no differences in neural or glial cell density or cortical thickness in the Heschl's gyrus between individuals with MDD and HCs [38]. Another group found volumetric reductions in the superior temporal gyrus (not Heschl's gyrus specifically) in recovered depressed participants [39], which is somewhat consistent with our observed trend for a thinner transverse temporal cortex in MDD. We also noted a tendency for a thinner superior temporal cortex in the pediatric versus adult onset groups with childhood abuse suggesting that abuse during critical neurodevelopmental periods may influence cytoarchitecture within this region.

Childhood maltreatment is strongly associated with increased risk for psychiatric disorder development [22]. By extension, neural abnormalities associated with trauma/maltraitment may increase psychiatric disorder vulnerability. Previous work has reported reduced cortical thickness and volume in maltreated versus nonmaltreated children in the anterior cingulate, superior frontal gyrus, and orbitofrontal cortex [19, 25]. Similarly, childhood emotional maltreatment and physical neglect were associated with reductions in medial prefrontal cortex volumes in adults [21, 22]. Non-depressed subjects with a family history of MDD and a history of emotional abuse exhibited smaller DLPFC, medial prefrontal, and anterior cingulate cortices than controls [23]. Yet another group found that decreased cingulate volume in individuals with MDD was related to abuse history [5]. Finally, Dannlowski et al. [24] reported reduced grey matter volumes in regions including the orbitofrontal cortex and anterior cingulate gyrus in adults with high CTQ scores. The above indicates that prefrontal, anterior cingulate cortex, and lateral temporal regions (areas implicated in MDD) tend to be rather consistently affected by maltreatment/trauma. Further, research suggests that maltreatment/trauma is associated with structural damage that persists into adulthood. These results mimic our findings of an inverse relation between cortical thickness in the frontal poles, precuneus, and middle temporal regions and CTQ<sub>total</sub> scores as well as inverse relations between abuse scores and left inferior and right superior parietal cortical thickness.

The primary limitation of this study was its exploratory nature as well as the small sample size, specifically when groups were split by abuse/nonabuse history. Assessments of interactions between age of MDD onset and childhood trauma (i.e., 2 × 2 group comparisons) on cortical thickness—though highly novel—were statistically underpowered. Further, in an effort to correct for multiple comparisons and decrease false positive rates, we included covariates when appropriate; inclusion of covariates further decreases power. Due to these limitations, it was not feasible to meaningfully explore the influence of sex on cortical thickness in this study, which may have been informative. In a similar vein, although we attempted to correct for multiple comparisons by adjusting our significance level, true corrections (e.g., Bonferroni) were not applied, though this should be done in comparable future work. As such, our findings and conclusions should be treated as preliminary and with caution, warranting further replication and expansion with a larger sample size.

Briefly, the focal future direction of this work is to assess cortical thickness in a large sample of well-characterized depressed individuals in terms of their trauma history and MDD onset age in order to disambiguate the contributions of these factors in influencing cortical cytoarchitecture in MDD. Greater clarity is needed to better understand the multiple, likely interacting, factors that contribute to altered cortical thickness patterns in MDD. Assessments of such well-characterized samples over time (versus cross-sectionally) would also allow us to gain better insight regarding the neurodevelopmental processes across the lifespan in the context of depression.
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A significant portion of previously deployed combat Veterans from Operation Enduring Freedom and Operation Iraqi Freedom/Operation New Dawn (OEF/OIF/OND) are affected by comorbid posttraumatic stress disorder (PTSD) and mild traumatic brain injury (mTBI). Despite this fact, neuroimaging studies investigating the neural correlates of cognitive dysfunction within this population are almost nonexistent, with the exception of research examining the neural correlates of diagnostic PTSD or TBI. The current study used both voxel-based and surface-based morphometry to determine whether comorbid PTSD/mTBI is characterized by altered brain structure in the same regions as observed in singular diagnostic PTSD or TBI. Furthermore, we assessed whether alterations in brain structures in these regions were associated with behavioral measures related to inhibitory control, as assessed by self-report of impulsivity, and/or PTSD or mTBI symptoms. Results indicate volumetric reductions in the bilateral anterior amygdala in our comorbid PTSD/mTBI sample as compared to a control sample of OEF/OIF Veterans with no history of mTBI and/or PTSD. Moreover, increased volume reduction in the amygdala predicted poorer inhibitory control as measured by performance on the Go/No-go task, increased self-reported impulsivity, and greater symptoms associated with PTSD. These findings suggest that alterations in brain anatomy in OEF/OIF/OND Veterans with comorbid PTSD/mTBI are associated with both cognitive deficits and trauma symptoms related to PTSD.

1. Introduction

Posttraumatic stress disorder (PTSD) affects a significant percentage (e.g., 10–30%) of deployed combat Veterans (i.e., Operation Enduring Freedom and Operation Iraqi Freedom/Operation New Dawn (OEF/OIF/OND); [1, 2]). Similarly, a significant percent (e.g., 15–25%) of OEF/OIF Veterans are also affected by traumatic brain injury (TBI; [3, 4]), particularly mild TBI (mTBI). Therefore, estimates of comorbidity are as high as 42% [3–5]. One factor cited for the increase in the rise of comorbidity is the presence of implemented explosive devices (IEDs; [6]). Neuroimaging research indicates that individuals with PTSD exhibit abnormalities in the hippocampal/amygdalar complex [7, 8] and regions putatively responsible for regulation of them. That is the ventromedial prefrontal cortex (vmPFC) and the subgenual anterior cingulate cortex (sgACC) [8, 9]. Likewise, individuals with TBI that experience direct impact or blast wave trauma exhibit damage to the brain in these same regions, most significantly the vmPFC/sgACC [10–12]. The localization of injury associated with TBI may result from inner-cranial wave physics [13] and the presence of boney protuberances on the inner surface of the skull near the orbital and anterior temporal lobes [14, 15] makes the vmPFC/sgACC and amygdalar complex vulnerable. Therefore, it is not surprising that a vast anatomical and functional
neuroimaging literature exists that focuses on or indicates results relating either PTSD or TBI to these brain regions. However, in comparison, there is a paucity of literature examining the neuroanatomical deficits in comorbid PTSD/TBI.

Neuroimaging studies examining comorbid PTSD/TBI are almost nonexistent, perhaps, because of an old but common notion that an amnestic TBI event was “protective” towards developing PTSD [16]. This idea has been largely reversed in the last 20 years by studies investigating the prevalence of cooccurring PTSD/TBI, which indicate increased rates of PTSD among individuals with a TBI when compared to individuals who have never had a brain injury [17, 18]. Furthermore, recent indications suggest that an occurrence of TBI may even render individuals more susceptible to PTSD [6, 17]. The few neuroimaging studies investigating comorbid PTSD/TBI indicate glucose hypometabolism in the cerebellum and medial temporal lobe [19] and increases in hemosiderin deposits (iron deposits related to hemorrhaging) linked to increases in TBI symptoms [20].

However, neuroimaging studies conducted on individuals with PTSD consistently indicate both functional and anatomical alterations in the vmPFC/sgACC, striatum, thalamus, and amygdalar/hippocampal complex (for reviews/meta-analyses see [21–24]). Functional studies show alterations in a multitude of brain regions, although being able to detect altered engagement likely depends on the tasks employed. As such, there are inconsistencies in reported results with both hyper- and hypoactivation observed in the aforementioned regions [25, 26]. However, anatomical studies consistently indicate reductions in amygdalar/hippocampal complex and the vmPFC/sgACC volume and represent the most replicated findings among individuals with PTSD, when compared to controls ([27–31].) Dysfunction in the vmPFC/sgACC—amygdalar/hippocampal complex pathways is suggested to be functionally associated with decreased control or regulation over fear/threat related stimuli and conditioning [25].

Compared to PTSD, the neuroimaging literature is less abundant concerning TBI, particularly mild TBI, and studies tend to focus more on anatomical measures (e.g., diffusion tensor imaging (DTI), morphometry) rather than function, possibly due to the condition acutely causing tissue damage [32]. Mirroring morphometric studies in PTSD, volumetric reductions in the amygdalar/hippocampal complex, and the vmPFC/sgACC occur in individuals with TBI as compared to controls [33–36]. Historically, TBI has been linked to impaired executive function, such that individuals with a TBI perform worse on tasks designed to tap executive or cognitive control processes (thought to primarily involve the PFC) than individuals without TBI [37, 38]. However, many of these studies involve individuals with moderate and severe TBI, rather than mTBI [39]. Therefore, it is unclear whether persistent executive dysfunction is also compromised among those with mTBI [5, 40].

Regardless of the paucity of neuroimaging studies examining individuals with comorbid PTSD/TBI studies, a reasonable estimate is that disruption in neural circuitry of comorbid PTSD/TBI likely involves constituent elements observed within singular diagnosis of PTSD and TBI individually. The most consistent and replicated findings common to both of these populations are anatomical alterations in the vmPFC/sgACC and amygdalar/hippocampal complex. Consistent with these anatomical findings, diagnostically comorbid PTSD/TBI is associated with deficient inhibitory control [41, 42]. Inhibitory control is ubiquitously described under the rubric of executive function as the ability to “hold back” or inhibit a prepotent response and its dysfunction is usually associated with impulsive symptomatology [43]. While anatomical findings indicate that regions of the brain underlying inhibitory control are compromised in both PTSD and TBI, it is unclear whether symptoms related to PTSD or TBI are more indicative of these inhibitory control deficits in comorbid PTSD/TBI.

While specific symptoms and diagnostic criteria associated with PTSD and TBI have been associated with amygdalar/hippocampal complex hyperactivity and reduced volume [22, 25, 44, 45] as well as vmPFC/sgACC hypoactivity and decreased volume [25, 31, 46], however, there have been few anatomical neuroimaging investigations of the basic underlying cognitive processes that may be disrupted, without using emotional or fear-related stimuli. Knowledge of these more general cognitive processes and the associated alterations in anatomy is important in order to design more effective interventions. For example, it is thought that alterations in the putative fear conditioning/extinction circuitry (vmPFC/sgACC-amygdala) reflect poor inhibitory control. However, investigations, using tasks designed to tap inhibitory control by a means not associated with fear and/or threat, are lacking. One notable exception is a study by Falconer and colleagues [47] who investigated inhibitory control in individuals diagnosed with PTSD using a Go/No-go paradigm. Compared to controls, individuals with PTSD had decreased right inferior PFC activity and increased striatal activity, suggesting decreased activity in the neural mechanisms of inhibitory control. More research investigating inhibitory control as a cognitive or behavioral construct is needed to determine whether inhibitory systems are specifically linked to fear or threat related stimuli are altered in individuals with PTSD or whether they are generally compromised. Additionally, because deficits in inhibitory control are related to both PTSD and TBI, understanding the specific context in which inhibitory control is deficient may lend insight into dysfunctional neural mechanisms that are associated with the specific diagnoses.

In order to increase our understanding of the neural underpinnings of inhibitory control deficits in comorbid PTSD/mTBI, we investigated several questions. First, we investigated whether anatomical differences in previously deployed OEF/OIF/OND combat Veterans with comorbid PTSD/mTBI were consistent with either singular diagnostic (a) PTSD and/or (b) mTBI or they were perhaps more severe due to comorbidity, as compared to previously deployed OEF/OIF combat Veterans without PTSD or mTBI diagnoses. Because the extant literature covering both diagnostic groups indicates disruptions in general fear circuitry, we expected to find decreased anatomical volume within (a) vmPFC/sgACC and the (b) hippocampus/amygdalar complex. Second, we
examined the degree to which performance on a task of inhibitory control that does not involve fearful or threatening stimuli, the Go/No-go task, was predicted by anatomical alterations. Finally, we examined the degree to which self-report of impulsivity and symptoms related to PTSD or mTBI are associated with anatomical alterations. Based on the extant literature, we hypothesized that individuals with PTSD/mTBI would show reduced volume in vmPFC/sgACC and amygdalar/hippocampal regions as compared to controls. Moreover, we predicted that anatomical alterations would predict behavioral measures. More specifically, we expected that decreased volume in these regions in individuals with comorbid PTSD/mTBI, but not controls, would be associated with decreased inhibitory control on the Go/No-go task, and with self-reported measures of impulsivity.

2. Methods

Twenty-one previously deployed OEF/OIF/OND combat Veterans with comorbid PTSD/mTBI diagnoses (20 males) and 17 OEF/OIF/OND previously deployed combat veteran controls without PTSD or mTBI (14 males) took part in the study. One individual (male) from the control group was excluded for MRI head movement leaving an N of 21 and 16, respectively. Recruitment was primarily accomplished through fliers circulated in the Denver area. All individuals were required to provide consent, which was approved through the Colorado Multiple Institutional Review Board. Individuals were compensated for their participation. Demographic information regarding age, gender, race, and years of education was obtained.

2.1. Recruitment

Inclusion Criteria. Inclusion criteria include (1) population between the ages of 18–45, (2) at least one OEF/OIF/OND deployment, and (3) population currently receiving or eligible to receive physical and/or mental health care through the VA Eastern Colorado Health Care System.

Exclusion Criteria. Exclusion criteria include (1) history of other significant neurological diseases (other than mild TBI for the appropriate group) as assessed by interview and chart review; (2) history or diagnosis of lifetime moderate or severe TBI for the PTSD/mTBI group, or any history of TBI for the non-TBI group, as assessed by interview and chart review; (3) history or diagnosis of nonactive duty-related mild TBI or PTSD disorder as assessed by interview and/or chart review; (4) diagnosis of schizophrenia or bipolar I disorder as assessed by administration of the Structured Clinical Interview for the DSM IV (SCID; [48]); (5) Computerized Assessment of Response Bias (CARB) [49] performance categorized as very poor effort, poor effort, or symptom exaggerator; (6) problematic drinking behavior that consistently exceeds recommended drinking limits per day, for example, diagnosis of alcohol abuse disorder or alcohol dependence disorder per the SCID, or five or more alcoholic drinks per day, four out of seven days per week for the previous two weeks; (7) use of illicit substance(s) more than five times in the two weeks before enrollment; (8) inability to read the informed consent document or adequately respond to questions regarding the informed consent procedure; (9) contraindication to having an MRI; and (10) Veterans who have previously enrolled in other VA studies which administer identical or similar instruments to this study.

Diagnostic Criteria/Measures. We used the Computerized Assessment of Response Bias (CARB) to assess performance and determine effort, the Shipley 2 Institute of Living Scale to measure premorbid level of functioning [50]. To assess impulsivity we used the Barratt Impulsivity Scale [51]. Alcohol and Substance use was measured by the SCID [48]. To diagnose PTSD we used the SCID and we also assessed PTSD symptom severity using the Trauma Symptom Inventory (TSI; [52]). To diagnose TBI we used the Ohio State University Traumatic Brain Injury Identification Method (OSU TBI-ID) structured clinical interview, which allows for interrogation of mTBI symptoms [53]; if the participant had a TBI, it must have been a mild TBI from active duty. Though severity of TBI by the OSU TBI-ID is mostly determined according to loss or alteration of consciousness, the following criteria was used to determine TBI severity: (1) mild TBI: A TBI with normal structural imaging, 0–30 minutes of loss of consciousness (LOC), a moment and up to 24 hours of alteration of consciousness/mental state (AOC), 0-1 day of or posttraumatic amnesia (PTA), or a best available Glasgow Coma Scale Score (GCS) of 13–15 recorded within the 24 hours of the injury event, (2) moderate TBI: A TBI with normal or abnormal structural imaging, >30 min and <24 hours of LOC, >24 hours of AOC, >1 and <7 days of PTA, or a GCS score of 9–12, and (3) severe TBI: A TBI with normal or abnormal structural imaging, >24 hours of LOC, >24 hours of AOC, >7 days of PTA, or a GCS score < 9.

Inhibitory Control. To assess inhibitory control we used a standard Go/No-go task [54]. Participants were required to press the response button with the right index finger for each letter that appeared on the screen except for the letter X. The task consisted of three blocks of 120 trials each. Each letter, approximately 2.5 cm in size, appeared for 500 milliseconds with an interstimulus interval of 2000 ms. The letter “X” occurred on 20% of all trials (n = 72), which were presented randomly throughout the run. Other letters were randomly selected from the alphabet. Performance measures on the Go/No-go task were mean reaction time for correct go trials, errors of omission, and errors of commission.

2.2. Neuroimaging Acquisition

Structural. All structural MRI images were acquired using a Philips 1.5-Tesla Achieva 16-channel MR scanner located at the Denver Veterans Affairs Medical Center. An eight-channel headcoil was used for radiofrequency transmission and reception. Foam padding was placed around the head, within the head coil, to limit head motion during the scan. Structural images were obtained via a T1-weighted 3D TFE in 160 sagittal slices. Imaging parameters were as follows:
echo time ($T_E$) = 3.2 ms, repetition time ($T_R$) = 7100 ms, flip angle = 8°, field of view (FoV) = 240 mm, and voxel size = $1.0 \times 1.03 \times 1.0$ mm. Scan parameters were consistent for all imaging sessions.

2.3. Neuroimaging Analysis

Voxel-Based Morphometry (VBM). All VBM analyses were performed using the FSL-VBM toolbox and follow the processing pipeline put forth by Ashburner and Friston [55] and Good et al. [56]. First, the raw T1-weighted images were brain-extracted using the FSL default BET brain extraction process, which strips the skull and removes any nonbrain tissue from the image using the FAST4 tool. The resulting GM images were then aligned to MNI152 standard space using the affine registration tool FLIRT, followed by nonlinear registration using FNIRT. The resulting images were averaged to create a study-specific template, to which the native GM images were then nonlinearly rereregistered using FNIRT. The registered partial volume images were then modulated (to correct for local expansion and contraction) by dividing the Jacobian of the warp field. The modulated segmented images were then smoothed with an isotropic Gaussian kernel with a sigma of 2, yielding full-width half-maximum (FWHM) $2 \times 2.3$ mm = 4.6 mm FWHM. The resulting subject-specific GM probability maps were input into a general linear model (GLM) evaluating group differences between all voxels of GM, using whole-brain GM volume as a nuisance covariate. One-sample $t$-tests for group contrasts were performed using the Threshold-Free Cluster Enhancement (TFCE) method, which detects clusters of contiguous voxels without first setting an arbitrary statistical cut-off (e.g., $Z > 2.58$) and controls the familywise error (FWE) rate at $P < 0.05$. Each contrast underwent 5000 permutations. Randomize produces corrected $t$-p maps, which we used to mask $t$-score maps for all figures. Figures of statistical maps were created using FSLview.

Surface-Based Morphometry (SBM). Automated segmentation of the bilateral amygdala and hippocampus was performed using FIRST (FSL v4.0.1) which uses a Bayesian probabilistic approach. The shape and appearance models in FIRST are constructed from a library of manually segmented images. The manually generated labels are parameterized as surface meshes and then modeled as a point distribution. Using the learned models, FIRST searches through shape deformations that are linear combinations of the modes of variation to find the most probable shape instance given the observed intensities from the input image. Using T1 images, the segmentation was performed with two-stage affine transformation to standard space of MNI 152 at 1 mm resolution [57, 58]. The first stage utilized a standard 12 degrees of freedom registration to the template and the second stage applied 12 degrees of freedom registration using an MNI152 subcortical mask to exclude voxels outside the subcortical regions. Boundary voxels were thresholded at $s = 2$ and $s = 3$, along with the recommended number of modes (iterations) for the hippocampus (30) and amygdala (50). All processes of segmentation were then visually inspected to assess boundaries by two independent raters for each of the two boundary thresholded training sets ($s = 2$, $s = 3$). Because $s = 2$ yielded a more conservative boundary threshold that included the amygdala and hippocampus proper, while minimizing neocortical tissue, ventricles, and white matter, this data set was selected for final analyses. One-sample $t$-tests for group contrasts were performed using the Threshold-Free Cluster Enhancement (TFCE) method, which detects clusters of contiguous voxels without first setting an arbitrary statistical cut-off (e.g., $Z > 2.58$) and controls the familywise error (FWE) rate at $P < 0.05$. Each contrast underwent 5000 permutations. Randomize produces corrected $t$-p maps, which we used to mask $t$-score maps for all figures. Figures of statistical maps were created using FSLview.

Multiple Regression. To perform multiple regression we used a two-stage procedure as outlined in Hastie et al. [59]. We first used penalized regression using LASSO [60] to perform subset variable/feature selection. Subsequently, because LASSO can over penalize highly collinear variables, we then performed an ordinary least squares (OLS) best model multiple regression on the subset of selected variables/features taken from LASSO to obtain beta estimates, regression coefficients, and determinants of explained variance.

3. Results

3.1. Demographic and Behavioral Measures. There were no significant differences between the groups in demographic characteristics (Table 1). Significant group differences emerged for previous alcohol use ($P < 0.005$), indicating that the PTSD/mTBI group had higher proportions of alcohol use. Significant group differences emerged for the Barratt Impulsivity Scale (Barratt) in the subcomponents of attention, perseveration, and self-control ($P = 0.0002$, $P = 0.01$, and $P = 0.001$, resp.), indicating that the PTSD/mTBI group exhibited higher proportions or more impulsivity than the control group. Group differences also arose in the Trauma Symptom Inventory in the three subcomponents linked to SCID PTSD diagnostic criteria (Intrusive Experiences, Defensive Avoidance, and Dissociation; all three $P < 0.0001$), indicating that the PTSD/mTBI group exhibited higher proportions or more symptoms associated with PTSD than the control group. Group differences were also found in the Shipley 2 Abstraction and Composite A score ($P = 0.004$, $P = 0.006$, resp.), indicating that the PTSD/mTBI group exhibited lower premorbid functioning as compared to the control group.

3.2. Inhibitory Control. Go/No-go behavior indicated a significant group difference in errors of commission ($t_{235} = 2.61$, $P = 0.009$), with individuals with PTSD/mTBI ($M = 15.14$, SE = 1.82) who made more errors of commission than controls ($M = 9.25$, SE = 1.25). Errors of omission (EO) and reaction time (RT) did not significantly differ between the two groups (PTSD/mTBI, EO = 5.3, RT = 373.62 ms.; controls, EO = 4.4, RT = 409.77 ms., $P = 0.78$, $P = 0.21$, resp.).
Table 1: Demographic and self-report information for the PTSD/TBI and control group. Numbers represent % (N) or median (range) in self-report measures. Fisher’s exact or Wilcoxon rank sum test were used for all P values.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Control (n = 16)</th>
<th>TBI/PTSD (n = 21)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>0.57</td>
</tr>
<tr>
<td>Male</td>
<td>87.5% (14)</td>
<td>95.2% (20)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>12.5% (2)</td>
<td>4.8% (1)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>28.0 (24–45)</td>
<td>29.0 (23–43)</td>
<td>0.62</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td>0.37</td>
</tr>
<tr>
<td>Caucasian</td>
<td>75.0% (12)</td>
<td>90.5% (19)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>25.0% (4)</td>
<td>9.5% (2)</td>
<td></td>
</tr>
<tr>
<td>Years of education</td>
<td>15.5 (12–18)</td>
<td>14.5 (11–22)</td>
<td>0.14</td>
</tr>
<tr>
<td>Alcohol use</td>
<td></td>
<td></td>
<td>0.005</td>
</tr>
<tr>
<td>No history</td>
<td>81.3% (13)</td>
<td>38.1% (8)</td>
<td></td>
</tr>
<tr>
<td>Past history of abuse</td>
<td>12.5% (2)</td>
<td>9.5% (2)</td>
<td></td>
</tr>
<tr>
<td>Past history of dependence</td>
<td>6.3% (1)</td>
<td>52.4% (11)</td>
<td></td>
</tr>
<tr>
<td>Substance use</td>
<td></td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>No history</td>
<td>87.5% (14)</td>
<td>71.4% (15)</td>
<td></td>
</tr>
<tr>
<td>Past history of abuse</td>
<td>6.3% (1)</td>
<td>9.5% (2)</td>
<td></td>
</tr>
<tr>
<td>Past history of dependence</td>
<td>6.3% (1)</td>
<td>19.1% (4)</td>
<td></td>
</tr>
<tr>
<td>Most severe TBI from deployment of related TBI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alteration of consciousness</td>
<td>38.1% (8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loss of conscious &lt; 5 minutes</td>
<td>52.4% (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loss of conscious 5 minutes to 30 minutes</td>
<td>9.5% (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of symptoms from most recent injury</td>
<td>5 (0–9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Barratt Impulsivity Scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attention</td>
<td>8.5 (5–15)</td>
<td>14 (9–19)</td>
<td>0.0002</td>
</tr>
<tr>
<td>Cognitive instability</td>
<td>5 (3–10)</td>
<td>6 (3–12)</td>
<td>0.16</td>
</tr>
<tr>
<td>Motor</td>
<td>14 (11–22)</td>
<td>15 (12–25)</td>
<td>0.11</td>
</tr>
<tr>
<td>Perseverance</td>
<td>7.5 (4–11)</td>
<td>9 (6–14)</td>
<td>0.01</td>
</tr>
<tr>
<td>Self-control</td>
<td>9 (6–16)</td>
<td>14 (6–22)</td>
<td>0.001</td>
</tr>
<tr>
<td>Cognitive complexity</td>
<td>10 (6–17)</td>
<td>12 (6–20)</td>
<td>0.09</td>
</tr>
<tr>
<td>Trauma Symptom Inventory</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intrusive Experiences (IE)</td>
<td>45 (42–61)</td>
<td>75 (58–87)</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Defensive Avoidance (DA)</td>
<td>44 (41–63)</td>
<td>67 (49–79)</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Dissociation (DIS)</td>
<td>47 (41–55)</td>
<td>64 (47–98)</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Shipley 2 Institute of Living Scale</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocabulary score</td>
<td>112 (99–121)</td>
<td>108 (86–121)</td>
<td>0.18</td>
</tr>
<tr>
<td>Abstraction score</td>
<td>108 (84–122)</td>
<td>93 (59–122)</td>
<td>0.004</td>
</tr>
<tr>
<td>Composite A score</td>
<td>112.5 (90–125)</td>
<td>99 (79–118)</td>
<td>0.006</td>
</tr>
</tbody>
</table>

3.3. Neuroimaging. Whole brain VBM analyses controlling for overall GM volume revealed significant group differences in the bilateral anterior amygdala, such that the PTSD/mTBI group showed reduced volume, as compared to the control group (P < 0.05 TFCE corrected, 5000 permutations; see methods for a full description; Figure 1(a)). Because VBM analyses can be susceptible to incorrect registration and differences in individual cortical folding patterns [61], we also performed SBM on the amygdala to potentially corroborate our findings. SBM analyses mirrored our VBM analyses, indicating significant group differences in the bilateral anterior amygdala (P < 0.05 TFCE corrected, 5000 permutations; see methods for a full description; Figure 1(b)).

Next, to determine whether the volumetric differences in the amygdala are related to behavioral performance, we extracted an individual’s left and right amygdala volume based on the SBM analyses and regressed it with Go/No-go errors of commission and omission, as well as RT, controlling for overall GM volume. Analyses revealed that errors of commission significantly related to volume in the left amygdala, such that increased errors of commission were predicted by decreased volume of the left amygdala, in the
PTSD/mTBI group, but not the control group \( (F_{1,20} = 7.81, \ P = 0.01, R^2 = 0.30); \text{Figures 2(1(a)) and 2(2(a))} \).

We then determined whether the volume of the left and right amygdala was associated with impulsivity (Barrett), premorbid functioning (Shipley 2), and symptoms related to PTSD (Trauma Symptom Inventory) or TBI (OSU TBI-ID form), controlling for overall GM volume. Regression analyses revealed that an increased cognitive instability subcomponent of the Barratt Impulsivity Scale was predicted by decreased volume of the left amygdala in the PTSD/mTBI group, but not the control group \( (F_{1,20} = 5.41, \ P = 0.03, R^2 = 0.23); \text{Figures 2(1(b)) and 2(2(b))} \). Decreases of cognitive function as measured by Composite A of the Shipley 2 was associated with decreased volume of the right hippocampus in the PTSD/mTBI group but not the control group \( (F_{1,20} = 4.60, \ P = 0.04, R^2 = 0.20); \text{Figures 2(1(c)) and 2(2(c))} \). Increased scores on the Defensive Avoidance subscale of the Trauma Symptom Inventory were associated with decreased right amygdala volume in the PTSD/TBI group, but not the control group \( (F_{1,20} = 4.84, \ P = 0.04, R^2 = 0.17); \text{Figures 2(1(d)) and 2(2(d))} \). No relationship between amygdalar volume and symptoms of mTBI was noted.

With regard to hippocampal volume, our VBM and SBM analyses revealed no significant differences. We also tested the difference between the regression parameter estimates of amygdala volume with the behavioral variables and hippocampal volume with the behavioral variables, respectively. The differences in parameter estimates for amygdala volume and behavioral variables were all significantly different than those for hippocampal volume and behavioral variables, indicating that our findings are specific to amygdala volume (cognitive instability: \( Z = 2.05, \ P = 0.04 \); Shipley A: \( Z = -2.23, \ P = 0.03 \); Defensive Avoidance: \( Z = 2.49, \ P = 0.01 \)).

As a summary analysis, we ran feature selection and multiple regression with left amygdala volume and multiple regression with trauma symptoms examining the sets of variables within the PTSD/mTBI group that best predicted (1) left amygdala volume (as it was found to be associated with motor inhibition and impulsivity) and (2) trauma symptoms related to PTSD (as they were the symptoms related to amygdala volume). Feature selection and multiple regression examining decreases in left amygdala volume were best predicted by a model indicating significant contributions of independent variance from both (a) increases in commission errors from Go/No-go performance and (b) increases in the cognitive instability subcomponent of the Barratt Impulsivity Scale \( F_{2,19} = 5.94, \ P = 0.02, R^2 = 0.34 \); standardized coefficients are presented in Figure 2(3(a)). Feature selection and multiple regression examining increases in trauma symptoms related to PTSD were best predicted by a model indicating significant contributions of independent variance from (a) increases in the cognitive instability subcomponent of the Barratt Impulsivity Scale, (b) decreases in right amygdala volume, and (c) decreases of cognitive function of in Composite A of the Shipley 2 \( F_{3,18} = 4.17, \ P = 0.04, R^2 = 0.33 \); standardized coefficients are presented in Figure 2(3(b)).

4. Discussion

The current study is the first, to our knowledge, in its approach to examine both voxel- and surface-based morphometry in a comorbid diagnostic group of individuals with PTSD/mTBI. Furthermore, it is novel in demonstrating that inhibitory control, as assessed through the Go/No-go task, is linked to known abnormalities in brain morphometry in PTSD/mTBI, namely, decreased amygdala volume. Decreased amygdala volume also was associated with increased impulsivity (Barratt Impulsivity Scale), a known indicator of deficits in inhibitory control. Both increased errors of commission and impulsivity contributed independent variance predicting decreases in amygdala volume. Furthermore, decreased amygdala volume was related to increases in trauma symptoms related to PTSD, but not mTBI symptoms (Trauma Inventory Scale, OSU TBI-ID, resp.). And finally, decreased amygdala volume, increased impulsivity, and decreased cognitive functioning assessed by the Shipley 2 Composite A contributed independent variance predicting increases in trauma symptoms related to PTSD.

While neuroimaging literature suggests that both singular diagnostic PTSD and TBI are related to decreases in the vmPFC/sgACC and amygdalar/hippocampal complex volume, our results indicate that comorbid diagnosis of PTSD/mTBI shows the same decreases in amygdala volume. Our analysis using VBM indicating reductions in anterior amygdala volume was corroborated by our analysis using SBM. The combination of VBM and SBM is an important analysis step considering that voxel-based morphometric...
Figure 2: 1(a)–1(d) show significant regression from the PTSD/mTBI group, while 2(a)–2(d) show the nonsignificant regression in the control group. 1(a)-2(a) show the relationship between commission errors and left amygdala volume (mm$^3$); 1(b)-2(b) show relationship between impulsivity (subscale of cognitive instability, Barratt Impulsivity Scale) and left amygdala volume (mm$^3$); 1(c)-2(c) show the relationship between cognitive functioning (Shipley 2 Composite A score) and right amygdala volume (mm$^3$); 1(d)-2(d) show the relationship between trauma (Trauma Symptom Inventory subscale of Defensive Avoidance) and right amygdala volume (mm$^3$). 3(a) shows the standardized coefficients for the multiple regression with left amygdala volume (ComErr = commission errors; CogInstab = the cognitive instability subscomponent of the Barratt Impulsivity Scale). 3(b) shows the standardized coefficients for the multiple regression with trauma symptoms (CogInstab = the cognitive instability subscomponent of the Barratt Impulsivity Scale, RAmy = right amygdala volume mm$^3$; Comp A = Shipley 2 Composite A score). The multiple regression with left amygdala volume and multiple regression with trauma symptoms were controlled for whole brain grey matter volume.

studies have been shown to be susceptible to misregistration and individual cortical folding differences [61]. Utilizing both approaches and obtaining convergent findings enable us to be more confident in our results.

Although we found no group differences in the vmPFC/sgACC and the hippocampus, this null effect can potentially be attributed to a myriad of different factors. First, reductions of vmPFC/sgACC volume have been linked to TBI [62], but it is unclear how the severity of a TBI affects brain damage. Because individuals with a moderate or severe TBI were excluded from the current study, we may have less power to detect abnormalities in the vmPFC/sgACC. Additionally, mTBI has been linked to increased vulnerability of developing PTSD symptoms [6, 17], such that it may not be the long-term effects of mTBI, but rather a predisposition to developing PTSD in our sample that was detected. Future research is needed to determine whether there is a pattern whereby certain brain regions are not affected at low levels of severity of TBI, while other regions are affected more uniformly across levels of severity and the nature of mTBI predisposing individuals to PTSD. Second, while reductions in hippocampal volume have been replicated in a large number of studies examining PTSD, numerous studies also fail to replicate this finding [63, 64]. In particular, studies have suggested that only certain subpopulations (dependent on trauma type) show reductions in hippocampal volume [65]. Lastly, variation exists in the control samples used across these studies. One of the largest differences affecting results is likely because of the inclusion of either combat deployed or noncombat deployed military personnel. Because our
study used previously combat deployed military OEF/OIF Veterans, differences between the current groups may be harder to detect than between PTSD/TBI and a nonmilitary control group. Future research is needed to determine whether simply the experience of combat deployment affects brain morphometry. For instance, combat deployment in general may relate to increased stress and subsequently affect the hippocampus through stress induced glucocorticoid release [66].

The current study analyzed multiple measures related to symptoms of both PTSD and mTBI. We indicate that deficits in inhibitory control, highly related to PTSD and TBI, are associated with decreases in amygdala volume in the PTSD/mTBI but not the control group. This relationship was significant in the PTSD/mTBI but not control group as indicated through regressions with errors of commission from the Go/No-go task, which also indicated significant group differences. Increased impulsivity, which has also been shown to be related to deficits in inhibitory control and performance on the Go/No-go task, also showed an association with decreased amygdala volume in the PTSD/mTBI but not control group. The Shipley 2 was used as a proxy for IQ, and therefore our best premorbid indicator of cognitive functioning. However, group differences emerged in both Abstraction and Composite A subscales, indicating that the PTSD/mTBI group exhibited decreased cognitive functioning. An individual’s score on the Composite A subscale was also related to amygdala volume, such that decreased cognitive function were related to decreases in amygdala volume, in the PTSD/mTBI but not control group. We acknowledge that there are multiple interpretations regarding the Shipley 2 in the context of the current study (a) that the Shipley 2 is sensitive to the premorbid cognitive functioning of the individual, or (b) that the Shipley 2 is actually measuring cognitive impairment sequelae of PTSD and/or mTBI, or (c) some combination of the previous two interpretations. The current results are consistent with the literature suggesting that premorbid decreases in IQ may predispose individuals to PTSD [67]; however, it is notable that abstraction can be considered an executive function, which is known to be affected by both PTSD and TBI. Continued research is needed to determine the contribution of premorbid deficits and sequelae of individuals with PTSD and/or TBI as it relates to cognitive and executive function. The culmination of the findings from these multiple measures suggests that deficient inhibitory control is related to decreases in amygdala volume and may be more related to trauma associated with PTSD, rather than mTBI symptoms. The location of VBM and more importantly SBM findings in the anterior amygdala provide further interpretation of deficient inhibitory control as it relates to PTSD/mTBI.

Often the amygdala is treated as a functionally homogeneous region, but both animal and human research investigating nonpsychiatric populations suggests there may be dissociations of function along either a ventral-dorsal or anterior-posterior axis [68]. The ventral-dorsal axis has been linked to numerous functional dissociations including sensory input versus sensory output [69], impulsivity versus aggression [68], and fear conditioning (via input to the hippocampus) versus fear response [70], respectively. These dissociations are most likely attributed to the locality of two of the major amygdalar nuclei groups, the basolateral nuclei (BLA) and the central nuclei (CE). In humans, the BLA corresponds to the anterior or ventral segment of amygdala, while the CE is localized to the posterior or dorsal region of the amygdala [71]. The BLA is the set of nuclei in which multimodal sensory information converges [69]. This information is then processed and relayed to the CE nuclei group responsible for affecting physiological response via output to the brainstem, insula, and somatosensory cortex [70]. This well-established circuitry has been linked to fear extinction in which inhibitory cell groups (intercalated cell masses) positioned between the BLA and CE can reduce fear response via excitatory input from the vmPFC, which in turn decreases information flow to the CE nuclei group and fear mediated physiological response is lessened or abolished [69]. Therefore, our findings, indicating decreases specific to anterior amygdala volume, can likely be interpreted as abnormal morphometry associated with the BLA and CE such as may be linked to problems with multimodal sensory input. Problems with sensory input may lead to overprocessing of irrelevant stimuli and lead to increased anxiety and impulsive behavior [72–74]. Indeed, our results are consistent with this previous interpretation as we found that Go/No-go task, impulsivity, and trauma symptoms were linked to the anterior amygdala. Of course, it is not clear how reduced volume in this region is associated with sensory input specifically; however, it provides an interesting focus for future research.

The current study employed a standard cognitive task (Go/No-go), as opposed to using a symptom provocation task (e.g., script-driven imagery, processing of threat-related stimuli). Understandably, while most neuroimaging research regarding PTSD uses symptom provocation studies, it is also important to determine whether deficits in inhibitory function can be found under nonemotional conditions. The results of the current study suggest more general inhibitory control deficits in PTSD/mTBI individuals, consistent with the findings of Falconer et al., [47] in PTSD individuals. Therefore, future research using standard cognitive tasks may help to determine whether the neural systems affecting these populations are “generally” dysfunctional or whether they exhibit deficits only under certain conditions (e.g., threat/fear stimuli). Such information will likely be helpful to provide additional insights into how to develop more effective interventions.

While the current study uses multiple neuroimaging analysis techniques (i.e., VBM, SBM) and linear regression to indicate relationships between PTSD/mTBI symptoms and impairments, there are limitations that should be acknowledged. First, the sample size is relatively small for individual difference analyses, even though we first selected regions that exhibited group differences. Therefore, our findings are in need of replication. Second, we only included individuals with a mild but not moderate or severe TBI, which may have reduced our power to detect differences based on mTBI symptoms. Currently, it is unclear how TBI symptoms relate to differences in volume of specific brain regions. Third, our control population had trauma symptoms which have been
shown to be linked to anatomical changes [75]; therefore, future studies need to determine the effect of trauma in isolation from diagnostic disorders. Fourth, our findings regarding increased impulsivity and the relation to decreased amygdala volume are based on the Barratt Impulsivity Scale, a self-report measure, which can lead to social desirability biases. Therefore, future research is needed to also investigate the relationship between impulsivity and amygdala volume with more biological indices of impulsivity. And last, we used a comorbid diagnostic group (i.e., PTSD/mTBI) to determine the relationships between brain morphometry and behavior/symptoms. Although this was the goal of the current study, future studies should examine the differences within a comorbid diagnostic group, in comparison to singular diagnostic groups (i.e., PTSD only, TBI only) to help fully decipher brain morphometry and the relationship to specific symptom profiles.

In sum, the current study has provided novel findings indicating abnormal anterior amygdala morphometry in comorbid PTSD/TBI, as compared to controls, as assessed by both voxel- and surface-based morphometric analyses. The group level reduction in amygdala volume was then shown to predict individual differences within the PTSD/mTBI group in errors of commission, impulsivity, cognitive function, and symptoms related to PTSD but not mTBI. Therefore, abnormalities in the anterior amygdala may provide a specific neural region that can be examined as it relates to deficits in inhibitory control, which may help identify biomarkers related more to PTSD, rather than mTBI in comorbid diagnostic groups.
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The aim of this study was to explore white-matter disruption in social anxiety disorder (SAD) patients by using diffusion tensor imaging (DTI) and to investigate the relationship between cerebral abnormalities and the severity of the symptoms. Eighteen SAD patients and age- and gender-matched healthy controls were recruited. DTI scans were performed to measure fractional anisotropy (FA) and apparent diffusion coefficient (ADC) for each subject. We used voxel-based analysis to determine the differences of FA and ADC values between the two groups with two-sample t-tests. The SAD patient showed significantly decreased FA values in the white matter of the left insula, left inferior frontal gyrus, left middle temporal gyrus, and left inferior parietal gyrus and increased ADC values in the left insula, bilateral inferior frontal gyrus, bilateral middle temporal gyrus, and left inferior parietal gyrus. In SAD patients, we observed a significant negative correlation between FA values in the left insula and the total LSAS scores and a positive correlation between the ADC values in the left inferior frontal gyrus and the total LSAS scores. Above results suggested that white-matter microstructural changes might contribute to the neuropathology of SAD.

1. Introduction

Social anxiety disorder (SAD) is a marked and persistent fear of social or performance situations in which the person is exposed to unfamiliar people or to possible scrutiny by others. The situations provoke intense anxiety symptoms in the patients, which are often experienced as somatic symptoms, and, as a result, the individuals may avoid social situations. SAD can be particularly disabling in some patients, leading to reduced likelihood of employment, social isolation, functional disability, and dissatisfaction with life and health [1]. Data obtained by the National Comorbidity Survey indicate that the adult lifetime prevalence of SAD is 13.3% [2]. Recent research also indicated that the 12-month prevalence rate of SAD was 2.48%~7.9% and that the lifetime prevalence was about 3.8%~14.4% [3, 4]. The highly comorbid nature of SAD, which often occurs along with depression, panic disorder, and alcohol abuse, is well established [5, 6].

To date, there is no clear neuroanatomical model for SAD; however, an increasing amount of the neuroscience literature is being devoted to social functioning. The previous functional magnetic resonance imaging (fMRI) studies on SAD found altered brain function in SAD within the medial prefrontal cortex and the limbic regions which formed the corticolimbic circuits, including the amygdala, hippocampus, and insula [7–11]. The amygdala, as a part of the corticolimbic circuits, plays a critical role in learning about environmental predictors of threat and in attention and facial emotions in SAD [12]. Its ability to control fear responses to threatening
stimuli was regulated by the hippocampus and medial prefrontal cortex [13]. In addition, the insular cortex is a pivotal structure in the greater limbic lobe and plays a role in diverse functions linked to emotion and memory [14]. However, a better understanding of the neurobiology of SAD would require investigations at the microstructural or anatomical connectivity level, especially in patients not yet exposed to psychotherapy or psychiatric medications.

Diffusion tensor imaging (DTI), which is a recently developed MRI technique, allows for the examination of the integrity of the white-matter microstructure and, thus, serves as an important tool for mapping the anatomical connectivities in humans [15]. DTI measures the directionality and coherence of water diffusion (as reflected by the degree of anisotropy), which provides an estimate of the axonal organization in the brain [16]. The indices used to interpret DTI data were fractional anisotropy (FA) and the apparent diffusion coefficient (ADC). FA values reflect the directionality and coherence of water self-diffusion. Tissues with highly regular fibers have high anisotropy, whereas those with less regular fibers have low anisotropy. Consequently, FA values serve as a quantitative indicator of white-matter coherence or integrity, with lower values signifying decreased structural connectivity in white matter. The ADC values reflect the degree of apparent water diffusivity. Tissues without obstacles (such as cerebrospinal fluid (CSF)) have high water diffusivity, whereas those with obstacles (such as white matter) have low water diffusivity. To date, the use of DTI in the examination of white-matter tracts in SAD patients has been limited. Therefore, the aim of the current study was to explore the differences in the white-matter connectivity in SAD patients and healthy controls by using DTI. In addition, the current study also explored the relation between the severity of SAD symptoms and abnormalities in the white matter.

2. Methods and Materials

2.1. Subjects. The subjects were 18 adult patients with SAD (according to the DSM-IV criteria) who were recruited from the Outpatient Clinic of the West China Hospital. All subjects were interviewed using the Structured Clinical Interview for DSM-IV criteria Patient Version (SCID-I/P) [17], with additional probes from the self-administered Liebowitz social anxiety scale (LSAS) [18]. All SAD patients were right handed and had LSAS scores ≥38 without psychiatric comorbidities or other medical conditions. None of the patients had received any pharmacological and/or psychotherapeutic treatment. Eighteen healthy controls (HCs), matched for age, sex, handedness, and education, were recruited from the local area by poster advertisement and screened using the SCID-I/P to rule out the presence of current diagnosis or past history of SAD/other axis I psychiatric disorders/axis II antisocial or borderline personality disorders and had LSAS less than 38.

The exclusion criteria for SAD patients and HCs were as follows: (1) any current or past serious medical or neurological illness, including neurologic (Tourette’s syndrome, Huntington’s disease, Parkinson’s disease, encephalitis, stroke, aneurysms, tumors, central nervous system infections, degenerative brain diseases, or trauma), pulmonary, cardiac, renal, hepatic, endocrine, or metabolic (including dehydration) disorders; prior psychosurgery or contraindications to MR scanning, including metal implants, pregnancy, or severe claustrophobia; (2) a current diagnosis or past history of other axis I psychiatric disorders; (3) axis II antisocial or borderline personality disorders (identified using the Structured Clinical Interview for DSM-IV criteria); (4) a history of drug dependence or abuse; (5) a history of psychiatric illness in first-degree relatives.

The study procedure and the involved risks were explained to the subjects; all the subjects gave their written informed consent according to the protocol approved by the ethics committee.

2.2. Image Acquisition. All MRI scans were performed using a 3.0 Tesla GE Signa scanner with an eight-channel phased-array head coil. A board-certified neuroradiologist reviewed the scans and found no gross abnormalities in any of the subjects. The DTI was performed using a single-shot echo-planar technique with 15 motion-probing gradient orientations. The key data acquisition parameters for the DTI scan were as follows: TR = 12000 ms; TE = 73.9 ms; flip angle = 90; imaging matrix = 128 × 128; field of view (FOV) = 24 × 24 cm²; slice thickness = 3 mm; number of slices = 50; slice gap = 0 mm; number of diffusion gradient directions = 15; b = 0 and 1000 s/mm²; total scan time = 6 min and 47 s.

2.3. Image Processing. The FA and ADC maps were obtained using DTI-Studio (Department of Radiology, Johns Hopkins University School of Medicine, Baltimore, MD, USA; available at http://cmrm.med.jhmi.edu). Image analysis was performed using SPM2 software (developed at the Wellcome Department of Imaging Neuroscience, Institute of Neurology, University College London), which was run on MATLAB7.0 (Mathworks, Sherborn, MA). Spatial normalization is an essential preprocessing step in SPM-based analysis. The contrast settings of the FA and ADC maps differ from those of the T1-weighted and T2-weighted template images provided by SPM2. Thus, the FA and ADC templates specific for this study were created using data from all the participants. Each b = 0 image in the native space was standardized using the T2 template supplied with the SPM2 software, and the normalization parameter was applied to the respective b = 0, FA, and ADC maps. The normalized maps were smoothed with a 6 mm full width at half-maximum (FWHM) isotropic Gaussian kernel, and the mean images (b = 0 template, FA template, and ADC template) were created. Then, all the FA and ADC maps in native space were transformed into stereotactic space by registering each image with the customized FA and ADC templates.

2.4. Statistical Analysis. Differences between the demographic variables of the 2 groups were examined using independent-group t-tests. Two-sample t-tests were performed for each voxel of the FA and ADC values across the entire brain. In these analyses, the statistical threshold was defined.
Table 1: Demographic characteristics (mean ± SD) of subjects.

<table>
<thead>
<tr>
<th></th>
<th>SAD (N = 18)</th>
<th>HC (N = 18)</th>
<th>t (df = 34)</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>22.72 ± 3.85</td>
<td>21.78 ± 3.90</td>
<td>0.73</td>
<td>0.47</td>
</tr>
<tr>
<td>Gender</td>
<td>12 M/6 F</td>
<td>12 M/6 F</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Education</td>
<td>14.11 ± 1.53</td>
<td>14.05 ± 2.04</td>
<td>0.09</td>
<td>0.927</td>
</tr>
<tr>
<td>Duration</td>
<td>49.22 ± 40.17</td>
<td>—</td>
<td>10.04</td>
<td>0.000</td>
</tr>
<tr>
<td>Total LSAS</td>
<td>54.11 ± 11.90</td>
<td>19.50 ± 8.50</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

SAD: social anxiety disorder; HC: healthy control; M: male; F: female.
Educational background was measured according to the years of education.
The severity of social anxiety was measured using the Liebowitz social anxiety scale.
Duration: the time from the beginning of the first episode to the time of assessment (measured in months).

Table 2: Differences between the FA and ADC values of the SAD patients and HCs.

<table>
<thead>
<tr>
<th>Anatomical region</th>
<th>Talairach coordinates at the center of the cluster</th>
<th>Cluster sizes</th>
<th>t value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x        y        z</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Lower FA</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inferior frontal gyrus (L)</td>
<td>−51</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Insula (L)</td>
<td>−36</td>
<td>4</td>
<td>−5</td>
</tr>
<tr>
<td>Inferior parietal gyrus (L)</td>
<td>−42</td>
<td>−35</td>
<td>39</td>
</tr>
<tr>
<td>Middle temporal gyrus (L)</td>
<td>−57</td>
<td>−23</td>
<td>−2</td>
</tr>
<tr>
<td><strong>Higher ADC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inferior frontal gyrus (L)</td>
<td>−50</td>
<td>11</td>
<td>18</td>
</tr>
<tr>
<td>Inferior frontal gyrus (R)</td>
<td>59</td>
<td>21</td>
<td>27</td>
</tr>
<tr>
<td>Insula (L)</td>
<td>−38</td>
<td>−4</td>
<td>−10</td>
</tr>
<tr>
<td>Inferior parietal gyrus (L)</td>
<td>−44</td>
<td>−37</td>
<td>42</td>
</tr>
<tr>
<td>Middle temporal gyrus (L)</td>
<td>−40</td>
<td>3</td>
<td>−24</td>
</tr>
<tr>
<td>Middle temporal gyrus (R)</td>
<td>50</td>
<td>−37</td>
<td>−2</td>
</tr>
</tbody>
</table>

as a t value above 2.44 (P < 0.01, uncorrected). We used MarsBar (http://marsbar.sourceforge.net) for extracting the FA and ADC values in the ROIs (region of interest) by two steps: firstly, ROIs were defined as regions in which the FA and ADC values of the SAD patients were abnormal from two-sample t-tests with a cluster size bigger than 50; secondly, values were extracted from FA or ADC map of each SAD patient separately and investigated the correlations between ROIs’ FA and ADC values and the score of LSAS in the SAD patients. Correlations were calculated using Pearson’s correlation analysis, and a P value less than 0.05 was considered significant.

3. Results

Age, sex, handedness, and education did not differ significantly between the SAD patients and HCs (Table 1). In comparison to the HCs, the SAD patients had decreased FA values in the white matter of the left insula, left inferior frontal gyrus, left middle temporal gyrus, and left inferior parietal gyrus (Figure 1; Table 2). The SAD patients also showed increased ADC values in the left and right inferior frontal gyrus, left and right middle temporal gyrus, left inferior parietal gyrus, and left insula (Figure 2; Table 2). In addition, we found a negative correlation between the decreased FA values in the left insula and the total LSAS scores of the SAD patients (r = −0.504, P = 0.033) and a trend of negative correlation between FA values and the left inferior frontal gyrus (r = −0.414, P = 0.087); there was a positive correlation between the increased ADC values in the left inferior frontal gyrus and the total LSAS scores of the SAD patients (r = 0.558, P = 0.016) (Figure 3).

4. Discussion

Few studies have examined the brain white matter in SAD patients. The preliminary findings provided evidence of abnormal white-matter microstructure in SAD patients, as inferred from the DTI results. Specifically, the findings of this study were as follows: (1) the SAD patients showed decreased FA values in the left insula, left inferior frontal gyrus, left middle temporal gyrus, and left inferior parietal gyrus and a negative correlation between the decreased FA values in the left insula and the total LSAS scores; (2) the SAD patients also showed increased ADC values in the left insula, left and right inferior frontal gyrus, left and right middle temporal gyrus, and left inferior parietal gyrus and a positive correlation between the increased ADC values in the left inferior frontal gyrus and the total LSAS scores.

These findings corroborate the findings of prior studies, which reported functional abnormalities in the corticolimbic circuits of SAD patients [8–10]. In this study, significant
white-matter abnormalities were observed on both sides of the frontal cortex of the subjects with SAD. A recent study on SAD conducted using social anxiety imagery condition showed several regions of altered regional cerebral blood flow (rCBF)/activation [19]. Changes in rCBF/activation were also noted following pharmacotherapy. A recent PET study showed that the anticipatory anxiety in SAD subjects was associated with decreased bilateral frontal activation [20]. Another recent SAD study revealed a significant positive correlation between the resting perfusion values and the total LSAS scores at the left frontal cortex [21]. A review of the role of the medial frontal cortex (MFC) in social cognition by Amodio and Frith [22] suggests that the anterior rostral MFC plays a role in social cognition by integrating the afferents from the posterior rostral MFC (involved in the monitoring of action) and the orbitofrontal cortex (involved in the monitoring of reward or punishment). The medial prefrontal cortex is hypothesized to play a role in the inhibition or extinction of excessive corticolimbic activity in patients with anxiety disorders [23]. If this is the case, then frontal findings from this study may indicate dysfunction in the cortical regions of the SAD patients, which contribute directly to the etiology of SAD.

The insula is associated with strong emotional responses, such as disgust [24, 25] as well as the representation of visceral sensation [26], and might play a role in several anxiety disorders [27]. In this study, the FA and ADC values in the left insula of the SAD patients were significantly lower and higher, respectively, than the corresponding values in the HCs. In addition, this result was also strengthened by the independent finding of a correlation between the total LSAS score and FA value in the SAD group. Insula activation results for SAD patients were found to be different from those for the HCs, which paralleled the results of previous studies [10, 28]. Interestingly, there is evidence that brain activation in response to threatening faces in SAD patients differs greatly from the activation in HCs when facial emotional expressions are task irrelevant, which suggests an automatic processing of facial anger cues in SAD patients [10]. The functional and structural abnormalities in SAD patients may affect their social cognitive processing circuits. We speculated that insula abnormalities were one of the neurobiological mechanisms. In addition, a recent study found that if the anterior insula participated in anticipatory processing [29], then abnormalities in the white matter of the insula may be interpreted as neural mechanism for symptom of anticipatory anxiety in SAD patients.

Our study reported abnormalities in the white matter of the middle temporal gyrus and inferior parietal gyrus in subjects with SAD. Many studies have revealed that, in the temporal cortex of monkeys and humans, the temporoparietal junction, which is located primarily in the superior temporal sulcus (STS) region, is activated by movements of the eyes, mouth, hands, and body, suggesting that this junction is
involved in the analysis of biological motion [25, 30]. STS, the core system perceptual area, has been associated with the perception of expression [31, 32], the evaluation of the intentions and personality traits of others [32, 33], and, more generally, the social evaluation of others [34]. Face recognition and analysis of facial expression form an important part of everyday interactions among humans. Previous studies have suggested that SAD patients show biased processing of emotional expressions and personality traits, resulting in the fear of social interaction [35, 36]. A significant behavioral effect while processing socially relevant stimuli, face processing in particular, has been shown in previous studies. Specifically, behavioral studies have reported that SAD patients tend to judge neutral faces negatively [37], remember critical faces better than accepting ones [38], and scan faces with a different pattern of eye movements than that used by the HCs [36]. These results suggest that SAD view still images of faces with a negative or wary attitude. Straube et al. found that in a comparison of angry versus neutral faces in an implicit task, activation of the STS region in the SAD patients was stronger than that in the HCs [10]. These results suggest a specific pattern of activity in the different parts of the distributed neural system for face perception in SAD patients. Abnormalities in the above-mentioned neuroanatomical regions may supply the neurobiological basis for biased processing of information in SAD patients.

It is particularly interesting that all of significantly decreased FA regions occurred in the left hemisphere including the left insula cortex, left inferior frontal gyrus, left inferior parietal gyrus, and left middle temporal gyrus in the SAD patient group. The possible lateralization of emotion was found in brain structures, such as the frontal cortex, the amygdala, and insular cortex in a previous meta-analysis of neuroimaging studies [39]. Our results were also consistent with recent functional neuroimaging studies showing an overall lateralization of cortex and limbic system activations to the left hemisphere, particularly for corticolimbic circuits [40]. Further studies specifically designed to examine whether the lateralization of the function and structure exists and how it works in SAD patients would be helpful to clarify the disease etiology.

The current study had a number of limitations. Firstly, the patient group was interviewed using the Structured Clinical Interview for the Diagnosis of Axis-I Disorders, but they were not classified into general SAD or specific SAD groups. Secondly, while the 2 groups of subjects were comparable with respect to age, gender, and level of education, the comparability of the 2 groups for other potentially confounding factors, such as socioeconomic status, was not assessed. Finally, it needs to be noted that this study used a low significance threshold for a whole-brain, voxel-wise analysis ($P < 0.01$ uncorrected). Although this situation was not ideal, we believed...
that we were still able to perform a comparison of 2 reasonably well-defined groups. The emphasis in this analysis was to maximize sensitivity and to use a less strict threshold so as to avoid overlooking significant findings. Future studies with larger sample size may help to see whether there would be more robust result for SAD patients concerning white-matter abnormalities. Despite these limitations, we believe that our findings will contribute to the growing literature on the imaging studies of anxiety disorders.

5. Conclusion

This study showed several brain-lobe abnormalities in the white matter of the SAD patient group. These findings were parallel to those of previous studies that showed functional abnormalities in these regions; the findings were also consistent with the hypothesized role of these regions in the modulation of excessive limbic activity in anxiety disorders. The left insula and the left inferior frontal gyrus in SAD patients showed a significant correlation between the total LSAS score and the FA or ADC values, which may point to the defective perception of self and others in these patients. Future studies with tractography would provide more information referring to the disruption of corticolimbic circuits in SAD patients.
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Figure 3: (a) A cluster in the left insula region with a significant negative correlation between the FA values and the total LSAS scores. (b) A cluster in the left inferior frontal region with a trend of a negative correlation between the FA values and total LSAS scores. (c) A cluster in the left inferior frontal region with a significant positive correlation between the ADC values and the total LSAS scores.
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Background. Previous volume-based regional homogeneity (ReHo) studies neglected the intersubject variability in cortical folding patterns. Recently, surface-based ReHo was developed to reduce the intersubject variability and to increase statistical power. The present study used this novel surface-based ReHo approach to explore the brain functional activity differences between first-episode, drug-naïve MDD patients and healthy controls.

Methods. Thirty-three first-episode, drug-naïve MDD patients and 32 healthy controls participated in structural and resting-state fMRI scans. MDD patients were rated with a 17-item Hamilton Rating Scale for Depression prior to the scan.

Results. In comparison with the healthy controls, MDD patients showed reduced surface-based ReHo in the left insula. There was no increase in surface-based ReHo in MDD patients. The surface-based ReHo value in the left insula was not significantly correlated with the clinical information or the depressive scores in the MDD group.

Conclusions. The decreased surface-based ReHo in the left insula in MDD may lead to the abnormal top-down cortical-limbic regulation of emotional and cognitive information. The surface-based ReHo may be a useful index to explore the pathophysiological mechanism of MDD.

1. Introduction

Major depressive disorder (MDD) is characterized by cognitive deficits, functional disability, and pervasive negative feelings, such as sadness, anxiety, dysphoria, anhedonia, sleep abnormalities, and feelings of worthlessness [1]. MDD patients have deficits in emotional self-regulation and are prone to negative emotion bias toward life events [2]. Researchers have used behavioral, neurochemical, and electrophysiological approaches to explore the pathophysiology of depression, but the mechanisms of pathophysiology are still unclear.

Most recently, resting-state fMRI (RFMRI) has been widely used to study the functional brain abnormalities of MDD, given the highly synchronous nature of spontaneous low-frequency oscillations (0.01–0.08 Hz) in motor cortices [3]. Of the many RFMRI approaches, regional homogeneity (ReHo) has attracted substantial attention in research studies. ReHo employs Kendall’s coefficient of concordance (KCC) to measure the functional coherence of a given voxel with its nearest voxels in a voxelwise analysis; it assumes that the spontaneous neural activity of a given voxel is similar to its neighbors [4–6]. ReHo reflects the temporal homogeneity of the regional blood oxygen level dependent (BOLD) signal. Thus, an abnormal ReHo may be related to changes in temporal spontaneous neural activity of a certain region [4].

Various studies explored spontaneous brain activity in MDD with the volume-based ReHo approach. The MDD group included medicated and unmedicated patients and showed decreased ReHo mainly in the frontal and limbic lobes and the basal ganglia [7]. Given that the MDD group included some medicated patients, the results could not
were interviewed with the Structured Clinical Interview for DSM-IV for nonpatient version (SCID-I/NP). All healthy controls were free of depression or other psychiatric or neurological illness and had no history of head injury and alcohol or drug abuse.

All MDD patients and healthy controls were right-handed. Written informed consent was obtained from each participant. The Medical Research Ethics Committee of the First Hospital of Shanxi Medical University approved this study.

2.2. Data Acquisition. Participants were scanned by the 3.0T Siemens Trio scanner. During the scanning, participants laid supine in the scanner with their heads fixed with foam pads to decrease head motion and reduce scanner noise. They were informed to close their eyes and remain awake while moving as little as possible. The scanning sessions included the following: (i) three-dimensional T1-weighted whole-brain images: 3D-MPRAGE sequence, TR/TE = 2300/2.95 ms, 160 slices, thickness/gap = 1.2/0.6 mm, FOV = 226 × 240 mm, matrix = 240 × 256, and flip angle = 9° and (ii) the resting-state fMRI image: echo planar imaging (EPI) pulse sequence, 32 slices, TR/TE = 2000/30 ms, thickness/gap = 3/1 mm, matrix = 64 × 64, FOV = 240 × 240 mm, flip angle = 90°, and 212 volumes.

2.3. Data Preprocessing. The Connectome Computation System (CCS: http://lfcd.psych.ac.cn/ccs.html) carries all steps of preprocessing both the structural and functional image preprocessing [16]. The structural image processing included the following steps: (1) the MR image denoise with a spatially adaptive nonlocal means filter [18, 19], (2) reconstruction of cortical surface, (3) segmentation of the cerebrospinal fluid (CSF), white matter (WM), and gray matter (GM) volumetric structures, (4) estimation of a triangular mesh tessellation over the GM-WM boundary and the mesh deformation to produce a smooth representation of the GM-WM interface (white surface) and the GM-CSF interface (pial surface) spatial normalization from individual native space to fsaverage stereotaxic space, (5) correction of topological defect on the surface, (6) inflation of individual surface mesh into a sphere, and (7) estimation of the deformation between the resulting spherical mesh and a common spherical coordinate system. The functional image preprocessing included (1) drop of the first five volumes, (2) slice timing correction, (3) 3D motion correction, (4) 4D global mean-based intensity normalization (mean intensity: 10,000), (5) nuisance regression (the WM and CSF mean time series and the Friston-24 motion correction), (6) 4D band-pass filtering (0.01–0.1 Hz), (7) removal of linear and quadratic trends, (8) coregistration between individual structural and functional images by the GM-WM boundary-based registration (BBR) algorithm [21], and (9) projection of the individual preprocessed 4D RFMRI time series onto a standard cortical surface fsaverage5.

Following the preprocessing, a data quality control procedure (QCP) was conducted. The QCP of structural images included visual head motion inspection, tissue segmentation, and pial and white surface reconstruction.
The QCP of functional images included steps of checking of the minimal cost of coregistration (mcBBR) and the root mean square of framewise displacement (rmsFD) http://lfcd.psych.ac.cn/ccs/QC.html.

2.4. Surface-Based ReHo Analysis. Surface-based ReHo analysis was performed with the CCS. Details of the analysis can be found in our recent study [16]. The individual preprocessed R-FMRI data was projected into the fsaverage5 (FREESURFER 5.1) surface space. For each vertex of the surface space, the corresponding coordinates were computed in anatomical and functional space, and then the trilinear interpolation was used to interpolate the fMRI values [16]. Surface-based ReHo was calculated by Kendall's coefficient of concordance of the time series of a given vertex with those of its nearest neighbors. This computational procedure was repeated for all vertices in surfaces of both hemispheres to produce vertexwise KCC-ReHo surface maps, which are denoted 2-dimensional ReHo (2dReHo). When 7 nearest neighbors were used to explore the 2dReHo, we call it 2dReHo. Moreover, we also used a broader range of 19 neighbors to calculate 2dReHo and named it 2dReHo2. The individual 2dReHo maps were smoothed with a Gaussian kernel of 6 mm full-width half-maximum for subsequent statistical analyses.

2.5. Statistical Analysis. Unpaired two-sample t-tests were performed to compare age and years of education. A chi-square test was used to compare the gender ratio between the two groups. Voxelwise one-way ANCOVA tests (covariates: age, sex, years of education, mcBBR, and rmsFD) were performed to explore the 2dReHo differences between the MDD and healthy controls. The Pearson correlation coefficients between each vertex on the surface and demographic and clinical variables were calculated. We employed a cluster-level familywise error (FWE) correction for multiple comparisons [22]. Specifically, given a vertexwise statistical parameter map, a vertexwise P value (i.e., uncorrected $P < 0.01$) was first assigned to form clusters across the entire hemisphere. Based upon the distribution of spatial extents of the survived clusters, an implicit cluster size or extent was generated to achieve the final corrected $P$ value (here, $P < 0.05$) for controlling the FWE.

3. Results

3.1. Participants. Participants' characteristics are shown in Table 1. The two groups were matched by age, gender ratio, and years of education. Moreover, age at illness onset, illness duration, and HRSD score of MDD patients are also included in Table 1.

3.2. Surface-Based ReHo Differences between MDD and Healthy Controls. Across the cortical surface, no significant differences were found between the MDD patients and healthy controls for the global mean ReHo or ReHo2 (Table 1). Moreover, MDD patients had a significant decrease in ReHo and ReHo2 in the left insula when compared with healthy controls (Figure 1). There was no increase in ReHo or ReHo2 in MDD patients.

3.3. Correlation Analysis. For MDD group, there were no significant correlations between age/years of education with left insula ReHo values (age: $P = 0.26$ and $P = 0.26$ for ReHo and ReHo2; years of education: $P = 0.81$ and $P = 0.68$ for ReHo and ReHo2, resp.). Moreover, no significant correlations were found between the left insula ReHo values and the patients' age at illness onset ($P = 0.24$ and $P = 0.25$), illness duration ($P = 0.90$ and $P = 0.99$), or the HRSD total score ($P = 0.41$ and $P = 0.43$).

We also calculated the correlations between global ReHo values and the age and years of education. For MDD group, no significant correlations were found between age/years of education and global ReHo values (age: $P = 0.36$ and $P = 0.44$ for ReHo and ReHo2; years of education: $P = 0.43$ and $P = 0.40$ for ReHo and ReHo2). For healthy control group, there were also no significant correlations between age/years of education and global ReHo values (age: $P = 0.25$, $P = 0.29$ for ReHo and ReHo2; years of education: $P = 0.72$, $P = 0.72$ for ReHo and ReHo2).

4. Discussion

To the best of our knowledge, this is the first study of surface-based ReHo in MDD. The present results reveal that MDD patients show decreased surface-based ReHo in the left insula; no significant correlations were found between the surface-based ReHo value in the left insula and the clinical characteristics of MDD.

The present surface-based ReHo results are more concise and partly supported by previous volume-based ReHo studies in MDD [8, 10]. Our previous volume-based ReHo study found that first-episode, drug-naive MDD patients had decreased volume-based ReHo in the right insula cortex [10]. Different approaches may be the main reason for the differences across studies. Moreover, the participants and the scanning parameters were also different. The present results are supported by a recent meta-analysis of resting-state brain activity in MDD [23]. This meta-analysis included resting-state fMRI studies analyzed by volume-based ReHo and independent component analysis, as well as several PET studies of MDD; the results revealed that MDD patients had lower brain activity in left insula in comparison with healthy controls [23].

Located among the frontal, temporal, and parietal lobe and limbic regions, insula cortex is considered as an integration center of external events and internal cognitive processing [24, 25] and plays important role in various emotional and cognitive functions [26]. Compared with healthy controls, MDD patients had decreased activation in the left insula in a series of emotion-related tasks [27–29]. Recent RFMRI studies also reported decreased functional connectivity between the left insula and the bilateral amygdala [30] and the insula cortex and the subgenual anterior cingulate cortex [31] in MDD patients. Another RFMRI study further revealed that nonrefractory depression
Table 1: Participants information.

<table>
<thead>
<tr>
<th></th>
<th>MDD ($N = 33$)</th>
<th>Health control ($N = 32$)</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>34.18 (10.96)</td>
<td>34.56 (9.92)</td>
<td>0.88*</td>
</tr>
<tr>
<td>Gender (male/female)</td>
<td>13/20</td>
<td>13/19</td>
<td>0.92^b</td>
</tr>
<tr>
<td>Years of education</td>
<td>13.18 (3.09)</td>
<td>13.72 (2.93)</td>
<td>0.48*</td>
</tr>
<tr>
<td>Illness onset age</td>
<td>33.91 (10.92)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illness duration (month)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HRSD</td>
<td>20.16 (3.22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mcBBR</td>
<td>0.59</td>
<td>0.60</td>
<td>0.82^a</td>
</tr>
<tr>
<td>rmsFD (mm)^c</td>
<td>0.14</td>
<td>0.14</td>
<td>0.55^c</td>
</tr>
<tr>
<td>Global ReHo</td>
<td>0.67</td>
<td>0.66</td>
<td>0.51^a</td>
</tr>
<tr>
<td>Global ReHo2</td>
<td>0.52</td>
<td>0.52</td>
<td>0.63^a</td>
</tr>
</tbody>
</table>

MDD: major depressive disorder; HRSD: Hamilton Rating Scale for Depression. The values in brackets are standard deviations.

*Obtained by two-sample t-test. ^b Obtained by chi-square test; ^c rmsFD is the root mean square of the framewise displacement for in-scanner head motion.

Figure 1: MDD patients showed lower vertexwise functional homogeneity in left insula ((a) 2dReHo and (b) 2dReHo2) compared to healthy controls.

was associated with decreased functional connectivity in the limbic-striatal-pallidal-thalamic circuits, of which the insula is an important part [32]. A recent meta-analysis focusing on cortical-subcortical interactions in emotion demonstrated that the insula is activated across all basic and social emotions [33]. Two other reviews also highlighted the insula as an important region involved in emotional processing and the affective symptoms in MDD [34, 35]. Following a systematic review of the role of the insula cortex in MDD, researchers proposed that, due to the neuroanatomical connections, the insula might also be part of the frontolimbic network [36]; this network plays a very important role in emotion regulation. The decreased activity in the insula cortex of MDD may lead to somatic complaints, emotional dysfunctions, and the negative bias in explaining life events [31]. The abnormal activity of the corticolimbic network leads to the disruptions of top-down processing, which is thought to mediate pervasive emotions of sadness and negative affect in MDD patients.

Recent neuroanatomical and neurochemical studies reveal that the insula cortex plays an important role in the pathophysiology of MDD. MDD patients show significantly
MDD patients also show lower fractional anisotropy in the left insula compared to healthy controls [40]. Several positron emission tomography (PET) studies found that MDD patients showed increased 5-HTT binding potential [41], decreased binding of the metabotropic glutamate receptor [42], and lower rCBF levels [43] in the insula cortex compared to healthy controls.

The correlation analysis shows that the surface-based ReHo value in the left insula cortex was not significantly correlated with the clinical variables and the depressive symptoms. Of the previous volume-based ReHo studies in MDD, only one study reported correlations between the ReHo value in the right insula and the severity of anxiety [7]; several other studies did not find significant correlations between the ReHo values and the clinical variables, as well as the HRSD score in first-episode and drug-naïve MDD [10], early-onset and late-onset drug-naïve MDD [12], TRD [8], and late-life depression [44]. The structural imaging studies also provided inconsistent results. No significant correlations were found between insula volume and the severity of depressive symptoms [37], while significant correlations were reported between the insula cortex and the Beck Depression Inventory, the Hamilton Depression Rating Scale, and the Snaith-Hamilton Pleasure Scale in MDD patients [45]. Together with these correlation results, the correlations between the ReHo values in the potential biomarker regions and the depressive symptoms still require further exploration.

Although the present study focused on the surface-based ReHo, we also analyzed the volume-based ReHo in the same cohort of participants. With the same covariates (age, sex, years of education, mcBBR, and rmsFD) and the same statistical criteria (corrected, \(Z = 2.3, P < 0.05\)), we found no significant clusters between MDD and healthy controls with volume-based ReHo approach. Some technical and methodological reasons may result in the differences between surface- and volume-based ReHo approaches. Firstly, the volume-based ReHo measures local signal synchronization in both gray and white matter, while the surface-based ReHo measures mostly the gray matter local synchronization signals. Therefore, the volume-based ReHo may include some artificial signals from white matter. Secondly, for 2dReHo and 3dReHo, although we try to keep the same length of neighbors for a certain vertices or voxel, the number of neighbors is different; the 2dReHo1 and 2dReHo2 calculation recruits 6 and 19 neighbors, respectively, while the 3dReHo recruits 26 neighbors. Moreover, the mask templates are different (MNI 152 3 mm standard volume for 3dReHo, while fsaverage5 4 mm resolution standard space for 2dReHo). These factors may influence the results in some degree. Thirdly, on the cortical surface, the intersubject variability in anatomy and the intersubject registration in both brain structure and function may be estimated more accurately [16]. Finally, previous volume-based neuroimaging studies consider that some subcortical regions (amygdala and thalamus) play important role in emotional circuit [46, 47]; however, the present surface-based ReHo only investigates the cortical regions; therefore it cannot reveal the differences in subcortical regions between healthy controls and MDD.

Although the present surface-based ReHo revealed interesting results, this study also had several limitations. First, previous findings suppose that MDD patients show deficits in the prefrontal-amygdala-pallidostriatral-medialthalamic mood regulating circuit [46, 47]. Given that the present surface-based ReHo approach focuses only on the cortical cortex, we did not examine the surface-based ReHo in the subcortical cortex, which are important regions of the mood regulating circuit. Second, the present study did not include neuropsychological tasks, specifically, the emotion processing related tasks. Including these tasks may help to determine whether the first-episode, drug-naïve MDD patients show deficits in the corresponding behavioral levels.

In conclusion, the present study revealed decreased surface-based ReHo in the left insula in MDD patients. The abnormal activity in the left insula may lead to the abnormal top-down cortical-limbic regulation of the emotional and cognitive based information. Moreover, no significant correlations were found between the surface-based ReHo value in the left insula and the age, years of education, age of illness onset, illness duration, and HRSD score in MDD patients.
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The presence of psychotic features in the course of a depressive disorder is known to increase the risk for bipolarity, but the early identification of such cases remains challenging in clinical practice. In the present study, we evaluated the diagnostic performance of a neuroanatomical pattern classification method in the discrimination between psychotic major depressive disorder (MDD), bipolar I disorder (BD-I), and healthy controls (HC) using a homogenous sample of patients at an early course of their illness. Twenty-three cases of first-episode psychotic mania (BD-I) and 19 individuals with a first episode of psychotic MDD whose diagnosis remained stable during 1 year of follow-up underwent 1.5T MRI at baseline. A previously validated multivariate classifier based on support vector machine (SVM) was employed and measures of diagnostic performance were obtained for the discrimination between each diagnostic group and subsamples of age- and gender-matched controls recruited in the same neighborhood of the patients. Based on T1-weighted images only, the SVM-classifier afforded poor discrimination in all 3 pairwise comparisons: BD-I versus HC; MDD versus HC; and BD-I versus MDD. Thus, at the population level and using structural MRI only, we failed to achieve good discrimination between BD-I, psychotic MDD, and HC in this proof of concept study.

1. Introduction

Mood disorders share a large number of clinical and neurobiological features. The nonspecificity and variability of symptoms over time are frequent causes of misdiagnosis in patients with bipolar disorder (BD) [1, 2]. Although more frequent in BD, psychotic symptoms may be present in some patients with major depressive disorder (MDD) [3]. Nevertheless, epidemiological studies have shown that
patients presenting depressive episodes with psychotic features are at increased risk for developing BD [2, 4]. Thus, a medical tool that reliably differentiates patients with psychotic MDD from BD at an early stage of the illness would be highly useful to aid psychiatrists to improve diagnostic accuracy and, consequently, treatment response and prognosis in the clinical practice.

Neuroanatomical pattern classification is a relative new technique that holds promise in solving diagnosis and outcome issues in psychiatry [5]. This new method for brain image analysis allows voxelwise between-group comparisons and classification of scans at an individual basis [5, 6]. Given the multivariate nature of their statistical approach, and the possibility to employ both linear and nonlinear analysis models, these techniques afford improved sensitivity to uncover complex morphological brain differences in comparison to other voxelwise methods [7]. Moreover, once the pattern of abnormalities which better discriminates two groups is defined, this morphological signature can be used to classify images at an individual basis, and measures of diagnostic accuracy (DA) can be obtained [5, 6].

Up until now, a limited number of magnetic resonance imaging (MRI) studies have investigated the usefulness of pattern classification methods in the evaluation of affective disorders, producing variable results. Most studies implemented functional MRI (fMRI) to investigate neuroanatomical classifiers in groups of depressed patients and healthy controls (HC). Such studies have shown diagnostic accuracies (DA) as higher as 82% [8–12]. Regarding BD, investigations are still scarce. In a fMRI study, Costafreda et al. [13] applied a classifier based on support vector machine (SVM) in the discrimination between BD versus schizophrenia (SZ) versus HC and found that SZ were more correctly identified (AD = 92%) than BD (AD = 79%). Three fMRI studies investigated the use of pattern classification approaches to discriminate depressive BD and MDD [14–16]. Although two of those studies [15, 16] have shown good DA (up to 90% in Grotegerd et al. [15]), Mourão-Miranda et al. [14] have found no statistically significant DA to discriminate MDD from depressive BD.

Few studies have investigated the usefulness of pattern classification methods based on structural MRI in mood disorders, with inconsistent results. Liu et al. [17] found that MDD patients with and without resistance to pharmacological treatment could be discriminated from each other, as well as from HC, with fair accuracies as higher as 82%. In a sample of drug-naïve patients with MDD submitted to MRI scans before starting antidepressant treatment, Gong et al. [18] found that grey matter (GM) could discriminate patients from HC with suboptimal DA of 67% (refractory MDD) and 76% (nonrefractory MDD); white matter (WM) was statistically significant only for discriminating nonrefractory patients, with DA of up to 84%. Investigating whole-brain structural neuroanatomy as a diagnostic biomarker, Costafreda et al. [19] obtained a modest DA of 67.6% in the discrimination between MDD patients and HC using a SVM-based classifier. Qiu et al. [20] studied a group of drug-naïve patients presenting a first-episode of MDD (n = 32) versus HC (n = 32) with a SVM classifier and different combinations of morphometric features. The authors reported overall modest classification accuracies ranging from 50% to 78% depending on the combination of features employed [20]. Only one morphometric MRI study has applied pattern classification techniques in BD, comparing two independent samples of patients with BD type I (BD-I) versus HC [21]. The authors found modest DA of up to 73% in the differentiation between BD-I patients versus HC when the classification was performed with the GM and 78% for the analysis based on the WM. However, the two samples were composed of chronic medicated patients, and such results should be interpreted with caution.

Differences in the pipelines for image processing, feature extraction/dimensionality reduction, and pattern recognition methods might at least partly account for the discrepancies observed across studies using pattern classification techniques in neuropsychiatric disorders [6]. Another potential factor associated to this variability of results is the widespread adoption of unsystematic single-diagnosis approach for the definition of the groups under study, which limits the validity of the categories that will be informed to the classifier [22]. An additional issue that might also contribute for the heterogeneity of findings is the occurrence of selection bias. In this regard, it is relevant to note that none of the investigations of affective disorders employing neuroanatomical pattern classification to date have employed population-based approaches. In population-based studies, epidemiological methods are used to identify and recruit representative samples of cases and demographically matched controls from the same, circumscribed geographical area. The use of such designs reduces selection biases by ensuring that control individuals truly represent the population from which the cases came from [23, 24].

To the best of our knowledge, no study to date has investigated the diagnostic performance of a neuroanatomical classifier in the discrimination of patients with a first-episode of mania from individuals presenting their first-episode of psychotic MDD. Moreover, most studies evaluating pattern classification methods in mood disorders to date have used fMRI, which has a relatively complex implementation and is less available in the clinical practice when compared to 1.5 T structural MRI.

In this proof of concept morphometric MRI study, a sample of individuals with first-episode of psychotic mania (BD-I) and psychotic MDD and a group of demographically matched controls were recruited from the same defined geographical area using an epidemiologic approach. All subjects were followed up naturalistically over a 1-year period, with reinterviews carried out for diagnostic confirmation. A support-vector machine (SVM) classifier was employed to ascertain how distinguishable are BD-I with psychotic features and psychotic MDD at the time of first-presentation using the widely available T1-weighted MRI data. The SVM method applied here has been used in a number of previous investigations of neuropsychiatric disorders, showing consistent results [25–27].
2. Materials and Methods

2.1. Participants and Design. Patients fulfilling Diagnostic and Statistical Manual for Mental Disorders, 4th edition, (DSM-IV) [28] criteria for a first-episode of mania (BD-I) or a first-episode of psychotic unipolar depression (psychotic MDD) were selected from a large sample of first-episode psychosis individuals who took part in a population-based case-control study investigating the incidence of psychotic disorders in a circumscribed region of São Paulo city, as previously described [29, 30]. In the original epidemiological investigation, cases were identified by active surveillance of all people that made contact for the first time with the mental healthcare services for that region between 2002 and 2005 due to a DSM-IV defined psychotic disorder, regardless of its severity (both outpatients and inpatients were recruited), duration of illness, or compliance to treatment. Patients with psychotic disorders due to a general medical condition or substance-induced psychosis were excluded. The research team provided general guidance to patients but they were referenced to treatment at the health services located in the geographical region where they lived. Both patients and controls were reinterviewed after 1 year of followup for clinical assessment and diagnostic confirmation.

Other inclusion criteria for both cases and controls were (a) current age between 18 and 50 years; (b) residence for 6 months or more in defined geographic areas of São Paulo. The exclusion criteria consisted of (a) history of head injury with loss of consciousness; (b) presence of neurological disorders or any organic disorders that could affect the central nervous system; (c) moderate or severe mental retardation; and (d) contraindications for MRI scanning.

In the present investigation, we included the cases diagnosed as having a first-episode of psychotic mania or a first-episode of psychotic MDD according to the Structured Clinical Interview for DSM-IV (SCID) [31] at the time of initial evaluation and who have shown diagnostic stability (i.e., BD-I and MDD diagnoses) over the 1 year of followup. At baseline, 24 cases initially fulfilled criteria for BD-I with psychotic features (23 for first-episode of mania and 1 for psychotic bipolar depression), and 25 for first-episode of psychotic MDD. Over the follow-up period, from the 25 cases of psychotic MDD initially identified, 3 patients were reclassified as BD-I after presenting manic episodes, 2 as schizoaffective disorder, and 1 as delusional disorder. Thus, the final sample of affective disorders after the 1-year diagnostic reevaluation was formed by the following groups: 27 cases of BD-I (of whom 23 entered the study due to a first-episode of mania) and 19 individuals with psychotic MDD whose diagnosis remained stable over the 1-year follow-up period after the first-episode. Details about the other psychotic symptoms using the Psychosis Screening Questionnaire [33] and interviewed with the SCID for the assessment of other psychiatric disorders.

This approach resulted in an initial pool of 94 psychosis-free epidemiological controls eligible for the neuroimaging investigation [32].

Aiming at selecting homogeneous control samples to be used by the classifier against the patients, subsamples of HC (free of any Axis I disorder other than specific phobia, including lifetime substance misuse) matched for gender, age and handedness with psychotic BD-I and MDD subgroups were drawn from the total pool of controls. The matching was performed individually when possible, respecting the following hierarchical rank: gender, age, (within a 2-year range), and handedness. Moreover, as it has been shown that the larger the control sample, the higher the statistical power to detect between-group morphometric abnormalities in MRI studies [23, 34], we tried to select as many controls as possible for each comparison. Therefore, the following pairwise comparisons were carried out:

(i) first-episode psychotic mania (BD-I) (n = 23) versus matched HC (n = 33);
(ii) first-episode psychotic MDD (n = 19) versus matched HC (n = 38).
(iii) first-episode psychotic mania (BD-I) (n = 23) versus psychotic MDD (n = 19).

Local ethics committees approved the study, and all subjects provided informed written consent.

2.2. Clinical Assessment Scales. Both patients and controls were screened for substance use with the Alcohol Use Disorders Identification Test (AUDIT) [35] and the South West Questionnaire [36]; when appropriate, diagnoses of substance use disorders was made using the SCID. A general medical history, including medication use, was obtained directly with each participant or with his/her relatives and also through reviewing of medical records.

All clinical assessment tools, including the SCID, were administer to the participants both at baseline and at the 1-year follow-up evaluation.

2.3. Neuroimaging Data Acquisition and Analysis. Imaging data were acquired using two identical MRI scanners (1.5 T GE Signa scanner, General Electric, Milwaukee, WI, USA). Exactly the same acquisition protocols were used (a T1-SPGR sequence providing 124 contiguous slices, voxel size = 0.86 x 0.86 x 1.5 mm, TE = 5.2 ms, TR = 21.7 ms, flip angle = 20, FOV = 22 cm, matrix = 256 x 192 pixels). For the three pairwise comparisons conducted here, the number of subjects (%) acquired using Scanner number 1 are 13 (56.5%) BD-I versus 24 (72.7%) matched HC (χ² = 1.59, df = 1, P = 0.208); 10 (52.6%) psychotic MDD versus 25 (65.8%) matched HC (χ² = 0.92, df = 1, P = 0.336); and 13 (56.5%) BD-I versus 10 (52.6%) psychotic MDD (χ² = 0.064, df = 1, P = 0.801).

All images were visually inspected by an experienced radiologist with the purpose of identifying artifacts during image acquisition and the presence of silent gross brain
lesions. Five participants have been excluded from the original neuroimaging investigation on first-episode psychosis from which our sample was drawn due to motion artifacts [30].

The processing and analysis of the structural MRI dataset was performed using a routine previously described by our group [6]. Figure 1 summarizes the pipeline of image processing and analysis employed here.

Initially, the T1-weighted images were preprocessed as follows: skull-stripping; manual removal of the cerebellum in order to improve the tissue segmentation of the temporal lobe; and correction for signal inhomogeneities. The images were subsequently segmented into their 3 principal brain tissue compartments (GM, WM, and cerebrospinal fluid space) through an automated routine. Images were then spatially registered to a Montreal Neurological Institute (MNI) single-subject brain template through two steps (Figure 1). Firstly, an affine transformation was performed using the FLIRT (FMRIB’s Linear Image Registration Tool) tool of the FSL (FMRIB Software Library, http://www.fmrib.ox.ac.uk/fsl/flirt) in order to align the major brain structures to the MNI template and also to correct for differences in head positioning. Secondly, a robust method for elastic registration called Deformable Registration via Attribute Matching and Mutual-Saliency weighting (DRAMMS) [37] was employed. The deformation field resulting from the spatial registration of each T1-weighted image to the MNI template was applied to the segmented images in order to generate mass-preserved volumetric maps, named Regional Analysis of Volumes Examined in Normalized Space (RAVENS) maps of the GM, WM, and cerebrospinal fluid compartments [38]. An automated algorithm was used to isolate the cerebral ventricles (lateral ventricles and third ventricle) from the remaining cerebrospinal fluid space, resulting in a ventricular RAVENS map. In the RAVENS maps, the tissue density reflects the amount of tissue present in each subject’s image at a given location, after mapping to the standardized template space [38]. Thus, a region of decreased density indicates a reduced volume in this structure, for example. Lastly, the RAVENS maps (GM, WM, and ventricles) were corrected for the total brain volume (given by the sum of all voxels of brain tissue and cerebrospinal fluid space) and smoothed with 8 mm Gaussian kernels.

The GM, WM, and ventricular RAVENS maps were used as inputs for a previously described and validated SVM-based pattern classifier named Classification of Morphological Patterns Using Adaptive Regional Elements (COMPARE) [7] (https://www.rad.upenn.edu/sbia/software/index.html#compare). In this method, voxelwise correlations between RAVENS maps and group membership are used to identify voxels that are candidates to be useful for intergroup discrimination. To achieve the necessary dimensionality reduction, a watershed segmentation algorithm is then used to group voxels into regional clusters and to identify the most relevant features to classification (group discrimination) [7]. This approach also works as an initial feature selection step, reducing the initial dimensionality of the data from millions of variables to a relatively small set of regional volumetric measurements, which the subsequent classifier can handle successfully. In order to improve the spatial consistency of the watershed-derived regional volumetric elements and also to minimize the inclusion of voxels not relevant for the classification (which might reduce the discriminative power), the degree of agreement among all features in its spatial neighborhood is computed by an intraclass correlation coefficient, and a region-growing method based

**Figure 1:** Routine employed for the processing and analysis of T1-weighted MRI images.
on the Pearson correlation coefficient is employed [7]. Here, the voxel with the highest discriminative power in each watershed-derived region is first selected, and the neighboring voxels are included as long as their inclusion will not decrease the discriminative power of the regional feature. Finally, a feature-selection technique based on SVM criteria is used to select a subset of the top-ranked features that optimizes the performance of the classifier, constituting the “morphological signature” of each group under study which is used by the classifier [7]. The COMPARE classifier, then, employs a nonlinear SVM method to assign a class label to each image under study (individual classification of the MRI scans) through a Gaussian radial basis function kernel.

Although other theoretical frameworks for pattern recognition analyses are available [10, 21], SVM with sufficient dimensionality reduction is currently one of the most widely employed pattern classification models in the study of neuropsychiatric disorders [5, 6]. SVM is a powerful pattern classification method that works to find a line or “decision boundary” that better separates two groups [39]. This boundary may be depicted either by a hyperplane—in the case of linear classifiers—or by a more general hypersurface—when a nonlinear SVM is used—in the high-dimensional feature space where the vectors representing each brain under study are projected [39]. Differently from other hyperplane-based classifiers, however, the SVM focuses its analysis on those brains (or vectors) that are more closely located to or on the hypersurface separating the two groups, which are called the “support vectors,” maximizing the distance between the nearest vectors of the two groups. Thus, a SVM classifier inherently focuses on subtle between-group morphological differences and not on gross differences that are easily identifiable [39].

For each of the two-group comparisons, the diagnostic performance of the COMPARE classifier was estimated using the leave-one-out crossvalidation (LOOCV) method. In each LOOCV experiment, one subject was first selected as a testing subject, and the remaining subjects were used for the entire adaptive regional feature extraction, feature selection, and training procedure. Then, the classification result on the testing subject using the trained SVM classifier was compared with the ground-truth class label, to evaluate the classification performance. By repeatedly leaving each subject out as a testing subject, we obtained the average classification rate from all of these LOOCV experiments [7].

After LOOCV, high-dimensional spatial maps of the brain regions that constitute the patterns of brain tissue distributions characteristics of the three SVMs were generated by COMPARE as previously described and validated [7]. This spatial feature map shows how frequently a particular region/feature was selected during all the LOOCV tests, displaying regional brain volume changes as one follows the path of the abnormality score from positive (patient-like) to negative (control-like). A scale ranging from 0 to 1 is set for each region, reflecting the relative importance for between-group discriminations based on the LOOCV experiments [7]. It is important to notice, however, that the discriminative morphological pattern generated by the classifier reflects a set of brain regions needed for between-group classification, but not necessarily all areas of regional brain volume differences between the groups under study.

2.4. ROC Curve Analysis. The classification scores obtained by the COMPARE analyses were evaluated using a receiver operating characteristic (ROC) curve aiming to visualize the diagnostic performance of the classifier in each of the pairwise comparisons and to calculate the area under the curve (AUC).

Indices of diagnostic performance such as DA (overall classification rate), sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) were calculated using a 2 × 2 contingency table. In the ROC curves, the individual Z scores obtained by the SVM classifier were plotted in a graph according to the true positive rate (y-axis, corresponding to the sensitivity measure) versus false positive rate (x-axis, corresponding to 1-specificity) generated in the group classification [40]. This procedure allowed us to adjust the threshold used by the SVM classifier according to the desired sensitivity/specificity relationship. We will report herein the sensitivity and specificity values observed when the highest classification accuracy was achieved.

The AUC measure of a classifier is equivalent to the probability that the classifier will rank a randomly chosen (truly) positive diagnosis higher than a randomly chosen negative diagnosis [40]. Thus, the AUC provides an estimate of the discriminative power of the classifier for a given condition, regardless of both the chosen threshold (classifier’s score which separates the 2 groups under study) and the sample size of each group.

3. Results

3.1. Demographic and Clinical Details. Demographic and clinical data for the psychotic BD-I and MDD groups, as well as for the two subsamples of matched controls are summarized in Table 1.

More patients with psychotic MDD were using antipsychotic and antidepressant agents at the day of MRI scanning relative to the BD-I group, whereas more individuals with BD-I were taking mood stabilizers. Also, 3 MDD patients were left-handed, whereas all BD-I individuals were right-handed (Table 1).

3.2. Diagnostic Performance of the Classifier. Table 2 shows the measures of diagnostic performance for the three pairwise comparisons: psychotic BD-I versus controls, psychotic MDD versus controls, and psychotic BD-I versus psychotic MDD. The ROC curves for each of these comparisons are depicted in Figures 2, 3, and 4 (resp.).

The SVM classifier attained poor discrimination in the pairwise comparisons between first-episode of psychotic mania versus controls (DA = 66.1%) (Table 2 and Figure 2), and first-episode of psychotic MDD versus controls (DA = 59.6%) (Table 2 and Figure 3). The direct comparison between the BD-I and MDD groups also resulted in a classification rate near to chance (DA = 54.76%) (Table 2 and Figure 4).
Table 1: Demographic and clinical information for patients with first-episode of psychotic mania (BD-I), psychotic major depression (MDD), and subsamples of matched healthy controls (HC).

<table>
<thead>
<tr>
<th></th>
<th>BD-I (n = 23)</th>
<th>HC 1 (n = 33)</th>
<th>MDD (n = 19)</th>
<th>HC 2 (n = 38)</th>
<th>Statistical tests (BD-I versus MDD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (mean ± SD)</td>
<td>27.09 ± 8.87</td>
<td>27.55 ± 6.41</td>
<td>29.05 ± 8.34</td>
<td>29.66 ± 7.92</td>
<td><em>t</em> = 0.734, <em>df</em> = 40, <em>P</em> = 0.467</td>
</tr>
<tr>
<td>Gender (number of males; %)</td>
<td>9 (39.1%)</td>
<td>13 (39.4%)</td>
<td>4 (21.1%)</td>
<td>8 (21.1%)</td>
<td><em>χ²</em> = 1.59, <em>df</em> = 1, <em>P</em> = 0.207</td>
</tr>
<tr>
<td>Handedness (number of right-handed; %)</td>
<td>23 (100%)</td>
<td>32 (97.0%)</td>
<td>16 (84.2%)</td>
<td>35 (92.1%)</td>
<td><em>χ²</em> = 3.91, <em>df</em> = 1, <em>P</em> = 0.048</td>
</tr>
<tr>
<td>Substance misusea</td>
<td>7 (30.4%)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Duration of illness (days; mean ± sd)</td>
<td>184.5 ± 130.7</td>
<td>—</td>
<td>250.8 ± 205.7</td>
<td>—</td>
<td>Mann-Whitney test, <em>P</em> = 0.441</td>
</tr>
<tr>
<td>Duration of untreated psychosis (days; mean ± sd)</td>
<td>44.3 ± 57.2</td>
<td>—</td>
<td>43.0 ± 48.3</td>
<td>—</td>
<td>Mann-Whitney test, <em>P</em> = 0.595</td>
</tr>
<tr>
<td>Medication use at the MRI (n; %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antipsychotics</td>
<td>10 (43.5%)</td>
<td>—</td>
<td>15 (78.9%)</td>
<td>—</td>
<td><em>χ²</em> = 5.43, <em>df</em> = 1, <em>P</em> = 0.020</td>
</tr>
<tr>
<td>Mood stabilizersb</td>
<td>12 (52.2%)</td>
<td>—</td>
<td>4 (21.1%)</td>
<td>—</td>
<td><em>χ²</em> = 4.27, <em>df</em> = 1, <em>P</em> = 0.039</td>
</tr>
<tr>
<td>Antidepressants</td>
<td>1 (4.3%)</td>
<td>—</td>
<td>10 (52.6%)</td>
<td>—</td>
<td><em>χ²</em> = 12.54, <em>df</em> = 1, <em>P</em> &lt; 0.001</td>
</tr>
</tbody>
</table>

BD-I: bipolar I disorder (FE mania); MDD: major depressive disorder; HC 1: subsample of healthy controls selected for the comparison with BD-I patients; HC 2: subsample of healthy controls selected for the comparison with patients with psychotic MDD; MRI: magnetic resonance imaging.

*a* Number of patients with a positive diagnosis of DSM-IV substance use disorder (prevalence).

*b* Lithium, carbamazepine, and/or sodium valproate/divalproex.

We have set in bold the results that present statistical difference.

Table 2: Diagnostic performance of the SVM classifier in the individual discrimination of cases of BD-I and MDD with psychotic features versus controls.

<table>
<thead>
<tr>
<th>Pairwise comparison</th>
<th>AUCa</th>
<th>Accuracy</th>
<th>Morphological featuresb</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV</th>
<th>NPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychotic BD-I (n = 23) × Matched controls (n = 33)</td>
<td>0.61</td>
<td>66.1%</td>
<td>99</td>
<td>39.1%</td>
<td>84.8%</td>
<td>64.3%</td>
<td>66.6%</td>
</tr>
<tr>
<td>Psychotic MDD (n = 19) × Matched controls (n = 38)</td>
<td>0.44</td>
<td>59.6%</td>
<td>80</td>
<td>31.6%</td>
<td>73.7%</td>
<td>37.5%</td>
<td>68.3%</td>
</tr>
<tr>
<td>Psychotic BD-I (n = 23) × Psychotic MDD (n = 19)</td>
<td>0.52</td>
<td>54.76%</td>
<td>53</td>
<td>57.9%</td>
<td>52.1%</td>
<td>50.0%</td>
<td>60.0%</td>
</tr>
</tbody>
</table>

BD-I: bipolar I disorder (first-episode mania); MDD: major depressive disorder; PPV: positive predictive value; NPV: negative predictive value.

*a* Area under the curve; *b* number of morphological features used for the best classification rate (accuracy).

Figure 2: ROC curve for the comparison between bipolar I disorder (BD-I) individuals and healthy controls.

Figure 3: ROC curve for the comparison between patients with psychotic major depressive disorder (MDD) and healthy controls.

4. Discussion

To our knowledge, the present study is the first to apply a SVM classifier to conventional structural (T1-weighted) MRI data of first-episode patients with BD-I and psychotic MDD using an epidemiologic approach to recruit both patients and controls.

In regard to the individual classification of patients with BD-I (first-episode of psychotic mania) and psychotic MDD, the negative results obtained suggest that neuroanatomical...
pattern classifiers based solely on structural MRI images possess poor diagnostic power to discriminate BD-I and psychotic MDD cases from controls, as well as from each other, at least at an early course of their illnesses. The fact that a relatively high number of morphological features were used for each pairwise classification (i.e., 53, 80, and 99) compared to previous studies using the same method but achieving better between-group discrimination reinforces this notion. That is, the classifier failed to find a specific pattern that affords good separation between the study groups and each of these features contributes very little to the classification analyses.

Congruently with our results, the few studies with structural MRI and neuroanatomical pattern classifiers in mood disorders published to date have achieved lower DA than fMRI studies [17–21]. Also, the literature on structural MRI investigations of BD has consistently shown a great variability of findings, including many negative studies and low reproducibility even across the different meta-analyses published so far [41–43]. Thus, it is conceivable that such inhomogeneity denotes that structural brain abnormalities in mood disorders remain very subtle to be detected by current neuroimaging techniques and cannot provide a reliable frame to aid in diagnostic and prognosis evaluations in clinical psychiatric practice, as “real world” patients present with a range of clinical comorbidities (such as substance use disorders) and variable disease courses [6, 46]. In this regard, it is interesting to notice that our group has previously used the COMPARE classifier in the first-episode SZ arm of the original population-based investigation from where the present samples of affective patients were drawn [6]. In that study, we found an overall modest DA of 73.4% in the individual discrimination between first-episode SZ (n = 62) and HC (n = 62), which is lower than the DA reported by most preliminary studies that have applied neuroanatomical classifiers in samples of SZ patients selected in academic institutions [6] but similar to that reported in the large, representative SZ sample recruited by Nieuwenhuis et al. [45].

There are a number of methodological limitations that should be weighted in the interpretation of our results. Firstly, a significant proportion of our BD-I and MDD patients (43.5% and 78.9%, resp.) were using antipsychotic medication at the day of MRI scanning. Although the time of such exposure was relatively short, it is known that antipsychotic treatment is associated with both GM and WM reductions [41, 48] and, thus, might have influenced our results. Secondly, comorbid substance abuse or dependence is another important confounding variable in the assessment of regional brain volumes [32] and the fact that a substantial proportion of the patients enrolled in our study presented a positive history of substance misuse could have limited the sensitivity of the classifier to identify morphometric abnormalities specifically associated with BD-I and psychotic MDD diagnoses. Nevertheless, substance misuse is pervasive in mood disorders, and a useful classifier should discriminate patients despite such comorbidity. Finally, the size of the BD-I and psychotic MDD groups may have been insufficiently large to avoid the risk of type II errors. Thus, more studies with larger samples of BD and psychotic MDD patients are needed in order to further confirm the results observed in this proof of concept investigation.

5. Conclusion

Neuroanatomical pattern classification is a recent method that affords individual classification of brain measures and, thus, is considered promising for developing a tool to improve diagnostic accuracy in the psychiatric practice. However, in the present structural MRI study, the diagnostic performance of such method in the discrimination between psychotic MDD, BD-I, and HC was limited. New studies preferably with larger samples are warranted to further confirm that classifiers based solely on structural MRI scans do not
achieve satisfactory discrimination of individuals with mood disorders.
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Stressful events can have both short- and long-term effects on the brain. Our recent investigation identified short-term white matter integrity (WMI) changes in 30 subjects soon after the Japanese earthquake. Our findings suggested that lower WMI in the right anterior cingulum (Cg) was a pre-existing vulnerability factor and increased WMI in the left anterior Cg and uncinate fasciculus (Uf) after the earthquake was an acquired sign of postearthquake distress. However, the long-term effects on WMI remained unclear. Here, we examined the 1-year WMI changes in 25 subjects to clarify long-term effects on the WMI. We found differential FAs in the right anterior Cg, bilateral Uf, left superior longitudinal fasciculus (SLF), and left thalamus, suggesting that synaptic enhancement and shrinkage were long-term effects. Additionally, the correlation between psychological measures related to postearthquake distress and the degree of WMI alternation in the right anterior Cg and the left Uf led us to speculate that temporal WMI changes in some subjects with emotional distress occurred soon after the disaster. We hypothesized that dynamic WMI changes predict a better prognosis, whereas persistently lower WMI is a marker of cognitive dysfunction, implying the development of anxiety disorders.

1. Introduction

Stressful events have both short- and long-term effects on the brain [1, 2]. Acute and chronic stress-induced brain microstructural changes have been observed in prefrontal areas in rodents [3]. Recent human studies identified white matter microstructural changes due to stress using diffusion tensor imaging (DTI) methods [4] in subjects with post-traumatic stress disorder (PTSD) [5–8] as well as healthy survivors of a disaster [9]. These studies revealed lower white matter integrity (WMI) in several brain regions, including the cingulum (Cg) and uncinate fasciculus (Uf), in subjects who developed PTSD [5–8] (i.e., long-term effect) and in individuals soon after a disaster [9] (i.e., short term effect).
However, because these previous studies employed cross-sectional designs, longitudinal WMI changes within individuals remained unclear.

Our previous longitudinal investigation unveiled the causal relationships between WMI changes and psychological distress soon after a disaster [10]. In our previous study, we collected DTI data from a group of healthy subjects before the Japanese earthquake (pre). Then, we recruited 30 subjects (male/female = 24/6, age = 21.0 ± 1.6 yr, range = 19 to 25 yr) from this group and examined results from DTI and from psychological measures related to postearthquake distress 3 to 4 months after the earthquake (post) to examine short-term effects. We found that lower WMI in the right anterior Cg before the earthquake was a preexisting vulnerability factor for postearthquake distress, and that increased WMI in the left anterior Cg and Uf after the earthquake was an acquired sign of post-earthquake distress [10].

In the current study, we examined WMI changes in subjects from the previous investigation 1 year later (followup) [10]. We tried to identify WMI changes that occurred in early (pre to post) and late (post to followup) phases after this stressful life event and investigated when and where these WMI changes occurred. In particular, we focused on the prognosis of FA changes in the right anterior Cg and the left anterior Cg and Uf, which were identified as a preexisting vulnerability factor and an acquired sign of post-earthquake distress, respectively.

2. Materials and Methods

2.1. Subjects. All subjects participated in our previous investigation [10,11]. Of the 30 subjects in our previous DTI study [10], we rerecruited 25 subjects (male/female = 19/6, age = 21.7 ± 1.4 yr) and assessed their structural DTI results one year after the earthquake. We screened for neuropsychiatric disorders using the Mini International Neuropsychiatric Interview (M.I.N.I.) [12,13]. Handedness was assessed using the Edinburgh Handedness Inventory [14]. All subjects provided written informed consent before participating in the current study, which examined the possible effects of psychological trauma on brain structure, in accordance with the Declaration of Helsinki [15]. The M.I.N.I. confirmed that no subject had any history of psychiatric illness including PTSD and no subjects were exposed to life-threatening experiences due to the earthquake or tsunami. The current study was approved by the Ethics Committee of Tohoku University.

2.2. Psychological Evaluations. All participants were interviewed by trained psychologists using the Japanese version of the clinician-administered PTSD scale (CAPS) structured interview [16,17]. In accordance with the M.I.N.I., no subject was diagnosed as having PTSD. Levels of anxiety and depression were evaluated using the State-Trait Anxiety Inventory (STAI) [18,19] and the Center for Epidemiologic Studies Depression Scale (CES-D) [20,21]. Psychological traits related to resilience in response to stressful life events were assessed using the Japanese version of the Posttraumatic Growth Inventory (PTGI-J) [22,23] and the Japanese version of the Rosenberg Self-Esteem Scale [24,25]. All psychological measures were assessed at 3 to 4 months (post) and at 1 year (followup) after the earthquake.

2.3. Image Acquisition. All MRI data were acquired with a 3-T Philips Intera Achieva scanner. The diffusion-weighted data were acquired using a spin-echo EPI sequence (TE = 55 ms, FOV = 22.4 cm, 2 × 2 × 2 mm³ voxels, 60 slices). The diffusion weighting was isotropically distributed along 32 directions (b value = 1,000 s/mm²). Additionally, a dataset with no diffusion weighting (b value = 0 s/mm²; b0 image) was acquired. The total scan time was 7 min 17 s. Then, fractional anisotropy (FA) values were calculated from the collected images. This information is of particular interest when making inferences regarding white matter microstructural properties, as diffusion is faster along axons than in the perpendicular direction. Consequently, diffusion in white matter is anisotropic (i.e., diffusion rates in different directions are unequal). By contrast, isotropic diffusion is equally fast in all directions. FA in each voxel was used as a measure of the degree of diffusion anisotropy. FA varies between 0 and 1, with 0 representing isotropic diffusion and 1 representing diffusion occurring entirely in one direction. After DTI image acquisition, FA map images were calculated from DTI using software preinstalled on the Philips MR console.

2.4. Preprocessing of Diffusion Imaging Data. Preprocessing and data analysis were performed using statistical Parametric Mapping software (SPM5; Wellcome Department of Cognitive Neurology, London, UK) implemented in MATLAB (MathWorks, Natick, MA, USA). First, our original b0 image template was created as follows. Using the affine and nonlinear spatial normalization algorithm, the b0 images from the pre-earthquake scans of all subjects in this study were spatially normalized to the SPM5 T2 template, which is based on averages taken from 152 brains from the Montreal Neurological Institute database. Then, we calculated a mean image of the normalized b0 images as our original b0 image template. Using the affine and nonlinear spatial normalization algorithm, the b0 image of each participant was normalized to our original b0 image template. Before normalization of the FA map, the postearthquake FA maps were coregistered with the pre-earthquake FA maps from each subject. Then, using the parameter for this affine and nonlinear normalization procedure, an FA map image of each participant was spatially normalized to yield images with 2 × 2 × 2 mm voxels and spatially smoothed using a Gaussian kernel of 10 mm FWHM. The resulting maps representing FA were then subjected to the group regression analysis described below.

2.5. Statistical Analysis. Differences in FA between before the earthquake (pre), 3-4 months after the earthquake (post), and 1 year after the earthquake (followup) were compared using analysis of covariance (ANCOVA) in SPM5. The analysis was performed with sex and period between MR acquisition and the earthquake as additional covariates. Differential FA between time periods was detected as a main effect (pre/post/followup) using F-contrasts in SPM. The significance level was set at $P = 0.05$, corrected for multiple comparisons (voxel-level family-wise error) and $k > 10$ to
Table 1: Psychological measures.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Post</th>
<th>Followup</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAPS (total)</td>
<td>6.6 ± 9.6</td>
<td>1.6 ± 2.9</td>
<td>0.04</td>
</tr>
<tr>
<td>CES-D score</td>
<td>12.1 ± 10.6</td>
<td>10.7 ± 9.3</td>
<td>n.s.</td>
</tr>
<tr>
<td>STAI scores</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>State</td>
<td>44.1 ± 11.8</td>
<td>39.2 ± 10.4</td>
<td>n.s.</td>
</tr>
<tr>
<td>Trait</td>
<td>42.7 ± 9.6</td>
<td>43.2 ± 11.2</td>
<td>n.s.</td>
</tr>
<tr>
<td>Self-esteem</td>
<td>32.8 ± 8.2</td>
<td>32.8 ± 8.9</td>
<td>n.s.</td>
</tr>
<tr>
<td>PTGI-J (total)</td>
<td>33.8 ± 18.9</td>
<td>34.3 ± 19.3</td>
<td>n.s.</td>
</tr>
</tbody>
</table>

Values are shown as mean ± standard deviation.
CAPS: clinician-administered PTSD scale, CES-D: center for epidemiologic studies depression scale, STAI: state-trait anxiety inventory, and PTGI-J: Japanese version of the posttraumatic growth inventory.

Table 2: MNI coordinates, voxel sizes, $F$ values, and $P$ values for results of the SPM analyses.

<table>
<thead>
<tr>
<th>Brain region</th>
<th>MNI coordinates</th>
<th>$k$ (voxels)</th>
<th>$F$ values</th>
<th>$P$ values (FWE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rt anterior Cg</td>
<td>26 52 14</td>
<td>55</td>
<td>21.68</td>
<td>0.002</td>
</tr>
<tr>
<td>Rt Uf</td>
<td>8 46 −22</td>
<td>10</td>
<td>19.38</td>
<td>0.007</td>
</tr>
<tr>
<td>Lt Uf</td>
<td>−32 44 −6</td>
<td>72</td>
<td>33.49</td>
<td>0.000</td>
</tr>
<tr>
<td>Lt SLF</td>
<td>−28 −18 22</td>
<td>63</td>
<td>24.21</td>
<td>0.001</td>
</tr>
<tr>
<td>Lt thalamus</td>
<td>−10 −22 10</td>
<td>23</td>
<td>17.96</td>
<td>0.017</td>
</tr>
</tbody>
</table>

MNI: montreal neurological institute, Rt: right, Lt: left, Cg: cingulum, Uf: uncinate fasciculus, and SLF: superior longitudinal fissure.

We found differential FAs to be a significant main effect of time period (pre/post/followup) in the right anterior Cg, bilateral Uf, left superior longitudinal fasciculus (SLF), and the thalamus (Table 2, Figure 1). post hoc correlation analyses revealed a significant positive correlation between the FA changes in the right anterior Cg from pre to followup and CAPS scores at post (Spearman’s Rho = 0.414, $P = 0.039$, Figure 2(a)) and a significant negative correlation between the FA changes in the left Uf from post to followup and STAI-state scores at post ($r = −0.440, P = 0.028$, Figure 2(b)).

4. Discussion

To the best of our knowledge, this is the first longitudinal study to track microstructural changes in the brain at three time points: before, a short time after, and a long time after a disaster. We found differential FA at each time point in the right anterior Cg, bilateral Uf, left SLF, and left thalamus. According to the results of additional comparisons, we categorized the data according to the following three types of FA changes: normalization from initial FA changes in the right anterior Cg and right Uf (Figures 1(a) and 1(b)), sustained FA changes from the early phase in the left Uf (Figure 1(c)), and FA changes appearing during the late phase in the left SLF and thalamus (Figures 1(d) and 1(e)).

Increased or decreased WMI both a short and a long time after a disaster is likely to be due to synaptic enhancement and shrinkage, respectively. Biologically, synaptic enhancement or shrinkage has been observed in altered white matter following stress [3]. These changes are caused by hyper-secretion of glucocorticoids, a stress hormone [29]. The effects of stress hormones on the brain are observed as an inverse suppress the possibility of small clusters arising by chance. Additionally, to check for structural changes between each period (pre versus post, pre versus followup, and post versus followup), paired $t$-tests were performed for each cluster identified as a main effect in the ANCOVA. Finally, to ascertain the 1-year prognosis of FA changes as a preexisting vulnerability factor and as an acquired sign of postearthquake distress, post hoc correlation analysis was performed including the scores for postearthquake distress (e.g., CAPS and STAI-state at post) and FA changes from pre to followup in the right anterior Cg (i.e., a preexisting vulnerability factor at Pre) as well as from post to followup in the left anterior Cg and Uf (i.e., an acquired sign at Post) within the clusters detected by the ANCOVA.

All FA tests were performed using an absolute threshold of FA >0.2 [26], such that if a voxel anywhere in the brain had an FA value >0.2 in all subjects, that voxel was included in the analysis. This measure was used because FA is more susceptible to errors arising from partial volumes [27], and this FA cut-off value allowed us to dissociate white matter structure from other tissue [28].

3. Results

As for psychological measures, the CAPS total score significantly recovered between post and followup (6.6 ± 11.2 to 1.6 ± 2.9, $P < 0.05$). Scores on STAI-state (44.1 ± 11.4 to 39.2 ± 10.4, n.s.), STAI-trait (42.7 ± 9.6 to 43.2 ± 11.2, n.s.), CES-D (12.1 ± 10.6 to 10.7 ± 9.3, n.s.), Rosenberg self-esteem scale (32.8 ± 8.2 to 32.8 ± 8.9, n.s.), and PTGI-J (33.8 ± 18.9 to 34.3 ± 19.3, n.s.) were not significantly changed from post to followup (Table 1).
U shape, depending on dose and time [30]. Additionally, stress-induced structural and functional alterations have been shown to be reversible, at least in the prefrontal cortex [31, 32]. In the context of these considerations, we assumed that FA changes in the right anterior Cg were consistent with the aforementioned concept and that increased FA in the right anterior Cg and CAPS scores suggested that a stressful event would strengthen structural connectivity, particularly in vulnerable subjects. The anterior Cg bundle is a part of the principal white matter tract in the Papez circuit, which includes the ACC and the amygdala [38]. Reduced WMI in the anterior Cg is frequently reported in patients with anxiety disorders such as PTSD [6–8, 39], social anxiety disorder (SAD) [40], and generalized anxiety disorder (GAD) [41] and in healthy subjects with high trait anxiety [42, 43]. It has been suggested that reduced WMI in the Cg represents dysfunctional emotion processing in such patients [6–8, 39–41]. Our previous study revealed that lower WMI in the right anterior Cg was a preexisting vulnerability factor for emotional distress soon after a disaster [10]. The current results showing the positive correlation between increased WMI in the right anterior Cg and CAPS scores demonstrated that those who had more PTSD symptoms levels soon after the earthquake (Post). The Uf, which is also involved in emotional processing [33], is a principal white matter tract that connects the orbitofrontal cortex (OFC) and limbic regions, including the amygdala and the anterior temporal cortices [34, 35]. Neural responses in the OFC are preferentially enhanced, along with those in the amygdala, during extinction [36] and this relationship is crucial to the voluntary regulation of emotion [37]. Taking the functional roles of the Uf into account, the current results suggest that WMI in the Uf, which was elevated soon after the earthquake, reflecting the requirements of emotional regulation related to postearthquake stress, declined 1 year after the earthquake.

Next, the WMI changes in the right anterior Cg in some subjects who reported subclinical PTSD symptoms also suggested that a stressful event would strengthen structural connectivity, particularly in vulnerable subjects. The anterior Cg bundle is a part of the principal white matter tract in the Papez circuit, which includes the ACC and the amygdala [38]. Reduced WMI in the anterior Cg is frequently reported in patients with anxiety disorders such as PTSD [6–8, 39], social anxiety disorder (SAD) [40], and generalized anxiety disorder (GAD) [41] and in healthy subjects with high trait anxiety [42, 43]. It has been suggested that reduced WMI in the Cg represents dysfunctional emotion processing in such patients [6–8, 39–41]. Our previous study revealed that lower WMI in the right anterior Cg was a preexisting vulnerability factor for emotional distress soon after a disaster [10]. The current results showing the positive correlation between increased WMI in the right anterior Cg and CAPS scores demonstrated that those who had more PTSD symptoms.

**Figure 1:** (a) FA in the right anterior Cg was significantly increased from pre to post ($P < 0.05$, paired $t$-test) and from pre to followup ($P < 0.05$, paired $t$-test), but it was significantly decreased from post to followup ($P < 0.05$, paired $t$-test). (b) FA in the right Uf was significantly increased from pre to post ($P < 0.05$, paired $t$-test) and from pre to followup ($P < 0.05$, paired $t$-test). (c) FA in the left Uf was significantly decreased from pre to post ($P < 0.05$, paired $t$-test) and from pre to followup ($P < 0.05$, paired $t$-test). (d) FA in the left SLE was significantly decreased from pre to post ($P < 0.05$, paired $t$-test) and from post to followup ($P < 0.05$, paired $t$-test). (e) FA in the left Th was significantly increased from post to followup ($P < 0.05$, paired $t$-test). These FA changes are illustrated by the plots at the bottom: vertical axes represent FA at peak voxels in each cluster, and horizontal axes indicate time periods. Error bars represent standard deviations. Colored bars represent $F$ values. FA: fractional anisotropy; Rt: right; Lt: left; Cg: cingulum; Uf: uncinate fasciculus; SLE: superior longitudinal fasciculus; Th: thalamus.
soon after the earthquake displayed increased structural connectivity in the anterior Cg from before to 1 year after the earthquake. Furthermore, although depression and anxiety levels did not improve from 3-4 months after to 1 year after the earthquake, none of the subjects in this study developed clinical PTSD. Together, the findings suggest that dynamic WMI changes in the Cg predict a better prognosis, whereas persistently lower WMI represents cognitive dysfunction, implying the development of anxiety disorders (e.g., PTSD, SAD, and GAD).

White matter changes due to maturation and/or aging should be taken into account when interpreting the results, because this study did not include a control group, which is a limitation of this study. This is particularly problematic with respect to interpreting WMI changes, such as the increased WMI in the thalamus and the decreased WMI in the SLF, without evaluating their correlation with psychological measures. A recent study that investigated WMI changes due to maturation and/or aging revealed that peak FAs in the Cg, Uf, and SLF were observed in subjects older than the age range of our subjects (19 to 25 yr) [44]. Another study reported increased FA in thalamic radiations with age [45]. In contrast, another recent study investigating longitudinal FA changes at younger ages found that FA in the Uf decreased by almost half in subjects ranging in age from 19 to 25 [46]. Thus, decreased WMI in the SLF is unlikely to have occurred in our subjects, whereas it is difficult to reject the possibility that our finding of the increased WMI in the thalamus is a result of maturation. Nevertheless, the interpretation of WMI changes, such as the increased WMI in the Cg and the decreased WMI in the Uf, and their correlation with psychological measures are less problematic. We believe that the current study provides sufficient evidence of the short- and long-term effects on the brain microstructure despite the absence of a control group.

5. Conclusions

The present followup DTI study showed the long lasting effects of stressful events on brain microstructure. Our findings suggest that microstructures within the brain change due to stress and recovery. We assumed that brain microstructural changes due to stressful life events were not static but dynamic through life. Recently, the alteration of functional and structural connectivity, including regions adjacent to the Cg and the Uf, was reported in subjects soon after a disaster.
Therefore, further longitudinal investigations using multimodal approaches are necessary to examine whether the stress-induced alterations in brain structure are reversible.
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Abnormalities in glutamate signaling and glutamate toxicity are thought to be important in the pathophysiology of bipolar disorder (BD). Whilst previous studies have found brain white matter changes in BD, there is paucity of data about how glutamatergic genes affect brain white matter integrity in BD. Based on extant neuroimaging data, we hypothesized that GRIN2B risk allele is associated with reductions of brain white matter integrity in the frontal, parietal, temporal, and occipital regions and cingulate gyrus in BD. Fourteen patients with BD and 22 healthy controls matched in terms of age, gender and handedness were genotyped using blood samples and underwent diffusion tensor imaging. Compared to G allele, brain FA values were significantly lower in BD patients with risk T allele in left frontal region ($P = 0.001$), right frontal region ($P = 0.002$), left parietal region ($P = 0.001$), left occipital region ($P = 0.001$), right occipital region ($P < 0.001$), and left cingulate gyrus ($P = 0.001$). Further elucidation of the interactions between different glutamate genes and their relationships with such structural, functional brain substrates will enhance our understanding of the link between dysregulated glutamatergic neurotransmission and neuroimaging endophenotypes in BD.

1. Introduction

Glutamate (Glu) is an excitatory neurotransmitter that is involved in important neural processes such as synaptic plasticity, neuronal development, and toxicity [1, 2]. Several studies have suggested that the abnormalities in glutamatergic function and signaling pathways through the N-methyl-d-aspartate (NMDA) receptors are involved in the pathophysiology of bipolar disorder (BD), a debilitating psychiatric illness characterized by alternating and often recurring episodes of mania or hypomania and depression [1, 3–6]. It was previously thought that mood stabilisers such as lithium and valproate exert their neuroprotective effects through reducing NMDA receptor-induced excitotoxicity [4–6]. Within the glutamatergic receptor, the NR2B subunit is a critical structural and functional component of the NMDA receptor. Encoded by the GRIN2B gene, which is located at 12p12 and 419 kb in size, this subunit is expressed in the
cortical and medial temporal parts of the brain, striatum, and olfactory bulb [7, 8]. Earlier studies have explored the relationship between GRIN2B gene and BD [9–12]. A genetic study of Italian patients with BD found linkage to marker D12S364 at locus 12p12 within the GRIN2B gene [9]. Another study of 440 single-nucleotide polymorphisms (SNPs) from 64 candidate genes among Ashkenazi Jewish case-parent trios with bipolar I disorder noted the aforementioned association of GRIN2B with BD [10], and this was confirmed by a follow up study [11]. Genetic association studies have shown significant association between the 3’UTR region of GRIN2B and BD with psychotic symptoms [13] and number of hospitalization due to mania [14]. Recently, a positive association between GRIN2B gene and BD was also reported in Han Chinese patients with BD [12].

Understanding the impact of specific glutamatergic pathways on brain substrates in BD are important for several reasons. First, it can determine particular brain regions associated with and affected by the glutamatergic genetic signals. Second, multiplatform approaches such as genetic-imaging paradigms can clarify and highlight pathophysiological mechanisms underlying BD [15]. Third, this can subsequently foster targeted multimodality investigations involving structural, functional, and chemical neuroimaging tools. Fourth, there is also suggestion that glutamatergic genes including GRIN2B are involved in oligodendrocyte survival through common stress related signaling pathways [16]. Furthermore, previous diffusion tensor imaging studies had implicated abnormalities in brain white matter regions including frontal, parietal brain regions and cingulum in BD [17].

In the context of scant extant studies examining the impact of glutamatergic genetic signals on brain structural abnormalities in BD, we aimed to investigate the relationship of GRIN2B gene and brain white matter (WM) changes in patients with BD using diffusion tensor imaging. Based on extant neuroimaging data, we hypothesized that GRIN2B risk allele is associated with brain cortical white matter abnormalities involving reductions of white matter integrity in the frontal, parietal and temporal, and occipital regions and cingulate gyrus in BD.

2. Method

2.1. Participants. All subjects gave written informed consent to participate in the study after a detailed explanation of the study procedures. Fourteen patients suffering from BD were recruited from the Institute of Mental Health, Singapore. All diagnoses were made by a psychiatrist (K.S.) using information obtained from the existing medical records, clinical history, mental status examination, interviews with the patients, and their significant spouses or relatives as well as the administration of the Structured Clinical Interview for DSM-IV disorders—Patient Version (SCID-I/P) [18]. Participants with a history of significant neurological illness such as seizure disorder, head trauma, and cerebrovascular accidents were excluded. Furthermore, no subject met DSM-IV criteria for alcohol or other substance abuse in the preceding 3 months. The patients were maintained on a stable dose of antipsychotic medication for at least two weeks prior to the recruitment and did not have their medication withdrawn for the purpose of the study. Another twenty two age- and gender-matched healthy controls (HC) were screened using the Structured Clinical Interview for DSM-IV disorders—Nonpatient Version (SCID-I/NP)—[19] and deemed not to suffer from any Axis I psychiatric disorder and had no history of any major neurological, medical illnesses, substance abuse or psychotropic medication use. They were recruited from the staff population at the hospital as well as from the community by advertisements. This study was approved by the Institutional Review Boards of the Institute of Mental Health, Singapore, as well as the National Neuroscience Institute, Singapore.

2.2. Genotyping Procedure. PCR was performed according to Ohtsuki et al. [20] with slight modifications. Isolated genomic DNA was amplified in 25 μL amplification mixture: 2 ng genomic DNA, 0.2 μM of each primer, 0.5 mM of dNTPs, 0.625 U GoTaq DNA polymerase (Promega, USA), 5 μL GoTaq PCR buffer, and sterile milliQ water. The cycling conditions were initial denaturation at 95 degree celsius for 2 min followed by 40 cycles with a profile of 95 degree celsius for 1 min, 59 degree celsius for 1 min, 72 degree celsius for 1 min, and a final extension at 72 degree celsius for 5 min. Amplicons (rs890G/T) were separated by electrophoresis on 1.7% agarose gel, excised, purified (Qiagen Gel Extraction Kit) and sequenced.

2.3. Brain Imaging Acquisition. Brain imaging was performed using a 3-Tesla whole body scanner (Philips Achieva, Philips Medical System, Eindhoven, The Netherlands) with a SENSE head coil at the National Neuroscience Institute, Singapore. High-resolution T1-weighted Magnetization Prepared Rapid Gradient Recalled Echo (MPRAGE) was required (TR = 7.2 s; TE = 3.3 ms; flip angle = 8°). Each T1-weighted volume consisted of 180 axial slices of 0.9 mm thickness with no gap (field of view, 230 mm × 230 mm; acquisition matrix, 256 × 256 pixels). For DTI, single-shot echo-planar diffusion tensor images were obtained (TR = 3725 ms; TE = 56 ms; flip angle = 90°, b = 800 s/mm2) with 15 different nonparallel directions (b = 800 sec/mm2) and the baseline image without diffusion weighting (b = 0 sec/mm2). The acquisition matrix was 112 × 109 pixels with a field of view of 230 mm × 230 mm, which was zero-filled to 256 × 256 pixels. A total of 42 axial slices of 3.0 mm thickness were acquired parallel to anterior-posterior commissure line. The T1-weighted and DTI data were sequentially acquired in a single session scan time without position change. Stability of a high signal to noise ratio was assured through a regular automated quality control procedure.

2.4. Image Processing. The structural MRI images were converted from the scanned images into the Analyze format, which were further processed using the Free Surfer software package (Athinoula A. Martinos Center for Biomedical Imaging, Massachusetts General Hospital, Harvard University,
2.5. Statistical Analyses. Demographic variables between BD and HC were compared using two sample student t-test and chi-square test for continuous and categorical variables, respectively. For quality control, the samples were in Hardy-Weinberg equilibrium (HWE $P \geq 0.05$). The HWE $P$-value was obtained using the Haploview v4.2 [28], and the rests of the statistical analyses were performed using PASW 18. The genotype effect, diagnosis effect, and genotype-diagnosis interactions were further analyzed using the two-way analysis of covariance (ANCOVA) to control for covariates such as age, gender, education, handedness, and intracranial volume. Post hoc tests were performed for white matter regions with significant genotype-diagnosis interactions within HC and BD patient groups. The significance level for statistical tests was set at at two tailed $P < 0.005$.

3. Results

3.1. Sociodemographic and Clinical Characteristics. In the whole sample, there was no significant difference between BD and HC groups in age and gender. Significant difference between the groups was only found in years of education, whereby the BD group had less years of education compared to the HC group. In the BD group, the mean age of onset of the illness was 32.3 (SD 13.5) years. Overall, the mean duration of illness in BD patients was 4.07 years (SD 5.62) and the duration of untreated illness was 0.25 years (SD 0.34) (Table 1).

3.2. The Effect of GRIN2B Gene on White Matter Integrity in Bipolar Disorder. Overall, the T allele frequency for the GRIN2B risk variant amongst patients in the present study was 85.7%. The genotype frequencies of the GRIN2B risk variant are shown in Table 2. There were significant effects of diagnosis by genotype effect interactions observed in the bilateral frontal region (left: $F_{1,32} = 25.5, P < 0.001$; right: $F_{1,32} = 18.7, P < 0.001$), left parietal region ($F_{1,32} = 15.8, P < 0.001$), bilateral occipital region (left: $F_{1,32} = 10.8, P = 0.002$; right: $F_{1,32} = 28.1, P < 0.001$), and left cingulate gyrus (left: $F_{1,32} = 18.6, P < 0.001$). These interactions remained significant after controlling for covariates (left frontal region: adjusted $F_{1,30} = 22.4, P < 0.001$; right frontal region: adjusted $F_{1,30} = 17.4, P < 0.001$; left parietal lobe: adjusted $F_{1,30} = 13.0, P = 0.001$; left occipital region: adjusted $F_{1,30} = 8.93, P = 0.006$; right occipital region: adjusted $F_{1,30} = 24.8, P < 0.001$; left cingulate gyrus: adjusted $F_{1,30} = 20.9, P < 0.001$). (Table 3).

Table 1: Demographic and clinical characteristics of participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>BD</th>
<th>HC</th>
<th>Test statistic</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>36.9 (12.2)</td>
<td>32.7 (12.3)</td>
<td>$t = -0.986$</td>
<td>.331</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Males</td>
<td>10 (71.4)</td>
<td>11 (50.0)</td>
<td>$X^2 = 1.616$</td>
<td>.204</td>
</tr>
<tr>
<td>Females</td>
<td>4 (28.6)</td>
<td>11 (50.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education, years</td>
<td>11.4 (2.3)</td>
<td>14.1 (2.3)</td>
<td>$t = 0.662$</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>Age at onset, years</td>
<td>32.3 (13.5)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Duration of psychiatric illness, years</td>
<td>4.07 (5.62)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Duration of untreated illness, years</td>
<td>0.25 (0.34)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Medication</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lithium</td>
<td>7</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Valproate</td>
<td>7</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Mean (S.D.).

BD: patients with bipolar disorder; HC: healthy controls.
Table 2: Genotype frequencies of GRIN2B risk variant rs890G/T in our sample.

<table>
<thead>
<tr>
<th>Locus</th>
<th>SNP</th>
<th>Chromosome position</th>
<th>Genotype frequency (%)</th>
<th>BD (n = 14)</th>
<th>HC (n = 22)</th>
<th>HWE P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>GG</td>
<td>GT</td>
<td>TT</td>
</tr>
<tr>
<td>GRIN2B</td>
<td>rs890</td>
<td>13715308</td>
<td></td>
<td>1 (7.1)</td>
<td>2 (14.3)</td>
<td>11 (78.6)</td>
</tr>
</tbody>
</table>

BD: patients with bipolar disorder; HC: healthy controls; HWE P: Hardy-Weinberg equilibrium P value.

As the diagnosis-genotype interactions were found to be significant for bilateral frontal, bilateral occipital, left parietal regions and left cingulate gyrus, we analyzed the genotype effects on these brain regions within patient and control groups (Figure 1). There was no significant difference within the HC group; however, brain FA values were significantly lower in BD patients with risk T genotypes compared to those with G/G genotype (left frontal region: $F_{1,10} = 24.05$, $P = 0.001$; right frontal region: $F_{1,10} = 17.85$, $P = 0.002$; left parietal region: $F_{1,10} = 9.29$, $P = 0.001$; left occipital region: $F_{1,10} = 22.19$, $P = 0.001$; right occipital region: $F_{1,10} = 33.05$, $P < 0.001$; left cingulate gyrus: $F_{1,10} = 21.50$, $P = 0.001$).

4. Discussion

As the diagnosis-genotype interactions were found to be significant for bilateral frontal, bilateral occipital, left parietal regions and left cingulate gyrus, we analyzed the genotype effects on these brain regions within patient and control groups (Figure 1). There was no significant difference within the HC group; however, brain FA values were significantly lower in BD patients with risk T genotypes compared to those with G/G genotype (left frontal region: $F_{1,10} = 24.05$, $P = 0.001$; right frontal region: $F_{1,10} = 17.85$, $P = 0.002$; left parietal region: $F_{1,10} = 9.29$, $P = 0.001$; left occipital region: $F_{1,10} = 22.19$, $P = 0.001$; right occipital region: $F_{1,10} = 33.05$, $P < 0.001$; left cingulate gyrus: $F_{1,10} = 21.50$, $P = 0.001$).

As the diagnosis-genotype interactions were found to be significant for bilateral frontal, bilateral occipital, left parietal regions and left cingulate gyrus, we analyzed the genotype effects on these brain regions within patient and control groups (Figure 1). There was no significant difference within the HC group; however, brain FA values were significantly lower in BD patients with risk T genotypes compared to those with G/G genotype (left frontal region: $F_{1,10} = 24.05$, $P = 0.001$; right frontal region: $F_{1,10} = 17.85$, $P = 0.002$; left parietal region: $F_{1,10} = 9.29$, $P = 0.001$; left occipital region: $F_{1,10} = 22.19$, $P = 0.001$; right occipital region: $F_{1,10} = 33.05$, $P < 0.001$; left cingulate gyrus: $F_{1,10} = 21.50$, $P = 0.001$).

4. Discussion

To the best of our knowledge, this is the first DTI study investigating the interrelationship between the GRIN2B risk gene variant and brain white matter abnormalities in patients with BD. We found specific significant associations between GRIN2B rs890 risk allele and brain FA reductions involving bilateral frontal regions, left parietal region, bilateral occipital regions, and left cingulate gyrus within BD patients but not in healthy controls suggesting disorder specific genetic effect on brain white matter.

Our findings are consistent with those from previous neuroimaging studies which found widespread brain white matter abnormalities in BD involving the cortical regions such as frontal, parietal, and occipital regions, as well as altered association and projection fibers although not in the context of imaging-genetic examination [17, 29–36]. A neurobiological model of affective disorders includes cortical and subcortical neural systems and can be divided into two neural networks [37]. The first is the ventral limbic network which comprises the amygdala, insula, orbitofrontal
Table 3: The effects of GRIN2B of rs890G/T on brain white matter regions (mean fractional anisotropy).

<table>
<thead>
<tr>
<th>Genotype</th>
<th>Diagnosis effect</th>
<th>Genotype effect</th>
<th>Interactions effect</th>
<th>Diagnosis effect</th>
<th>Genotype effect</th>
<th>Interactions effect</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean F P</td>
<td>Mean F P</td>
<td>Mean F P</td>
<td>Mean F P</td>
<td>Mean F P</td>
<td>Mean F P</td>
</tr>
<tr>
<td>HC (n = 22)</td>
<td></td>
<td>BD (n = 14)</td>
<td>ANOVA (unadjusted)</td>
<td>ANCOVA (adjusted)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GG (n = 3)</td>
<td>T carriers (n = 19)</td>
<td>GG (n = 1)</td>
<td>T carriers (n = 13)</td>
<td>F P F P F P F P F P F P F P F P F P F P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left occipital lobe</td>
<td>0.150 0.027 0.137 0.016</td>
<td>0.207 —</td>
<td>0.131 0.012</td>
<td>6.99 .013 21.4 &lt;.001 10.8 .002</td>
<td>7.06 .012 16.2 &lt;.001 8.93 .006</td>
<td></td>
</tr>
<tr>
<td>Right occipital lobe</td>
<td>0.147 0.031 0.149 0.016</td>
<td>0.254 —</td>
<td>0.145 0.016</td>
<td>24.9 &lt;.001 26.4 &lt;.001 28.1 &lt;.001</td>
<td>25.4 &lt;.001 20.7 &lt;.001 24.8 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Left parietal lobe</td>
<td>0.177 0.005 0.174 0.014</td>
<td>0.248 —</td>
<td>0.172 0.018</td>
<td>13.7 .001 18.2 &lt;.001 15.8 &lt;.001</td>
<td>13.7 .001 14.2 .001 13.0 .001</td>
<td></td>
</tr>
<tr>
<td>Right parietal lobe</td>
<td>0.177 0.020 0.174 0.153</td>
<td>0.218 —</td>
<td>0.175 0.021</td>
<td>3.78 .061 4.34 .045 3.41 .074</td>
<td>3.58 .068 2.53 .122 2.68 .112</td>
<td></td>
</tr>
<tr>
<td>Left temporal lobe</td>
<td>0.164 0.004 0.163 0.009</td>
<td>0.163 —</td>
<td>0.161 0.008</td>
<td>0.09 .764 0.11 .743 0.01 .934</td>
<td>0.08 .783 0.13 .719 0.00 .956</td>
<td></td>
</tr>
<tr>
<td>Right temporal lobe</td>
<td>0.157 0.005 0.160 0.012</td>
<td>0.156 —</td>
<td>0.155 0.009</td>
<td>0.17 .685 0.05 .832 0.09 .771</td>
<td>0.17 .686 0.02 .898 0.17 .682</td>
<td></td>
</tr>
<tr>
<td>Left frontal lobe</td>
<td>0.173 0.020 0.177 0.014</td>
<td>0.249 —</td>
<td>0.159 0.016</td>
<td>9.96 .003 21.4 &lt;.001 25.5 &lt;.001</td>
<td>9.62 .004 19.0 &lt;.001 22.4 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Right frontal lobe</td>
<td>0.174 0.029 0.171 0.014</td>
<td>0.249 —</td>
<td>0.161 0.017</td>
<td>10.9 .002 21.6 &lt;.001 18.7 &lt;.001</td>
<td>10.8 .003 20.9 &lt;.001 17.4 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Left cingulate gyrus</td>
<td>0.217 0.021 0.217 0.014</td>
<td>0.280 —</td>
<td>0.208 0.012</td>
<td>10.9 .002 18.6 &lt;.001 18.6 &lt;.001</td>
<td>12.6 .001 24.2 &lt;.001 20.9 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>Right cingulate gyrus</td>
<td>0.200 0.017 0.196 0.017</td>
<td>0.250 —</td>
<td>0.393 0.017</td>
<td>5.06 .032 8.82 .006 6.47 .016</td>
<td>6.86 .014 13.6 .001 7.16 .012</td>
<td></td>
</tr>
</tbody>
</table>

* Adjusted for age, gender, education, handedness, and intracranial volume.
BD: patients with bipolar disorder; HC: healthy controls.
cortex, and the striatum and is responsible for identifying emotional valence of a stimulus and production of automatic affective states. The second is the dorsal cognitive network which includes the frontal cortices, anterior and posterior cingulate cortices, precuneus, and cuneus, which is involved in attention, executive and cognitive functioning [37–41]. Earlier data suggest that BD is associated with decreased activity in the dorsal network and hyperactivity in the ventral limbic network [37, 41], which can manifest as impaired performance on cognitive tasks, attention, and working memory deficits, dysregulation of mood, and abnormal emotional processing [39, 40]. Our current findings indicate GRIN2B risk allele associated reductions of white matter integrity in brain cortical regions within the dorsal network. Furthermore, the cingulate region has been hypothesized to facilitate the communication between the dorsal and the ventral systems and contribute to the regulation and integration of mood, cognitive, somatic, and autonomic responses [37]. The cingulate cortex has connections with the ventral network anatomy such as the limbic structures and facilitates top-down process of voluntary suppression/inhibition of an immediate response towards external stimuli [35, 42–45]. Disruption of white mater integrity in the cingulate gyrus may underlie increased biases towards negative and emotional stimuli or faces and diminished prefrontal modulation of affect exhibited in BD patients [37, 39].

Our study found an association between GRIN2B risk allele and lower FA in the parietal and occipital regions in BD. This is consistent with earlier DTI findings, although limited, of white matter abnormalities in the parietal and occipital regions in BD [34, 36, 46] as well as functional neuroimaging studies which have suggested abnormalities in similar parietal and occipital regions in BD [42, 43, 47]. Malhi et al. [42] performed a functional MRI (fMRI) study involving 10 euthymic BD patients and 10 matched healthy controls with the subjects engaged in a modified word-based memory task designed to implicitly invoke negative, positive or neutral affect. Compared to healthy subjects, BD patients exhibited reduced activations in the left inferior parietal lobule, right posterior cingulate gyrus, bilateral anterior cingulate gyrus, thalamus, and other cortical regions when presented with words with negative affect. Likewise, when presented with words with positive affect, BD patients showed decreased activations in the bilateral frontal gyri, right anterior cingulate gyrus, left posterior cingulate gyrus, and bilateral occipital regions compared to healthy subjects. The same research group found that poor performance during a Theory of Mind (ToM) task by euthymic BD patients was associated with less cortical activations and higher activations in the anterior cingulate gyrus and bilateral occipital regions [43]. Furthermore, a structural MRI study noted reduced gray matter density in the right parietal lobule which was associated with higher interference during the Stroop color word task in remitted patients with bipolar disorder I [47].

It was slightly surprising that no significant genotype-diagnosis interaction was noted in the temporal region despite the abundance of NR2B receptors in these regions. It is unclear how treatment with mood stabilisers such as valproate and lithium may have stabilized extant dysregulated glutamatergic neurotransmission in this region. For instance, chronic exposure to lithium was found to indirectly inhibit NMDA-receptor-mediated $Ca^{2+}$ influx and decrease NR2B phosphorylation in temporal brain region [4–6]. Valproate induces neuroprotective proteins such as heat-shock protein (HSP70) by directly targeting histone deacetylase (HDAC) inhibition in the cortical including temporal and striatal brain regions [48].

There are several limitations to the study. First, due to the small sample of subjects our findings need to be replicated with bigger sample size. Second, analyses of other brain structural measures including cortical thickness, subcortical structures, and specific white matter tracts will complement our understanding of the impact of GRIN2B on brain white matter integrity in BD. Third, we did not correlate the structural findings with neurocognitive data which would provide better insight into the cognitive impact of GRIN2B gene in BD.

In conclusion, we found that GRIN2B was associated with reductions of brain white matter integrity within the fronto-parietal-occipital cortical regions in patients with BD. Further elucidation of the interactions between different glutamate genes and their relationships with these structural, functional, and chemical brain substrates will enhance our understanding of dysregulated glutamatergic neurotransmission and its relation to neuroimaging endophenotypes in BD. This has the potential to shed light on neurobiological mechanisms that underlie BD and provide targets for future intervention.
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