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Physical terminals provide network services to upper-layer applications, but their limited memory and processing power make it
challenging to perform security updates and patches, leaving them vulnerable to known security threats. Attackers can exploit
these weaknesses to control the terminals and attack the network. To restrict unauthorized access to the network and its resources,
appropriate access control mechanisms are necessary. In this paper, we propose a fne-grained access control method based on
smart contracts (FACSC) for terminals in software-defned networking (SDN). FACSC utilizes the attribute-based access control
(ABAC) model to achieve fne-grained control over terminal access networks. To ensure the security and reliability of access
control policies and terminal-related attribute information, we utilize smart contract technology to implement the ABAC model.
Furthermore, we leverage the programming protocol-independent packet processor (P4) to flter and forward packets in the data
plane based on the packet option feld, enabling rapid terminal access. Experimental results show that our proposed method
achieves fne-grained secure authentication of terminals in SDN networks with a low authentication processing overhead.

1. Introduction

With the increasing adoption of emerging technologies in
various felds, such as the Internet of Tings, social networks,
and mobile Internet, there is a growing need for proper
management of large-scale dynamic networks [1]. Fortunately,
software-defned networking (SDN) ofers a viable solution to
this pressing problem. SDN innovatively changes the existing
network structure by dividing it into a data plane and a control
plane [2], making it possible to optimize network resource
allocation and improve network quality. However, the open
and untrustworthy network environment of SDN leaves it
vulnerable to attackers who may use forged user identities or
malicious terminals to attack the network [3, 4].

Access control is a standard approach to safeguard
valuable resources from illegal access by unauthorized users
or improper use by authorized ones. However, the native
SDN controller lacks access control mechanisms for ter-
minal access and cannot perform authentication functions

for terminals. As a result, malicious terminals can gain access
to the SDN and launch various attacks, leaving the entire
network vulnerable to known attacks, such as denial-of-
service (DoS) attacks.

Te identifer network [5] presents a new possibility for
access control of terminals in SDN. By utilizing identifer
network technology, all terminals can be uniformly bound
with attributes, which makes each terminal unique by its set
of attributes, providing support for developing access
control policies for terminals. Te attribute-based access
control model (ABAC) has made a signifcant breakthrough
in addressing complex access control policies, access control
granularity, and dynamic scaling of terminal access [6, 7].
ABAC introduces the idea of entity attributes, which de-
scribe subject, object, operation, and environment attributes
in a unifed manner. Tis makes ABAC an appropriate
solution for addressing the problem of secure and con-
trollable network access for many terminals. Te ABAC-
based scheme [8–11] implements policy-based access
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control, which combines various types of attributes (subject,
object, operation, and environment attributes). Tese
schemes grant access rights to subjects by defning a set
of rules.

It is worth noting that in the aforementioned schemes,
authentication of the subject’s access rights is usually per-
formed by a centralized entity, which is vulnerable to single
points of failure. To avoid the aforementioned security
problems, some attempts have beenmade in recent literature
to solve the distributed authentication problem using
blockchain technology [7, 12].

Blockchain can be technically understood as a distrib-
uted database without the problem of a centralized single
point of failure. And the tamper-evident and traceable
nature of blockchain can strongly endorse the data on the
chain. Tanks to the invention of smart contracts (execut-
able code residing in the blockchain), the blockchain has
now evolved into a promising platform for developing
distributed and trusted applications. It has attracted much
attention from researchers in the SDN community [13, 14].
Predictably, blockchain technology is emerging as a key
enabler for achieving distributed and trusted access control.

In this paper, the ABAC model is implemented as smart
contracts with the help of blockchain technology, which
makes the access control policy free from malicious tam-
pering and enables secure and controlled access to the SDN
network for terminals.

Te main work of this paper consists of the following.

(1) Tis paper proposes a fne-grained access control
mechanism based on smart contracts for terminals in
SDN-based networks (FACSC). It leverages attri-
butes to identify terminals uniquely, and network
administrators combine multiple attributes to for-
mulate access control policies based on the
ABAC model.

(2) In FACSC, we improve token-based authorization by
introducing blockchain and ABAC. Dedicated smart
contracts are designed to encapsulate, distribute and
verify tokens to satisfy terminals’ decentralized, re-
liable, and fexible access control requirements.

(3) We introduce the P4 forwarding device to realize
SDN data plane programmability, which enables fast
packet fltering by parsing data streams in the P4
control plane.

Te remainder of this paper is organized as follows:
Section 2 reviews the related work in recent years. Section 3
introduces the preliminary P4, smart contracts, and ABAC
situation. Section 4 introduces the system model. Section 5
presents the proposed ABAC access control scheme based
on smart contracts. Section 6 presents the experiments and
performance evaluation. Section 7 concludes this article.

2. Related Work

As SDN technology becomes increasingly mature, it has
been widely used in production environments, such as
Google Cloud Data Center, Huawei Cloud Data Center, etc.

In addition, it has also been used in some higher education
institutions, such as Stanford University and Tsinghua
University, which have implemented SDN as the basic
network architecture. However, SDN-based networks also
have security threats, such as the lack of access control
mechanisms for terminal access.

Duy et al. [15] construct an access control scheme for
SDN northbound, introducing the B-DAC framework for
decentralized authentication and fne-grained access control
for northbound interfaces, which assists administrators in
managing and protecting critical resources, indirectly en-
abling terminals access functionality. Kammoun et al. [16]
propose a new SDN architecture based on IoT trust man-
agement and access control, where a predefned trust
management algorithm calculates the terminal’s trust value.
Based on trust value, malicious devices are prevented from
accessing the network. However, this scheme does not
consider the security of the access control policy and is prone
to problems such as policy leakage. Awasthi et al. [17] design
a scalable, efcient, and cost-efective network architecture
that not only meets the changing needs of users but also
increases the number of accessing IoTdevices, which embed
network elements in software rather than dedicated hard-
ware, making it easy to rent from the pool of available
devices, enabling rapid device access. Matias et al. [18]
propose FlowNAC, an access control scheme for SDNs,
which grants users access to the network based on the user’s
requested target and implements fne-grained access control
functionality. However, this scheme is time-consuming and
relies on third-party authorization for data fow access,
which is likely to be insecure. Benzekki et al. [19] propose an
access authentication model based on an SDN network by
improving the 802.1X protocol, in which a switch supporting
the 802.1X protocol must exist and DHCP and RADIUS
servers are connected to this switch to reduce the com-
munication latency with the controller, but the disadvantage
of this model is the lack of fexibility in deployment. Fathima
and Vennila [20] propose a new algorithm for building IEEE
802.1X-based port authentication schemes, which extends
the implementation of EAP from 802.1X to the application
and control layers in IPv6, thus improving network
throughput and terminals authentication efciency. How-
ever, this scheme is highly targeted and cannot fexibly
provide authentication services for more terminals. Ferra-
zani and Duarte [21] propose an access control model that
combines information about users with OpenFlow fow
tables, which solves the problem of fne-grained user access
control. Still, the model has a single authentication method
and is less scalable when the number of terminals is large.
Hesham et al. [22] propose a simple authentication model
for M2M, which provides diferent levels of access rights and
bandwidth for users through controllers. Still, this model has
a single authentication method and cannot be applied to
large data centre networks. Yakasai and Guy [23] propose
a virtualized network access control scheme based on SDN
architecture, which provides a virtualized network access
control scheme by combining a stateful role-based frewall
with an authorization process to provide a solution for
endpoint access control in enterprise networks; however,
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this work is applied to a single domain and is not very
pervasive.

Although access control policies are considered in
some of the previous literature, they are often infexible
and not robust enough regarding security. Furthermore,
these schemes do not address the issue of reducing access
time overhead. As a result, problems such as high au-
thentication overhead and tampering with control poli-
cies may arise.

3. Preliminaries

3.1. Attribute-Based Access Control. In response to the
challenge of dynamic and fne-grained access control, which
cannot be efectively addressed by traditional models, re-
searchers have proposed the attribute-based access control
model (ABAC) [6]. Unlike other models, the ABAC model
determines a user’s access control privileges based on their
entity attributes rather than solely on their identity, elimi-
nating the need for the explicit privilege granted to a subject.
Te structure of the ABAC model is shown in Figure 1. Te
core elements of the ABAC model include subject, object,
environment, and operational constraints, all of which are
described using attributes and attribute values.Te generation
of access control policies is composed of entity attributes in
a fexible way, which improves the representability of access
control policies and the model’s fexibility. In addition, the
ABAC model can also represent the permissions used to
control roles and security in other access control models in
the form of attributes.

Terefore, the ABAC model is suitable for controlling
massive data access. In the terminals access control designed
in this paper, attributes are used to identify terminals,
making the terminal access fexible and controllable.

3.2. Programming Protocol-Independent Packet Processor
(P4). SDN divides the traditional network architecture into
the control plane and the data plane, which becomes more
fexible than the traditional network but also has some
drawbacks. OpenFlow was designed to control only the
forwarding behaviour of switches and routers, which limits
its ability to manage network trafc and resources. As
networks grow larger and more complex, OpenFlow may be
unable to handle the increased trafc and routing demands.
Because OpenFlow allows for remote control of network
devices, there are concerns about security vulnerabilities and
potential attacks. OpenFlow is not a standardized protocol,
which means that there may be interoperability issues be-
tween diferent vendors’ devices and software [24]. To solve
the problem of poor scalability caused by OpenFlow’s own
design, Bosshart et al. [25] proposed the Programming
Protocol-Independent Packet Processors (P4) language and
the corresponding forwarding model [26, 27]. With the data
plane programming capability brought by P4, administra-
tors can not only implement existing network device
functions and network protocols such as bridges, routers,
and frewalls but also easily support new protocols including
VxLAN and RCP [28].

P4 has the language properties of reconfgurability,
protocol independence, and platform independence. To this
end, P4 defnes a set of abstract forwarding models to
support the above three language properties. Te abstract
forwarding model consists of three main components.

(1) Header parser: P4 enables developers to customize
the packet header structure and parsing process and
to confgure the debugged P4 code into pro-
grammable hardware devices that support P4. Tis
allows for fexible parsing of various packet formats.
Upon receiving a message from a terminal, the P4
programmable device follows the message process-
ing logic to separate the packet header from the
payload.Te information within the packet header is
then stored in a self-defned feld according to the
state transfer rules of the parsing graph, allowing for
matching with the fow table in the subsequent
pipeline.

(2) Multilevel pipeline: Tis includes the ingress
pipeline and the egress pipeline. Te ingress pipeline
is responsible for modifying the data grouping and
determining the port from which the data is for-
warded. Te egress pipeline only has the function of
modifying the attributes associated with the mes-
sages. If the researchers want to fulfl the custom
business requirements, they have to customize the
information in the P4 code such as the matching
header feld, the executive action and parameters, the
number of fow tables in each match action table
(MAT), and decide the execution order of the
MAT [29].

(3) Control program: Te written P4 program can be
compiled by the P4 compiler to generate a control
interface for data parsing or matching. Trough this
interface, data fow forwarding rules can be installed
for the data plane, and hardware facilities such as
counters and registers can also be confgured

ABAC Strategic 
Decision Points

Strategy 
Execution point

Subject

Subject 
Attributes

Object 
Attributes

Access Control Rules

Environment
Attributes

Figure 1: Model structure.
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through this interface, as well as statistical in-
formation on the status of P4 forwarding devices
during operation.

In this paper, we use P4 forwarding devices to implement
packet processing in the data plane.

3.3. Blockchain and Smart Contracts. Blockchain is a decen-
tralized digital ledger technology that allows data to be
recorded and stored in a secure, transparent, and tamper-
proof manner. It was originally developed for the crypto-
currency Bitcoin but has since been applied to a wide range of
industries and use cases [7, 30–32]. Transaction information is
stored in blocks containing timestamps and references to the
previous block and grows as a chain, which is maintained by
all participants, and the consistency of the ledger is ensured by
consensus algorithms [33]. According to the access rules,
blockchains can be divided into public blockchains and
consortium blockchains. For public blockchains, participants
are free to join and withdraw, and the number of participants
is not fxed, as in the case of Bitcoin [34]. For consortium
blockchain, only authorized users can join, and the set of
participants is usually predefned, such as IBM’s hyperledger
fabric. With its transparent, traceable, and robust features,
blockchain can establish reliable trust between unknown
parties and is an efective solution to replace vulnerable
central servers in insecure environments. As a blockchain
with access control, the consortium blockchain is suitable for
access control scenarios that require prevetted users and
a relatively stable set of participants.

A smart contract is a concept introduced by cryptographer
Nick Szabo in the 1990s. However, due to the lack of a trusted
execution environment at that time, smart contracts were not
widely applied or developed until the emergence of Ethereum.
With the introduction of Ethereum, smart contracts were
revitalized and began to gain more attention and use. Smart
contracts are designed to eliminate reliance on traditional
trusted third parties and are deployed on physical hardware to
generate a variety of fexible and controllable smart assets. Te
life cycle of a smart contract consists of six phases: negotiation,
development, deployment, operation and maintenance,
learning, and self-destruction. Among them, the development
phase includes functional testing of the contract to ensure the
correctness of its results, and the learning phase includes
operational feedback and updates to the smart contract. In the
fabric network, the debugged contract is wrapped in the form
of a Docker image, installed in the form of a Docker container
in each peer node, and the Init method in the contract is
executed after the installation.Te installed contract will wait to
be invoked by the related business.

In this paper, the ABAC model is implemented as
a smart contract, and the contract interface is encapsulated
as a Restful service using Fabric-Java-SDK and SpringBoot
technology. Te encapsulated Restful service is used to re-
alize the functions of terminal access verifcation and data
storage.

4. System Model

We propose a fne-grained terminal access control method
based on ABAC and smart contracts to address the lack of
efective terminal access control mechanisms in SDN-based
networks. Te system model, shown in Figure 2, comprises
terminals/devices, P4 forwarding devices (P4FD), a block-
chain platform, attribute management center (AMC),
controllers, and OpenFlow Switches (OFS).

(i) Terminal/Device: A terminal is a client used by
a user to access the SDN-based network. A device is
the carrier of the network resource that the terminal
wants to access. When the terminal tries to access
the SDN-based network, it will put its own attri-
butes into theOptions feld of the IP packet and send
it to the P4FD.

(ii) P4FD: Te P4FD is responsible for packet pro-
cessing, including parsing IP packets sent by ter-
minals, fltering out packets without Options, and
forwarding packets with Options. Additionally, it
can mirror the packets to the P4 control plane,
enabling fast access for the terminals.

(iii) Blockchain: Te blockchain is the core component
of the access control model, and all nodes are re-
quired to be authenticated by the Certifcate Au-
thority when they join the blockchain system. In our
scheme, the blockchain has the following two
functions.

(1) Te ABAC model is implemented through
smart contracts, which mainly include three
kinds of contracts, namely, policy contract (PC),
device contract (DC), and access contract (AC).
Te PC formulates access control policies for
terminal access to the SDN network based on
terminal attributes, device attributes, operation
attributes, and environment attributes and
stores the policies on the blockchain. Te DC
stores the set of attributes submitted by the
AMC in the blockchain state database and
provides attribute support for the PC. Te AC
adjudicates whether the terminal has the au-
thority to access SDN network resources
according to the access control policy.

(2) Provide RestFul service for network adminis-
trators to implement smart contract addition,
modifcation, deletion, and query operations.

(iv) AMC: AMC is divided into subject AMC (SAMC)
and object AMC (OAMC), with two main
functions.

(1) Te SAMC manages the attribute sets of ter-
minals and submits the attribute sets to the
blockchain in batches to prevent terminals from
interacting with the blockchain directly and
improve the performance of the blockchain.
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(2) TeOAMCmanages the attribute sets of devices
under the SDN-controllers domain and submits
them to the blockchain in batches.

(v) Controller: Te main modules developed in the
controller are the message parsing module and the
data forwarding module.
Temain function of the message parsing module is
to get the IP packets carrying the Options feld after
fltering by the P4FD.Te controller parses the value
of theOptions feld, constructs the access request for
the current terminal based on the parsing result, and
submits the request to the AC through the encap-
sulated RestFul service. Te AC verifes whether the
terminal has permission and returns the response
status code to the controller.
Te main function of the data forwarding module is
that the controller determines whether to issue
a fow table to instruct the OpenFlow switch to
forward messages based on the status code.

(vi) OFS: In this paper, we use OpenvSwitch (OvS) as
OpenFlow switches, whose main function is to
encapsulate packets sent by P4FD into Packet in
messages for forwarding to the controller and to
forward the messages normally according to the
fow table issued by the controller.

5. ABAC and Smart Contract-Based
Access Control

To address the lack of efective access control for terminal
access in software-defned networks, we propose an ABAC
and smart contract-based access control method for terminal

access. First, the ABACmodel is formally defned, followed by
a detailed description of the access control process.

5.1. ABAC Model. Te attribute is the core concept of the
ABAC model, which is described by a four-element set
〈Si, Oj, Pk, En〉. Te meaning of each element is explained as
follows:

Si represents the i-th subject attribute, which is the
terminals attribute, and uses Si � [ASi

: VSi
] to denote any

one attribute item and attribute value in the subject, where
ASi

denotes the subject attribute name, such as terminal
Mac, IP, etc., and VSi

denotes the attribute value corre-
sponding to the subject attribute name. Oj represents the j-
th object attribute, which is the devices attribute, and Oj �

[AOi
: VOi

] is used to denote any one attribute item and
attribute value in the object. Pk � [APk

: VPk
] represents the

operation of the subject on the object, such as read, add,
execute, etc. Here, there are two values of VPk

, when VPk
is

1, it means that the terminal is allowed to access the SDN
network, and when VPk

is 0 or other values, the terminal is
denied access to the SDN network. En � [AEn

: VEn
] rep-

resents the environment attribute, which indicates the
environment attribute required by the access control policy
when the current subject accesses the object. En represents
environment attributes, indicating the environment
properties required by the access control policy when the
current subject accesses an object. En � [AEn

: VEn
] repre-

sents any attribute item and value in the environment
attributes. AEn

represents any attribute name in the envi-
ronment attributes, such as the policy efective time,
allowed terminal MAC, and IP information. VEn

represents
the attribute value corresponding to the attribute name in
the environment attributes.

SDN controllers

Message Parsing 
Module

Data forwarding 
modules

P4 control plane

message 
forwarding 

table

Message 
Mirror Table

terminal
P4

OpenFlow Switches

Authentication data 
stream

Device attribute registration 
under controller domain

Access control permission 
acquisition

Messages carrying Options 
field

Downlink rules

Blockchain

Terminal attribute
registration

Attribute 
Submission

Attribute Management Center

Packet_in
(Options)

Operational 
Data

Figure 2: System model.
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Defnition 1. An attribute group AGm � [Am1
: Vm1

]∧􏽮

[Am2
: Vm3

]∧ · · · ∧ [Amp
: Vmp

]􏼉 represents a collection of

attribute items of the same type, where m ∈ Si, Oj, Pk, En􏽮 􏽯.

Defnition 2. An attribute access request AAR � AGSi
∧A􏽮

GOj
∧AGPk
∧AGEn

􏼉 is a collection of subject attribute
groups AGSi

, object attribute groups AGOj
, action attribute

groups AGPk
, and environment attribute groups AGEn

. It
indicates that the terminal with attribute group AGSi

is
requesting operation AGPk

for device attribute group AGOj

under environment attribute group AGEn
.

Defnition 3. Attributed-based access control policy (ACP) is
a collection of subject attributes, object attributes, operational
attributes, and environment attributes formed by means of

merging or parsing. ACP � AGSi
∧ or∨AGOj

∧ or∨AGPk
∧􏼚

or∨AGEn
􏼛 represents the access control rules of the subject to

the object and represents the set of attributes required to access
the protected object resources.

5.2. Terminal Access Control. Terminal access control has
three main parts. In this section, the implementation steps of
each part will be explained in detail.

(i) Registration phase: Terminals and devices register
attributes in the AMC. Administrators generate access
policies based on attribute sets (see Algorithm 1).

(1) Te terminals and devices submit attributes to
the attribute management centre, which uses
a RestFul service to execute device contracts
with the submitted attribute set and store them
on the blockchain.

(2) Te administrator obtains the set of attributes
submitted by the terminal or the device under
the controller domain through the device
contract. Ten, the access control policy is
formulated for the terminal access to the SDN
network based on AGSi

, AGOj
, AGPk

, AGEn
.

(3) During the formulation of the access control
policy, a unique Token is generated for the
terminal. Te Token is created by encrypting the
relevant attributes in the access control policy.
All of these operations are performed in the
chain to ensure the Token is not tampered with.
Finally, the administrator signs the access
control policy to ensure its validity.

(4) Once the administrator has defned the ACP,
the RestFul service of the operation policy
contract is used to add, delete, modify, and
verify the access control policy.

(ii) Authentication phase: Te controller calls the ac-
cess contract, verifes that the terminal AAR

requests, and returns the response to the SDN
controller (see Algorithm 2).

(1) First, the terminal encapsulates the attribute set
in the IP packet’s Options feld. When the P4
forwarding device receives the message, it
quickly flters out messages without the Options
feld based on the IHL feld value. If the packet
carries the Options feld, it’s forwarded to the
connected switch, which encapsulates it into
a Packet in message and sends it to the con-
troller. Te controller then parses the Packet in
message, retrieves the Options value, and uses it
to construct the AAR request for the access
contract for the terminal.

(2) Te blockchain verifes whether the AAR re-
quest constructed by the controller satisfes the
ACP and, if so, generates a response status code
and returns it to the controller. At the same
time, the controller sends the fow table to OVS,
allows the terminal trafc to be forwarded, and
caches the Token generated by the terminal
corresponding to the access control policy with
the key as the terminal ID and value as the Token
value in the cache database and the blockchain.
Te Token value in the cache database is con-
sistent with the Token on the blockchain, and
when the Token on the chain changes, it will be
synchronized to the cache database in real time.
If the AAR request does not satisfy the access
control policy, the blockchain returns an error
message to the controller.

(iii) Access phase: If the terminal’s connection is
interrupted for external reasons, two situations will
occur when it is accessed again: frst-time access and
nonfrst-time access (see Algorithm 3).

(1) For frst-time access, the terminal needs to do the
same operations as in the authentication phase.

(2) For nonfrst-time access, the terminal adds the
Token value obtained for the frst time to the
Options feld of the IP packet and initiates an
access request to the SDN network. First, when
the packet carrying the Options feld arrives at
the P4 forwarding device, the P4 forwarding
device parses the packet and flters out the
packets without the Options feld in the IP
packet using the IHL feld. Ten, the packet is
mirrored to the P4 control plane through the
to cpu action, and the P4 control plane parses
the Options feld value and queries the corre-
sponding Token to the cache database through
the RestFul service. If the corresponding Token
is queried and is within the validity period,
a function similar to the Packet in message is
implemented in the P4 control plane, and the
fow table is distributed in the control plane to
allow the terminal to join the SDN network.
Otherwise, IP packets carrying Options are
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resent to the controller, which realizes terminal
access to the SDN network after the operation of
the authentication stage.

5.3. Smart Contracts of ABAC. Tis section provides details
on the structure and interface of the ABAC smart contract,
which is implemented using smart contracts and can be
accessed by the application through the RestFul service.

(1) Policy Contract: Te responsibility of the PC in-
cludes generating, updating, fnding, and deleting
access control policies. Te Policy struct is used for
this purpose, which consists of AS, AO, AP, and AE

substructs. AS, AO, and AE represent the attributes
of the terminal, device, and environment, re-
spectively, while AP represents access permissions.
Te main functions of the PC are as follows.

(1) AddPolicy():Tis method primarily generates an
access control policy using 〈AS,AO,AP,AE〉 as
the input parameters. Te algorithm frst vali-
dates the legitimacy of the input parameters and
then uses the parsePolicy method to parse and
match the policy JSON string with the policy
structure, ensuring the type and number of at-
tributes are correct. Following this, the

Require: Attribute set
(1) Terminal and device submit attributes to the AMC
(2) AMC submit all attributes to the device contract and store attributes in the blockchain
(3) Administrators generate an access control policy Policy � gen(AGSi

, AGOj
, AGPk

, AGEn
)

(4) compute Token�MakeToken (Policy.AE.AllowedMAC, Policy.AO.DeviceId, Policy.AS.TerminalId)

ALGORITHM 1: Attributes registration phase.

(1) Terminal sends packets with Identifcation to P4FD
(2) if Option feld is none then
(3) discards the packets
(4) end if
(5) Forwarding the packets to the controller
(6) Controller sends a AAR request to Access Contract
(7) Access Contract verifes the ACP and return a statuscode
(8) if statuscode � 200 then
(9) Controller sends fow rules to OFS
(10) else
(11) return Authentication failed
(12) end if

ALGORITHM 2: Authentication phase.

(1) Terminal add Token to the Options feld of the IP packet
(2) Initiate access requests
(3) if Te terminal is nonfrst-time access then
(4) P4FD parses the IP header of packets
(5) if IHL� 0x05 then
(6) Discard the packets
(7) end if
(8) Te packet is mirrored to the P4 control plane
(9) Te P4 parses the Options and get the Token
(10) Query the Token from the cache database
(11) if Te Token exists and has not expired then
(12) Distribute the fow table in the p4 control plane
(13) else
(14) Resend the IP packet with Options to the controller
(15) end if
(16) else
(17) Perform the same operation as in the authentication phase
(18) end if

ALGORITHM 3: Access phase.
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CheckPolicy method is called to verify whether
the access control policy set by the network
administrator satisfes the policy requirements. If
it meets the requirements, the MakeToken
method is called to create a Token using
SHA256(AAS.ID,AO.ID), which is then
assigned to the Token feld in the Policy structure.
Te formulated policy is stored in the blockchain
state database as a key-value pair, where the key is
generated using SHA256(AS.ID,AO.ID) and
the value is policy. Finally, Policy.ID is returned.

(2) QueryPolicy(): First, the method verifes the
legitimacy of the input parameters and then
queries the policy details in the blockchain state
database based on Policy.ID.

(3) DeletePolicy(): Tis method executes the
DelState method to remove the access control
policy corresponding to Policy.ID from the
blockchain state database.

(4) UpdatePolicy(): Tis method will override the
original access control policy.

(5) QueryToken(): Tis method queries the corre-
sponding Token based on the input Policy.ID.

(ii) Device Contract: Te DC is responsible for adding
and fnding attributes related to terminals or de-
vices, and it performs the following main functions.

(1) AddAS(): Tis method saves the registered at-
tributes of the terminal in the blockchain state
database. Initially, it validates the input pa-
rameters’ accuracy and uses the parserAS
function to parse the terminal’s registered at-
tributes to the AS struct. If the attribute value
complies with the defned data type, the ter-
minal’s ID is obtained and used as the key, and
the attributes are saved as the value. Finally, the
blockchain state database stores the key-value
pair 〈ID,Attributes〉.

(2) AddAO(): Similar to AddAS(), this method
receives the device’s attributes under the man-
agement domain of a particular SDN controller
and stores them in the blockchain state
database.

(3) GetAS(): Tis method queries the attributes
from the blockchain based on the terminal ID
and returns the details of the terminal attributes.

(4) GetAO(): Similar to GetAS(), this method
queries the device’s attributes.

(iii) Access Contract:Temain function of the AC is to
verify whether the terminal has the right to access
the SDN network.

(1) AuthACP(): Tis method verifes the correct-
ness of the struct for the input AAR.

(2) CheckAccess():Tis method validates the access
privileges of the terminal by examining the AAR
request received from the controller. Initially, it
validates the legitimacy of the passed parameters
and uses the AuthACP() method to verify the

AAR struct. Subsequently, the GetAttrs method
is called to retrieve AO.ID, AS.ID, and AS.MAC
from the verifed AAR. Te QueryPolicy()
method is then used to retrieve the access
control policy. If the value of Policy.AP is 1,
indicating that the terminal has access rights,
and access is granted. Otherwise, it is denied.
Using the four AE parameters (CreatedTime,
EndTime,AllowedIP, andAllowedMAC), the AC
checks the current access time’s validity and the
legality of MAC and IP. Finally, the method
returns the outcome of the access verifcation to
the controller.

6. Evaluation

To evaluate the feasibility and performance of our scheme,
we realized a prototype of its proof-of-concept using
Mininet [35] and Hyperledger Fabric [36]. Mininet is
a network simulation tool that rapidly creates large-scale
SDN prototype systems on ordinary computers with limited
resources. Hyperledger Fabric is an open-source consortium
blockchain platform widely used in various domains.

6.1. Simulation Setup. As illustrated in Figure 3, we simulate
an SDN network using Mininet with Floodlight as the SDN
controller. We modify the message parsing module in each
controller to parse the Options feld of Packet in messages
and the data forwarding module to implement the fow table
for postauthentication distribution. To enable blockchain
functionality, we combine each controller with a Fabric
node. Additionally, we leverage a pastry-based dynamic load
balancing algorithm [37] to ensure load balancing among
controllers. Te experiments are conducted on an Ubuntu-
20.04 system running on VMware ESXi 6.5 with an Intel(R)
Xeon(R) Silver 4114 CPU @2.20GHz and 16GB of memory.

6.2. Comparative Summary. In the comparative summary,
we focus on four key features: decentralization, fne-grained
access control, dynamic access control, and a programmable
data plane. It should be noted that among all the schemes
compared in Table 1, only our scheme meets all these fea-
tures. Te detailed explanations of the comparative sum-
mary are presented below.

6.2.1. Decentralization. Decentralization requires that the
entire solution not rely on a central server. For example, in
SDN, a single controller may not be able to handle the
service requests from a large number of terminals. With
distributed edge controllers, service requests from terminals
are dispersed to closer controllers, efectively avoiding the
vulnerability of a single point of failure.

6.2.2. Fine-Grained Access Control. Fine-grained access
control in SDN environments allows administrators to
control who can access the network, what they can access,
and how they can access it. Tis helps prevent unauthorized
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access to the network, which can help protect against cyber
threats such as network intrusions, data breaches, and de-
nial-of-service attacks.

6.2.3. Dynamic Access Control. Access policies can be
updated and enforced in real time based on changes in the
environment. Tis means that access control decisions can
be made on the fy, which can help improve security and
reduce risk. ABAC is a scalable access control model that can
be easily applied to large, complex environments. Tis
means that organizations can easily manage access control
policies for a large number of users and resources.

6.2.4. Programmable Data Plane. Programmable data
planes enable greater fexibility and control over how packets
are processed and forwarded through the network. Tis can
lead to improvements in network performance, security, and
reliability, as well as enable the development of new network
applications and services. With programmable data planes,
network engineers can defne how packets should be pro-
cessed and forwarded through the network using a high-
level programming language such as P4.

6.3. Performance of ABAC Smart Contracts. In this sub-
section, we conduct tests to fully assess the performance of
the ABAC model. Specifcally, we measure the average
completion time of the three smart contracts in the ABAC
model under varying concurrency levels of 10, 50, 100, 150,
and 200.

6.3.1. Policy Contracts. Figure 4 shows the average com-
pletion time for add, delete, query, and update operations in
the policy contract under varying concurrent requests. Te

fgure indicates that the AddPolicy(), QueryPolicy(),
DeletePolicy(), UpdatePolicy(), and QueryToken() func-
tions have average response times of 139.4ms, 36.6ms,
100.2ms, 197ms, and 39ms, respectively. We also con-
ducted tests for a single operation of each function and
found that the completion time for a single add or update
operation was consistently between 80–140ms, a single
query operation was consistently between 25–50ms, and
a single delete operation was consistently between 55–90ms.
Tese results demonstrate that the performance of the policy
contract can efectively meet the daily requirements of
network administrators for policy add, delete, query, and
update operations.

6.3.2. Device Contracts. Te performance test results for the
device contract are presented in Figure 5, which includes
interfaces for adding and querying AS and AO attributes. As
shown in the fgure, the average completion times for
AddAS(), AddAO(), GetAS(), and GetAO() are 129.6ms,
141.4ms, 36.1ms, and 48ms, respectively. Additionally, we
conducted tests on individual add or query operations, with
completion times for the add interface ranging from
70–125ms and for the query interface ranging from
30–50ms. Tese results indicate that the device contract’s
performance is sufcient for registering and querying device
attributes.

6.3.3. Access Contracts. Te performance test results of the
access contract interface are presented in Figure 6. Te
average completion time for verifying terminal access rights
is approximately 175.4ms under diferent concurrent re-
quests, while the completion time of the policy verifcation
function interface remains stable at 82–150ms during
a single verifcation operation. Tis takes more time as it

OpenvSwitch
P4 P4

Host1 Host2

Floodlight Controllers

Figure 3: Te proposed prototype topology.

Table 1: Comparative summary features.

Schemes Decentralization Fine-grained access control Dynamic access control Programmable data plane
B-DAC [15] √ √ × ×

FlowNAC [18] × √ √ ×

SILedger [7] √ √ √ ×

FGAC [38] √ √ × ×

FACSC √ √ √ √
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requires interchain code calls in the AC, such as calling the
QueryPolicy function in the PC.

Based on the performance tests conducted on the policy
contracts, device contracts, and access contracts, we can
draw the following conclusions: (1) query operations have
a minimal time overhead since they do not require con-
sensus and do not need to be recorded on the blockchain. (2)
Add and update operations have a signifcant time overhead
because consensus is required among the blockchain nodes
before data can be saved.

6.4. TimeOverhead for Terminal Access. In our system, there
will be two cases of terminal access to the network: frst
access and nonfrst access.

(1) First-time access: For the client-server experiment, we
designated Host1 as the client and Host2 as the target
server. We ran the client and server codes on their
respective hosts. Te client Host1 encapsulated the IP
packet with the Options feld into a UDP packet and
sent it to P4FD, which fltered the UDP packet and
forwarded it to the OpenvSwitch switch. OvS then
encapsulated the UDP packet into a Packet_in mes-
sage and transmitted it to the Floodlight controller.
Te foodlight controller parsed the message and
constructed an AAR request. Upon receiving the AAR
request, the blockchain called AC and returned the
response status code to the controller. Finally, the
controller sent the fow table to OvS according to the
status code, thereby achieving the frst access to the
terminal.

(2) Nonfrst-time access: When the access is not the frst
time, Host1 retrieves the previously obtained Token
and inserts it into the Verifcation_Token feld in
Options, then initiates the ping operation. As shown
in Figure 7, the terminal successfully passes the
Token verifcation in the P4 control plane, and
subsequently, the P4 control plane issues the fow
table, enabling the successful execution of the ping
command.

We compared the time overhead of frst-time and
nonfrst-time requests for terminal access to the SDN net-
work. As shown in Figure 8, for frst-time access, the average
authentication completion time for diferent numbers of
packets is approximately 197ms. For nonfrst-time access,
message parsing in the P4 control plane and verifcation of
the Token are simulated, and the average completion time for
verifying each packet authentication is approximately
35.6ms for diferent numbers of packets. From the com-
parison results, it is evident that the authentication overhead
for nonfrst-time access is much lower than that for frst-
time authentication. Terefore, the nonfrst-time terminal
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Figure 4: Average completion time of policy contract calls under
concurrency.
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access method in this scheme can compensate for the time-
consuming nature of frst-time access.

6.5. Data Forwarding Delay. Considering that frst-time
access to the terminal requires permission verifcation
from the blockchain, which consumes more time, we only
compare the latency of nonfrst-time access for the following
comparison. We compare the latency of performing two
ping operations in the traditional network, the OpenFlow
network, and FACSC.

In FACSC, when P4FD receives the frst ping packet, the
control plane of P4FD does not issue any fow rules, so it
cannot forward the data. At this point, the P4 control plane
calls the RestFul service to fnd the corresponding Token of
the terminal from the cached database according to the
terminal ID. If the Token is the same, the P4 control plane
issues the fow table, and the trafc will be transmitted.
Otherwise, the P4 control plane will refuse to issue the fow
rule. Te results of the latency evaluation for diferent
schemes are shown in Figure 9.

Based on the comparison of time overhead for the frst
ping in the traditional and OpenFlow networks, it can be
concluded that the Floodlight controller takes around 12.1ms

to process data forwarding. In our proposed solution, the time
overhead for the frst ping is 35.62ms. Tis delay is higher
because the terminal must retrieve and verify the Token from
the cache database before accessing the network. However,
the time overhead for the second ping in FACSC is similar to
that of the traditional and OpenFlow networks since it only
involves normal packet fow between terminals without
complex authentication. Terefore, FACSC provides secure
terminal access to the SDN network while meeting normal
usage requirements for authentication delay.

7. Conclusion

Securing terminal access in SDN networks is crucial for
ensuring network security. However, most SDN architec-
tures lack efective access control methods, leaving the
network vulnerable to malicious terminal attacks. To address
this issue, we propose the Fine-Grained Access Control
System for SDN (FACSC), which uses blockchain tech-
nology and the ABAC model to implement smart contracts
that provide strong security and fexible control policies for
terminal access. Additionally, we utilize the pro-
grammability characteristics of SDN networks and P4 for-
warding devices to ofer convenient, efcient, and secure

Figure 7: Flow table issued by P4 control plane.
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terminal access, further enhancing the network’s security.
Our experimental simulations demonstrate that FACSC
enables secure, controllable, and traceable terminal access to
SDN networks. In future work, we will focus on reducing the
authentication time and cost for initial access and using P4
to directly transmit fltered packets to the controller. We also
plan to deploy the ABAC model on multiple physical nodes
in a real environment for performance testing.
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Space-based Internet of things (S-IoT) can provide global services and connection capabilities. It has broad emerging application,
including marine monitoring, forest monitoring, animal monitoring, disaster emergency response and other felds. However,
owing to the openness of satellite communications, S-IoT is vulnerable to hijacking attacks, and malicious attackers can tamper
with or forge transmitted messages. More seriously, due to limited S-IoT node resources, it is difcult to directly apply existing
security solutions to terrestrial networks to the S-IoT. In this study, we propose CSP, a novel, secure, and efcient scheme based on
certifcateless signatures and bilinear pairings for S-IoT. CSP consists of six phases: system setup, partial private key settings,
private key settings, public key settings, signing and verifying. In CSP, we especially design that part of the private key comes from
the ground KGC and the other part is generated by the communication entity itself. We theoretically prove CSP is secure, and it is
able to resist tampering or forgery attacks. Moreover, it can also ensure the authenticity, integrity, unforgeability, and non-
repudiation of transmitted messages.We also conducted extensive experiments and compared CSP with the existing schemes.Te
experimental results demonstrate that CSP can signifcantly reduce the total scheme time consumption. Especially, it can reduce
about 50–60% of the time in the signature verifcation phase.

1. Introduction

Space-based Internet ofTings(S-IoT) has broad application
prospects in the felds of disaster emergency, animal
monitoring, air pollution monitoring, aerospace measure-
ment and control, aviation and navigation, and mobile
communications [1–6], as shown in Figure 1. At present, the
IoT generally transmits information through terrestrial
networks such as the Internet and mobile communication
networks, which severely limits the application scope and
makes it hard to achieve true interconnection of all things.
Terrestrial networks mainly cover densely populated areas
such as cities and towns. More than 70% of the Earth’s area
and more than 3 billion people are not covered by terrestrial
networks. S-IoT can cover sparsely populated areas such as
oceans, polar regions, and deserts [7, 8]. In addition, S-IoT
can also be applied in situations where terrestrial infra-
structure has been damaged, such as reconstruction in di-
saster areas. According to the forecast of McKinsey, an

American consulting company, the output value of S-IoT
will reach 560 billion to 850 billion dollars within the next 5
years. It is expected that the number of machine-to-machine
(M2M) and IoTnetworks connected to S-IoTwill reach 5.96
million by 2025 [9].

Authentication is one of the fundamental issues for
security [10]. However, owing to the openness of satellite
communications, identity authentication between nodes and
message integrity authentication face signifcant challenges.
First, in S-IoT, a single satellite usually needs to provide data
transmission services for massive ground nodes. Te par-
ticularity of the environment makes the messages trans-
mitted by satellites vulnerable to security threats such as
eavesdropping, tampering, and forgery. Terefore, the
communication security between satellite nodes is indis-
pensable. Second, since the communication bandwidth of a
satellite is typically narrow and satellite storage resources are
also limited, the authentication scheme must be efcient.
Tird, in S-IoT, scores of ground nodes are distributed in the
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wild and may even be carried by animals. Te computing,
storage, and energy resources of ground nodes are severely
limited due to the constraints of weight, volume, and de-
ployment environment. Tese constraints require that the
operations of ground nodes must be simple enough to
operate [11]. Terefore, a secure and efective authentication
scheme is urgently needed to ensure the development of
S-IoT.

Te main contribution of this study can be summarized
as follows:

(1) We proposed CSP, a novel, secure, and efcient
scheme based on certifcateless signatures and bi-
linear pairings for S-IoT. To set the complete private
key, a partial private key comes from the ground
KGC and the other part of the private key is gen-
erated by the communication entity itself. In this
way, CSP does not need a certifcate authority and
solves the key escrow issues.

(2) We have proved CSP, which has strong security and
can efectively resist the attacks of external and in-
ternal adversaries. Moreover, CSP enables authen-
ticity, integrity, unforgeability, and nonrepudiation
of transmitted messages.

(3) We designed the CSP so that it only needs one hash
function. Compared with the previous schemes, our
scheme reduces the bilinear pairing operations in the
verifcation phase. Performance evaluation shows that
CSP can signifcantly reduce the total scheme time
consumption. Especially, it can reduce about 50-60%
of the time in the signature verifcation phase.

Te organization of this study is summarized as follows.
In Section 2, we review the related work. Te S-IoT archi-
tecture, some principles of cryptography, and security model

are described in Section 3. In Section 4, we elaborate on our
proposed scheme for CSP. We present the security analysis
of CSP in Section 5. In Section 6, we evaluate the perfor-
mance. We fnally conclude the study and discuss the future
research direction in Section 7.

2. Related Work

Te existing work on the certifcation of IoT can be roughly
divided into three types. Te frst method is the authenti-
cation based on the public key infrastructure (PKI) mech-
anism, the second method is the authentication based on the
identity-based cryptosystem (IBC), and the third method is
the authentication based on the certifcateless public key
cryptography (CL-PKC).

In the traditional PKI, the certifcate authority (CA)
complexly manages the public key and identity information
of all users and issues certifcates to authenticated users.
However, the generation, storage, distribution, verifcation,
and revocation of certifcates can be resource intensive.

Shamir [12] introduced IBC to try to solve the tedious
problem of certifcate management. As shown in [13], in
addition to human users, computers and servers, smart-
phones, other mobile devices, and IoTdevices also have their
own identities. Te IBC uses the user’s identity information
directly as the public key. Te user’s private key is generated
by the key generation center (KGC) using themaster key and
the user’s identity information. Tere have also been some
studies [14, 15] on IBC in recent years. However, in an IBC
system, the KGC must be highly trusted because it can
encrypt and decrypt messages on behalf of any system user.
Tis creates a key escrow problem inherent in the IBC
system. Once KGC is invaded or breached, all users’ private
keys and identity information will be leaked.Ten, the entire
system will be paralyzed.
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Figure 1: S-IoT application scenarios.
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To solve these problems, Al-Riyam et al. [16] proposed
CL-PKC. Tey designed a novel certifcateless signature
(CLS) scheme, in which KGC only provides part of the user’s
private key, and the other part is generated by the user,
which can solve the key escrow problem. In addition, dif-
ferent from the traditional PKI system, users in the CL-PKC
system do not need to be authenticated. Terefore, CLS do
not need a certifcate authority. CLS can be divided into two
categories: one contains bilinear pairs and the other does not
contain them.

Later, CLS technology has been greatly developed. In
1996, Bellare and Rogaway [17] proposed a random oracle
model (ROM) to prove the security of the CLS scheme. Tis
model can efciently evaluate the scheme, but there are
many loopholes. At the beginning of this century, Choudary
Gorantla and Saxena [18] claimed to have proposed a high-
efciency CLS scheme. However, in 2006, Cao et al. [19]
proved that their scheme is not secure against key substi-
tution attacks. Zhang et al. [20] designed a new certifcateless
signature scheme using bilinear pairings and used the ROM
to achieve strict security proofs under the assumption of
computing the Dife–Hellman Problem (DHP), but their
algorithm’s computational cost is signifcant.

In 2012, Tso et al. [21] proposed a certifcateless short
signature scheme. However, Du and Wen [22] point out that
the scheme cannot resist the attack of the second type of
strong adversary in the ROMmodel. Tere are also two short
CLS schemes [23, 24], both of which have been proven to be
secure. However, the scheme in [23] needs to perform two
bilinear calculations during verifcation, while the scheme in
[24] requires three bilinear calculations. Obviously, the
computational cost is relatively high. Te frst CLS scheme
without bilinear pairings is proposed in [25], but it is pointed
out in [26] that this scheme is vulnerable to the second type of
strong adversaries. After that, proposed CLS schemes without
bilinear pairings were proposed in [27, 28], respectively.
However, it is pointed out in [29, 30] that both schemes are
vulnerable to the frst type of super-adversaries. In 2015,
Hassouna et al. [31] claimed to propose a strongly secure CLS
scheme and proved its security under the assumption of two
classes of strong adversary attacks. However, scholars soon
proved that the scheme in [31] is insecure in the face of the
attack of the frst type of strong adversary. In addition, Wang
et al. [32] proposed a novel, reliable, and efcient pairing-free
certifcateless scheme for the Industrial Internet of Tings
(IIoT) that utilizes the state-of-the-art blockchain technique
and smart contracts. In 2018, Jia et al. [33] proposed an ef-
fcient and nonbilinear pairwise CLS scheme suitable for the
IoT. In 2020, Du et al. [34] found that the scheme in [33]
could not resist the attack of the frst type of adversaries and
proposed a new scheme. In the same year, a bilinear pair-free
CLS scheme suitable for resource-constrained scenarios was
proposed in [35]. However, in 2021, Xu et al. [36] found that
the solution of [35] was vulnerable to signature forgery attacks
and could not achieve its purpose.

Table 1 shows the main mechanisms and shortcomings
of the existing works. From the above, we can see that the
existing PKI and IBC mechanisms may not be suitable for
S-IoT. Te CLS scheme without bilinear pairings does not

seem to be reassuring in terms of security. Especially, in
recent years, the scheme proposed in a short period of time
will be found to be unsafe. However, existing CLS schemes
containing bilinear pairings have a large overhead. If these
schemes are applied to the S-IoT, they will take up a large
amount of resources. Terefore, we want to design a CLS
scheme that balances security and computational overhead,
which is suitable for the special environment of S-IoT.

3. Preliminaries

3.1. S-IoT Architecture. Te typical S-IoT architecture [3] is
shown in Figure 2. Te S-IoT architecture consists of three
parts: space segment, ground segment, and user terminal.
Te space segment consists of a constellation of satellites.
Te ground segment mainly includes the ground stations
and the control stations. Te user terminal refers to various
terminals which are mainly used to send and receive signals.
Information security is an important issue in S-IoT. Tere
may be malicious nodes attacking the S-IoT system through
eavesdropping, forgery, tampering, and other means.

3.2. Elliptic Curve. Elliptic curve cryptography (ECC) is a
method of constructing cryptographic schemes from elliptic
curves over fnite felds. Elliptic curve cyphers can achieve
the same strength with shorter keys than RSA; that is, elliptic
curve cyphers have shorter key lengths but higher strength.
In general, an elliptic curve cypher with a key length of 160
bits can achieve the same strength as RSA with a key length
of 1024 bits.

Let p be a large prime number of length λ, GF(p) rep-
resents a fnite feld, and an elliptic curve is a series of points
satisfying the following equations:

G � (x, y): y
2

� x
3

+ ax + b, 4a
3

+ 27b
2modp≠ 0􏽮 􏽯∪O

a, b ∈ GF(p),

(1)

where O represents the point at infnity.

3.3. Bilinear Pairing. Let the bilinear mapping be e: G1 ×

G2⟶ G2, where G1 and G2 are the additive cyclic group
and the multiplicative cyclic group of order prime p, re-
spectively. Te generator of G1 is P. Te bilinear map sat-
isfes the following properties:

(1) Bilinearity: ∀Q, W, Z ∈ G1; there are e(Q, W + Z) �

e(Q, W) · e(Q, Z) and
(Q + W, Z) � e (Q, Z) · e(W, Z). Ten, ∀a, b ∈ Z∗q ,
e(aQ, bW) � e(Q, W)ab

(2) Nondegenerate: ∃P, Q ∈ G1, e(P, Q)≠ 1
(3) Computability: ∀P, Q ∈ G1; there is a valid algorithm

that can compute e(P, Q)

3.4. Elliptic Curve Computational Dife–Hellman Problem
(ECDHP). Given aP, bP ∈ G1, a, b, c ∈ Z∗q , where P is the
generator of G1, it is hard to calculate abP ∈ G1.
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3.5. Bilinear Dife–Hellman Problem (BDHP). Given
aP, bP, cP ∈ G1, a, b, c ∈ Z∗q , where P is the generator of G1,
it is hard to calculate e(P, P)abc ∈ G2.

3.6. Certifcateless Signature. A certifcateless signature
scheme generally includes three entities: KGC, signer, and
verifer. Te general steps of the CLS are as follows:

(1) Setup: this step is performed by KGC. We input a
security parameter l and output the system master
key s and public parameter params. KGC securely
keeps the system master key s and makes params
public.

(2) Set partial private key: this step is performed by
KGC. We input the system master key s, the public
parameter params and the signer’s identity ID.Ten,
we output the partial private key D.

(3) Set private key: this step is performed by the signer.
We input the public parameters params, the signer’s
identity ID, the partial private keyD, and the signer’s
secret value. We output the private key sk.

(4) Set public key: this step is performed by the signer.
We input the public parameter params and the
signer’s secret value and output the public key pk.

(5) Sign: this step is performed by the signer. We input
public parameters params, message m, the signer’s
ID, the private key sk, and the public key pk and
output the signature σ.

(6) Verify: this step is performed by the verifer. We
input public parameters params, message m, signer
ID, the public key pk, and the signature σ and, fnally,
output
Verify(m, σ, params, ID, pk)⟶ true or false.

3.7. Security Model of CLS. As mentioned in [37, 38], tra-
ditional security controls and detection systems are often
tailored against external threats, but insider attacks are also
an ever-increasing threat to a system with dire conse-
quences. For comprehensive consideration of safety, in a
certifcateless cryptosystem, external adversary and internal
adversary A1 and A2 can be assumed [12]. At frst, there are
normal and strong adversaries in ROM. In [39], the ad-
versary is expanded and classifed into normal, strong, and
super three levels. Trough oracle queries, a normal ad-
versary can only obtain the valid signature of the entity with
the original public key. If the entity’s public key is replaced,
the normal adversary cannot obtain a valid signature. If the
public key of a strong adversary has been replaced, the
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Figure 2: S-IoT architecture [3].

Table 1: Existing works.

Method Main mechanism Services Shortcomings

PKI Public key certifcate, certifcate authority
(CA), registrar authority (RA), etc.

Authentication, integrity,
confdentiality, data fairness,

nonrepudiation

Certifcate management consumes a lot of
resources

IBC
User ID is the user’s public key (which can be
their name, IP address, e-mail address, mobile

phone number, etc.)

Authentication, integrity,
confdentiality, and
nonrepudiation

Key escrow issue

CL-
PKC

Te user’s private key is divided into two
parts; one is generated by KGC, and the other

is generated by the user

Authentication, Integrity,
Confdentiality, and
nonrepudiation

Some existing schemes have low security or
high overhead; it is not fully considered for

S-IoT scenarios
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adversary cannot obtain a valid signature until providing the
associated secret value of the new public key. A super ad-
versary can obtain the valid signature of the entity whose
public key has been replaced without the new secret value.
Here, we consider the case of super adversary attacks.

Te frst type of adversary A1: these kinds of adversaries
are also called external adversaries. Te adversary can re-
place the public key of the target entity, but cannot obtain
the master key of the KGC and partial private key of the
entity.

Te second type of adversary A2: these kinds of ad-
versaries are also called internal adversaries. Te adversary
knows the master key of KGC and the partial private key, but
cannot replace the public key of the target entity.

3.7.1. Type-I Model

Setup: challenger C executes the algorithm to get the
master secret key s and public parameters params.
Ten, C keeps s as secret and makes the parameters
public.
Queries: A1 adaptively asks one of the following
queries to C.

(1) Public key extraction query: A1 obtains the public
key pki of IDi

(2) Replace public key query: A1 replaces pki with pki
′

which A1 chooses
(3) Private key extraction query: A1 obtains the private

key ski of IDi

(4) Signature query: A1 obtains a valid signature σ for
(IDi, m)

Output: fnally, A1 outputs a valid forgery σ∗ for
(ID∗i , m∗), where
Verify(m∗, σ∗, params, ID∗i , pki

′)⟶ true

3.7.2. Type-II Model

Setup: challenger C executes the algorithm to get the
master secret key s and public parameters params.
Ten, C keeps s as secret and makes params public.
Queries: A2 adaptively asks one of the following
queries to C.

(1) Public key extraction query: A2 obtains the public
key pki of IDi

(2) Partial private key extraction query: A2 obtains the
partial private key Di of IDi

(3) Signature query: A2 obtains a valid signature σ for
(IDi, m)

Output: fnally, A2 outputs a valid forgery σ∗ for
(ID∗i , m∗), where
Verify(m∗, σ∗, params, ID∗i , pki)⟶ true.

4. Proposed CSP Scheme

Our proposed scheme, CSP, is as follows:

Setup (KGC): the function of KGC is completed by the
network control center (NCC) on the ground. KGC
inputs security parameter k and selects elliptic curve
addition cyclic group G1 and multiplication cyclic
group G2 with order q. Te generator of G1 is P. We set
up bilinear mapping e: G1 × G1⟶ G2. KGC selects a
random number s ∈ Z∗q as the system master key and
calculates Ppub � s · P as the system public key. KGC
selects a secure hash function H1: 0, 1{ }∗ ⟶ Z∗q . KGC
securely saves the master key s and makes the pa-
rameter params � (q, G1, G2, e, P, Ppub, H1) to the
public.
Set partial private key (KGC): after KGC receives IDi

from the entity(the satellite or the user on the ground)
Si, it calculates Qi � H1(IDi) and then calculates the
partial private key Di � sQiP of Si.
Set public/private key (entity): KGC sends Di to Si. Si

randomly selects the secret value xi, xi
′ ∈ Z∗q , and then

calculates Xi � xiP, Qi � H1(IDi), and Zi � xi
′P, Yi �

xiPpub. We take (Xi, Yi) as the public key pki and take
(Di, Zi) as the private key ski.
Sign (entity): when Si needs to sign a message m, the
specifc description is as follows:

(1) Si randomly selects a large integer a ∈ Z∗q
(2) Si calculates Mi � x2

i H1(m) ∈ Z∗q
(3) Si calculates Ni � axi

′Qi ∈ Z∗q
(4) Si calculates si � e(MiDi, Zi)

a

(5) Si sends σi � (m, Ni, si) as a signature

Verify (entity): when another entity Sj receives the
message m with the signature σi, it uses the public key
pki of Si to verify the signature. Te specifc description
is as follows:

(1) Sj calculates Mj � H1(m) ∈ Z∗q .
(2) Sj calculates e(MjNiXi, Yi).
(3) Sj verifes that si � sj. If the equation holds to prove

that the signature is valid; otherwise, the verifca-
tion fails, the message is discarded, and a reau-
thentication message rm is returned.

Correctness analysis:

si � e MiDi, Zi( 􏼁

� e(P, P)
aMisQixi

′

� e(P, P)
aH1(m)sQixi

′x2
i

� e H1(m)axi
′QixiP, sxiP( 􏼁

� e MjNiXi, Yi􏼐 􏼑

� sj.

(2)

Security and Communication Networks 5



As shown in Figure 3, the steps of interaction between
satellite nodes are as follows:
Step 1 (KGC): KGC generates system parameters
params � (q, G1, G2, e, P, Ppub, H1) to the public. Ten,
KGC calculates partial private keys. KGC sends partial
private keys to the corresponding satellites. In this
scene, we take satellites Si, Sj, and Sk as an example.
Step 2 (Si, Sj, Sk): Si randomly selects the secret value
xi, xi
′ ∈ Z∗q , and then calculates Xi, Qi, Zi, Yi and Xi

′, Qi
′,

Zi
′, Yi
′. We take (Xi, Yi) as the public key pki. We take

(Xi
′, Yi
′) as the public key pki

′. We take (Di, Zi) as the
private key ski. We take (Di, Zi

′) as the private key ski
′.

Step 3 (Si): when Si needs to sign a message m, Si

generates σi � (m, Ni, si) as the signature of the mes-
sage m to Sj and generates σi

′ � (m′, Ni
′, si
′) as the

signature of the message m′ to Sk.
Step 4 (Sj, Sk): when satellites Sj and Sk receive the
message m and m′ with the signature σi and σi

′, Sj uses
the public key pki to verify the signature σi and Sk uses
the public key pki

′ to verify the signature σi
′.

As shown in Figure 4, the steps of interaction between
satellite and ground nodes are as follows:
Step 1 (KGC): KGC generates system parameters
params � (q, G1, G2, e, P, Ppub, H1) for the public. Ten
KGC calculates partial private keys. KGC sends partial
private keys to the corresponding satellite and ground
nodes. In this scene, take the satellite Si and the ground
node Sj as an example.
Step 2 (Si, Sj): Si randomly selects the secret value
xi, xi
′ ∈ Z∗q , and then calculates Xi, Qi, Zi, and Yi. Sj

randomly selects the secret value xj, xj
′ ∈ Z∗q , and then

calculates Xj, Qj, Zj, and Yj.We take (Xj, Yj) as the
public key pkj and take (Dj, Zj) as the private key skj.
Step 3 (Si): Si generates σi � (m, Ni, si) as the signature.
Step 4 (Sj): when the ground node Sj receives the
message m with the signature σi, it uses the public key
pki of Si to verify the signature σi.

5. Security Analysis

Lemma 1. Under the attack of the frst type of super ad-
versary A1, it is assumed that A1 can adaptively perform qH

for H1 oracle queries, qd for partial private key extraction
queries, qsk for private key extraction queries, qpk for public
key extraction queries, and qs for signature queries; there is an
algorithm C that can solve the ECDHP problem with the
advantage of ε′ ≥ ε(1/qH)(1 − (1/qH))qsk+qpk .

Proof. Let A1 be a super adversary, and we assume that the
challenge forC is to know thatZi � xi

′P (which can be obtained
in the private key query below), and aP, a ∈ Z∗q . C calculates
axi
′P after interacting with A1. We play the game as follows:

Game 1: challenger C inputs the security param-
eter l, runs the system establishment algorithm to
generate the system master key s and system

parameter params, then sends the params to A1,
and saves s in secret.
After going through all the queries, A1 outputs a
forged signature (m∗.N∗, S∗); if the forgery meets
the following requirements, the super adversary A1 is
considered to win.

(1) A1 has never submitted (ID∗, m∗) to the signature
oracle

(2) A1 never submitted ID∗ to partial private key oracles
(3) Verify(m∗, σ∗, params, ID∗, pki

′)⟶ true
H1 oracle query: C maintains a list LH1

consisting of
triples (IDi, Qi, Mi), and the list is initially empty.
When A1 asks C for H1 with identity IDi, if IDi has
been stored in LH1

, then C returns the corresponding
value to A1; otherwise, C calculates Qi � nP, n ∈ Z∗q ;
let Mi � ri, ri ∈ Z∗q ; we insert the new tuple
(IDi, Qi, Mi) into the list LH1

and return to A1.
Setup: C runs the system algorithm, selects a gen-
erator P, and calculates Ppub � sP, where s is the
system master key that C does not know; in this
game, C randomly selects an identity ID∗, generates
system parameters params � (P, Ppub, H1), and send
to A1.
Public key extraction query: C maintains a list Lpk

consisting of triples (IDi, xi, pki), and the list is
initially empty. When A1 inputs IDi to ask, if IDi has
been stored in Lpk, C returns the corresponding
value to A1; otherwise, C calculates Xi � xiP, Y �

xiP, x ∈ Z∗q and returns the value to pki. Ten, C
inserts (IDi, xi, pki) into the list Lpk.
Public key query: when A1 enters (IDi, pki) query, if
the tuple (IDi, xi, pki) corresponding to IDi exists in
the list Lpk, C sets pki � pki

′ and sets (IDi, xi, pki)

and returns the list Lpk; otherwise, C performs the
public key generation step to generate (IDi, xi, pki),
then sets pki � pki

′, and returns (IDi, xi, pki
′) to the

list Lpk.
Private key extraction query: C maintains a list Lsk

consisting of four tuples (IDi, xi
′, ski, Zi), and the list

is initially empty. When A1 asks with IDi, if IDi has
been stored in Lsk, C returns the corresponding value
to A1; otherwise, C calculates Z � xi

′P, xi
′ ∈ Z∗q , and

converts the new tuple (IDi, xi
′, ski, Zi) which is

inserted into the list Lsk and returned to A1.
Signature query: when C receives a (IDi, mi) sig-
nature query, it performs the following steps:

(1) If ID � ID∗, C aborts the query and outputs an
error; otherwise, C queries (IDi, xi

′, ski, Zi),
(IDi, xi, pki), (IDi, Qi, Mi) from Lsk, Lpk, LH.

(2) Calculate Ni � axi
′Qi ∈ Z∗q , a ∈ Z∗q

(3) Calculate si � e(MiDi, Zi)
a, signs the message

using (Ni, si). C sends (Ni, si) to A1.

A1 aborts the query and outputs the signature σ �

(N∗, S∗) of the identity ID∗i on the message m∗,
which satisfes the verifcation condition:
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S
∗

� e V, V′( 􏼁

� sj

� e Mj
′NiXi, Yi􏼐 􏼑

� e Mj
′xiP, xiPpub􏼐 􏼑

axi
′ Qi

� e Mj
′xiP, xisP􏼐 􏼑

axi
′ Qi

� e Mj
′x2

i sQiP, axi
′P􏼐 􏼑.

(3)

It can be known that V′ � axi
′P, which solves the

ECDHP problem. Set events E1, E2 and E3 are as
follows:
E1:A1 goes through a series of queries andC does not
abort.
E2: A1 successfully forges a valid signature.
E3: there is ID � ID∗ in forged signature.
We set Pr[E2 | E1]≥ ε, then obviously we have:

Pr E1􏼂 􏼃≥ 1 −
1

qH

􏼠 􏼡

qsk+qpk

,

Pr E2 | E1􏼂 􏼃≥ ε,

Pr E3 | E1E2􏼂 􏼃≥
1

qH

.

(4)

It can be calculated that C can solve the ECDHP problem
with a nonnegligible probability: ε′ ≥ ε1/qH(1 − (1/qH))qsk+qpk .
Tis proof is unforgeable against adaptive selective message
attacking the signature. Terefore, it is proved that the scheme
can guarantee the authenticity and integrity of the message
under the attack of the frst type of super adversary A1. □

Lemma  . Under the attack of the second type of super
adversary A2, it is assumed that A2 can adaptively perform qH

for H1 oracle queries, qd for partial private key extraction
queries, qsk for private key extraction queries, qpk for public
key extraction queries, and qs for signature extraction queries;
there is an algorithm C that can solve the BDHP problem with
the advantage of ε′ ≥ ε1/qH(1 − (1/qH))qd+qpk .

Proof. Let A2 be a super adversary. We assume that the
challenge for C is that given the master key s, Di � sQiP

(which can be obtained in the partial private key query
below), b � sQi, aP and cP, a, c ∈ Z∗q an calculate
S∗ � e(P, P)abc after interacting with A2.

Game 2: challenger C inputs the security parameter l,
runs the system establishment algorithm to generate
the system master key s and system parameter
params, then sends the params to A2, and saves s in
secret.
After going through all the queries, A2 outputs a
forged signature (m∗.N∗, S∗); if the forgery meets
the following requirements, the super adversary A2 is
considered to win.

(1) A2 has never submitted (ID∗, m∗) to the signature
oracle

(2) A2 never submitted ID∗ to private key oracles
(3) Verify(m∗, σ∗, params, ID∗, pki)⟶ true

H1 oracle query: C maintains a list LH1
consisting of

triples (IDi, Qi, Mi), and the list is initially empty.
When A2 asks C for H1 with identity IDi, if IDi has
been stored in LH1

, then C returns the corresponding
value to A2; otherwise, C calculates Qi � nP, n ∈ Z∗q ;
let Mi � ri, ri ∈ Z∗q , and we insert the new tuple
(IDi, Qi, Mi) into the list LH1

, and return to A2.
Setup: C runs the system algorithm, selects a gen-
erator P, and calculates Ppub � sP, where s is the
system master key that C does not know; in this
game, C randomly selects an identity ID∗, generates
system parameters params � (P, Ppub, H1), and
sends to A2.
Public key extraction query: C maintains a list Lpk

consisting of triples (IDi, xi, pki), and the list is
initially empty. When A2 inputs IDi to ask, if IDi has
been stored in Lpk, C returns the corresponding
value to A2; otherwise, C calculates Xi � xiP, Y �

xiP, x ∈ Z∗q and returns the value to pki. Ten, C
inserts (IDi, xi, pki) into the list Lpk.
Partial private key extraction query: C maintains a
list LD, consisting of triples (IDi, Qi, Di), and the list
is initially empty. When A2 asks C with identity IDi,
if ID � ID∗, C aborts and outputs an error; other-
wise, if IDi has been stored in LD, C returns the
corresponding value to A2; if IDi is not stored in LD,
then C extracts the tuple (IDi, Qi, Mi) from the list
LH, calculates Di � sQiP, and returns it to A2.
Signature query: when C receives a (IDi, mi) sig-
nature query, it performs the following steps:

(1) If ID � ID∗, C aborts the query and outputs an
error; otherwise, C queries (IDi, Qi, Mi),
(IDi, xi, pki), (IDi, Qi, Mi) from LD, Lpk, LH

(2) We calculate Ni � axi
′Qi ∈ Z∗q , a ∈ Z∗q

(3) We calculate si � e(MiDi, Zi)
a and sign the

message using (Ni, si). C sends (Ni, si) to A2

A2 aborts the query and outputs the signature σ �

(N∗, S∗) of the identity ID∗i on the message m∗,
which satisfes the verifcation condition:

S
∗

� e V, V′( 􏼁

� si

� e MiDi, Zi( 􏼁

� e(P, P)
aNisQixi′x

2
i .

(5)

Te premise that the signature satisfes the verif-
cation conditions is the parameter c � Nixi

′x2
i which

is known to A2. Tus, A2 can calculate
S∗ � e(P, P)abc which solves the BDHP problem. We
set events E1, E2, and E3 are as follows:
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E1:A2 goes through a series of queries andC does not
abort.
E2: A2 successfully forges a valid signature.
E3: there is ID � ID∗ in forged signature.
We set Pr[E2|E1]≥ ε; then, obviously we have

Pr E1􏼂 􏼃≥ 1 −
1

qH

􏼠 􏼡

qd+qpk

,

Pr E2|E1􏼂 􏼃≥ ε,

Pr E3|E1E2􏼂 􏼃≥
1

qH

.

(6)

It can be calculated that C can solve the BDHP problem
with a nonnegligible probability:
ε′ ≥ ε1/qH(1 − (1/qH))qd+qpk . Tis proof is unforgeable
against adaptive selective messaging attacks on the signature.
Terefore, it is proved that the scheme can guarantee the
authenticity and integrity of the message under the attack of
the second type of super adversary A2.

Te above is a formal analysis in the ROM, which can
ensure the strong security of CSP.Te informal analysis is as
follows.

Authenticity: CSP can realize the authentication of the
message source and the authentication of the communica-
tion entity. Tis is determined by adding the identity in-
formation of the communication entity in the signature.

Integrity: CSP can guarantee that data have not been
tampered with or damaged. Tis is determined by adding a
hash function to the message in the signature. Once the
message is changed, the corresponding hash function will
change, which will result in authentication failure.

Unforgeability: CSP means that nobody except the
communication entity itself can forge the signature. Tis is
determined by the private key generation method of CSP.
Only the ground KGC knows the secret value that generates
the partial private key and only the communication entity
itself knows the complete private key.

Nonrepudiation: CSP requires that neither the sender
nor the receiver can deny the transmission. Tis is deter-
mined by adding the identity information of the sender in
the signature. Besides, the receiver must reply with amessage
indicating whether the verifcation was successful. □

6. Performance Evaluation

In this section, we test the performance of CSP. We compare
CSP with existing representative CLS schemes. To ensure a
benchmark for comparison, CSP uses widely accepted pa-
rameters. Te program runs on a virtual machine with an
Intel(R) Core(TM) i7-9750H-CPU@2.60GHz and 16GB of
RAM, using the Ubuntu18.04LToperating system. Using the
Type-A type in the PBC library, its security level is com-
parable to that of 1024 bit RSA. Te Type-A of this library is
constructed on the elliptic curve y2 � x3 + x in the fnite
feld GF(p), where p is a large prime number of 160 bits.
Assuming the message length is 128 bits.

Table 2 shows the time required for various operations in the
simulation environment of this study. We can see that the bi-
linear pairing operation takes the longest, followed by the hash
operation and the point multiplication operation. Since the
scalar addition and multiplication operations take negligible
time compared to other operations, we ignore the overhead of
these two types of operations in the comparison.Te value in the
table is the average time of each operation 100 times.

Table 3 shows the efciency comparison of CLS schemes
for satellite-to-satellite nodes. In S-IoT, we frst consider the
case of authentication between satellite nodes. Since each
satellite node provides services for massive ground nodes, we
believe that the authentication of satellite nodes requires
high security. Terefore, we consider that when a satellite
wants to authenticate with other satellites, it needs to use
diferent public and private keys. It mains that the satellite
node Si uses (ski, pki) for authentication with the satellite
node Sj, while Si uses (ski

′, pki
′) for authentication with the

satellite node Sk(j≠ k). In S-IoT, the roles of users and
signers who generate public and private keys can only be
assumed by the satellite itself, which cannot be delegated to a
third party. Terefore, when calculating the overhead of the
signing in this case, the overhead of generating public and
private keys is included. Due to the diference in algorithms
between CLS schemes with bilinear pairings and those
without, the CLS schemes without bilinear pairings often
include the point addition operation and the modular in-
verse operation. However, the time of these two operations is
relatively short. For a more intuitive comparison, these two
operations are ignored here.

Te values of security against A1 and A2 are determined
according to which level of adversary attack (normal, strong,
and super) the corresponding scheme can resist in ROM.
Among these schemes, it is mentioned in [36] that the scheme
in [35] was vulnerable to signature forgery attacks and was
insecure against A1, and the scheme in [31] has recently been
shown to be insecure in the face of the attack of A1.

It can be seen from Figure 5 that, in the simulation
environment of this study, except for the unsafe schemes in
the table, the scheme in [34] has the shortest time of 8.727ms
when signing. CSP needs 10.638ms for signing, which is in
the middle level of these schemes. However, in the verif-
cation and total time comparison, the overhead of CSP is the
smallest, which are 4.681ms and 15.319ms. Compared with
the scheme in [34], CSP improves the efciency by about
50% and 15%, respectively. In the CLS schemes with bilinear
pairs, CSP has the smallest overhead in both the signature
and verifcation phases, which improves efciency by about
9% and 60%, respectively. Besides, CSP can prove a higher
level of security. Te reason is that the scheme in [31] does
not fully use the user’s public key when verifying the sig-
nature. It only uses part of the public key, which leads to the
additional verifcation if the public key is authentic and
valid. Te authenticity and validity of the public key will
increase the overhead of the bilinear pairing operations.

Table 4 shows the efciency comparison of CLS schemes
for satellite-to-ground nodes. When the satellite node is
authenticated with the ground node in S-IoT, it is trou-
blesome and resource-consuming to frequently update the
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Table 3: Comparison of CLS schemes for satellite-to-satellite nodes.

Scheme Sign Verify Type Security against
A1

Security against
A2

Signature
size

Du’s et al. [34] 3Tpm + 3Th + 2Tr 4Tpm + 3Th

Without bilinear
pairs Super Super |G1| + |Z∗q |

Tumbur’s et al.
[35] 3Tpm + 2Th + 2Tr 3Tpm + 2Th

Without bilinear
pairs Insecure Super |G1| + |Z∗q |

Xu’s et al. [36] 3Tpm + 3Th + 3Tr 4Tpm + 3Th

Without bilinear
pairs Super Super |G1| + |Z∗q |

Hassouna’s et al.
[31] 4Tpm + 3Th + 1Tp + 3Tr 4Tp + 1Th With bilinear pairs Insecure Strong |G1| + |G2|

CSP 5Tpm + 2Th + 1Tp + 3Tr 1Tp + 1Tpm + 1Th With bilinear pairs Super Super |G1| + |Z∗q |

Select H1: {0,1}* → Zq
* and the master key s

Calculate Ppub = s ·P
Generate system parameters params = 
(q, G1, G2, e, P, Ppub, H1) and partial secret
key Di = sQiP, Qi = H1 (IDi) 

Generate secret key xi, xi
′ ∈ Zq

* 

Calculate Xi = xiP, Zi = xiP, Yi = xi Ppub
Take (Xi, Yi) as the public key pki and
(Di, Zi) as the private key ski

params and Di params and Dj params and Dlparams and Dk

Sj

Sl

Si

Sk
(Di, Zi

′)
(Xi

′, Yi
′)

(ski
′, pki

′)

Verify:
Calculate Mi ′= H1 (m), sj = e (MjNiXi, Yi)
Verify si = sj

Sign:
Calculate Mi = xi

2H1 (m), Ni =
axi′Qi, si = e (MiDi,Zi)a

Send σi = (m, Ni, si) as the signature
(ski, pki) (Di, Zi) (Xi,Yi)

Step 2

Step 1

Step 4

Step 3

KGC: This role is filled by the satellite
manufacturer or operating company

Figure 3: Interaction between satellite nodes.

Table 4: Comparison of CLS schemes for satellite-to-ground nodes.

Scheme Sign Verify Type Security against
A1

Security against
A2

Signature
size

Du’s et al. [34] 1Tpm 4Tpm + 3Th

Without bilinear
pairings Super Super |G1| + |Z∗q |

Tumbur’s et al.
[35] 1Tpm 3Tpm + 2Th

Without bilinear
pairings Insecure Super |G1| + |Z∗q |

Xu’s et al. [36] 1Tpm + 2Th 4Tpm + 3Th

Without bilinear
pairings Super Super |G1| + |Z∗q |

Hassouna’s et al.
[31] 1Tpm + 1Th + 1Tp 4Tp + 1Th With bilinear pairings Insecure Strong |G1| + |G2|

CSP 1Tpm + 1Th + 1Tp 1Tp + 1Tpm + 1Th With bilinear pairings Super Super |G1| + |Z∗q |

Table 2: Symbol description and operation time.

Symbol Operation Time (ms)
Tr Generating a random number 0.120
Th A hash operation 1.943
Tpm A point multiplication operation 0.886
Tadd A scalar addition operation 0.001
Tm A scalar multiplication operation 0.001
Tp A bilinear pairing operation 1.962
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public and private keys. Terefore, when the satellite Si is
authenticated with the ground node, it only uses (ski, pki).

We can see from Figure 6 that the scheme in [34] has the
shortest times of 0.886ms in the signing phase, except for the
unsafe scheme. CSP needs 4.791ms, which is similar to the
schemes in [31, 36]. In the verifcation phase and total time
comparison, CSP still has the best performance, which
improves efciency by about 50% and 7%, respectively.

Finally, we discuss the issue of CSP complexity. For the
scenario in Figure 5, to complete the authentication

between satellite nodes, three authentication messages need
to be transmitted. Te communication cost of each au-
thentication message is 480 bits. Te signature cost is
10.638ms, and the verifcation cost is 4.681ms. For the
scenario in Figure 6, three authentication messages be-
tween the satellite and the ground node need to be
transmitted. Te communication cost of each authentica-
tion message is 480 bits. Te signature cost is 4.971ms. Te
verifcation cost is 4.681ms.Te CSP performance is shown
in Table 5.

Step 1

Step 2

Step 4 Step 3

Select H1: {0,1}* → Zq
* and the master key s

Calculate Ppub = s ·P
Generate system parameters params = 
(q, G1, G2, e, P, Ppub, H1) and partial secret
key Di = sQiP, Qi = H1 (IDi) 

KGC: This role is filled by the satellite
manufacturer or operating company

a ground node
Sj

Si

(ski, pki) (Di, Zi) (Xi,Yi)

Generate secret key xi, xi′ ∈ Zq
* 

Calculate Xi = xiP, Zi = xiP, Yi = xi Ppub
Take (Xi, Yi) as the public key pki and
(Di, Zi) as the private key ski

params and Di

Verify:
Calculate Mi ′= H1 (m), sj = e (MjNiXi, Yi)
Verify si = sj

Sign:
Calculate Mi = xi

2H1 (m), Ni =
axi′Qi, si = e (MiDi,Zi)a

Send σi = (m, Ni, si) as the signature

Figure 4: Interaction between the satellite and ground nodes.
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Figure 5: Comparison of CLS schemes for interaction between satellite nodes.
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7. Conclusions and Future Work

Due to the special environment and restricted resources, the
security solution used by the terrestrial network for com-
munication cannot be directly applied to the S-IoT. Tis
study proposes a strong, secure certifcateless signature
scheme with bilinear pairings named CSP, which is suitable
for S-IoT. Before the satellite is connected to the space-based
network, the manufacturer or the company that undertakes
the work of KGC inputs the partial private key and public
parameters to the satellite. Te satellite uses its own identity
information and secret value to calculate the public key, the
private key, and the signature. CSP can ensure the au-
thenticity, integrity, unforgeability, and nonrepudiation of
transmitted messages. Te CSP solves the problems of
complicated certifcate management in the traditional PKI
system key escrow in the IBC system. In the future, the
secure access of satellites facing a large number of ground
nodes is an important issue. In recent years, an ultra-super-
fast authentication protocol for electric vehicles, charging by
utilizing the characteristics of extended chaotic maps, has
been proposed in [40] which can resist man-in-the-middle
attacks, replay attacks, and impersonation attacks.Tis work
provides us with new ideas on how to perform rapid au-
thentication when considering a large number of nodes that
want to access satellites. Besides, analysis shows that com-
pared with similar schemes, CSP can achieve a higher

security level and lower overhead. However, CSP still needs a
relatively long time in the signature phase, which is the
research direction of future work.
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nodes 3 2Tpm + 2Th + 2Tp 9.472 480
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Cyber threat intelligence (CTI) refers to the real-time collection of threat information and analysis of these acquired data to
identify the situation and attack mechanism of a security threat. In a CTI analysis, it is important to have a standardized attack
model. Recently, theMITRE adversarial tactics, techniques, and common knowledge (ATT&CK) framework has been widely used
as the de facto standard security threat modeling technique. However, analyzing a large amount of data using the tactics,
techniques, and procedures (TTP) of ATT&CKwith a limited number of security personnel is time-consuming. To solve this cost-
sensitive issue, research on automated classification of TTP from CTI data using artificial intelligence techniques is currently
underway but remains challenging. +is is because CTI data are domain-specific, and therefore, it is difficult to obtain labeling
data to be used as training data for AI models. Hence, the distribution of training data related to TTP labeling is imbalanced.+us,
the current accuracy of ML-based TTP classification is still around 6080%. +is study aims to improve the TTP classification
accuracy from unstructured CTI data using machine learning while mainly focusing on solving the problems of small training
datasets and TTP class imbalance. +erefore, we proposed a TTP classification method by applying easy data argumentation
(EDA) and compared its performance with those of previous studies. By applying the proposed methodology, a 60–80% im-
provement was observed compared to the reference baseline model, TRAM.+is indicates that the preprocessing methodology of
applying the EDA technique is effective at improving the performance of TTP classification from unstructured CTI data in the
CTI domain.

1. Introduction

+e security operations center (SOC) collects security threat
data to protect an organization’s ICT infrastructure from
internal and external cyber threats while monitoring and
responding to security breaches. However, with the gradual
expansion and ever-increasing number of cyberattacks, it is
becoming more challenging for the SOC to promptly handle
security solution events and respond to security breaches.
+is is because the time required to analyze a large amount
of data and to provide a sophisticated response is long, and
there is a dearth of skilled security personnel and resources.
Security orchestration, automation, and response (SOAR)
technology [1], a new paradigm of security control tech-
nology, solves these issues by automating various security

threat response processes to effectively reduce repetitive
tasks of security personnel and helps to quickly and accu-
rately respond to various security events.

+e core of SOAR is the integration and automation of
security, orchestration, and automation (SOA), security
incident response platform (SIRP), and threat intelligence
platform (TIP) features [2]. SOA is a feature that interlocks
and automates different workflows between numerous se-
curity solutions. +e SIRP enables the automation of the
process of responding to a security incident according to the
response policy for each type of security incident. +e TIP
enables real-time collection and correlation analysis of in-
ternal and external threat data. A cyber threat intelligence
(CTI) analysis is becoming crucial in quickly and effectively
responding to advanced cyberattacks.
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Cyber threat intelligence (CTI) data comprise of various
information related to cyber threats, including information
on attackers, attack procedures, and attack methods and
consist of threat data analyzed by security experts, data
collected from various threat sensors (such as threat data and
detection data), and other related data [3]. Artificial intel-
ligence (AI) models trained using such data are being in-
creasingly used in the detection of new threats. In the recent
past, the MITRE adversarial tactics, techniques, and com-
mon knowledge (ATT&CK) framework has often been used
when analyzing cybersecurity threats and establishing a
response strategy [4]. +is is because the ATT&CK
framework is an open-source project that is easily inter-
operable with other security-threat-related frameworks,
such as CVE, CVSS, CAPEC, and CPE, developed by MI-
TRE, and can be updated regularly whenever new attack
techniques and patterns are discovered.

In contrast, using CTI data in conjunction with the
tactics, techniques, and procedures (TTP) of MITRE
ATT&CK is difficult. +is is because extracting TTP in-
formation from CTI data, which are often in the form of a
report, is cost-sensitive and time-consuming because CTI
reports, such as the advanced persistent threat (APT) report,
are unstructured threat data provided in sentence form.
Manually converting these explanatory TTP sentences into
the TTP naming or ID format of the ATT&CK structure is
time-consuming and requires strong expertise [5]. To ad-
dress these problems, there have been several efforts since
2018 to identify (extract) TTP information from CTI reports
or to automatically classify the tactics and techniques in TTP.

However, several issues must be addressed to auto-
matically increase TTP extraction or classification perfor-
mance from CTI reports using AI models [6]. +e first issue
is insufficient training data. Training data composed of la-
beled TTP data, which are output data related to CTI data
and are required as the input data for machine learning
models, are not sufficiently available.+e second issue is that
of generalization error due to miss detection. As attackers
constantly vary their attacks and use more advanced attack
techniques, the continuous updating of TTP classification
for CTI reports with new attack techniques may result in
significant generalization errors and inaccurate results.

+e purpose of this study is to improve TTP classifi-
cation performance with insufficient training data by
comparing and testing various data sampling methods.

+e contributions of this study are as follows:

(i) In order to address the issues of insufficient dataset
size and class imbalance in the field of CTI, two
oversampling techniques, namely, synthetic mi-
nority oversampling technique (SMOTE) and easy
data augmentation (EDA), were utilized, and
changes in the TTP classification performance for
sentence units of CTI reports were measured.

(ii) +e experiment results showed better precision,
recall, and F1 scores at the sentence level than
previous works, which were reference models. An
experiment with three datasets was conducted to
show the generalization performance.

+e structure of this study is as follows. Section 2 de-
scribes previous studies related to MITRE ATT&CK mod-
eling and machine learning (ML)-based TTP classification.
Section 3 defines the problem and describes the proposed
methodology of this study. Section 4 describes the experi-
mental design and evaluationmetrics. Section 5 discusses the
results and the comparative analysis with previous studies
for verification of the proposed method. Finally, Section 6
describes the conclusions, implications, and future research
directions.

2. Preliminary

2.1. MITRE TTP Modeling. In CTI analysis, security threat
modeling is a key step for developing and evaluating defense
systems against targeted attacks, such as APT attacks and
spear phishing. Security threat modeling, covering the
various cyber kill chains, tactics, techniques, and procedures
used by attackers to carry out attacks has long been studied,
and well-known examples include STRIDE, Cyber Kill
Chain, and MITRE ATT&CK modeling. Table 1 shows the
characteristics of the three modeling approaches.

STRIDE [7], developed by Praerit Garg and Loren
Kohnfelder of Microsoft in 1999, was the first model to
identify computer security threats and it was the model with
the highest level of abstraction. We modeled six represen-
tative security threats that infringe on the three major el-
ements of information protection, namely, confidentiality,
integrity, and availability.

Cyber Kill Chain [8] was announced by Lockheed
Martin in 2009 and is a strategic model for blocking APT
attacks infiltrating the company in seven stages, namely,
reconnaissance, weaponization, delivery, exploitation, in-
stallation, command and control, and exfiltration. +e cyber
kill chain model makes more specific attack steps than
STRIDE, and defenders can utilize the cyber kill chain model
when establishing a step-by-step defense strategy against
APT attacks.

+e MITRE ATT&CK framework [4, 9] is a modeling
technique developed by MITRE in 2018. As shown in
Figure 1, ATT&CK consists of tactics, techniques, and
procedures related to attack techniques used to analyze the
lifecycle of cyber attackers and achieve attack goals in the
pre- and post-attack exploit operational stages. Currently,
the enterprise ATT&CK matrix has 14 tactics and around
200 techniques (in the case of techniques, there are about 578
in total, which includes subtechniques).

2.2. Related Work. +e analysis of advanced attack tech-
nologies is becoming crucial for responding quickly and
effectively to intelligent cyber threats. To effectively analyze
cyberattacks, the information used in cyberattacks (e.g.,
malicious code, IP, domain, and vulnerability), the similarity
between resources, attack techniques, attack targets, and
activity times should be analyzed.

To identify TTP from CTI data using ML techniques, the
type of CTI data used as input data is important. CTI data
can be categorized as structured data and unstructured data.
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Structured CTI data can express and contain TTP infor-
mation in standardized formats, such as STIX, Database, and
JSON, making it easier to identify TTP data from structured
data than from unstructured data. However, the TTP data
must be entered in advance in the specification field. Un-
structured CTI data can have various forms, including re-
ports and web pages, and when new threats arise, they are
often shared in the form of reports. +erefore, studies on the
use of AI and natural language processing (NLP) techniques
for automated TTP identification or classification from
unstructured data began in 2017.

TRAM [6] released an open-source TRAM that can
automatically identify and classify TTP from CTI reports
using machine learning at MITRE. +is model makes the
greatest contribution by disclosing proof-of-concept codes
and data networks that can automatically classify tactics,
techniques, and procedures with machine learning and NLP
techniques. TRAM built its own dataset in which the output
performs multiclassification at the techniques level of TTP
by receiving input from the CTI report at a sentence unit
from the input layer. +e classification performance ranged
between 50% and 60%.

Husari et al. proposed TTPDrill [10] and ActionMiner
[11]. TTPDrill aimed to collect CTI reports from its website
to identify ATT&CK techniques and CAPEC attack patterns
at the document level. +is approach extracts and weighs
threat action-related candidate information, namely, sub-
ject, verb, and object, from each CTI report through part-of-
speech tagging, and then generates 187 techniques and 19
tactics and converts them into a STIX structure. In addition,
the ActionMiner model was published as a follow-up study.
+e purpose of this model was to find the same threat in-
formation in CTI reports by extracting object-verb pairs
related to malicious software using entropy and mutual
information from Wikipedia.

Legoy et al. [12] proposed the rcATTmodel, which is an
ML model used for automatically identifying TTP from
sentence units in unstructured CTI reports. +is approach
uses term frequency-inverse document frequency (TF-IDF)
and Word2Vec as word embedding techniques, and the
decision tree, support vector classifier, and AdaBoost models
as classifiers. +e multiclass classification performance was
measured as 79.3% at the tactics level and 72.22% at the
techniques level.

Ayoade et al. [13] proposed a TTP classification model
using TF-IDF and support vector machines. +e proposed
model uses the Symantec dataset as the training dataset and
APT reports as the test dataset to extract attacker actions
from various CTI reports. In addition, classification per-
formance experiments were conducted by applying various
bias correction methods. +e classification performance
obtained was 63% at the tactics level and 96.3% at the kill
chain level.

Nakanishi et al. [14] proposed the SECCMiner model.
+is model is not an ML-based TTP automatic classification
model, and its purpose is to identify TTP-related keywords
included in CTI reports using the TF-IDF NLP technique.

Kim et al. [15] proposed a technology to collect indi-
cators of compromise (IoC) from CTI reports using NLP
techniques. +e IoC data and attack techniques (TTP) used
for cyberattacks were extracted using the SyntaxNet tech-
nique from Google. Evaluation of 190 reports based on the
F1 score showed an average performance of 76%.

You et al. [5] proposed a TTP intelligence mining model
that extracts and classifies TTP information from unstruc-
tured CTI reports. For this model, Sentence-BERT em-
beddings were used in the feature extraction step, and a two-
dimensional convolutional neural network and bidirectional
long short-term memory network were used as classifiers,
and a high F1 score of 0.97 was obtained. In particular, a
model that focuses on embedding techniques related to the
text in unstructured CTI reports was proposed. Experiments
were conducted to classify six attack classes based on 6,061
TTP-related sentences for the dataset.

In summary, previous studies mainly utilized two ap-
proaches. +ey could be categorized as studies that aimed to
find TTP and IoC data from CTI reports using various NLP
techniques, and studies that classified TTP in the MITRE
ATT&CK framework using ML techniques. However, the

Table 1: Characteristics of the three threat modeling methodologies.

Characteristics Stride Cyber kill chain MITRE ATT&CK
Source 1999, Microsoft 2009, Lockheed Martin 2018, MITRE
Level of
abstraction High Medium Low (detail)

Level of
modeling Attack type level Tactics level Tactics, techniques, and procedures

Features

Spoofing, tampering, repudiation,
information disclosure, denial of
service, and the elevation of

privilege

Reconnaissance, weaponization,
delivery, exploitation, installation,

command and control, and
exfiltration

Reconnaissance, resource development,
initial access, execution, persistence,
privilege escalation, defense evasion,
credential access, discovery, lateral

movement, collection, command and
control, exfiltration, and impact

Techniques #1 Procedures
Sub-techniques

Techniques #2

Procedures
Procedures

Procedures

Techniques #2 Procedures

Tactics #A

Sub-techniques

Figure 1: MITRE ATT&CK components (tactics, techniques,
procedures).
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performance of identifying threat information or classifying
it as TTP showed results of 70% to 80%. In addition, previous
studies have suggested that for the automation of CTI
analysis, it is necessary to solve the issues relating to securing
quality training data and minimizing the generalization error
between training data and actual data. +is indicates that
research on technology to automatically identify or classify
cyber threat information using AI techniques is still in the
early stages and that there are many open issues to solve.

3. Proposed Model

3.1. ProblemDefinition. +e biggest issues facing automated
TTP classification in CTI are related to the quality of training
data, such as small dataset size and class imbalance. +e
performance of ML models depends on the quality of the
data for training the models. If the training data are not
balanced across different classes, the performance of the ML
model is significantly degraded. Although most learning
models perform learning under the assumption that the
proportion of the training classes is similar and provides
high-performance results, however, in practice, predictive
accuracy increases for classes with large data distributions
and decreases for classes with small distributions, which
lowers the overall performance.

CTI data are in the form of a report in unstructured text
sentences. Features X, in which this type of report is entered
into the TTP classification, uses sentences or documents that
make up the CTI report itself as an input. Output Y can also
be classified as tactics or techniques of attacking TTP.
However, the biggest problem with CTI is that samples
comprising input training data with TTP labels are ex-
tremely rare. +is is because the CTI data and TTP infor-
mation are domain-specific, and therefore, there are not
much learning data for label information. Since TTP in-
formation is the result of analyzing cyber threat information
by security experts, such as log information of security
equipment or hacker’s attack techniques, it takes several
months to analyze TTP. +erefore, it takes a long time for
training data with TTP labels to be opened, so it is difficult to
collect training data. Moreover, it is difficult to obtain la-
beling datasets because ML-based TTP classification studies
are in the early stages. In addition, because TTP consists of
12 tactics and 200 techniques, it has unbalanced data
characteristics that inevitably result in significantly fewer
data instances for each class. Currently, the only training
dataset used to automatically classify TTP in unstructured
CTI data is the training dataset provided by TRAM of
MITRE.

3.2. Class Imbalance Issues. In supervised learning, the
problem of class imbalance can arise when there is an
unbalanced distribution of classes in the training dataset
[16]. While imbalances in class distributions can vary, severe
imbalances are more difficult to model and may require
specialized skills. +e general solutions for addressing un-
balanced data sampling currently include oversampling and
undersampling [17].

Undersampling is the process of reducing the sample size
of the majority class, which has a higher proportion, to
balance the amount of sample data belonging to each class.
However, performance degradation may occur due to the
loss of useful data because data belonging to the majority
class is omitted. Oversampling is a technique that supple-
ments the training data with multiple copies of some mi-
nority classes to increase the sample size of the minority
class. Existing oversampling techniques include random
oversampling, SMOTE, and data augmentation.

SMOTE [18] is an oversampling technique proposed by
Chawla et al. in 2002. +is technique involves the use of the
k-nearest neighbor algorithm to find close neighbors of data
instances belonging to the minority class and to generate
virtual data through interpolation, such that the virtual data
corresponds to the minority class and is not identical to the
original data. In other words, a sample of a class with a small
number of instances is taken and a random value is added to
create a new instance, which is then added to the data [6].

EDA [19], published at the EMNLP (2019) conference, is
a technique for increasing the amount of data by trans-
forming the currently available data and is used when the
amount of training data is insufficient or when a class
imbalance occurs. In text classification tasks, the EDA
technique improves the performance of classificationmodels
with only a small amount of data without requiring addi-
tional external data or generation models. +emethods used
in EDA include synonym replacement, which replaces a
specific word with a synonym; random deletion, which
deletes a random word; random insertion, which selects
words within a sentence and inserts them into any position
in the sentence; and random swap, which repositions any
two words in a sentence [20, 21]. +e training data can be
increased in various forms using the EDA technique, which
improves the performance of AI models. +e above four
methods can be used to produce 4 + α augmented sentences
for one sentence. It was also proved in the study that the
sentences made in this way preserve the label of the original
sentence, that is, the original meaning. Also, when gener-
ating sentences, noise is properly generated, which can
suppress the overmatching phenomenon that may occur in
data shortage problems.

Back translation [22] was first introduced in the 2016
ACL. +is study attempted to improve the performance of
machine translation using monolingual data. One of the
methods to improve the performance of machine translation
was the back translation, which was suggested to be effective.
+e machine translation model has an encoder-decoder
structure.+e source sentence is inputted to the encoder and
the target sentence is inputted to the decoder and then the
training of the translation model is proceeded.+e author of
this study proposed a methodology to create artificial source
sentences with no perfect sentence format using target
sentences. In other words, the original sentence is translated
into another language and then retranslated to create a poor
source sentence. Based on this concept, back translation
techniques have been used in several studies to increase the
amount of training data for performance improvement in
text classification models.
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In this study, the oversampling technique was used to
solve the class imbalance problem of limited training data for
TTP automatic classification. A small number of class dis-
tributions degrade the performance of the classification
model. +e reason is that the training results of the un-
balanced data can bring biased results for a number of class
data. However, if a small number of class data are removed
and only a large number of class data are used, it may be
difficult to properly classify a small number of TTP tech-
niques. +e oversampling technique was used as a meth-
odology that can sufficiently utilize limited training data. In
addition, the performance improvement results and effec-
tiveness of the classification model using the oversampling
technique were verified.

4. Experiments Design

4.1. BaselineModel. In this study, we used the TRAMmodel
fromMITRE as a baseline to compare the effectiveness of the
proposed method. +e TRAM model was used as the
baseline model because the classifier and training dataset
used were open, making it easier to compare the results in
terms of the reproducibility and feasibility of the model.

4.1.1. Classifier. +e classifiers used in TRAM are logic
regression (LR), Naive Bayes (NB), and multilayer percep-
tion (MLP). +e input X contains the CTI-related sentence
text after conversion using the countVectorizer data rep-
resentation method. +e output Y of the classifier is the
result of classifying the data into multiple classes in units of
techniques of TTP.

4.1.2. Datasets. We prepared three training datasets for
improving the generalization problem of the experiment.
Table 2 summarizes the features of the three datasets.

+e first dataset was a training dataset provided by
TRAM. +is training data comprised of 1,410 CTI-related
sentences and 100 classes corresponding to the techniques
level of TTP.

+e second dataset was the data we prepared. +e
amount of training data provided by TRAM was small and
the number of techniques to be classified was 100. Infor-
mation provided by MITRE ATT&CK was collected to
organize 578 techniques (including subtechniques) related
to a total of 4,250 sentences. However, the number of in-
stances per class was limited to 24. +e last dataset was a
combined dataset, comprising of the TRAM dataset and our
dataset, which consisted of 578 techniques related to 5,660
sentences. Figure 2 shows the distribution plot of the three
datasets.

As shown in Figure 2, the combined dataset data dis-
tribution was reinforced compared to the distribution of
samples per TTP class provided by TRAM.

4.2. Experimental Procedure. Figure 3 shows the experi-
mental procedure in two steps. +e first step is a pre-
processing stage that involves data preprocessing, sentence

representation, and oversampling. Sentence representation
was performed using the countVectorizer, a bag-of-words
technique that expresses text as a numerical feature vector.
+en, oversampling techniques such as SMOTE and EDA
were applied to the training set, and the dataset was split into
training and testing sets in an 8 : 2 ratio. In the second step,
the classification and model evaluation was performed by
training the classification model using the training set. +en,
the performance of the classification model was evaluated on
the testing set.

+is experiment was processed in two ways. +e first
experiment measured the classification performance of the
baseline model using the three datasets to provide a baseline
for a comparative analysis.+e second experiment measured
the classification performance of the ML models with
oversampling techniques. In this experiment, the SMOTE
and EDA oversampling techniques were used.

4.3. Evaluation Methods. +is section explains the evalua-
tion method for the proposed model using our dataset. +is
experiment used accuracy, precision, recall, and the F1 score
of the confusion matrix as performance indicators of the
classification model. Since this experiment is a multi-
classification and an imbalanced class problem, we focused
on the F1 score and micro/macro average scores as per-
formance metrics. In classification problems, the precision,
recall, and F1 scores change depending on the number of
instances in the target class. +erefore, we used the
microaverage andmacroaverage metrics, which are methods
for averaging the performance for each target class and
evaluating the performance of classification models with
imbalanced classes. +e microaverage is a method of taking
the average that considers the number of instances in each
class when calculating the average and is a metric that can
respond sensitively to class imbalance.+emacroaverage is a
method of taking the average regardless of the number of
instances in each class and is an indicator that can evaluate
the overall performance of the model.

5. Results and Discussion

5.1. Experiment Results. +is section describes the experi-
mental results of baseline models, and the experimental
results applied by oversampling techniques, SMTOE, and
EDA, respectively.

5.1.1. Results with Baseline Model. +is result is the baseline
experiment to compare the effectiveness of our approach,
oversampling techniques. +e results of the first experiment
are shown in Table 3. Using the training data provided by the

Table 2: Temperature and wildlife count in the three areas covered
by the study.

X (sentences) Y (techniques) X per Y
TRAM dataset 1,410 100 1–95
Proposed dataset 4,250 578 1–24
Combined dataset 5,660 578 2–103

Security and Communication Networks 5



TRAM model, which was used as the baseline model, a
classification accuracy between 32.55% and 57% at the
techniques level was shown. +e micro-F1 score was be-
tween 26.08% and 57.28% and the macro-F1 score was
between 20.65% and 34.32%. +e reason for the poor per-
formance is that the total amount of data samples is in-
sufficient, which is affected by a small set of data, making it
unsuitable.

5.1.2. Results with SMOTE. Table 4 shows the classification
performance with the SMOTE sampling technique. When
applying the SMOTE algorithm, the value of the neighbor k
value parameter was set to 1.+emeaning of the K value of 1
is the minimum number of samples per class for over-
sampling in SMOTE technique. Compared to the baseline
model, the results of applying the SMOTE showed that the
TRAM dataset was between 40.98 and 57.71%, and the
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Figure 2: +e distribution per TTP classes in 3 datasets: (a) dataset by TRAM, (b) our dataset, and (c) combined dataset (TRAM
dataset + our dataset).

Sentence Representation

Data Pre-processing

Input Feature X

Training Set Testing Set

Output Y (TTP – ID)

(Phase 2) Classification and Evaluation

Applying SMOTE, EDA

Counter Vectorizing

Tokenization, Cleaning, Stemming

(Phase 1) Preprocessing and Oversampling

Splitting Training Set / Testing Set

Oversampling

Classification (LR, NB, MLP) Model Evaluation
(Accuracy, f1-score, etc)

Train Test Split (8:2)

Figure 3: +e procedure.

Table 3: +e result of baseline experiment (%).

Data sets Model Accuracy (%)
Microaverage (%) Macroaverage (%)

Precision Recall F1 Precision Recall F1

TRAM dataset (1,510)

LR 59.60 59.60 59.60 59.60 34.39 34.39 34.39
NB 50.99 50.99 50.99 50.99 29.41 28.92 29.16
MLP 61.26 61.26 61.26 61.26 39.97 38.85 39.40
Avg. 57.28 57.28 57.28 57.28 34.59 34.05 34.32

Proposed dataset (4,250)

LR 29.06 29.06 29.06 29.06 23.09 23.55 23.32
NB 21.29 21.29 21.29 21.29 15.09 17.06 16.02
MLP 27.88 27.88 27.88 27.88 22.35 22.89 22.62
Avg. 26.08 26.08 26.08 26.08 20.18 21.17 20.65

Combined dataset (5,760

LR 36.81 36.81 36.81 36.81 24.50 25.67 25.07
NB 25.26 25.26 25.26 25.26 13.81 14.28 14.04
MLP 35.59 35.59 35.59 35.59 26.48 28.31 27.36
Avg. 32.55 32.55 32.55 32.55 21.60 22.75 22.16
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proposed dataset was between 22% and 26.43%, and the
combined dataset was between 21.92% and 28.30%. +e
performance of the experiment with SMOTE showed little
improvement compared to the reference model. Over-
sampling with the SMOTE technique is affected by adjacent
k values, so the number of samples per class is required.
Since the dataset used in this experiment contains classes
with a small number of samples, it seems that the experiment
was conducted with the k � 1, resulting in low performance.

5.1.3. Results with EDA. Data augmentation techniques for
oversampling exist in text modification and generation
methods. One of the modification methods is easy data
augmentation (EDA), which augments text without external
data using four text editing techniques and taking back
translation and conditional pretraining as generation
methods. In this study, we perform the experiment by using
EDA and back translation.

Table 5 shows the classification performance with the EDA-
BT (back translation) technique. Compared with the baseline
model, the results of applying the EDA technique showed that
the classification performance in the case of the TRAM dataset
was between 88.01% and 96.36%, in the case of the proposed
dataset it was between 90.80% and 91.05%, and in the case of the
combined dataset it was between 90.44% and 91.11%.

5.2. Discussion: Comparative Analysis. +is section com-
pares the experimental results described in the previous
section and analyses the results of previous studies and
current studies.

5.2.1. Experiments Comparison. +e experimental com-
parison of each technique is the result of comparison before
and after using of oversampling with SMOTE and EDA.
Here, accuracy and F1 score were used as predictive per-
formance metrics and ROC-AUC metrics were used to
evaluate the effectiveness of the model. As shown in Table 6,
the classification results using EDA oversampling are 90% to
95% on an average, and this result shows good classification
performance.

+ese results show that the EDA technique compared to
the baseline model has significantly improved on an average
in accuracy and micro/macro-F1 score regardless of dataset
type.

Figure 4 is a graph comparing the performance results
of the baseline model, applying SMOTE and EDA, re-
spectively, with accuracy, micro-F1 scores, and macro-F1
scores for multiple classifications. Here, the X-axis is di-
vided into three datasets and the Y-axis is the result of each
performance metric. Figure 4(a) is the classification per-
formance with the baseline model and Figure 4(b) shows

Table 4: +e results of experiments with SMOTE oversampling techniques.

Datasets Model Accuracy (%)
Microaverage (%) Macroaverage (%)

Precision Recall F1 Precision Recall F1

TRAM dataset (1,510)

LR 58.50 58.50 58.5% 58.50 43.12 44.55 43.82
NB 56.46 56.46 56.46 56.46 38.56 40.42 39.47
MLP 58.16 58.16 58.16 58.16 38.99 40.31 39.64
Avg. 57.71 57.71 57.71 57.71 40.22 41.76 40.98

Proposed dataset (4,250)

LR 26.82 26.82 26.82 26.82 22.55 23.81 23.16
NB 26.82 26.82 26.82 26.82 20.57 22.38 21.44
MLP 25.65 25.65 25.65 25.65 20.12 22.84 21.39
Avg. 26.43 26.43 26.43 26.43 21.08 23.01 22.00

Combined dataset (5,760)

LR 29.86 29.86 29.86 29.86 22.55 25.20 23.80
NB 28.82 28.82 28.82 28.82 19.95 22.01 20.93
MLP 26.22 26.22 26.22 26.22 19.87 22.30 21.01
Avg. 28.30 28.30 28.30 28.30 20.79 23.17 21.92

Table 5: +e result of performance with EDA oversampling techniques.

Datasets Model Accuracy (%)
Microaverage (%) Macroaverage (%)

Precision Recall F1 Precision Recall F1

TRAM dataset (30,160)

LR 98.24 98.24 98.24 98.24 97.56 96.32 96.94
NB 92.08 92.08 92.08 92.08 73.56 66.84 70.04
MLP 98.76 98.76 98.76 98.76 97.27 96.83 97.05
Avg. 96.36 96.36 96.36 96.36 89.46 86.66 88.01

Proposed dataset (84,870)

LR 93.64 93.64 93.64 93.64 93.88 93.58 93.73
NB 85.06 85.06 85.06 85.06 88.71 82.73 85.62
MLP 93.70 93.70 93.70 93.70 94.04 93.59 93.81
Avg. 90.80 90.80 90.80 90.80 92.21 89.97 91.05

Combined dataset (115,030)

LR 94.75 94.75 94.75 94.75 94.31 93.70 94.01
NB 83.61 83.61 83.61 83.61 88.58 78.29 83.12
MLP 94.95 94.95 94.95 94.95 94.38 94.01 94.20
Avg. 91.11 91.11 91.11 91.11 92.43 88.67 90.44
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Table 6: Comparison of experiments (ACC: accuracy, macro-F1, and AUC: ROC-AUC).

Models TRAM dataset Proposed dataset Combined dataset
ACC F1 AUC ACC F1 AUC ACC F1 AUC

+e base model

LR 59.6 59.6 0.797 29.1 29.1 0.645 36.8 36.8 0.684
NB 51.0 51.0 0.753 21.3 21.3 0.606 25.3 25.3 0.626
MLP 61.3 61.3 0.808 27.9 27.9 0.647 35.6 35.6 0.668
Avg 57.3 57.3 0.786 26.1 26.1 0.633 32.6 32.6 0.659

With SMOTE

LR 58.5 58.5 0.791 26.8 26.8 0.634 29.9 29.9 0.649
NB 56.5 56.5 0.781 26.8 26.8 0.634 28.8 28.8 0.644
MLP 58.2 58.2 0.791 25.7 25.7 0.620 26.2 26.2 0.627
Avg 57.7 57.7 0.788 26.4 26.4 0.629 28.3 28.3 0.640

With EDA+BT

LR 98.2 98.2 0.991 93.6 93.6 0.968 94.8 94.8 0.974
NB 92.1 92.1 0.960 85.1 85.1 0.925 83.6 83.6 0.918
MLP 98.8 98.8 0.994 93.7 93.7 0.969 95.0 95.0 0.975
Avg 96.4 96.4 0.982 90.8 90.8 0.954 91.1 91.1 0.956
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Figure 4: A graph comparing the performance results of the baseline model, applying SMOTE and EDA. (a) Performance of classification
with the baseline model. (b) Performance of classification with SMOTE. (c) Performance of classification with EDA.
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the classification performance by using smote over-
sampling. Figure 4(c) shows the classification performance
by applying EDA oversampling. As shown in the figure, the
results of EDA improved by about 40% compared to the
baseline model before applying the oversampling
technique.

Figure 5 shows the ROC-AUC results of the experiment
with oversampling. Comparing the ROC-AUC results,
which are indicators for evaluating the discriminant power
of classification models, the AUC values of SMOTE and
baseline models are from 0.62 to 0.78 indicating that the
discriminant performance of the model is average. In the
case of EDA, the AUC value is from 0.95 to 0.98, which
means that it has the best discrimination performance of the
model.

5.2.2. Comparison of Previous Studies. Table 7 is the result of
a comparative analysis between the current work and
existing studies. As mentioned in previous studies, the
comparative analysis targeted the ML-based TTP automatic
classification model.

+e purpose of previous studies is similar to the current
study with the aim of extracting keywords of TTP from CTI
reports, classifying strategies/technologies, or extracting
behaviours of attacks. However, the difference from the
current study is that different techniques have been applied
for each study. Compared to the current approach, it is
common to focus on data preprocessing techniques, but
there are differences in detailed data preprocessing methods
and application models, such as TF-IDF and embedding
techniques.

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 p
os

iti
ve

 ra
te

Combined

LR, AUC = 0.683
LR-WithSMOTE, AUC = 0.649
LR-WithEDA+BT, AUC = 0.974
NB, AUC = 0.626
NB-WithSMOTE, AUC = 0.643
NB-WithEDA+BT, AUC = 0.918
MLP, AUC = 0.673
MLP-WithSMOTE, AUC = 0.629
MLP-WithEDA+BT, AUC = 0.975

0.0 0.2 0.4 0.6 0.8 1.0
False positive rate

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 p
os

iti
ve

 ra
te

TRAM

LR, AUC = 0.797
LR-WithSMOTE, AUC = 0.791
LR-WithEDA+BT, AUC = 0.991
NB, AUC = 0.753
NB-WithSMOTE, AUC = 0.781
NB-WithEDA+BT, AUC = 0.960
MLP, AUC = 0.800
MLP-WithSMOTE, AUC = 0.800
MLP-WithEDA+BT, AUC = 0.993

False positive rate
0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

Tr
ue

 p
os

iti
ve

 ra
te

Ours

LR, AUC = 0.645
LR-WithSMOTE, AUC = 0.633
LR-WithEDA+BT, AUC = 0.968
NB, AUC = 0.606
NB-WithSMOTE, AUC = 0.633
NB-WithEDA+BT, AUC = 0.925
MLP, AUC = 0.641
MLP-WithSMOTE, AUC = 0.623
MLP-WithEDA+BT, AUC = 0.969

0.0 0.2 0.4 0.6 0.8 1.0
False positive rate

Figure 5: +e result of ROC-AUC with each approach in three datasets.

Table 7:+e comparison analysis with related works (legend: input� doc (document level), SEN (sentence level), metrics�ACC (accuracy),
F1 (F1score), poc (proof of code), and IoC (indicator of compromise)).

Works Objectives Input Approaches Metrics Performance

Husari et al. [10, 11] CTI report⟶CAPEC⟶ STIX
conversion DOC NLP and ML PoC 187 techniques

19 tactics

rcATT [12] CTI report⟶TTP classification DOC TF-IDF, Word2Vec/AdaBoost ACC Tactics: 79.3%
Techniques: 72.22%

Ayoade et al. [13] CTI report⟶TTP attack actions DOC Similarity (TF-IDF) ACC Tactics: 63%
Kill chain: 96.3%

Nakanishi et al. [14] CTI report⟶TTP keywords DOC Similarity (TF-IDF) PoC 445 reports

Kim et al. [15] CTI report⟶ IoC DOC NLP (SyntexNet) F1 Keyword extraction:
76%

You et al. [5] CTI report⟶TTP classification SEN Sentence-BERT embeddings/
LSTM classifier F1 TTP level: 91%

TRAM (baseline) CTI report⟶TTP classification SEN Basic ML (LR, NB, and MLP) F1 Techniques: 50%∼
60%

+e proposed model
(EDA+BT) CTI report⟶TTP classification SEN Oversampling/TRAM-based

classifier F1 Techniques: 90.8%∼
96.4%
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+ere are also differences in input/output relationships.
In five studies, including Husari et al. [10, 11], the input data
were used as the document level of the CTI report. +ese
studies aim to define the full content of the CTI report as a
TTP or attack model. In three studies, including the current
study, the input data were used as sentence-unit texts in the
CTI report. It aims to define one sentence as a TTP or attack
model. Evaluation metrics also differ from the proposed
approach. Husari et al. [10, 11] and Nakanishi et al. [14]
focused on implementation over evaluation metrics. In the
current work, we selected F1 scores as evaluation metrics
because we were addressing the class imbalance problem,
but rcATT [12] and Ayoade et al. [13] presented evaluation
metrics using accuracy indicators.

Direct comparative analysis with previous studies is
difficult because the datasets, models, input/output rela-
tionships, and purposes used in each study are different.
However, since the accuracy of TTP classification is not high
at 20–50% on average in text-style CTI reports, and the
results of previous studies to solve this problem show
performance improvement at 60–90%, thus the results of
this study showed good improvement compared to previous
studies.

6. Conclusions

In this study, we present an automated classification of TTP
from CTI data. As the occurrence of cybersecurity threats
increases rapidly, it is necessary to quickly identify and
respond to attacks. CTI information is mainly used to
understand these threat situations and attack mechanisms. It
is important to define a large amount of CTI information as
a standardized attack model. However, analyzing a large
amount of CTI data with a limited number of security
personnel is time-consuming. +erefore, in this study, we
present an automated method for classifying TTP from
unstructured CTI data using machine learning. It is expected
that this will enable faster identification and response to
security threats.

In this study, we also focus on improving TTP classi-
fication accuracy while solving the problem of small training
datasets and TTP class imbalances. Imbalanced data is one of
the most important problems to be solved in machine
learning. We present the comparative experimental results
of TTP identification and classification performance by
using data augmentation techniques during data pre-
processing to address insufficient training data issues in CTI
domains. As a result, when the training data augmentation
technique was used based on the TRAM model, which is a
reference baseline model, a performance improvement of
about 60%–80% for the F1score was achieved.

However, a limitation of this work is that it is highly
prone to generalization errors. In particular, due to the
nature of the cybersecurity domain, the accuracy of ML
models is bound to vary depending on the content and
amount of unknown new security threats or CTI reports, as
attackers continue to find new attack techniques to bypass
existing defense models. +erefore, after solving this gen-
eralization error and classifying TTP from known

information through rule-based matching, we believe that
the proposed model can be applied to unmatched CTI in-
formation through machine learning. Future studies need to
consider various improvements, such as quality training data
generation, word embedding methods, model selection, and
optimization, to improve automated TTP classification
performance.
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As automobiles become more electrified, more and more Electronic Control Units (ECU) are installed in vehicles. ECUs
communicate with each other through dedicated protocols such as a controller area network (CAN), but these protocols do not
have their own security measures. Many cyberattacks have exploited this weakness, but an intrusion detection system (IDS) is
emerging as an effective countermeasure. In this study, we introduce a new attack method that existing IDS cannot detect. CAN
signal extinction-based DoS attack (CEDA) is a new attack method that uses a voltage drop to erase the CAN signal. When the
target ECU transmits a signal, adding a resister that lowers the differential voltage to an undefined gray zone causes the other ECU
to ignore the signal being sent from the target ECU. In cybersecurity, denial of service (DoS) is defined as restricting an authorized
entity from accessing a resource or delaying a time-critical system. *is attack is a kind of a DoS attack since the adversary can
make the target ECU bus-off through a CEDA. CEDA could be a serious problem as it has not been detected by any known IDS to
date. In this study, we use laboratory and vehicle tests to detail the attack methods and introduce appropriate security measures.

1. Introduction

Modern vehicles are developing into huge information
technology (IT) systems of software as the convergence of
vehicles and information & communication technology
(ICT), represented by connected cars and autonomous
vehicles, becomes active [1, 2]. However, more software
means more potential for cyberattacks on the vehicle [3–5].
After the first recall of vehicles due to a cyberattack in 2015,
manufacturers began to equip security functions in their
vehicles [6, 7]. And related organizations such as govern-
ments, associations, and societies have implemented stan-
dards, guidelines, and regulations related to automotive
security.

One of the most notable security measures is the in-
trusion detection system (IDS) because it is effective against
cyberattacks on vehicles, and many regulations recommend
the installation of IDS [8–10]. Recently, artificial Intelligence
and machine learning technologies have been actively in-
troduced into the latest IDS research [11–13]. *ey will soon
be adopted for automotive IDS as well. An electronic control

units (ECUs) communicate with each other through an in-
vehicle network using a protocol such as a controller area
network (CAN). An application of the ECU generates data
and sends it to the CAN controller. *en, the CAN con-
troller hands the data to the CAN transceiver, and it
transforms the data to an electrical signal and sends it to the
CAN bus. Conversely, the CAN transceiver of the receiving
ECU receives the signal to convert into logical bits, which the
CAN controller further converts into a message that the
application can recognize.

After that, an application reads the converted message.
Figure 1 shows the architecture of the CAN compared with
an open systems interconnection reference model (OSI)
layer. Since most cyberattacks are performed in the appli-
cation layer, an IDS is installed on the application layer.
However, if the attack is conducted on the physical layer,
IDS cannot detect it.

In this paper, we introduce CAN signal extinction-based
DoS attack (CEDA) that erases messages by using a voltage
drop by increasing the resistance. *e differential voltage
must be within the range defined by the standard so that the
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receiving ECU can recognize the signal as a 0 or 1, but it can
be made outside this range by simply adding a resistor. We
propose to call the area outside the range defined in the
standard a “gray zone.” *e gray zone is not defined in the
standard, so other ECUs will ignore the signal if the dif-
ferential voltage is in this zone. *erefore, if an adversary
lowers the differential voltage to the gray zone by adding a
resistor when the target message is transmitted, all ECUs in
the in-vehicle network will ignore the signal. No existing IDS
can detect the CEDA because:

(1) It is a signal-based attack, not a message-based at-
tack, and it is ignored by the CAN transceiver, so no
message is passed to the application layer where the
IDS is installed.

(2) Attack device does not send messages and does not
communicate with other ECUs.

In addition, since the attack device we proposed can be
manufactured for less than 20 US dollars, this attack is quite
realistic with the catastrophic consequences. We prove the
proposed attack technique through the following three
experiments.

(1) Feasibility check in the laboratory.
(2) Simulation test in the laboratory.
(3) Attack on a real vehicle.

*is paper is structured as follows. “Background” re-
views the background of the in-vehicle network architecture,
CAN protocol, and related studies. We explain the mech-
anism of CEDA and attack model in “Proposed attack
technique.” We then describe the test on the laboratory and
the real vehicle, and respective countermeasures in “Prac-
tical attack experiment.” “Conclusion” concludes the paper
and proposes future work area.

2. Background

2.1. Communication Protocols for In-Vehicle Networks. As
vehicles evolve into connected cars and autonomous vehi-
cles, more and more components are required to commu-
nicate with each other. Information is collected through

sensors or other components and processed by the re-
spective electronic control unit (ECU).*e processed data is
then transmitted to other ECUs. *e ECUs that require data
control the vehicle through an actuator or display the in-
formation on the devices. *e ECUs that do not require data
ignore the data. *is is the reason why the in-vehicle network
(IVN) is essential to the vehicle. Modern cars carry about 150
ECUs [15]. ECUs are classified into domains according to
their functions or physical configurations, and communicate
with each other via protocols such as CAN, CAN flexible data
rate (CAN FD), local interconnect network (LIN), media
oriented systems transport (MOST), FlexRay, and Ethernet.
Figure 2 shows the traditional IVN architecture.

2.2. Controller Area Network. A CAN is a serial data
communications bus developed by Robert Bosch GmbH for
the vehicular embedded system in the early 1980s. CAN is a
multi-master broadcast protocol based on sender IDs. It
allows ECUs to communicate with data rates up to 1Megabit
per second. CAN is divided according to the communication
speed into high-speed CAN and low-speed CAN.*is paper
provides all explanations based on the high-speed CAN. In
the CAN bus system, each ECU uses a data frame to transfer
information to other ECUs.

All ECUs are connected to each other through two
dedicated wires.*e wires are called CAN high (CANH) and
CAN low (CANL). *e CAN bus system must have bus
Termination resistors 120Ω at both endpoints of the
physical network wires. *e CAN Bus topology is shown in
Figure 3(a).

ECUs generate a dominant bit (0) and a recessive bit (1)
using a CAN transceiver to transmit the data frame. In the
recessive state, both CANH and CANL are at the same level
of 2.5 voltage potential (V), while CANH is at 3.5 V and
CANL is at 1.5 V in the dominant state. *e bit represen-
tation of the CAN transceiver is shown in Figure 3(b).

2.3. Related Work. Although CAN is the most widely used
communication protocol for an in-vehicle network, it does
not have its own security measures. For this reason, many
attack techniques have been introduced since CAN was
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invented. In the early days of automotive cybersecurity
research, system hackers from the traditional IT environ-
ment entered the automotive �eld, and there were a lot of
SW-based attacks like in the IT environment. As cyberse-
curity became one of the important factors in the automotive
industry, researchers have begun to use the characteristics of
vehicles to expose their weaknesses, especially in-vehicle
network protocols.

Miller and Valasek hacked a vehicle running on the
highway with only a laptop and a smartphone [7].  ey used
the vulnerability of the head unit, which communicates with
the outside to obtain administrator rights.  en, they
replaced the �rmware of the head unit with theirs and sent
an attack message to the vehicle. As a result of this attack, the
vehicle manufacturer recalled 1.4 million related vehicles,
which was the �rst recall case due to a cyberattack [6].  e
importance of the automotive cybersecurity increased due to
this attack, and vehicle manufacturers began to implement
countermeasures against cyberattacks on their vehicles.
Government and related organizations started to enforce
regulations, guidelines, and standards.

Palanca et al. proposed a new attack technique using a
weakness of the CAN protocol [16]. In order to cause an
error, they modulated a recessive bit into a dominant bit
when a sender transmits a data frame. CAN is a carrier sense
multiple access/collision detection (CSMA/CD) protocol,

which means every node on the network can send a message.
If two nodes start transmitting at the same time, the nodes
will detect the collision and perform a nondestructive bit-
wise arbitration. If the attacker injects the dominant bit
when the legitimate ECU sends the recessive bit, the re-
cessive bit can be changed to the dominant bit.

Lee et al. introduced the app repackaging attack [17]. e
researchers attacked the vehicle with OBD-II dongle and an
app for operating it.  e attack was made with a device that
can be easily purchased in the market and downloaded apps
from Google Play that can operate the device, which shows
that the attack is realistic.  ey demonstrated unauthorized
vehicle control such as opening a locked door and halting the
engine. As countermeasures, they proposed obfuscation to
prevent app tampering and message �ltering to prevent
receiving messages that control the vehicle from the outside.

To protect CAN-based network against cyberattacks, an
intrusion detection system (IDS) was proposed [18]. An IDS
is e�ective in detecting malicious messages since most
messages in a CAN protocol have a �xed length and sending
frequency. But as IDS has become more sophisticated, they
are looking for ways to circumvent it. Attackers have begun
to exploit software-based IDS by using the physical char-
acteristics of the CAN protocol. Accordingly, IDS has also
evolved to search for malicious messages using physical
characteristics of the CAN protocol.
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Cho and Shin proposed a mechanism for detecting an
attack and identifying the specific ECU using clock skew that
reflects the hardware characteristics of the clock source
constituting the ECU [19]. Even if two ECUs transmit
messages in the same period, they have different clock skew
due to the characteristics of the hardware. *e authors
introduced a technique for detecting this clock skew as an
attack if it fluctuates beyond a critical value while moni-
toring it. In addition, they proposed a voltage-based attacker
identification (VIDEN), which is based on the characteristic
of CAN signals transmitted by ECUs [20].*is characteristic
is unique due to the difference in voltage supplied to each
ECU, but it has limitations in mass-produced vehicles be-
cause an oscilloscope is required for the detection.

Sagong et al. introduced the hardware-based intrusion
response system (IRS) [21]. *ey demonstrated vulnera-
bilities of the voltage-based IDS with three types of attacks:

(1) Overcurrent attack: supplying a current that exceeds
the range the microcontroller can accommodate.

(2) Denial-of-service attack: letting CAN bus be in the
idle state in a way that zeroes all signal and causes an
error frame.

(3) Forced retransmission attack: forcing the ECU to
send the message repeatedly.

An IRS is proposed to defend the attack which can
circumvent the voltage-based IDS. In order for IDS to detect
a malicious message or an attack device, it must receive a
message or signal from the device. But, since the CAN signal
extinction attack we proposed simply lowers the differential
voltage of the signal transmitted from the target device, it is
not detected by the existing IDS.

3. Proposed Attack Technique

3.1. AttackMechanism. As described in section above, CAN
has two logical states-a recessive state and a dominant state.
In the recessive state, both CANH and CANL are at the same
level of 2.5 voltage potential (V), while CANH is at 3.5 V and
CANL is at 1.5 V in the dominant state [22]. *e logical state
of the bus can be determined by subtracting the voltage
potential of CANH and CANL, which is called the differ-
ential voltage. However, since the differential voltage of each
state can change according to various variables such as
device characteristics, wire length and location, and vehicle
driving conditions, it is not always possible to pinpoint 2.5 V
and 0V. *erefore, the CAN standard tolerates a certain
amount of margin of error.

If the differential voltage is less than 0.5V, the bus will be
considered as the recessive state, and the bus will be regarded
as the dominant state when the differential voltage is greater
than 0.9V.

However, if the differential voltage is between 0.5V and
0.9V, it is neither a dominant state nor a recessive state. In
this case, the bus state is not defined according to the CAN
standard [22]. It means that ECUs do not take any actions if
they receive an undefined state. We propose to call this area
the gray zone. *us, if attackers can place the differential

voltage in the gray zone when the target ECU sends a
message, other ECUs ignore the message from the target
ECU, and the target ECU generates an error frame. When
attackers conduct this attack to a specific ECU distinguished
by ID, the ECU continuously generates an error frame. And
when the number of an error frame reaches the threshold,
the ECU becomes a “bus-off” state and the ECU in the bus-
off state cannot be operated normally. *is is a DoS attack
that can be conducted on the CAN-based in-vehicle
network.

According to formula (1) and (2), the differential voltage
is inversely proportional to the resistance, so increasing the
resistance can decrease the differential voltage. *erefore, if
an appropriate resistance can be calculated according to the
in-vehicle network characteristics of the target vehicle and
the corresponding resistor can be installed in the vehicle so
that the differential voltage is located in the gray zone, the
specific message of the vehicle can be erased. In other words,
while monitoring messages in the CAN-based in-vehicle
network, if a message with target ID appears, the resistance is
increased so that the differential voltage is located in the gray
zone. *is can cause other ECUs to ignore the message and
lead to disable certain functions.

3.2. Attack Model. *e idea of the attack we propose comes
from the structural architecture of the CAN-based in-vehicle
network. *is attack method is a kind of a DoS attack. *e
goal of a DoS attack is to make the target system unusable.
We chose this method to remove the target system from the
network instead of making the target system unavailable by
sending a large amount of traffic to the system. When the ID
of the target system appears while monitoring the CAN-
based in-vehicle network, attackers make the message in-
valid by adjusting the voltage. We propose the following
attack model and make a few assumptions that are required
for the attack to be successful.

3.2.1. Attacker’s Ability. Attackers can create the monitoring
device and monitor messages in the CAN-based in-vehicle
network. Based on this, attackers can find the CAN ID of the
target function or device and add the resistance to prevent
other ECUs from receiving messages from the target ECU.
Attack that needs additional devices requires the attacker to
equip the attack device to the target vehicle. *us, it is
assumed that the attackers can equip their device to the
vehicle.

3.2.2. Target Vehicle. It is assumed that the in-vehicle
network of the target vehicle includes a CAN. It is also
assumed that the target vehicle is equipped with an ECU
with the function that the attacker wants to exploit.

3.2.3. Attack Model. *e attack method we propose can
consider two attack models. *e first attack model is the
supply chain attack. *e supply chain is very complex and
layered. Most vehicle manufacturers cannot produce the cars
by themselves and are provided parts, systems, and services
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from various suppliers. Suppliers also purchase parts and
systems from other partners. Securing the entire supply
chain is di�cult because attackers can exploit any part of the
complex supply chain. Attackers may add features or devices
to enable our proposed attack method in certain parts of the
supply chain, or even some vendors can be the attackers in
this model.  e second attack model is terrorism. Attack
devices can be attached to a speci�c vehicle to compromise
the safety of speci�c targets.

4. Practical Attack Experiment

In this chapter, we describe the attack experiment in lab-
oratory environments and in a real vehicle.  e following
three experiments were conducted to prove our proposal.

(1) Feasibility test in a laboratory environment
(2) Attack simulation in laboratory environment
(3) Attack on a real vehicle

Finally, we describe the countermeasures against the
attack we proposed.

4.1. Feasibility Test. In this section, we prove our idea
through a simple device and facilities in a laboratory
environment. We only need two nodes of CAN network
for this attack. One node is a victim node that sends
messages to another node. Since messages coming from
the victim node will be erased by adjusting the resister,
the contents of the messages are not important.
Figure 4(a) shows the concept of a wire harness sche-
matic, and Figure 4(b) shows the actual wire harness
according to the schema in Figure 4(a).  e nodes are
created virtually on the laptop using CANoe that is an
ECU simulation and test tool made by Vector Informatik
GmbH, and they transmit the data through each node

connector.  erefore, each node connector may be
regarded as an individual node in order to simplify the
system.

We assume that the “Node 1” is the victim system. Com-
municated messages can be monitored via a “Monitoring lap-
top” that is connected with a wire harness using a “CAN
interface.” Also, an “Oscilloscope” is used to check the voltage
potential and the di�erence between them. We sent messages
from “Node 1” to “Node 2” and monitored the transmitted
messages to see whether “Node 2” could receive the messages.
Figures 4(c) and 4(d) show the testbed environment. Without
the proposed attack, the di�erence of the voltage potential is 2V
in the dominant state as shown in Figure 4(e). To simulate the
attack, we gradually increased the resistance by controlling the
adjustable register.  e communication failed when 12.1Ω was
applied to the testing environment and the value of voltage
potential was 0.66V (Figure 4(f)), which means that the value
was greater than 0.5V and less than 0.9V.  rough this ex-
periment, we proved that the CEDA is possible to attack an in-
vehicle network. If attackers remove the signal regarding the
brake system, the vehicle cannot slowdown, which could seri-
ously endanger the safety of passengers and pedestrians.

4.2. Attack Simulation in a Laboratory Environment. In this
section, we introduce a vehicle simulation test in a laboratory
environment.  e laboratory testing was performed at the
automotive security living lab that was established by the
Korea Internet & Security Agency (KISA) [23]. We con-
�rmed in previous experiments that our idea is feasible. Our
next step was to check whether the CEDA is possible in a
vehicle simulator. In order to conduct the test, we need to
consider the following procedures.

(1) Find the CAN ID of a target function
(2) Find out the voltage drop due to turn-on resistance

of �eld e�ect transistor (FET) switches (3) Calculate
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Figure 4: Experiment structures and environments for feasibility testing. (a) Block diagram of wire harness, (b) wire harness, (c) block
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additional resistance to place the differential voltage
between CANH and CANL in the gray zone so that
the CAN signals dissipate

(3) Add the resistance calculated above to the CAN BUS

To accomplish the 4th step, we developed new device
that can add a resistor programmable.

4.2.1. Reversing to Find CAN IDs. As described in “Attack
Mechanism,” we perform an attack that removes data when
a specific message appears on the in-vehicle network. We
selected a function that controls the motor-driven power
steering (MDPS). In order to attack, we need to identify the
CAN ID of the related message. In general, CAN specifi-
cation includes CAN IDs and the data frame structures is
one of the intellectual properties of respective vehicle
manufacturers. *us, we should reverse engineer the data
frame structure to find the CAN ID of the message. *e
process is as follows:

(1) To monitor messages on the in-vehicle network,
connect the monitoring tool to the vehicle. CANoe
TM of Vector was used in this study.

(2) After turning on the ignition, leave the vehicle alone
for a while so that the vehicle is in a stable state.

(3) A stable state means the ECUs in the vehicle send the
same value or send a repeating predictable value
periodically.

(4) Look for the message whose value changes signifi-
cantly by manipulating the handle.

(5) Fixing the ID of the foundmessage in themonitoring
tool, and verify the CAN ID by checking the values
when the steering wheel is being operated and not.

*e CAN ID of the MDPS control message analyzed by
the above process is shown in the following Table 1. Since the
target messages are removed, we do not analyze the contents
of the message.

4.2.2. Calculating the Voltage Drop due to Turn-On Resis-
tance of FET Switches. To calculate the proper resistance to
place the differential voltage in the gray zone, we must
calculate the voltage drop due to turn-on resistance of FET
switches. In order to make this calculation, we also need to
know the structure of the CAN transceiver. Figure 5(a)
shows the structure of the transceiver. According to
Ohm’s law, we can calculate the differential voltage between
CANH and CANL using the following formula: formula,

Vdiff �
Rr

Rr + R1 + R2
∗Vin, (1)

where, Rr � resultant resistance. R1, R2 � voltage drop due to
turn-on resistance in FET switches, (B) in Figure 5(a).
Vdiff � a differential voltage between CANH and CANL.
Vin � input voltage, (A) in Figure 5(a).

In the case of in-vehicle network, a terminating resis-
tance is 120Ω in general [22].

*us, a resultant resistance can be calculated by the
formula.

Rr �
1

1/Ra + 1/Rb

, (2)

where, Ra, Rb � resistances which are in parallel connection
in a circuit, in this experiments 120Ω.

A terminating resistance Rr is 60Ω in the normal state
(not the attacked state), and can be changed if an attacker
puts additional resistance. We calculate the input voltage
(Vin) to be 3.3V through the data sheet of VP230 transceiver
which is used in this study [24]. *e differential voltage
between CANH and CANL (Vdiff ) can be checked using an
oscilloscope at the automotive security living lab; and we
calculated the value to be 2.44V as shown in Figure 5(b).
Now, we can calculate R1 + R2 and the value is 21.15Ω. As
you can see in Figure 5(a), R1 , R2 are only affected by the
input voltage. Since the input voltage is a constant value
fixed at 3.3 V in this study, it is meaningless to figure out
each value.

4.2.3. Calculating Additional Resistance to Attack the Vehicle.
Again, our goal is to place the differential voltage (Vdiff )
between 0.5V and 0.9V so that other ECUs cannot rec-
ognize the message from the target ECU. To do this, we must
calculate the additional resistance using Formula (1).

Since Vdiff , Vin, and R1 + R2 are known values, we can
calculate Rr. And the resistance we want to know can be
calculated from Rr using Formula (2). *e calculated ad-
ditional resistance that places the differential voltage in the
gray zone was 3.55Ω≤Rb≤ 7.00Ω.*us, we chose 6Ω as the
additional resistance. To attack the CAN-based network, we
developed a device as shown in Figure 5. Figure 5(d) shows
the overall appearance of the KISA’s automotive security
living lab, and Figure 5(e) shows how to connect the vehicle
simulator and the device. Figure 5(c) is the schematic of the
device structure.

*e device consists of an additional resistance to attack
the target and a field programmable gate array (FPGA),
which gives the additional resistance to the network if the
received ID is the target ID. Details of each part are shown in
Table 2.

When the FPGA receives signals through the CAN
transceiver, it checks whether the received ID is the target ID
or not. If the received ID is the target ID, the FPGA approves
the attack resistance to the network by turning on the switch.

Figure 6(a) shows the screen capture of the oscilloscope
after an attack, and Figure 6(b) is the chart used to find the
exact value. To check the exact value, we downloaded the
data from the oscilloscope and drew a chart with time and
voltage. As you can see Figure 6(b), if 22Ω resistance is
added to the network, the differential voltage is 0.72V,
which is in the range of the gray area. *is means that the

Table 1: CAN ID of MDPS functions found by reversing.

CAN ID Description
0x381 MDPS (Motor-driven power steering)
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MDPS function is invalidated, and we confirmed that a lane
keeping assist system (LKAS) does not work even though it
is activated through the simulator.

4.3. Attack on Real Vehicle. In the “Attack simulation in a
laboratory environment” section, we showed that the proposed
attack is feasible in a simulator that simulates a real vehicle. In
this section, we show that the attack we proposed is possible in a
real-life setting and therefore dangerous. We applied the device
developed in the laboratory environment to a real vehicle.
Hyundai Avante (Code name CN7) was used for this experi-
ment. According to the manufacturer, the vehicle has a LKAS
named Lane Maintenance Assist function that helps keep the
vehicle within the chosen driving lane [25]. *e vehicle was
supported by KISA living lab [23].*is attack we proposed does
not use the weakness of the specific vehicle. It will affect all

Input voltage

FET switchCAN Transceiver

5 V

RX

TX

2.5 V
25kΩ

25kΩ

CANL

CANH

FET switch

a

b

b

(a) (b)

developed device

CAN transceiver FPGA

resistor
module 

Simulator1

CANoe
Interface

5Monitoring
Laptop 

6

3 Battery7

Oscilloscope4

a

c

b

Interface hub
2

(c)

Simulator1

(d)

Interface hub2

Developed device3

Oscilloscope4CANoe
Interface

5

Monitoring Laptop6

Battery7

c

b

a

(e)

Figure 5: Experiment structures and environments for laboratory simulation testing. (a) CAN transceiver structure, (b) *e differential
voltage between CANH and CANL, (c) Detailed structure of the device, (d) Overall appearance of the lab, (e) *e Developed device.

Table 2: Tools used for the attack experiment.

Tool Product info
Adjustable resister P080 3590S
Oscilloscope GDS-1072B, 70 MHz
CAN interface CANcaseXL CANoe to CAN BUS
Monitoring and data
transmission CANoe (for CAN BUS)

Simulator Automotive security living lab
[23]

Developed device CAN transceiver resistor module
FPGA

CAN transceiver SN65HVD230 TEXAS
Instruments

Resistor module 2N3904
FPGA TinyFPGA AX2
Interface hub CAN BUS terminal
Vehicle Midsize car (2021 model)
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vehicles that use the CAN-based in-vehicle network. We in-
stalled our device in the vehicle (Figure 7(a)). *en, we com-
pared driving in normal and attack situations and recorded the
video [26]. *e video data used to support the findings of this
study have been deposited in the GitHub repository (https://
github.com/team-aegis/ceda). As you can see in the video, the
first part is driving under normal conditions with the driver’s
hands off the steering wheel, and the vehicle is driving well
between the lanes with the LKAS (Figure 7(b)). In the second
part, after the attack starts (by connecting the battery and

supplying power), the LKAS relatedmessage is not recognized in
the in-vehicle network.*e vehicle ignores the lane and collides
with another vehicle driving in the next lane (Figure 7(c)).

4.4. Countermeasures. As discussed in section 3. B, CEDA
can be realized through a supply chain attack or terrorism. In
the case of a supply chain attack, MITRE tries to address it by
generating a catalog of attack patterns that provides a
structure for maturing aspects of supply chain risk

(a)

0.0 V

0.5 V

1.0 V

1.5 V

2.0 V

2.5 V

3.0 V

0.72 V

Time
Voltage

(b)

Figure 6: Experimental result of laboratory simulation testing. (a) oscilloscope view, (b) detailed waveform created based on recorded data.
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CAN messages related to
LKAS are ignored because
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Figure 7: Attack on real vehicle. (a) overall view of the vehicle with attack device installed, (b) normal driving, (c) driving under attack.
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management [27]. Potential countermeasures against
supply chain attacks are a good illustration of the catalog.
*e attack with ID CM-2 is named Prevent or Detect
Critical Component Tempering, and the mitigation ap-
proach is to prevent or detect tampering with critical
hardware or firmware components while in transit,
across all lifecycle phases, through use of state-of-the-art
anti-tamper devices [27]. In addition, the attack with ID
CM-11 is named Multiple Suppliers, and the mitigation
approach is Use multiple suppliers for key critical
components [27]. As you can see examples in the catalog,
almost all countermeasures are managerial measures
rather than technical ones. *e United Nations (UN)
recently enacted a regulation related to vehicle security,
UN Regulation No.155, and ISO/SAE 21434 supported
the regulation [28, 29]. *is regulation consists of two
certification programs—Cyber security management
system (CSMS) and Vehicle type approval (VTA). *e
CSMS is a regulation for the security governance and all
countries under the 1958 agreement of the UN must
enact and follow the relevant laws. You can see why the
regulation focuses on supply chain management through
security governance, which is consistent with the
countermeasures against supply chain attacks proposed
by MITRE, are consistent.

In the case of terrorism, the attack is much more difficult
to detect. Since the attack device we developed just inspects
the received message and increases the resistance in the
network, it cannot be detected by a function such as
component identification [30]. *e IDS also cannot detect it
because the device does not send the message to the other
ECUs. *erefore, a practical countermeasure is to contin-
uouslymonitor the voltage in the network and notify the IDS
when a voltage is in the gray zone. In this case, a false positive
must be considered and additional investigation is needed.

5. Conclusion

In this study, we have shown that it is easy to attack a CAN-
based in-vehicle by controlling the resistance and eliminating
specific and/or whole messages on the network. As described
in Table 2, the attack device can be manufactured at a low cost
of less than 20 US dollars. Also since this attack uses the weak
point of the CAN-based network protocol, it is hard to detect.
It means the attack we proposed can have a huge ripple effect
in the real world.*erefore, to protect vehicles from this kind
of attack, we need to consider designs based on “security by
design” and “defense in depth” and carefully select the se-
curity features through security risk assessment [31]. In ad-
dition, we need to consider the supply chainmanagement that
is required by UN regulation No. 155 and ISO/SAE 21434 to
mitigate the risk that comes from supply chain attacks.
Furthermore, we believe the monitoring resistance of the
network is an appropriate countermeasure against the CAN
signal extinction-based DoS attack.

In the future, we will study this attack as an intrusion
protection system (IPS). If the IDS can perfectly detect the
attack message, the attack message can be completely

removed using the CAN signal extinction mechanism we
proposed. In the case of a firewall, only the ECUs are located.
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