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The acquisition of point cloud data by mobile laser scanning (MLS) includes not only the information about the 3D geometry of
the object but also the intensity from the scanned object. However, due to the influence of various factors, there is a large deviation
between the intensity and the spectral reflection characteristics of the scanned object. Intensity correction should be carried out
before this method is applied to object recognition. A new point cloud intensity correction method for 2D MLS that was
developed by combining theoretical derivation with empirical correction is proposed in this paper. First, based on the LiDAR
formula, the main factors influencing MLS intensity are investigated, and a distance piecewise polynomial and an incident
angle cosine polynomial are adopted to obtain the intensity correction model of UTM-30LX 2D LiDAR on a diffuse reflector
plate. Second, according to the scan pattern, a 2D scan grid is constructed to organize the MLS intensity, and a new method of
spherical neighborhood search fitting plane is proposed to accurately calculate the cosine of the incident angle. Finally, the
obtained intensity correction model is utilized to correct the MLS intensity of a wall. Two groups of verification experiments
are carried out on single sites and multiple sites to test the effect of the intensity correction model. Overall, the improvements
in intensity consistency range from 70% to 92.7% after correction within the tested ranges of distance and incident angles
[0.52m-5.34m, 0°-74°]. The results indicate that the proposed intensity correction model yields highly accurate fitting and can
effectively remove the deviation in MLS intensity caused by the distance and incident angle.

1. Introduction

Light detection and ranging (LiDAR), a type of noncontact
active remote sensing sensor, can quickly scan high-
resolution and high-precision 3D point cloud data on the
target surface. LiDAR has been successfully applied in fields,
such as global climate change research, smart cities, forest
resource surveys, environmental monitoring, and basic map-
ping [1, 2]. LiDAR can not only obtain the 3D geometric
information of the target surface, but it can also record the
intensity information. The intensity corresponds to the
coordinate information one-to-one without registration
and has the feature of pixel-level fusion. It represents the
reflection spectral characteristics of the object target to the
laser and can be used as an important feature of target
classification [3–5]. However, due to the influence of vari-
ous factors, such as scanner characteristics, atmospheric

transmission characteristics, target surface parameters,
and data acquisition parameters, there is a large deviation
between the intensity and the spectral reflection character-
istics of the object target. The phenomena of the same
object target with different spectra and the same spectrum
of different object targets are apt to occur. Therefore, it is
necessary to eliminate the influence of various factors
through correction [6–8].

Intensity correction methods can be divided into theo-
retical correction and empirical correction [9]. The theoret-
ical correction method focuses on the analysis of the
relationship between multiple factors causing the intensity
change, and the regression model of each influencing factor
and intensity is established according to the LiDAR ranging
principle. Song et al. [10] systematically discussed and
analyzed the radiation characteristics, as well as the key
influencing factors of intensity data from the perspective of
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the LiDAR radiation transmission mechanism. They also
eliminated these factors through a theoretical correction
model. Bolkas [11] studied the intensity correction method
of the incident angle and evaluated the intensity correction
effect of four kinds of light reflection models under different
colors and glosses. Cheng et al. [12] proposed a method to
eliminate the distance effect of laser intensity by using a
piecewise polynomial model, which effectively eliminated
the intensity deviation caused by distance. Fang et al. [13],
based on the principle of laser imaging, deduced an intensity
theoretical model that considered the defocus effect of the
receiving optical system and applied the model to the inten-
sity correction of fresco. The theoretical correction model is
applicable to a wide range of scenarios, but the process of the
established model is more complex. The parameters in the
theoretical correction model are always set as the measured
value under the ideal state, which produces large errors in
the actual intensity correction. For example, the measure-
ment of the atmospheric attenuation coefficient and
transmission coefficient of a LiDAR optical system usually
has fluctuation errors. The reflection characteristics of the
scanned object’s surface are very complex, and it is difficult
to regard it as an ideal diffuse reflection target.

The empirical correction method does not rely on any
theoretical model. However, it only establishes the intensity
correction model in the form of elementary functions (such
as polynomial, cosine, or exponential functions). It estimates
the function parameters from the actual measured data, which
is suitable for situations where the structure and parameters of
LiDAR are poorly known. Li and Cheng [14] established two
data-driven models to correct the effects of the distance and
incident angle on intensity and then applied the corrected
intensity to the damage detection of historic buildings. Coren
and Sterzai [15] adopted the empirical correction method to
establish an exponential function model between the intensity
and atmospheric attenuation coefficient, which reduced the
fluctuation of the intensity data of asphalt pavement. Vain
et al. [16] and Korpela et al. [17] used the empirical correction
method to compensate for the intensity change caused by the
LiDAR internal automatic gain control system. For the inten-
sity data of specific scenes, the empirical correction method
has a higher accuracy than the theoretical correction method,
but it is only applicable to this specific application scene; oth-
erwise, it needs to be remodeled.

LiDAR measurements are often classified into three
types: terrestrial laser scanning (TLS), mobile laser scanning
(MLS), and airborne laser scanning (ALS). TLS can directly
obtain high-precision 3D point cloud data from the sur-
rounding natural environment by setting up fixed sites.
MLS, on the other hand, can quickly scan 3D point cloud
data on both sides of the road or on one side by carrying
LiDAR on mobile devices, such as cars [18]. Compared with
TLS, MLS is flexible and expands the scanning range of
LiDAR. MLS also has mature applications in digital city
3D modeling, urban environment monitoring, and urban
resource surveys [19, 20]. ALS can obtain the surface spatial
information within a large area in a short time with high
working efficiency by carrying LiDAR onto the aircraft to
realize scanning. However, compared with MLS, point cloud

data obtained via ALS measurements are less accurate.
Moreover, MLS has an advantage over ALS in obtaining ver-
tical point cloud data. Yang et al. [21] showed that, com-
pared with ALS, MLS has considerable advantages in street
tree identification at the scale of a single tree, as well as a
strong data acquisition ability to penetrate the inner canopy
and trunk.

LiDAR sensors are usually divided into two kinds: 3D
and 2D (also known as multithread and single-thread
sensors). The 3D LiDAR can accurately obtain 3D geometric
information of the surrounding environment, and it is
mainly used in the field of unmanned driving, which
requires high accuracy. However, 3D LiDAR is usually
expensive. In contrast, 2D LiDAR can obtain high-
precision 3D information about the environment through-
out the process of moving through fan-shaped scanning
frame by frame, which is advantageous because of the fast
scanning speed, the small size, low power consumption,
and low manufacturing cost. In addition, 2D LiDAR’s acqui-
sition of point cloud data has low redundancy and simple
data fusion. Thus, it can be directly indexed according to
the frame number and in-frame number of the measured
points, avoiding accuracy loss caused by grid partitioning
[22]. 2D LiDAR using the MLS measurement method is
widely used in the field of tree parameter extraction [23,
24] and urban block ground object classification [25, 26].
The point cloud data collection process by 2D LiDAR is
shown in Figure 1. Xu et al. [27] and Nan et al. [28] designed
a real-time automatic target spray system based on MLS 2D
LiDAR detection and compared the performance with that
of infrared, ultrasonic sensors, and 3D LiDAR, proving that
2D LiDAR has great advantages in the identification accu-
racy and rapid measurement of distance.

To the author’s knowledge, most previous intensity
correction studies have focused on 3D LiDAR sensors for
ALS and TLS, whereas 2D LiDAR sensors for MLS are still
relatively rare. Based on the advantages of MLS over ALS
and TLS analyzed above in application value, the important
contribution of this work proposes a high-precision intensity
correction method suitable for 2D MLS. In recent years,
there have been some studies on intensity correction for
TLS similar to this paper. Tan and Cheng [29] studied TLS
intensity correction based on the laser ranging formula.
The relationship between intensity and new variables was
established by combining the cosine of the incident angle
and the square of the distance. In the intensity correction
for different areas of the white wall, the intensity variance-
to-mean ratio ε was between 0.6 and 0.78, indicating that
the improvements in intensity consistency ranged from
22% to 40%. Subsequently, Tan and Cheng [30] investigated
the effects of incidence angle and distance on intensity data
and corrected the intensity data of Faro Focus3D 120. For
four reference targets with reflectances of 20%, 40%, 60%,
and 80%, the linear interpolation method was used to fit
the relationship between incidence angle versus intensity
and distance versus intensity. A total of 20 small regions
with a size of approximately 15 cm × 15 cm in the white lime
wall surface were randomly sampled to verify the intensity
correction effect. The intensity variance-to-mean ratio ε
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was 0.26, 0.14, 0.19, and 0.21. The results showed that the
intensity consistency was improved by 74%~86% by using
the intensity correction model established by the above four
reference targets. For MLS intensity correction research, Teo
and Yu [31] proposed a distance intensity correction work-
flow for MLS road point clouds using a data-driven
approach. The relationship between distance and intensity
was fitted by a piecewise polynomial. By comparing the
differences between the scanners and the stripe intensities
before and after correction, the improvements in intensity
consistency ranged from 47% to 56%.

In contrast from the general data-driven intensity cor-
rection model, which directly uses various models to estab-
lish the approximate relationship between intensity and its
influencing factors, lacking the necessary theoretical basis,
a new point cloud intensity correction method for 2D MLS
is proposed by combining theoretical derivation with empir-
ical correction. In addition, according to the scan pattern, a
2D scan grid is constructed to organize the MLS intensity
of the wall, and a new method of a spherical neighborhood
search fitting plane is proposed to accurately calculate the
cosine of the incident angle. In particular, the relationship
between the neighborhood radius and the distance is dis-
cussed in the process of plane fitting. The accuracy of inci-
dent angle measurement is improved by selecting an
appropriate neighborhood radius. Two groups of verifica-
tion experiments are carried out on single sites and multiple
sites to test the effect of the intensity correction model. A
single-site experiment shows that the ε value of the five same
area regions within the range of the distance and incident
angle [0.52m-1.55m, 0°-74°] is approximately 0.3, indicating
that the consistency of intensity has been improved by 70%
after correction. Multisite experiments concluded that the ε
values of sites A, B, C, and D were 0.073, 0.079, 0.233, and
0.280, respectively, within the range of distance and incident
angle [1.52m-5.34m, 0°-62°]. This means that the improve-
ments in intensity consistency range from 72% to 92.7%
after correction. Overall, this approach is superior to the
latest study mentioned above.

The proposed method of the intensity correction model
is introduced in Section 2. The process of obtaining the
intensity correction model is described in Section 3. To dem-
onstrate the practical effectiveness of the intensity correction
model, two different scenes of wall intensity correction are
presented and analyzed in Section 4. Section 5 concludes
with the findings.

2. Methods

2.1. MLS 2D LiDAR Intensity Correction Process. Figure 2 is
the flow chart of intensity correction for the MLS 2D LiDAR
point cloud. In this paper, the intensity correction process
consists of two steps. The first step is for model establish-
ment, and the second step is for model validation. Model
establishment is when the intensity correction model is
obtained. First, the influencing factors of MLS intensity
(including target reflectivity, distance, and incident angle)
are analyzed for the acquisition of the intensity correction
model. Second, the intensity multiplicative model is estab-
lished, and the intensity correction formula for the distance
and incident angle is deduced. Finally, the parameters of the
intensity correction model are estimated, including the order
and coefficient of the polynomial. Model validation uses the
intensity correction model to correct the intensity data of the
wall point cloud. For the wall point cloud intensity data
scanned by MLS 2D LiDAR, the distance intensity and inci-
dent angle intensity are extracted. Then, the obtained inten-
sity correction model is used to correct the intensity data of
the wall point cloud.

2.2. Influencing Factors of MLS Intensity. Assuming that the
measured target surface is a Lambert surface (the surface
with ideal diffuse reflection characteristics), according to
the laser ranging formula [32], the echo power received by
the laser detector is

Pr =
PtDr

2ηatmηsys
4

∙
λ cos θ
R2 , ð1Þ

(a)

In-frame
number

Frame number 

Single scan data

(b)

Figure 1: Data acquisition process of the MLS system based on a single 2D LiDAR. (a) A single frame of the 2D LiDAR. (b) Index structure
for the 2D LiDAR data.
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where the received laser power Pr is a function of the
transmitting laser power Pt, the aperture of the receiving
detector is denoted by Dr, the atmospheric one-way extinc-
tion coefficient is ηatm, the transmission coefficient of the
optical system is ηsys, the target reflectivity is λ, the distance
R is between the measuring point and the receiving end of
the LiDAR laser (referred to as the distance), and the cosine
of the laser incident angle is denoted by cos θ. For the MLS
system with a short distance, it can be considered that Pt, Dr,
ηatm, and ηsys are constants. Tan and Cheng [29] showed that
intensity is the laser echo energy represented digitally. Addi-
tionally, there is a certain linear relationship between the
received laser power and intensity. According to the above
analysis, the main influencing factors of MLS intensity are
target reflectivity λ, distance R, and incident angle θ.

2.3. The Multiplicative Model of Intensity by MLS. The objec-
tive of intensity correction in this paper is to remove the
influence of the distance and incident angle on MLS inten-
sity. Then, the intensity value is only related to the reflectiv-
ity of the target. Since the received laser power is nonlinearly
processed internally by LiDAR, it is not possible to directly
use Formula (1) for theoretical correction. In addition, con-
sidering that the effects of the reflectivity, distance, and inci-
dent angle are independent in theory, they can each be
solved separately. The multiplicative model of intensity can
be established as

I λ, R, θð Þ = f λ λð Þf R Rð Þf θ cos θð Þ: ð2Þ

Iðλ, R, θÞ is the original intensity, and f λðλÞ, f RðRÞ, and
f θðcos θÞ represent functions of the independent influence
of the target reflectivity, distance, and incident angle as Iðλ
, R, θÞ. To eliminate the influence of the distance and inci-
dent angle on intensity, Iðλ, R, θÞ at any distance and inci-
dent angle should be transformed to the corrected intensity
Ic at reference distance R0 and reference incident angle θ0
for a Lambert body with the same target reflectivity.

Ic = f λ λð Þf R R0ð Þf θ cos θ0ð Þ = f R R0ð Þf θ cos θ0ð Þ
f R Rð Þf θ cos θð Þ ∙I λ, R, θð Þ:

ð3Þ

Formula (3) shows that the transformation relation-
ship between Ic and Iðλ, R, θÞ is established by f RðRÞ
and f θðcos θÞ.

After satisfying the conditions of a target with reflectiv-
ity, λ is scanned at different distances R and at a constant
incident angle θ0; then, the intensity after the distance cor-
rection Irc can be written as

Irc =
f R R0ð Þf θ cos θ0ð Þ
f R Rð Þf θ cos θ0ð Þ ∙I λ, R, θð Þ = f R R0ð Þ

f R Rð Þ ∙I λ, R, θð Þ: ð4Þ

Under the above premise conditions, Rmin ≤ R ≤ Rmax
(Rmin and Rmax are the minimum value and maximum value
of the distance measuring range, respectively). According
to the Weierstrass theorem [33], a continuous function
on a closed interval can be uniformly approximated by a
polynomial series. According to the definition, f RðRÞ
describes the relationship between distance R and Iðλ, R,
θÞ in the distance-intensity data. The intensity regression
value Iðλ, R, θ0Þ under reflectivity λ and reference inci-
dent angle θ0 can be obtained by polynomial regres-
sion fitting. Tan and Cheng [30] showed that due to
the short-distance effect of the LiDAR optical system, the
intensity increases with an increasing distance when the dis-
tance is relatively close and decreases with an increasing dis-
tance when the distance is relatively far. According to the
variable of distance R, piecewise polynomial modeling can
be adopted here to illustrate the relationship between R and
Iðλ, R, θ0Þ as

f R Rð Þ = I λ, R, θ0ð Þ =
〠
K

k=0
akR

k, R ≤ Rt ,

〠
L

l=0
bl

1
R

� �l

, R > Rt ,

8>>>>><
>>>>>:

ð5Þ

where ak and bl are the coefficients of the distance polyno-
mial, K and L are the order of the distance polynomial, and

Acquisitionof wall point
cloud intensity data

Intensity correctionof wall
point cloud

Distance and incident angle
extraction

Analysis the influencing
factors of MLS intensity

Parameter estimation of
intensity correction model

Establishment of the MLS
intensity multiplicative

Correction model

Figure 2: Flow chart of intensity correction for the MLS 2D LiDAR point cloud.
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Rt is the distance cutoff point. Combined with Formula (4),
Irc can be expressed as follows:

Irc =
f R R0ð Þ
f R Rð Þ ∙I λ, R, θð Þ =

I λ, R, θð Þ∑K
k=0akR0

k

∑K
k=0akR

k
, R ≤ Rt ,

I λ, R, θð Þ∑L
l=0bl 1/R0ð Þl

∑L
l=0bl 1/Rð Þl

, R > Rt:

8>>>><
>>>>:

ð6Þ

Similarly, satisfying the conditions of a reference target
with reflectivity, λ is scanned at different incident angles θ
and at a constant distance R0, deduced from Formula (3).
The intensity after the incident angle correction Iθc can be
written as

Iθc =
f R R0ð Þf θ cos θ0ð Þ
f R R0ð Þf θ cos θð Þ ∙I λ, R, θð Þ = f θ cos θ0ð Þ

f θ cos θð Þ ∙I λ, R, θð Þ:

ð7Þ

In the above incident angle-intensity data, 0 ≤ cos θ ≤ 1.
According to the Weierstrass theorem mentioned above,
the intensity regression value Iðλ, R0, θÞ under the reference
reflectivity λ0 and the reference incident angle θ0 can also
be obtained by polynomial regression fitting. A cosine
polynomial is used for modeling f θðcos θÞ, as shown in the
following formula:

f θ cos θð Þ = I λ, R0, θð Þ = 〠
M

m=0
cm cos θð Þm, ð8Þ

where cm is the coefficient of the incident angle cosine
polynomial and M is the order of the incident angle cosine
polynomial. By substituting the obtained f θðcos θÞ into
Formula (7), Iθc is established as follows:

Iθc =
f θ cos θ0ð Þ
f θ cos θð Þ ∙I λ, R, θð Þ = I λ, R, θð Þ∑M

m=0cm cos θ0ð Þm
∑M

m=0cm cos θð Þm:
ð9Þ

2.4. Parameter Estimation of the MLS Intensity Correction
Model. In this paper, the elbow rule method and the least
square method are used to determine the polynomial order
and the fitting polynomial coefficients. For example, in the
polynomial in the short-distance segment (R ≤ Rt) of For-
mula (5), the values of K and ak need to be determined in a
way that enables the error sum of squares Sða0, a1,⋯aKÞ
between Iðλ, R, θ0Þ and Iðλ, R, θÞ to be minimized. Sða0,
a1,⋯,aKÞ is the cost function. The root mean square error
(RMSE) of the intensity sample is defined as

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S a0, a1,⋯aKð Þ

N

r

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

n=1 I λ, R, θ0ð Þn − I λ, R, θð Þn
� �2

N

s
,

ð10Þ

where N is the number of Iðλ, R, θÞ and Iðλ, R, θ0Þ and n
is the serial number of the intensity sample. The smaller
the RMSE value is, the lower the fitting error is. In gen-
eral, the higher the polynomial order (the larger the K
value), the smaller the RMSE value. However, it should
be noted that if the fitting order K value is selected too
high, it is easy to overfit when the distance correction
model is applied to the actual scene for intensity correc-
tion and the correction effect is poor. If the K value is
too low, the distance intensity correction cannot be carried
out effectively. To avoid overfitting, according to the
change curve of different polynomial order RMSE values,
the elbow rule in machine learning is used to determine
that the elbow position is the best polynomial order.

To obtain the polynomial coefficient ak under Sða0, a1,
⋯aKÞ the minimum value, the polynomial in the short-
distance segment (R ≤ Rt) of Formula (5) is brought into
Formula (10). Then, the partial derivative of each polyno-
mial coefficient ak is transformed into the problem of finding
the extremum; thus,

∂S a0, a1,⋯aKð Þ
∂ak

= 2〠
N

n=1
〠
K

k=0
akRn

k − I λ, R, θð Þn
 !

Rk = 0:

ð11Þ

Scan direction Top view

90°
Blind zone

Figure 3: UTM-30LX scan area.

Figure 4: Standard diffuse reflector.
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It can be further obtained that

〠
K

k=0
akRn

k = I λ, R, θð Þn: ð12Þ

The linear formulas can be obtained as follows:

R1
0 R1

1 ⋯ R1
k

R2
0 R2

1 ⋯ R2
k

⋮ ⋮ ⋱ ⋮

Rn
0 Rn

1 ⋯ Rn
k

2
666664

3
777775

a0

a1

⋮

ak

2
666664

3
777775 =

I λ, R, θð Þ1
I λ, R, θð Þ2

⋮

I λ, R, θð Þn

2
666664

3
777775: ð13Þ

In this way, the polynomial coefficients ½a0, a1,⋯,ak� of
f RðRÞ can be solved by the Gaussian elimination method.
Similarly, bringing the polynomial in the long-distance seg-
ment (R > Rt) of Formula (5) and the cosine polynomial of
Formula (8) into Formula (10), based on the elbow method
and the least square method, the corresponding polyno-
mial coefficient parameters ½b0, b1,⋯,bl� and ½c0, c1,⋯cm�
are obtained.

2.5. Evaluation Indices of the MLS Intensity Correction
Model. To evaluate the effect of distance and incident angle
correction models on MLS intensity correction, the coeffi-
cient of variation CV is used to represent the degree of
discretization before and after intensity correction. The coef-
ficient of variation CV is defined by

CV =
STD
Mean

× 100%, ð14Þ

where STD is the standard deviation of intensity andMean is
the mean value of intensity. CV is positively correlated with
the dispersion of intensity data. The smaller its value, the
smaller the data dispersion. In addition, the evaluation index

variance-to-mean ratio ε of the intensity correction model is
defined as follows:

ε =
CVcor
CVori

=
STD/Meanð Þcor
STD/Meanð Þori

: ð15Þ

CVori and CVcor represent the variation coefficient of the
original intensity and the variation coefficient of the cor-
rected intensity, which can be calculated by Formula (14).
When ε is less than 1, it means that the variability of the
intensity value after correction is less than that before cor-
rection, and the intensity correction model is effective. The
smaller the value of ε is, the better the intensity consistency
of the model after correction.

3. Experiment and Data Acquisition

3.1. 2D LiDAR and Diffuse Reflector Plate. UTM-30LX 2D
LiDAR [34] utilizes time-of-flight technology to measure
the distance. The maximum detection distance of the 2D
LiDAR is 30m. The accuracy is ±30mm within the range
of 0.1-10m and ±50mm within the range of 10-30m. The
2D LiDAR laser beam has a wavelength of 905nm, an angu-
lar resolution of 0.25°, a scanning period of 25ms, and a
scanning range of 0° to 270°, as shown in Figure 3. A total
of 1081 target distances and intensity values in different
directions are included in one frame of scan data and stored
in a file as 4-byte and 2-byte unsigned integer data.

The reference target is a standard diffuse reflectance
plate with a size of 50 cm × 50 cm and a reflectance of 50%
(that is, the reflectance of the reference target is λ0 =0.5),
as shown in Figure 4. The diffuse reflector plate is composed
of highly diffuse reflector materials. When irradiated by a
laser beam with a wavelength of 905 nm, the diffuse reflector
plate can be regarded as a standard Lambert body.

The UTM-30LX 2D LiDAR was placed vertically against
the diffuse reflectance plate in an indoor environment. Since

0.1 m 1.8 m 2.4 m 14.4 mDistance:

Incidence angle = 0°

(a) (b)

Figure 5: Intensity measurement at different sites in incident angle experiments: (a) intensity measurement at different sites of 0.1m-14.4m
under the reference incident angle of 0°; (b) the picture of the scanning scene.
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the laser performance in different emission directions is the
same, only the single laser beam in the middle was used to
obtain the distance-intensity measurement value. The order
and coefficient of polynomials f RðRÞ and f θðcos θÞ were
obtained by designing two groups of experiments of distance
and incident angle correction model acquisition, respectively.

3.2. Distance Correction Model Acquisition Experiment. The
reference incident angle was set to θ0 = 0°, and the

distance-intensity data ðRi, Iðλ0, Ri, θ0ÞÞ were obtained by
setting different distance sites to scan the diffuse reflectance
plate. Since the intensity measurement error was large when
the distance was long, the intensity data of the diffuse reflec-
tance plate were collected within the range of 0.1m-14.4m
by taking half of the maximum detection distance. Nonuni-
form sampling was adopted, and a total of 39 sites were set.
Dense sampling with an interval of 0.1m was carried out in
the range of 0.1m-1.8m, and 18 sites were set; sparse

20° 0°

80°

(a)

Incidence = 20°

(b)

Figure 7: Intensity measurement at different sites in distance experiments: (a) intensity measurement at different sites of 0°-80° at a
reference distance of 1.2m; (b) the picture of the scanning scene.
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Figure 6: The relationship between the distance and intensity of different sites in the range of 0.1m-14.4m under the reference angle of 0°.
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sampling with an interval of 0.6m was carried out in the
range of 1.8m-14.4m, and 21 sites were set. The experimen-
tal scenario is shown in Figure 5.

The 2D LiDAR was fixed on the ground and placed hor-
izontally opposite the diffuse reflector plate. To ensure that
the distance-intensity data ðRi, Iðλ0, Ri, θ0ÞÞ were obtained
at the reference angle θ0 = 0°, the laser beam at the interme-
diate point of the LiDAR at each site (frame 541) was per-
pendicular to the diffuse reflector plate. To improve the
measurement accuracy of distance-intensity data, 10 frames
were collected continuously at each site, and then, the
average intensity value was calculated. Setting the reference
incident angle θ0 = 0°, within the range of 0.1m-14.4m, the
relationship between different distances and the correspond-
ing intensity is shown in Figure 6.

In the range of 0.1-0.7m, the intensity increases rapidly
with an increasing distance value, and after 0.7m, the inten-
sity decreases slowly with an increasing distance value.
Therefore, the polynomial function can be fitted by Formula
(5) with 0.7m as the distance cutoff point.

3.3. Incident Angle Correction Model Acquisition Experiment.
The reference distance was set to R0 = 1:2m, and the intensi-
ties of different incident angles within the range of 0°-80°

were collected. To ensure that the incident angle-intensity
data ðθi, Iðλ0, R0, θiÞÞ were measured at R0 = 1:2m, the laser
beam at frame 541 of LiDAR was positioned directly against
the central axis of the diffuse reflector plate. The position of
LiDAR was fixed, and the diffuse reflector plate central axis
was taken to change the position within the range of 0°-80°

at intervals of 10°. The experiment is shown in Figure 7.
Ten frames were collected by continuous scanning at

each angle site (frame 541), the incident angle-intensity data

of the laser beam position were obtained, and the average
intensity value was calculated. The experimental result is
shown in Figure 8.

3.4. Determining the Order and Coefficient of the Polynomial
Model. The least square method described in Section 2.4 is
used to determine the order and coefficient of the polyno-
mial model of distance and incident angle. To avoid overfit-
ting the intensity data, according to the elbow rule in
machine learning, the best order of the polynomial is deter-
mined to be the elbow position. To determine the ideal poly-
nomial order, the distance correction model acquisition
experiment in Section 3.2 and the incident angle correction
model acquisition experiment in Section 3.3 were repeated
5 times to expand the dataset. Table 1 lists RMSE for differ-
ent polynomial order K , L, and M values. The process of
determining the optimal values of K , L, and M based on
RMSE is shown in Figure 9. It is proven that K = 4 and
L = 3 are the ideal distance piecewise polynomial orders in
the short-distance and long-distance segments, respectively,
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Figure 8: The relationship between the incident angle and intensity at different sites from 0° to 80° at a reference distance of 1.2m.

Table 1: RMSE for K , L, and M values at different polynomial
orders.

Order
RMSE

K L M

1 182.0 138.5 7.3

2 75.6 37.6 7.3

3 38.6 17.6 5.6

4 17.6 15.4 4.2

5 17.5 10.0 4.2

6 8.7 9.8 3.4
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and M = 1 is the ideal incident angle cosine polynomial
order.

As shown in Figure 9(a), the RMSE decreases substan-
tially with increasing K and L values in the distance correc-
tion experiment, and K ≥ 4 and L ≥ 3 tend to be flat.
According to the principle of the elbow rule in machine
learning, the order of the distance polynomial model is set
to K = 4 and L = 3. The blue and orange circles in
Figure 9(a) represent the optimal values of K and L, respec-
tively. In Figure 9(b), compared with K and L, the different
RMSE values and fluctuation ranges corresponding to the
order M of the incident angle cosine polynomial are rela-
tively small. To avoid overfitting, the order of the incident
angle polynomial model is set to M = 1. The gray circle in
Figure 9(b) represents the optimal value of M.

In the short-distance segment (R ≤ Rt), the distance-
intensity data ðRi, Iðλ0, Ri, θ0ÞÞ are substituted into For-
mula (13) for calculation. Then, a0 = 3:9332 × 103, a1 =
−2.39 × 104, a2 = 1:2268 × 105, a3 = −2:1138 × 105, and
a4 = 1:2328 × 105. Similarly, in the long-distance segment
(R > Rt), b0 = −99:7915, b1 = 1:2582 × 104, b2 = −1:5033 ×
104, and b3 = 6:0276 × 103. The incident angle polynomial
coefficients c0 = 2:8033 × 103 and c1 = 607:177 can also be
obtained by using the incident angle-intensity data ðθi,
Iðλ0, R0, θiÞÞ. The specific expressions of the distance
and incident angle cosine polynomial correction func-
tions are shown in Table 2.

The function expression in Table 2 is only applicable to
the point cloud intensity data obtained by UTM-30LX 2D
LiDAR scanning the same target reflectivity Lambert body
and can only fit the intensity data within the range of

0.1m-14.4m and incident angle value of 0°-80°. The fitting
results of the piecewise distance and incident angle cosine
polynomial are shown in Figure 10.

R0=1.2m and θ0 = 0° are taken and substituted by the
distance-intensity data ðRi, Iðλ0, Ri, θ0ÞÞ and the incident
angle-intensity data ðθi, Iðλ0, R0, θiÞÞ mentioned above into
Formulas (6) and (9) for intensity correction. The intensity
after correction at different sites is shown in Figure 11. The
intensity distribution of each site is approximately 3400,
although there are some model errors.

4. Results and Analysis

4.1. MLS 2D LiDAR Point Cloud Data Acquisition System
and Coordinate System

4.1.1. MLS 2D LiDAR Point Cloud Data Acquisition System.
To verify the validity of the intensity correction model for
the distance and incident angle, a flat wall was selected as
the experimental object, which was roughly considered a
Lambert surface. To visually observe the intensity point
cloud, the intensity value was converted into RGB in Cloud-
Compare, a software point cloud development tool. The 3D
point cloud RGB intensity map was also converted into a 2D
pseudocolor map for display. The actual scene diagram of
the experimental scanning wall is shown in Figure 12. The
MLS 2D LiDAR measurement system emitted laser pulses
in all directions through internal rotating optical compo-
nents to form a 2D fan-shaped scanning surface. The mov-
ing platform carried the laser pulses along the direction
perpendicular to the scanning surface to realize the 3D
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Figure 9: The process of determining the optimal values of K , L, and M based on RMSE. (a) The corresponding RMSE value change curve
as the distance polynomial order K and L increase. (b) The corresponding RMSE value change curve as the incidence angle cosine
polynomial order M increases.

Table 2: Specific expression of the distance and incident angle cosine polynomial correction function.

f R Rð Þ = 1:2328 × 105R4 − 2:1138 × 105R3 + 1:2268 × 105R2 − 2.39 × 104R + 3:9332 × 103,R ≤ 0:7m.

f R Rð Þ = 6:0276 × 103 1/Rð Þ3 − 1:5033 × 104 1/Rð Þ2 + 1:2582 × 104 1/Rð Þ − 99:7915,R > 0:7m.

f θ cos θð Þ = 607:177 cos θ + 2:8033 × 103, 0° ≤ θ ≤80°.
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measurement of the target surface. A moving slide mounted
UTM-30LX 2D LiDAR was used to move in a straight line at
a constant speed of 0.01m/s in a direction parallel to the
wall. The fan-shaped scanning surface was placed directly
against the wall. Inside the red rectangular box was the wall

study area, with a height of 1.5m from top to bottom and a
width of 1.2m from left to right. The vertical distance from
the mobile slide to the wall was 0.5m, and the range of dis-
tance and incident angle of the wall study area was [0.52m-
1.55m] and [0°-74°], respectively.
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Figure 10: Results of polynomial fitting: (a) the result of piecewise fitting of the distance polynomial; (b) the result of cosine polynomial
fitting of the incident angle.
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4.1.2. MLS 2D LiDAR Coordinate System. The starting point
position of LiDAR is taken as the origin, and the right-
handed coordinate system of the point cloud of the MLS
2D LiDAR measurement system is established, as shown in
Figure 13.

The x-axis is the moving direction of LiDAR, the
y-axis is the scanning direction of LiDAR, the z-axis
is vertical to the ground, αði, jÞ is the scanning angle of
the ith measuring point in the jth frame, and R is the dis-
tance between the LiDAR laser receiver and the measuring
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Figure 11: Corrected intensity at different sites in distance and incident angle experiments. (a) The intensity value of different distances
from 0 to 15m was corrected by the distance polynomial model under the reference incident angle of 0°. (b) The intensity value of
different incident angles from 0° to 80° was corrected by the incident angle cosine polynomial model under the reference distance of 1.2m.
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point. The calculation of the coordinate system is as
follows:

x i, jð Þ = vΔt∙j,

y i, jð Þ = −R∙cos α i, jð Þ,
z i, jð Þ = R∙sin α i, jð Þ,

8>><
>>: ð16Þ

where i is the in-frame number, j is the frame number of
the measured points, and xði, jÞ, yði, jÞ, and zði, jÞ represent
the X, Y , and Z coordinates of the ith measuring point in
the jth frame. v is the speed of the moving slide platform
in the direction of the motion, and Δt is the scan cycle
of the 2D LiDAR.

The geometric relationship between the moving slide
with 2D LiDAR and the wall is shown in Figure 14. The
coordinate of LiDAR center point O at different scanning
moments was set as ðxði, jÞ, 0, 0Þ; the 3D coordinate of the
ith measurement point in frame jth was pði, jÞ =(xði, jÞ
,yði, jÞ,zði, jÞ), incident laser vector lði, jÞ = ð0, yði, jÞ, zði, jÞÞ,
and the normal vector of scanning point nði, jÞ = ðn1,
n2, n3Þ.

4.2. Obtaining R and cos θ. Generally, the density of point
cloud data obtained by 3D LiDAR is relatively high. Usually,
to reduce data redundancy, a support vector machine (SVM)
is used to integrate different feature weights of the point
cloud into the classifier for training [35–38]. In addition, to
improve the efficiency of neighborhood searching, the k-D
tree algorithm is usually used for downsampling 3D LiDAR

(a) (b)

Figure 12: The scene of scanning the wall surface: (a) the picture of the scanning scene; (b) 2D pseudocolor intensity map of the
scanning scene.

y
x

z

𝛼(i, j)

R

Figure 13: Coordinate system of point clouds acquired by MLS 2D
LiDAR.

LiDAR scanning direction

LiDAR movement direction

0 = (x(i, j), 0, 0)

p(i, j) = (x(i, j), y(i, j), z(i, j))

l = (0, y(i, j), z(i, j))

n = (n1, n2, n3)

R(i, j)

𝜃

Figure 14: Moving slide and wall geometrical relationship diagram.
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Figure 15: Continued.
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point clouds [39]. Compared with 3D LiDAR point clouds,
the data structure of 2D LiDAR point clouds is relatively
simple. It only needs to be indexed by the grid in the
established coordinate system, and the k-nearest neighbor
algorithm [40] can be used to establish the point cloud
neighborhood set. Referring to our previous research [41],
a 3D spherical neighborhood Sði, jÞ is defined as a set of
the nearest adjacent points within a sphere centered at the
measurement point pði, jÞ with a radius of δ. According to
the idea of the least square method, the plane is fitted in
the neighborhood set Sði, jÞ, and the normal vector nði, jÞ
corresponding to each measuring point pði, jÞ is obtained.
Then, cos θði, jÞ of the LiDAR laser receiver to each mea-
suring point can be calculated according to Formula (17).
Obviously, Rði, jÞ can be obtained directly.

cos θ i, jð Þ = l i, jð Þ∙n i, jð Þ
l i, jð Þj j n i, jð Þj j
����

����: ð17Þ

Since lði, jÞ does not change, the accuracy of cos θði, jÞ
depends on nði, jÞ. In general, the smaller the value of δ,
the smaller the fitting plane, and the more accurate the
value of nði, jÞ. However, if the value of δ is too small,
the point cloud data in the two adjacent frames cannot
be included in the neighborhood; then, the plane cannot
be fitted either. In the MLS 2D LiDAR measurement sys-
tem, the value of δ is closely related to distance Rði, jÞ and
the resolution of αði, jÞ. The resolution of the moving
direction and the scanning direction of LiDAR is defined
as Δx and Δs, respectively:

Δx = vΔt,

Δs = R i, jð Þ sinΔα:

(
ð18Þ

Δα is the 2D LiDAR angular resolution, and its value
is constant. The larger the Rði, jÞ is, the greater the value
of Δs. Therefore, if the value of δ is less than Δs, in the
LiDAR scanning direction, all of the in-frame data points
adjacent to the measurement point pði, jÞ cannot be
included in Sði, jÞ. Then, nði, jÞ cannot be obtained by
plane fitting. According to Formula (18), the necessary
conditions for the measurement point pði, jÞ to have
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Figure 15: The intensity 2D pseudocolor map and intensity distribution histogram of the red rectangular wall area described in Figure 12
before and after intensity correction: (a) original intensity pseudocolor chart; (b) intensity pseudocolor chart after the incident angle
correction; (c) intensity pseudocolor chart of distance correction after the incident angle correction; (d) histogram of original intensity
distribution; (e) histogram of intensity distribution after incident angle correction; (f) intensity distribution histogram of distance
correction after the incident angle correction.

Figure 16: Different areas of S1-S5 randomly selected on the wall.
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neighborhood points in the LiDAR scanning direction can
be deduced:

δ > R i, jð Þmax sinΔα,

R i, jð Þ ≤ R i, jð Þmax:
ð19Þ

As for UTM-30LX, the value of Δα is 0.25°. In the wall
intensity correction experiment, the maximum distance of
LiDAR from the wall is not more than 5.5m. According to
Formula (19), Rði, jÞmax sinΔα is 0.024. Considering that
the range resolution of the LiDAR sensor within 10m is
±30mm, the value of δ is set to 0.03m.

4.3. Correction of the Wall Point Cloud Intensity Data.
According to the calculation method of the incident angle

and distance, the incident angle θ and the distance value R
of each measurement point in the wall point cloud intensity
data were calculated. The study of Tan and Cheng [42]
shows that since the impact of the incident angle and dis-
tance on intensity is independent, the sequence of the inci-
dent angle correction and distance correction does not
affect the correction results. According to the established
intensity correction model, the reference incident angle
and reference distance are set to be θ0 = 0° and R0=1.2m,
respectively. The incident angle and distance are corrected
for the wall point cloud intensity data. Figure 15 shows the
intensity 2D pseudocolor map and intensity distribution his-
togram of the red rectangular wall area described in
Figure 12 before and after intensity correction.

As seen from the RGB diagram of the original intensity
in Figure 15(a), the intensity value at different distances
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Figure 17: Intensity box diagram of different areas on the same wall before and after correction: (a) intensity box diagram of area S1-S5
before correction; (b) intensity box diagram of area S1-S5 after correction.

Table 3: The distribution of intensity MAX, MIN, Mean, STD, CV, and the evaluation index ε at S1-S5 different regions before and after
correction.

Intensity Region S1 Region S2 Region S3 Region S4 Region S5

MAX
Original 2681 2668 2750 2832 2896

Corrected 3042 3015 3061 3006 3025

MIN
Original 2598 2346 2657 2710 2775

Corrected 3019 2990 3037 2981 3002

Mean
Original 2612 2557 2717 2785 2846

Corrected 3031 3003 3049 2992 3013

STD
Original 16.7 16.9 15.9 18.1 20.44

Corrected 5.8 4.3 5.6 5.3 8.3

CV
CVori 0.0064 0.0066 0.0058 0.0065 0.0072

CVcor 0.0019 0.0014 0.0018 0.0018 0.0028

ε 0.297 0.212 0.310 0.277 0.389
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and incident angles is considerably different before correc-
tion under the same target reflectivity. The closer the dis-
tance or the smaller the incident angle, the higher the
intensity value will be. In contrast, the farther the distance
or the larger the incident angle, the lower the intensity value
will be. The RGB of the intensity after the correction of the
incident angle in Figure 15(b) shows that the uniformity of
the wall point cloud intensity data has been improved. The
RGB diagram of the distance correction intensity after the
incident angle correction is shown in Figure 15(c). The influ-
ence of the distance and incident angle on intensity is elim-
inated, and the corrected intensity value is consistent and
similar. The histogram of the intensity distribution in
Figure 15(d) shows that the original intensity data of the wall
point cloud under the same target reflectivity have no obvi-
ous distribution pattern. From Figure 15(f), it is clear that
after the correction of the incident angle and distance, the
intensity value of the wall is concentrated and presents a
Gaussian distribution.

4.4. Using an Evaluation Index ε to Verify the
Intensity Correction Model

4.4.1. Single-Site Multiregion Verification Experiment. In the
wall point cloud intensity data obtained from the above
experiment, 5 different areas of 20 cm × 20 cm were ran-
domly selected, as shown in Figure 16. According to the
established intensity correction model, the intensity data in
different areas of S1-S5 were also corrected with reference
distance R0=1.2m and incident angle θ0 = 0°. In addition,
the intensity value before and after correction was statisti-
cally analyzed. The intensity box chart is shown in
Figure 17. The distribution of intensity maximum value
(MAX), minimum value (MIN), mean, STD, CV, and the
evaluation index ε before and after correction is shown in
Table 3.

As shown in Figure 17(a), the intensity value of different
regions is substantially different and fluctuates in a large
range within each region before intensity correction. From
Figure 17(b), it is evident that the difference in the intensity
value between different regions decreases, and the fluctua-
tion range of the intensity within the region also becomes
considerably smaller after the correction of the incident
angle and distance. It is clear that the consistency of intensity
between different areas and within different areas has been
substantially improved by comparing the box graphs of
intensity data from different areas of walls S1-S5 before
and after intensity correction under the same reflectivity of
the target.

Table 3 also shows a conclusion similar to that in
Figure 17. Due to the small area of the S1-S5 region, the dif-

ference between the internal distance and incident angle of
each region is not large. The STD values of the original
intensity data are all below 21. In addition, due to the large
difference in distance and incident angle value between dif-
ferent regions, their STD values are also relatively large, with
a minimum value of 15.9 and a maximum value of 20.44.
After intensity correction, the STD values of the intensity
data in each region are all below 10, and the difference
between them is small, indicating that the uniformity of
the intensity distribution in each region has been substan-
tially improved. The ε value fluctuates approximately 0.3 in
S1-S5 different regions, indicating that the intensity consis-
tency of the five same area regions with the range of distance
and incident angle [0.52m-1.55m, 0°-74°] has been mas-
sively improved by 70% after applying the proposed correc-
tion method.

Table 4: Comparison of ε values of the white wall intensity corrected by the Tan method and the method proposed in this paper.

Method
ε

Region S1/A Region S2/B Region S3/C Region S4/D Region S5/E Region S6/F

The proposed method 0.297 0.212 0.310 0.277 0.389 —

Tan method 0.607 0.656 0.523 0.787 1.001↑ 1.139↑

A
B

DC

LiDAR movement direction

LiDAR scanning direction

Figure 18: Mobile laser scan of 4 sites A, B, C, and D.

Table 5: Distance and incident angle range values of different sites
A, B, C, and D.

A B C D

R (m)
MAX 3.20 3.74 4.53 5.34

MIN 1.52 2.53 3.52 4.53

θ (°)
MAX 62 48 39 32

MIN 0 0 0 0

cos θ MAX 1 1 1 1

MIN 0.4695 0.6691 0.7771 0.8480
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Similar to the single-site multiregion verification experi-
ment in this paper, Tan and Cheng [29] utilized Faro
Focus3D TLS to obtain intensity point cloud data of
ordinary white wall surfaces. In the range of distance and
incident angle [6.70m-14.76m, 0°-80°], intensity correction
experiments were carried out for the A-F region with the
same area. The ε value corresponding to the intensity correc-
tion of the white wall obtained by the Tan method and the
method proposed in this paper is shown in Table 4 below.

The ε value of the Tan method has a large fluctuation
range, approximately 0.6, while the ε value of the method
proposed in this paper has a small fluctuation range, approx-
imately 0.3. In the Tan experiment, especially in regions E
and F, the ε value is greater than 1, indicating that the con-
sistency of the corrected intensity is not as good as the orig-
inal intensity, and there is an overfitting phenomenon.
Moreover, the Tan method only conducts intensity correc-
tion research at distances where the intensity value is rela-
tively stable, ignoring the LiDAR short-distance effect, and
does not correct the intensity at distances less than 1m.
Overall, we can say that the proposed method in this paper
is better than the Tan method and provides a higher accu-
racy of intensity correction.

4.4.2. Multisite Scanning of the Whole Wall for the
Verification Experiment. In the previous single-site experi-
ment, the area of the S1-S5 region was small, and the inci-

dent angle and distance value of the point clouds in each
region were not substantially different. The STD of the orig-
inal intensity was also relatively small and could not effec-
tively reflect the distribution characteristics of the original
intensity data of the whole wall. A multisite experiment
was devoted to the intensity correction of the same red rect-
angular area on the wall, as shown in Figure 12, under mul-
tiple sites. Four sites were set up: A, B, C, and D. The vertical
distances between the sliding platform and the wall were
1.5m, 2.5m, 3.5m, and 4.5m, respectively. The rectangular
area of the wall was scanned to obtain the point cloud inten-
sity data, as shown in Figure 18. According to the established
intensity correction model, the intensity data at different
sites were corrected at reference distance R0=1.2m and inci-
dent angle θ0 = 0°. Table 5 lists the distance and incident
angle range values of different sites A, B, C, and D.
Figure 19 shows the intensity pseudocolor map of the red
rectangular area on the wall described in Figure 12 before
and after intensity correction at sites A, B, C and D. The his-
togram of the intensity distribution before and after intensity
correction is shown in Figure 20.

It is evident from Figures 19(a)–19(d) that as the dis-
tance increases, the density of point clouds on walls with
the same area decreases, while the intensity value shows
great differences within the whole wall of each site. It can
be clearly seen from Figures 19(e)–19(h) that the variation
of wall intensity of the four sites has been considerably

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 19: The intensity 2D pseudocolor map of the red rectangular area on the wall described in Figure 12 before and after intensity
correction at A, B, C, and D 4 sites, respectively. (a–d) Are the original intensity 2D pseudocolor map of sites A, B, C, and D. (e–h) Are
the corresponding corrected intensity 2D pseudocolor map of sites A, B, C, and D, respectively.
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Figure 20: Continued.
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reduced after distance and angle correction. By comparing
the original intensity distribution in Figures 20(a)–20(d), it
was found that quantitatively, the original intensity of each
site decreases with an increasing distance and that the degree
of dispersion of the intensity distribution is obviously differ-
ent. As seen from Figures 20(e)–20(h), after intensity correc-
tion, the degree of discretization of the intensity value at sites
A, B, C, and D is massively reduced, and the intensity value
distribution is centralized and approximates a Gaussian dis-
tribution. Table 6 lists the distribution of MAX, MIN, Mean,
STD, CV of the intensity, and the evaluation index ε at dif-
ferent sites A, B, C, and D before and after intensity
correction.

The original intensity distributions of sites A, B, C, and
D are [2563, 3518], [2541, 3052], [2454, 2798], and [2334,
2610], respectively. The STD values are 254.40, 119.50,
71.70, and 53.43. The intensity distribution of each site is

successively [2632, 2748], [2624, 2765], [2638, 2812], and
[2554, 2762] after correction. The STD value decreases to
15.50, 8.77, 16.82, and 15.86, which is better than the values
before intensity correction.

Meanwhile, the values of CVori at A, B, C, and D are
0.0797, 0.0419, 0.0270, and 0.0215, respectively. The value
of CVori decreases gradually with increasing distance
between the sites and finally stabilizes at approximately
5m. In combination with the distance and incident angle
value in Table 5, it can be seen that the closer the site is to
the wall, the larger the range of fluctuation of distance and
incident angle in the same area will be, leading to the larger
difference of original intensity value. Therefore, the values of
CVori at sites A and B are slightly higher than those at sites C
and D. After correction, the values of CVcor at the four sites
are 0.0058, 0.0033, 0.0063, and 0.0061, respectively. It has
been shown that the intensity variability after correction is
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Figure 20: Histogram of intensity distribution before and after correction at A, B, C, and D different sites, respectively. (a–d) Are the
original intensity distribution histogram of sites A, B, C, and D. (e–h) Are the corrected intensity distribution histograms of sites A, B, C,
and D, respectively.

Table 6: The distribution of MAX, MIN, Mean, STD, CV of the intensity, and the evaluation index ε at different sites A, B, C, and D before
and after intensity correction.

Intensity A B C D

MAX
Original 3518 3052 2798 2610

Corrected 2748 2765 2812 2762

MIN
Original 2563 2541 2454 2334

Corrected 2632 2624 2638 2554

Mean
Original 3191 2854 2653 2486

Corrected 2685 2652 2673 2601

STD
Original 254.40 119.50 71.70 53.43

Corrected 15.50 8.77 16.82 15.86

CV
CVori 0.0797 0.0419 0.0270 0.0215

CVcor 0.0058 0.0033 0.0063 0.0061

ε 0.073 0.079 0.233 0.280
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smaller and the intensity correction effect is obvious. Among
them, the CVcor values of sites A, C, and D are approxi-
mately 0.006, while the CVcor value of site B is only 0.0033,
indicating that the corrected intensity consistency of site B
is substantially better than that of other sites. The same con-
clusion can be obtained from Figure 19(f). The reason is that
the original intensity distribution of site B is more concen-
trated than that of sites A, C, and D under the joint influence
of distance and incident angle, as shown in Figure 20(b).
Consequently, the intensity variability after correction at site
B is lower than that at sites A, C, and D. Meanwhile, the ε
values of sites A, B, C, and D are 0.073, 0.079, 0.233, and
0.280, respectively. This means that the intensity consis-
tency of the four sites increased by 92.7%, 92.1%, 76.7%,
and 72%, respectively. From Figure 19, we can intuitively
see that the intensity correction effect of the short-
distance sites A and B is better than that of the long-
distance sites C and D.

Similar to the research topic in this paper, Tan and
Cheng [30] adopted a linear interpolation method to fit the
relationship between incident angle versus intensity and dis-
tance versus intensity. In the range of distances and incident
angles [1m-29m, 0°-80°], four reference targets with reflec-
tance of 20%, 40%, 60%, and 80% were established for inten-
sity correction models. Then, a total of 20 small regions with
a size of approximately 15 cm × 15 cm in the white lime wall
surface were randomly sampled to verify the intensity cor-
rection effect over the whole range of distances and incident
angles. After using the above four intensity correction
models, the intensity variance-to-mean ratio ε was 0.26,
0.14, 0.19, and 0.21, meaning that the intensity consistency
was improved by 74%, 86%, 81%, and 79%.

Compared with Tan’s work, an intensity correction
model based on a reference target with 50% reflectivity in
the range of distance and incident angle [0.1-14.4m, 0°-
80°] is proposed. The intensity correction effect in this paper
is better than Tan’s in eliminating the factors of the distance
and incident angle. As mentioned above, the improvement
rates of intensity consistency before and after correction
for site A and site B are 92.7% and 92.1%, respectively. Obvi-
ously, regardless of what kind of reference target reflectance
Tan’s intensity correction model is based on, the intensity
consistency of the corrected white wall at sites A and B in
this paper is higher than that of his research work. The rea-
sons are as follows: first, to eliminate the distance factor,
distance-intensity data with a distance value less than 1m
are considered in this paper. Therefore, compared with
Tan’s method, the method presented in this paper performs
better in short-distance intensity correction. Then, a new
method of spherical neighborhood search fitting plane is
proposed to accurately calculate the cosine of the incident
angle. In particular, the relationship between neighborhood
radius and distance is discussed in the process of plane fit-
ting. The accuracy of incident angle measurement is
improved by selecting an appropriate neighborhood radius.
Finally, unlike Tan’s interpolation method, this paper adopts
a piecewise distance polynomial and an incident angle
cosine polynomial to fit distance-intensity and incident
angle-intensity data. In conclusion, compared with Tan’s

research, the intensity correction model established in this
paper has a higher reliability and accuracy.

5. Conclusion

In this paper, a new point cloud intensity correction method
for 2D MLS based on theoretical derivation and empirical
correction is proposed to solve the problem that intensity
information cannot be directly used for target recognition.
Based on the diffuse reflection Lambert body of the same
target reflectance, the intensity correction model of the piece-
wise distance polynomial and incident angle cosine polyno-
mial is adopted, and the model parameters are calculated
by experiments. The effectiveness of the intensity correction
method is verified by single-site and multisite experiments
on a white wall using MLS 2D LiDAR. The experimental
results show that the intensity consistency is substantially
improved by 70% to 92.7% after correction within the range
of the distance and incident angle [0.52m-5.34m, 0°-74°].
Compared with the latest research, the intensity correction
model proposed in this paper has a higher fitting accuracy
and can effectively eliminate the MLS intensity deviation
caused by distance and incident angle.

However, the intensity correction model is only suitable
for the specific UTM-30LX 2D LiDAR and applicable to tar-
gets similar to the standard Lambert surface. The intensity
deviation still exists after the correction, indicating that fur-
ther research is needed, especially to reduce the model error.
In addition, it is found in the incident angle correction
experiment that the correction of the incident angle is not
thorough in place with a large angle, which requires further
study of a more rigorous correction model. Furthermore,
considering the long running time of LiDAR, the influence
of internal temperature rise on intensity can further improve
the accuracy of model correction, which is also a research
direction for the future.
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The increasing availability of location-acquisition technologies has enabled collecting large-scale spatiotemporal trajectories, from
which we can derive semantic information in urban environments, including location, time, direction, speed, and point of interest.
Such semantic information can give us a semantic interpretation of movement behaviors of moving objects. However, existing
semantic enrichment process approaches, which can produce semantic trajectories, are generally time-consuming. In this
paper, we propose an efficient semantic enrichment process framework to annotate spatiotemporal trajectories by using
geographic and application domain knowledge. The framework mainly includes preannotated semantic trajectory storage
phase, spatiotemporal similarity measurement phase, and semantic information matching phase. Having observed the common
trajectories in the same geospatial object scenes, we propose a semantic information matching algorithm to match semantic
information in preannotated semantic trajectories to new spatiotemporal trajectories. In order to improve the efficiency of this
approach, we build a spatial index to enhance the preannotated semantic trajectories. Finally, the experimental results based on
a real dataset demonstrate the effectiveness and efficiency of our proposed approaches.

1. Introduction

Spatiotemporal trajectories record the spatiotemporal posi-
tion sequences of moving objects. The increasing access to
positioning device technologies, such as smartphones,
GPS-enabled cameras and sensors, results in vast volumes
of collected spatiotemporal trajectories. Analyzing and min-
ing spatiotemporal trajectories can study in depth various
fields such as traffic coordination and management (e.g.,
road flow monitoring), tourist route recommendation, and
natural disaster early warning (e.g., typhoon prediction).
However, many applications in the mobility domain require
a semantic interpretation of movement information. This
semantic interpretation is usually obtained by mining
semantic trajectories, which is the fusion of spatiotemporal
trajectories and semantic information. Location-based social
networks (LBSN), such as Twitter and Weibo, produce mul-
tifaceted semantic information, which contains the moving

state of moving objects (e.g., speed and direction) and envi-
ronment information (e.g., air temperature and spatial topo-
logical relationship) [1]. Combing semantic information,
such as user’s personalized characteristics, landmark names,
user’s interest, and occupation into the user’s spatiotemporal
trajectories, will contribute to the recommendation of
nearby hot spots of interest for users [2, 3]. It can be seen
that mining semantic trajectories [4] can better meet the
needs of decision analysis applications.

Different from spatiotemporal trajectories obtained by
position-aware devices, semantic trajectories must be gener-
ated through semantic trajectory modeling. Semantic trajec-
tory modeling includes trajectory data preprocessing,
trajectory segmentation, and semantic enrichment. Among
them, the semantic enrichment process is the key stage,
which annotates appropriate semantic information (e.g.,
behavior attributes, environment information, and domain
knowledge) in spatiotemporal trajectories. With different
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sources, complex types, and diverse forms of semantic infor-
mation, there are different semantic enrichment process
approaches.

The existing semantic enrichment process approaches
can be divided into three categories: (1) Early approaches
directly annotate velocity and direction in spatiotemporal
trajectories. Due to lacking rich semantic information,
the results of mining semantic trajectories annotated by
early approaches have a low semantic interpretation. (2)
Part approaches annotate domain knowledge in spatio-
temporal trajectories through ontology. However,
approaches based on ontology transform a semantic tra-
jectory into RDF graph description [5], which causes the
finding and reasoning semantic trajectories time-
consuming. (3) Typical approaches annotate geographical
object information, including areas of interest (ROIs),
lines of interest (LOIs), and points of interest (POIs),
through the spatial join [6] algorithm and map matching
[7] algorithm. The execution time of [6, 7] is linearly cor-
related with the number of geospatial objects, which
results in high time consumption. It can be seen that
the existing semantic enrichment process approaches have
the disadvantage of high time consumption.

On the other hand, given movement trajectories limited
by topological relationship of urban road networks, there are
common movement trajectories in the same geospatial
object scenes. For example, commuters departing from the
Tsinghua Park residential usually take Metro Line 4 to Bei-
jing Zhongguancun SOHO Building. Due to traffic restric-
tions, it is easy to collect a large number of identical
commuting trajectories. Obviously, new commuting trajec-
tory information can be directly attached to historical com-
muting trajectories. Similarly, it is possible to directly
annotate the semantic information in a preannotated
semantic trajectory to new spatiotemporal trajectories.
Using preannotated semantic trajectories for enrichment
does not need a complicated computation and annotation
process, which may avoid an inefficient semantic enrich-
ment process.

In this paper, we propose a new semantic enrichment
process approach named Efficient Semantic Enrichment
Process for Spatiotemporal Trajectories based on Semantic
Information Matching (SEPSIM), which firstly uses seman-
tic information in preannotated semantic trajectories for
annotating spatiotemporal trajectories. We first store pre-
annotated semantic trajectories in the form of episodes.
In this phase, we segment semantic trajectories into stop
or move episodes. Then, we measure the spatiotemporal
similarity between subtrajectories and episodes. The simi-
larity of stop subtrajectories and move subtrajectories is
measured, respectively. Finally, we propose a new algo-
rithm named Semantic Information Matching Algorithm
based on Similar Episodes (SESIM), which can match
semantic information of episodes to a new trajectory. In
order to put down the search cost of metrics and match-
ing, we build a spatial index to store episodes of preanno-
tated semantic trajectories.

In summary, this article makes the following
contributions:

(i) We propose an efficient semantic enrichment pro-
cess framework (SEPSIM) for spatiotemporal trajec-
tories based on semantic information matching. It
includes three phases: preannotated semantic trajec-
tory storage, spatiotemporal similarity measure-
ment, and semantic information matching. In
order to improve the efficiency of the SEPSIM
approach, we establish a spatial index

(ii) We propose a new standard to measure the effec-
tiveness of semantic enrichment process
approaches. Also, we compared different semantic
enrichment process approaches in efficiency

(iii) In order to verify the effectiveness and efficiency of
the SEPSIM approach, experiments were performed
by using the real trajectory dataset. The results
prove the high effectiveness and efficiency of the
SEPSIM approach

2. Related Work

There are different semantic enrichment process approaches
with different sources, complex types, and various forms of
semantic information. Early semantic enrichment process
approaches directly annotate velocity and direction in spa-
tiotemporal trajectories, which generate semantic trajecto-
ries as stop and move subtrajectory sequences. Ashbrook
and Starner [8] calculated the moving speed (whether the
speed is zero) to identify stop subtrajectories. Due to poor
speed measurement and other reasons, semantic trajectory
stop segments do not match actual situation. Krumm and
Horvitz [9] calculated the speed and direction to identify
stop subtrajectories; Palma et al. [10] set the subtrajectory
below the average speed as a stop subtrajectory, generating
the semantic trajectory consisting of stop and move subtra-
jectories. In addition to calculating the moving speed, Zheng
et al. [11] also calculated the acceleration and speed change
rate to discover move subtrajectories with different modes
of transportation (e.g., bicycles, buses, and self-driving) to
enrich the semantic trajectory. Although early semantic
enrichment process approaches were fast in annotation, the
semantic information was not rich enough.

Part semantic enrichment process approaches annotate
domain knowledge as semantic information through ontol-
ogy. Spaccapietra et al. [12] first proposed an ontological
method for semantic trajectory modeling. Based on the con-
cepts of “stop” and “move,” the ontology was used to define
semantic trajectories, and the semantic information of tra-
jectories was further enhanced using the reasoning ability
of ontology. Baglioni et al. [13] extended the definition of
Baglioni’s ontology and proposed the concept of core ontol-
ogy, which formally describes the concepts of stop, move,
time, place, and mode in human mobile behavior, further
enriching the definition of semantic trajectories. In 2014,
Vandecasteele et al. [14] combined semantic trajectories
with semantic events. Nogueira et al. [15] proposed the Qua-
liTraj ontology to describe the various motion characteristics
of original trajectories, especially the derivative characteris-
tics, such as speed, acceleration, and direction. Nogueira
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and Martin [16] proposed a new ontology based on Quali-
Traj ontology with stronger information description ability,
namely, Semantic Trajectory Episodes (STEP) ontology. It
can not only describe basic motion characteristics but also
describe environmental characteristics of moving trajecto-
ries on a higher semantic level. In 2018, Nogueira et al.
[17] proposed the FrameSTEP, a semantic trajectory labeling
framework based on STEP ontology. This method can calcu-
late various physical movements and spatial geometric fea-
tures of trajectory segments and use external reliable
resources (such as OSM and LinkedGeoData geographic
knowledge base) to label the environmental features of tra-
jectories. However, approaches based on ontology need to
represent semantic trajectories as RDF graphical descrip-
tions, which results in time consumption.

The main source of information on semantic enrichment
is geospatial objects with geometric features in geographical
objects, including regions of interest (ROI), lines of interest
(LOI), and points of interest (POI) [18]. At present, the typ-
ical semantic enrichment processing method uses the spatial
join algorithm [6] to find the regions of interest (ROI) that
have a topological relationship with spatiotemporal trajecto-
ries and label the regions of interest associated with spatio-
temporal trajectories and the corresponding topological
relationship. This algorithm needs to combine the external
environment information (e.g., OSM map and Baidu map)
to select the regions of interest associated with spatiotempo-
ral trajectories. The execution time of the algorithm is line-
arly related to the number of geospatial objects, resulting
in high time complexity and low semantic enrichment per-
formance in the spatial connection process. For points of
interest (POI), Sun et al. used an implicit Markov model
[19] to label the POI categories for staying segments of spa-
tiotemporal trajectories, but in the regions with intensive
POI, staying segments may be related to multiple interest
points. Coupled with the low GPS sampling rate, it is diffi-
cult to identify effective POIs. On the other hand, the LOI
labeling method often uses a global map matching algorithm
[7] to determine the location of spatiotemporal trajectories.
Parent et al. proposed a “point-segment distance” measure-
ment method [7] to replace the original distance function
in the global map matching algorithm, which is suitable for
labeling lines of interest in geographical scenarios such as
dense road networks, parallel roads, and intersections. The
global matching algorithm needs to perform metric match-
ing on trajectory segments where spatiotemporal trajectories
are located, which easily results in high time complexity of
algorithm execution and low semantic enrichment
performance.

3. Preliminaries

In this section, we will present definitions of all necessary
concepts used in this paper and formally state the problem.

3.1. Basic Concepts. The SEPSIM approach proposed in this
paper is aimed at annotating semantic information of prean-
notated semantic trajectories in spatiotemporal trajectories.
The input of this problem is a trajectory, short for a spatio-

temporal trajectory. Thus, we provide the definition of “tra-
jectory” at first.

Definition 1 (trajectory). A trajectory T is a sequence of sam-
pling points in the form T = fp1, p2,⋯pjTjg, pi = ð tid, xi, yi
, tiÞ, where tid is an object identifier and x, y and t are spatial
coordinates and a time stamp, respectively. ∣T ∣ records the
number of sampling points in trajectory T .

Definition 2 (subtrajectory). A subtrajectory is a substring of
a trajectory, i.e., Ts = fpi+1, pi+2, pi+3,⋯, pi+mg, where 0 ≤ i
≤ jTj −m,m ≥ 0.

Definition 3 (stop subtrajectory and move subtrajectory).
Given the distance threshold ε and the number of point
thresholdminpts, a DBSCAN cluster [20] analyzes the tra-
jectory T . Each cluster is a stop subtrajectory of the trajec-
tory. If each pi in Ts = fpi+1, pi+2, pi+3,⋯, pi+mg is an
outlier, Ts is a stop subtrajectory (stopTs). If point pi is in
the end of a stop subtrajectory and point pi+m+1 is in the
beginning of another stop subtrajectory, i +m < ∣T ∣ , Ts is
a move subtrajectory (moveTs).

Then, we define “semantic trajectory” as the output of
this problem. The main source of information on semantic
enrichment is geospatial objects in geographical environ-
ment. For this reason, the semantic information matching
in this paper refers to geospatial object information match-
ing. First, we give the basic related to semantic information.

Definition 4 (geospatial object). According to geometric
shapes, geographical objects are divided into three catego-
ries: region of interest (ROI), line of interest (LOI), and
point of interest (POI). In this paper, we refer to ROIs, LOIs,
and POIs collectively as geospatial objects. A geospatial
object Go is defined as a uniquely identified specific space
site (e.g., a park, a road, or a cinema). A Go is a quad ðid,
cat, loc, conÞ, where id represents a geospatial object identi-
fier and cat denotes the category of it (e.g., ROI, LOI, and
POI), and loc denotes its corresponding location attribute
in terms of longitude and latitude coordinates and con
denotes its name.

Definition 5 (topological relation). For different types of
geospatial objects, the topological relationship between sub-
trajectory Ts and the geospatial object Go is defined as the
following seven types: Ts pass by Go (Go is a LOI), Ts pass
by Go (Go is a POI), Ts pass by Go (Go is a ROI), Ts across
Go (Go is a ROI), Ts enter Go (Go is a ROI), Ts leave Go
(Go is a ROI), and Ts stop inside Go (Go is a ROI).

Definition 6 (episode). An episode [21] is a subtrajectory of
semantically homogeneous sections of a trajectory, such as
move episode and stop episode. We define an episode as a
multilayered semantic sequence aligned in accordance with
the time of a subtrajectory, i.e., episode = ðTs, sp, dir, geoinf
Þ, where Ts denotes the episode corresponding to trajectory
segments, sp denotes the average speed of an episode, dir
denotes the direction of an episode, and geoinf denotes the
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episode corresponding geospatial information. The form of a
specific episode is shown in Figure 1.

Definition 7 (semantic trajectory). A semantic trajectory ST
is a sequence of episodes in a spatiotemporal order of a mov-
ing object, i.e., ST = fepisode1, episode2,⋯, episodejSTjg.

The list of major symbols and notations in this paper is
summarized in Table 1.

3.2. Problem Statement. Given a trajectoryT , a preannotated
semantic trajectory dataset OST, two clustering thresholds ε
and minpts, four radii r1, r2, r3, r4, and a similarity threshold
σ, our goal is to annotate semantic information of preanno-
tated semantic trajectories in trajectory T , which can trans-
form trajectory T to semantic trajectory ST.

4. Framework

In this section, we will present the SEPSIM framework
including preannotated semantic trajectory storage phase,
spatiotemporal similarity measurement phase, and semantic
information matching phase. Figure 2 outlines this
framework.

Preannotated Semantic Trajectory Storage. Given the
preannotated semantic trajectory dataset OST, the first step
is to store them. In order to prevent reducing the semantic
information matching accuracy, preannotated semantic tra-
jectories are stored in the form of episodes, which are rep-
resentative and diverse. Semantic trajectories are segmented
into episodes by the moving state (stop/move) of the mov-
ing object. The output of this phase is a set of stop episodes
and move episodes, which can represent and describe a cer-
tain region.

Spatiotemporal Similarity Measurement. Given a trajec-
tory T , the spatial-temporal similarity is measured between
T and episodes obtained in the first phase. We first segment
trajectory T into stop/move subtrajectories by DBSCAN
clustering. Then, there are two subproblems that need to
be solved: how to measure the similarity between the stop
subtrajectory and stop episode and how to measure the sim-
ilarity between the move subtrajectory and move episode. To
solve the problem above, we propose the algorithms based
on the Hausdorff distance [22] and based on the Longest
Common Subsequence (LCS) [23], respectively. The output
of this phase is stop and move episodes, which satisfy the
specified similarity condition.

Semantic Information Matching. Semantic information
of similar stop/move episodes is matched to trajectory Tin
this phase, through the proposed semantic information
matching algorithm (SESIM). The algorithm consists of
two subphases: candidate episode sorting and semantic
information mapping. We aim to generate a semantic trajec-
tory ST that contains the most semantic information. For
part subtrajectories which have no matching information,
we complete the semantic enrichment process of ST by using
the typical approach.

4.1. Preannotated Semantic Trajectory Storage. After we get
the preannotated semantic trajectory dataset OST, the first

task is to store them for the matching phase. Storing all pre-
annotated semantic trajectories can reduce the workload of
storage and search, but the effectiveness and efficiency of
the matching phase between complete trajectories are poor.
And storing complete preannotated semantic trajectories
with corresponding episodes causes data redundancy. In
order to ensure complete semantic information and avoid
data redundancy, we choose to store preannotated semantic
trajectories in forms of episodes. However, episodes can only
be obtained through trajectory segmentation. There are two
kinds of trajectory segmentation methods: segment accord-
ing to geospatial objects and segment according to the mov-
ing state of the moving object. With complex and irregular
distribution and a large number of geospatial objects, seg-
mentation according to geospatial objects is easy to cause
trajectory fragments and time consumption. Meanwhile,
segmentation according to the moving state of moving
objects has the advantages of high segmentation efficiency
and clear segmentation rules. So, we choose to segment spa-
tiotemporal trajectories by the moving state of moving
objects. For the reason that the stop of the moving object
produces trajectory point gathering, we segment preanno-
tated semantic trajectories into stop/move episodes by
DBSCAN clustering.

Given a preannotated semantic trajectory dataset OST
and a new coming preannotated episode, there are three sit-
uations to compare with the episodes in the dataset OST.
The first case is the newly episode not repeated in the dataset
OST at all, the second case is partial repetition but not com-
plete repetition compared with the dataset OST, and the
third case is complete repetition. If all preannotated episodes
were stored, it will cause querying multiple repeated epi-
sodes with the increasing dataset, which reduces the effi-
ciency of the similarity measurement and matching phase.
Therefore, there is a challenge: which preannotated episodes
stored can guarantee to avoid redundancy and ensure the
effectiveness and efficiency of matching.

To solve the challenge above, we choose to store repre-
sentative and diverse preannotated episodes to build the
dataset OST. The semantic information of the semantic epi-
sodes (spatial information and geospatial environment
information) represents the geospatial environment charac-
teristics of a certain region. Therefore, the representative
semantic episode of a certain region is defined as the episode
with the same or partial spatial information and incomplete
semantic information compared with preannotated episodes
in the set semantic trajectories OST. The diversity of epi-
sodes is reflected in the diversity of geospatial environment
information, which can enrich the characteristics of a certain
region. So, we define the diverse episode as an episode
with new geospatial environment information compared
with preannotated episodes in the dataset OST. In this
paper, the representative and diverse episodes are obtained
through trajectory classification in Figure 3. For a given
preannotated episode dataset, we first classify it according
to spatial information and then classify it according to
geospatial information and topological relationship, and
finally, the leaf nodes store fine-grained representative
and diverse preannotated episodes for matching. The
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output of this phase is a set of representative and diverse
stop/move episodes of the set semantic trajectory OST,
which represent a certain region.

4.2. Spatiotemporal Similarity Measurement. For an incom-
ing trajectory T , we compare it with episodes to find similar
episodes. Once we find the similar episodes, we can match
the semantic information of episodes to trajectory T . Giving
the limitation of topological relationship of urban road net-
works, there are many similar or the same trajectory seg-
ments. So, we first segment trajectory T into stop/moveT s
by DBSCAN clustering. Then, we solve the two problems:
the similarity between stop subtrajectory and stop episode
(stop trajectories) measurements and the similarity between
move subtrajectory and move episode (move trajectories)
measurements. Next, we will discuss the algorithm to solve
these two problems, respectively, in the following
algorithms.

The Algorithm to Determine the Similarity between Stop
Trajectories. To our knowledge, there is no basic method
for measuring the similarity of stop trajectories in the
Euclidean space. In this paper, the stop Ts and stop episode
are clusters of trajectory points obtained by DBSCAN clus-
tering. The similarity measurement of the stop T s and stop
episode can be regarded as similarity measurement of point
sets. Therefore, we view each stop trajectory, which is a stop
Ts or a stop episode, as point sets. The algorithm proposed
in this paper consists of two steps: (1) similar region deter-
mination and (2) similarity measurement based on the
Hausdorff distance. Given the fact that the closer the space,
the more similar the trajectories, we first narrow the metric
range of stop episodes down and remain stop Ts with
greater likelihood of similarity. Then, we calculate the Haus-
dorff distance between each stop Ts in stopTs set of T and
stop episodes in stop EpisodeSet of OST sequentially. Finally,
stop episodes meeting similar conditions are remained.

Speed
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Pass road

Pass park Pass playground
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Figure 1: Example of an episode.

Table 1: Table of notations.

Notations Definition

T A spatio-temporal trajectory

Ts A subtrajectory of T

stopTs A stop subtrajectory of the trajectory T

moveTs A move subtrajectory of the trajectory T

Go A geospatial object

episode A subtrajectory of a semantic trajectory

stop episode A stop subtrajectory of a semantic trajectory

move episode A move subtrajectory of a semantic trajectory

ST A semantic trajectory

OST ST1, ST2,⋯f g The set of semantic trajectories

ε The DBSCAN clustering distance threshold

minpts The DBSCAN clustering point number threshold

r1, r2, r3, r4 Four similar region radii

σ The similarity threshold

stopTs set The set of stopTs of T

moveTs set The set of moveTs of T

stop EpisodeSet The set of stop episodes of OST

move EpisodeSet The set of move episodes of OST
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In the first step, we narrow the number of stop episodes
down and remain stop episodes with high similar probability
to each stop Ts of T . Firstly, we convert each stop Ts to a
point set P by assigning the latitude and longitude coordi-
nates of each stop Ts to the x, y coordinates of the point
set O (lines 1-5). According to the minimum circumscribed
point o in point set P and the given radius r1, we draw a cir-

cular area Circle1 as the similar region of the stop Ts (line
6). All the stop episodes that intersect with or are inside
Circle1 are extracted for similarity measurement. If there
are no stop episodes in a similar region, there is no similar
stop episode to the stop Ts. Otherwise, we convert stop epi-
sodes extracted in a similar region to point sets EsetðE1ð
stop Episode1,Þ,⋯, Enðstop Episoden,ÞÞ in the second step

Semantic
trajectory

data

Trajectory T

Sematric
Trajectory

ST

Trajectory

R-tree index

Representative and diverse
pre-annotated episodes

Measure similarity

Semantic trajectory
Time

Enter the
summer
palace

24 km/h

South

Pass Wanquanhe road

Pass xiyuan
playground

Pass haidian
park

Across
tringhua
science

park

SP

dir

Geoinf

Ts

Re
la

te
d 

at
tr

ib
ut

e

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10P11P12P13P14P15P16

Semantic trajectory segment

Segment by the moving
date (stop/move)

Semantic trajectory storage

A set of stop/move episodes

Spatiotemporal similarity

Determine the similarity
between tranjectories based
on hausdorff distance and
the LCS

Similar episodes

Semantic information

Match geoinf with the
SESIM algorithm

Create a spatial index.

measurement

matching

Figure 2: The framework of the SEPSIM process.

Region1

Spacei SpacenSpace1

GonGon GonGo1Go1Go1

Pass PassAcross AcrossEnter EnterLeave LeaveStop Stop

•••

••••••

•••

•••

•••

Figure 3: Principle of the trajectory classification.
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(lines 7-10). Figure 4 shows the similar region determination
of each stop Ts.

Then, we calculate the Hausdorff distance between P and
each point set Ei in a similar region (lines 11-13). Finally, the
point set Ei, which has the minimum Hausdorff distance to
point set P, was returned. The stop episode corresponding
to the point set Ei is the most similar episode to the stop
Ts (lines 14-16).

The Algorithm to Determine the Similarity between Move
Trajectories. Generally, move episodes are not completely
similar to the entire subtrajectory. In academia, this kind
of similarity measurement is called the local matching of
the trajectories. Existing local matching methods include
the Frechet distance [24], Longest Common Subsequence
(LCS) [23], and K Best Connected Trajectories [25]. The
Frechet distance method is sensitive to a noise trajectory
point; the K Best Connected Trajectory method can only
query a few elements and is mainly used for recommending
tourist routes. The Longest Common Subsequence (LCS)
method is different from the previous similarity measure-
ment methods. The previous methods focus on calculating
the distance between point pairs of trajectories. The LCS
method takes into account the movement of vehicles, which
is restricted by the road network. If vehicles travel on the
same road segment, the trajectories passing through the road
segment may completely overlap, which is consistent with
the thought of the SEPSIM approach. Therefore, the degree
of overlap between trajectories can be used as a criterion
for similarity.

The LCS method is only suitable for trajectory data gen-
erated on the road network, and the time complexity is Oð
m ∗ nÞ. However, the LCS method has the advantage of
not considering departure time and driving speed of trajec-
tories and is robust to noise, which is consistent with the sit-
uation of the experimental data in this paper. Therefore, we
propose the algorithm to determine the similarity between
move trajectories based on the LCS. The detail of the LCS
method can be found in [23].

This algorithm consists of three steps: (1) similar region
determination, (2) measurement range determination, and
(3) similarity measurement based on LCS. First, we filter
move episodes that are likely similar in each move Ts simi-
lar region [26]. Then, the subtrajectory part of the move epi-
sode that is similar to T is determined. Finally, we calculate
the similarity between move episodes and the corresponding
similar subtrajectory of T based on the LCS method. The
long common subsequence obtains the similarity and retains
move episodes that meet the similarity threshold. The same
operation is performed on each move Ts.

We use the same way to draw the similar region of each
move Ts in moveTs set of T . In the first step, we draw a cir-
cular area Circle2 with a given radius r2 and a circle point o,
which is the center of each move Ts, as the similar region of
each move Ts (lines 1 and 2). Each move episode that inter-
sects with or is inside the circle is extracted for measurement
range determination, which is the candidate move episode
set Eset (lines 3-5). For each move episode in a similar region,
we draw two circular areas Circle3 and Circle4 with the given

radii r3 and r4 and two circle points, which are the beginning
and end point of each move episode (lines 6-9). Given that
the trajectories are partially similar, we then confirm the
measurement ranges of trajectory T , where each move epi-
sode measures the similarity. The part of trajectory T , which
is tangent to the two circles Circle3 and Circle4, is the mea-
surement range corresponding to each move episode.
Figure 5 shows similar region determination and measure-
ment range of each stop Ts of T .

In the third step, we calculate the similarity simSeqð
move episode, moveTsÞ based on the Longest Common
Subsequence (LCS) method (lines 9 and 10). If the simSeq
is greater than or equal to the given similarity threshold σ,
the move episode is similar to the part trajectory T . We
remain the move episodes as simMove EpisodeSet, which
meet the similarity threshold (lines 11-13).

4.3. Semantic Information Matching. In this phase, we aim to
match semantic information of episodes EpisodeSet
remained in the spatiotemporal similarity measurement
phase to the trajectory T . The simStop EpisodeSet remained
are the most similar ones corresponding to the part trajec-
tory T , and all the similarities of simMove EpisodeSet are
greater than or equal to 95%, which are identical to T in spa-
tial information. Given a trajectory T and a set of similar
episodes EpisodeSet, the episodes corresponding to T have
the following three matching ways shown in Figure 6. Obvi-
ously, there is a problem that needs to be solved: how to
determine if the selected episodes are the best combination
in the similar episode set for matching T to ST, which has
the most semantic information.

To solve the problem, we propose a Semantic Informa-
tion Matching Algorithm based on Similar Episodes
(SESIM). This algorithm consists of two steps: (1) similar
episode sorting and (2) semantic information matching.
According to measurement range determination in the sec-
ond phase, we first sort similar episodes meeting similar
conditions by the spatial coordinate sequence of the trajec-
tory T . Then, we model the problem as a knapsack problem
to match semantic information.

Similar Episode Sorting. Given a trajectory T and a set of
similar episodes simStop EpisodeSet, we first measure the
similar range of the trajectory T corresponding to similar
episodes with the same solution in the step of measurement
range determination. In this step, we convert the set of

Similar region

Stop Ts

Stop episode3
Stop episode2

Stop episode1

Figure 4: Similar region determination of each stop Ts of T .
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similar episodes to the candidate set EpisodeiðEpisodei, ð
Pbegin, PendÞ, VðiÞ, LðiÞÞ, where Pbegin and Pend are the begin-
ning and end trajectory points of subtrajectory Ts, respec-
tively, corresponding to simStop EpisodeSet, LðiÞ is the
number of sampling points in Ts, and VðiÞ is the number
of geospatial information in simStop EpisodeSet (lines 1-5).
Then, we sort the set E by the position of Pbegin in trajectory
T (lines 6-10).

Semantic Information Matching. In this step, we aim to
select the best combination of episodes in set E for matching
the semantic trajectory with most semantic information. We
extend a knapsack algorithm, considering the number of
sampling points of the trajectory T as the capacity of the
backpack W and the number of geospatial information in
E as the value of the episode. In start matching from the
end sampling point Pend of the trajectory T , we aim to max-
imize the total value of the entire backpack. Given the candi-
date set EfEpisodeiðEpisodei, ðPbegin, PendÞ, VðiÞ, LðiÞÞg, we
define the value of the trajectory T using the following for-
mula: SemScoreðjTjÞ =Max ðSemScoreðjTj − 1Þ, SemScore
ðjTj − LðiÞÞ +VðiÞÞ (lines 11-18).

4.4. Space Index Establishment. To quickly get the preanno-
tated semantic episodes similar to trajectory T , we use the
space attribute of trajectory data to establish a space index
for saving and querying episodes quickly, which will
improve the efficiency of the SEPSIM approach.

The establishment of the space index is related to the
query target. The index in this section is used to query epi-
sodes similar to the trajectory T s. Therefore, the elements
stored in the space index should be trajectory edge data.
The common space index includes R-tree index [27], quad-
tree index [28], and grid index [29]. The elements stored
in the spatial index are episodes, which are essentially trajec-
tory edge data. The quad-tree index is only adapted to query
a trajectory point. The large number of unevenly distributed
geospatial objects causes the grid index to be inefficient.
Meanwhile, the R-tree index can be efficient in the unevenly
distributed dataset in this paper by ensuring the balance of
the tree. Therefore, we create and maintain an R-tree index
for preannotated episodes. With this index, we can compare
an incoming subtrajectory Ts with preannotated episodes in
the index, which are inside or intersect with the subtrajec-
tory Ts.

5. Experiments

In this section, we conduct extensive experiments on real
trajectory datasets to compare the effectiveness and effi-
ciency between the proposed approach SEPSIM in this paper
and the typical approach based on the spatial join algorithm
and map matching algorithm as the baseline approach.

5.1. Experimental Settings. We evaluate our approach on the
GeoLife dataset. This trajectory dataset was collected in
(Microsoft Research Asia) GeoLife project by 182 users in
a period of over five years (from April 2007 to August
2012), which contains 17,621 trajectories with a total dis-
tance of 1,292,951 kilometers and a total duration of

Input : stop Ts set , stop EpisodeSet , r1
Output : simStop EpisodeSet
1 for each stop Ts ∈ stop Ts set do
2 for each Piðx, yÞ ∈ stop Ts do
3 Oiðx, yÞ⟵ Piðx, yÞ;
4 i + +
5 Insert Oi intoOsetðstop TsÞ ;
6 Circle c =minCircleðOsetðstop TsÞ, r1Þ;
7 for each stop Episodei ∈ stop EpisodeSet do
8 if stop Episodei in or insertCircle c then
9 Eiðstop EpisodeiÞ⟵ EpisodeTransferPointðstop EpisodeiÞ
10 Insert Ei into EsetðE1ðstop Episode1,Þ,⋯, Enðstop Episoden,Þ;
11 for each Eiðstop EpisodeiÞ ∈ Eset do
12 distanceðstop EpisodeiÞ⟵Hausdorffðstop Episodei, stop Ts Þ
13 insert distanceðstop EpisodeiÞ into distanceset ;
14 for each distanceðstop EpisodeiÞ ∈ distanceset do
15 simStop Episodei =MinDistanceðdistanceðstop EpisodeiÞÞ;
16 return simStop EpisodeSet ;

Algorithm 1: Similarity measurement of the stop trajectory (SMST).

Similar region

Circle4

Circle3

Move episode1
Move Ts

Figure 5: Similar region determination and measurement range of
each stop Ts of T .
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Input: move Ts set ,move EpisodeSet , d, r2, r3, r4, σ
Output: simMove EpisodeSet
1 for each move Ts ∈move TS set do
2 Circle C =minCircleðmove Ts, r2Þ;
3 for each move Episodei ∈moveEpisodeSet do
4 ifmove Episodei in or insertCircle c then
5 insert move Episodei into Esetðmove Episode1,⋯,move EpisodenÞ ;
6 for each move Episodei ∈ Eset do
7 Circle C1 = minCircleðmove Episodei, Pbegin, r3Þ;
8 Circle C2 = minCircleðmove Episodei, Pend , r4Þ;
9 ifmove TS tangentCircle C1 andCircle C2 then
10 SimSeqðmove TS,move EpisodeiÞ = LCSðmove TS,move EpisodeiÞ;
11 ifSimSeqðmove TS,move EpisodeiÞ ≥ σ then
12 insert move Episodei into simMove EpisodeSet ; ;
13 return simMove EpisodeSet ;

Algorithm 2: Similarity measurement of the move trajectory (SMMT).

Episode2

Episode1

Trajectory T

(a) Similar episodes with large overlaps

Episode2

Episode1

Trajectory T

(b) Similar episodes with few overlaps

Episode2

Episode1
Trajectory T

(c) Similar episodes with no overlaps

Figure 6: Tree matching types of similar episodes.

Input: T , EpisodeSetfsimStop EpisodeSet , simMove EpisodeSetg
Output: ST
1 for each Episodei ∈ EpisodeSet do
2 Pbegin, Pend ⟵MeasurementRangesDetermination ðEpisodei, TÞ;
3 VðiÞ⟵GetGeoinf NumberðEpisodeiÞ;
4 LðiÞ⟵GetNumberTrajPointðEpisodei, TÞ;
5 insert Pbegin, Pend , VðiÞ, LðiÞ into EpisodeiðEpisodei, ðPbegin, PendÞ, VðiÞ, LðiÞÞ;
6 for each Episodei do
7 Insert Episodeið Episodei, ðPbegin, PendÞ, VðiÞ, LðiÞÞinto set E;
8 SortByTrajSpatialðEÞ;
9 for i = 0 to jTj do
10 SemScoreð0Þ = 0;
11 ifPend inEpisodei equal PendinT do
12 SemScoreðjTjÞ =Max ðSemScoreðjTj − 1Þ, SemScoreðjTj − LðiÞ + VðiÞÞÞ
13 for each Episodei in SemScoreðjTjÞ
14 ST⟵MatchSemanticInf ððEpisodeiÞ
15 return ST ;

Algorithm 3: Semantic information matching algorithm based on similar episodes (SIM).
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50,176 hours. These trajectories were recorded by different
GPS loggers and GPS phones and have a variety of sampling
rates. The majority of the data was created in Beijing, China,
and the data size is 1.87GB. In this paper, all the preanno-
tated semantic trajectories are generated by the typical
approach. Both algorithms are implemented in Java and on
computers with Intel(R) Xeon(R) CPU E5-2620 (2.10GHz)
and 32GB memory.

5.2. Effectiveness. There is no clear and unified definition for
the effectiveness of the semantic enrichment process. In this
paper, we propose a new standard to measure the effective-
ness of the algorithm proposed in this paper. For a trajectory
T , we view the semantic trajectory ST1 generated by the typ-
ical approach as the standard one and compare the semantic
trajectory ST2 generated by the SEPSIM approach with its
difference. Firstly, we segment ST1 and ST2 by the move
state. Then, we compared the accuracy of each pair of sub-
trajectories Ts1 and T s2 between ST1 and ST2. The effec-
tiveness of ST2 generated by the SEPSIM process
approach is defined as the average accuracy of matched
semantic information.

Effectiveness ST2ð Þ = ∑Ts2:Accuracy ∗ Ts2:Count
ST2:Count

, ð1Þ

Ts2:Accuracy =
matchedGeoInf of Ts2:Count
standardGeoInf of Ts1:Count

, ð2Þ

where semantic trajectory ST2 is generated by the SEP-
SIM approach of a given trajectory, Ts2. Accuracy means
the correct matched semantic information accuracy of
the subtrajectory Ts2 compared to corresponding subtra-
jectory Ts1 in ST1, which is defined as the ratio of correct
matched semantic information quantity in Ts2
(matchedGeoInf of Ts2:Count) to the standard semantic
information quantity inTs2 (standardGeoInf of Ts1:Count
); Ts2:Count and ST2:Count represent the number of sam-
pling points contained in T s2 and semantic trajectory ST2.
Obviously, the higher the average accuracy of a matched
subtrajectory, the more effective our proposed algorithm
will be.

Figure 7(a) shows the change in effectiveness with the
increasing preannotated trajectories. Obviously, after pro-
cessing more and more preannotated trajectories, the
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Figure 7: Effectiveness of the SEPSIM approach.

(a) Trajectory in the OSM map (b) Result of the baseline approach (c) Result of the SEPSIM approach

Figure 8: Trajectory enrichment results using different approaches.
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effectiveness of trajectories that need to be enriched is grad-
ually increasing. When the number of preannotated trajecto-
ries reaches 4000, the effectiveness exceeds 90% and keeps
increasing steadily. Figure 7(b) shows the change in effec-
tiveness with the increasing test trajectories. It can be seen
that the effectiveness of test trajectories keeps above 90%.

On the other hand, to evaluate the effectiveness of the
SEPSIM algorithm, we compare the semantic trajectories
generated by the baseline approach and by the SEPSIM
approach in the form of visualization. Figure 8(a) shows
the geographical object information represented by red
boxes and corresponding topological relationships of a
given trajectory in OSM map. Figure 8(b) shows the geo-
graphical object information and corresponding topologi-
cal relationships enriched in the given trajectory by the
baseline approach, which annotate all relevant and rea-
sonable geographical object information. Figure 8(c)
shows that trajectory matched with different episodes
represented by different colors annotates the same geo-
graphical object information. It can be seen that the algo-
rithm proposed in this paper can annotate reasonable
semantic information for spatiotemporal trajectories in
geospatial environment.

5.3. Efficiency. In this section, we study the efficiency of our
proposed algorithms. We compare it with the baseline
approach and the LCS approach, which can annotate the
semantic information on the similar trajectories. For each
trajectory in the GeoLife dataset, we generate the semantic
trajectory by the SEPSIM approach, the baseline approach,
and the LCS approach, respectively, to retrieve the running
time. The results of comparison are shown in Figure 9(a).
We can see that the baseline approach and the LCS approach
take more time annotating the same number of test trajecto-
ries than the SEPSIM approach. With the increasing test tra-
jectories, the time spent by the typical approach and the LCS

approach and the time spent by the SEPSIM approach grad-
ually become more time-consuming.

Figure 9(b) shows the efficiency of the SEPSIM approach
with different spatial indexes. Obviously, the time spent by
the SEPSIM with the R-tree index is much less than that of
the other two spatial indexes in the SEPSIM approach,
which means the R-tree index is appropriate to the dataset
in this paper. Meanwhile, the SEPSIM approaches with the
three indexes are faster than the typical approach and the
LCS approach, which represents the high efficiency of our
proposed SEPSIM approach.

6. Conclusion

In this paper, we study the problem of the semantic enrich-
ment process for spatiotemporal trajectories in geospatial
environments. We first directly use semantic information
in preannotated semantic trajectories for annotating spatio-
temporal trajectories by the SEPSIM approach. It includes
three phases: preannotated semantic trajectory storage, spa-
tiotemporal similarity measurement, and semantic informa-
tion matching. We propose an algorithm named Semantic
Information Matching Algorithm based on Similar Epi-
sodes (SIM) for matching semantic information. In order
to improve the performance of efficient enrichment pro-
cessing, we establish an R-tree index to query preannotated
semantic trajectories. Finally, we conduct extensive experi-
ments over a real dataset. The experimental results verify
the superiority of our proposed approach in terms of effec-
tiveness and efficiency.

Data Availability

The trajectory dataset used to support the findings of this
study can be made available at https://www.microsoft.com/
en-us/download/details.aspx?id=52367.
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Figure 9: Performance comparisons among different approaches.
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The rapid development of emerging technologies such as machine learning and data mining promotes a lot of smart applications,
e.g., Internet of things (IoT). The supply chain management and communication are a key research direction in the IoT
environment, while the inventory management (IM) has increasingly become a core part of the whole life cycle
management process of the supply chain. However, the current situations of a long supply chain life cycle, complex supply
chain management, and frequently changing user demands all lead to a sharp rise in logistics and communication cost.
Hence, as the core part of the supply chain, effective and predictable IM becomes particularly important. In this way, this
work intends to reduce the cost during the life cycle of the supply chain by optimizing the IM process. Specifically, the
IM process is firstly formulated as a mathematical model, in which the objective is to jointly minimize the logistic cost
and maximize the profit. On this basis, a deep inventory management (DIM) method is proposed to address this model
by using the long short-term memory (LSTM) theory of deep learning (DL). In particular, DIM transforms the time series
problem into a supervised learning one and it is trained using the back propagation pattern, such that the training process
can be finished efficiently. The experimental results show that the average inventory demand prediction accuracy of DIM
exceeds about 80%, which can reduce the inventory cost by about 25% compared with the other state-of-the-art methods
and detect the anomaly inventory actions quickly.

1. Introduction

The emergence of artificial intelligence, big data, data min-
ing, and other technologies, as well as the rapid development
of computer hardware performance, has exerted a profound
influence on the performance of the supply chain technology
[1]. For example, the efficiency of the whole supply chain life
cycle (e.g., technical support and product delivery) can be
optimized based on big data analysis technology [2], while
potential customers of products can be dug out to improve
profits based on data mining technology [3]. The traditional
supply chain process usually only involves procurement,
inventory, production, and distribution. Nowadays, with
the rapid development of the information technology, the
customers who were originally excluded from the supply
chain management process have now become particularly
important. In this way, the whole life cycle management

process of the supply chain becomes longer and longer,
which involves the procedures of manufacturing, supply,
storage, transportation, distribution, and retail [4]. During
each procedure, the activities of operation, control, and opti-
mization are all required. Besides, the collaboration among
these procedures is also required. More importantly, since
the customers are included in the supply chain management
process, their frequently changing demands would increase
the uncertainty of key product provision in supply chain
management [5], which not only aggravate the complexity
of supply chain management but also greatly increase the
overall cost.

Inventory management (IM) [6], as the key part of sup-
ply chain management, plays a very important role in reduc-
ing the overall cost of supply chain management. Generally,
too much or too little inventory can have a bad result. For
example, excessive inventory can result in the oversupply
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situation, since the amount of stored products has exceeded
the market demands greatly. In this case, the corresponding
inventory cost would also be high, because most products
will have to be stored for a long time, which will then lead
to the situations of slow or insufficient resource turnover
of enterprises [7]. In addition, too little inventory may cause
the insufficient coverage situation of customer demands,
which will then gradually lead to the shortage of products
and the reduction of customer trust and even the profit
[8]. Therefore, the inventory management is becoming more
and more important for supply chain management, since
effective IM will both reduce the cost and increase the profit.
Based on this consideration, more and more attention is
paid to the research area of inventory management and
optimization.

Generally, the performance and function of IM are
largely affected by the prediction accuracy of the future cus-
tomer demands [9], since most of the IM decisions are made
according to the predicted results. The bad prediction results
can reduce the sales volume of products, while the good pre-
diction results can naturally improve the number of prod-
ucts sold. In this way, most researches would like to
improve the customer demand prediction accuracy to
achieve a better performance of IM. In fact, the customer
demand prediction accuracy can be improved by deeply ana-
lyzing the customers’ demand for products. However, how
to accurately obtain the customers’ demand for product
becomes a hot topic in the supply chain and inventory man-
agement fields.

Most traditional enterprises analyze the potential
demand of customers by studying their historical order data
on the basis of some traditional statistical analysis and data
mining technologies; for example, reference [10] adopted
the data mining technology to discover the relationship
between customer needs and the market trends. This can
indeed obtain some efficient information, but it is also and
usually unable to adapt to the rapidly changing customer
demands, thus leading to a low demand prediction accuracy
[11]. To solve this awkward situation, some other related
studies tried to adapt to the actual supply and demand ratio
by using the strategy of single-point inventory and bulk
order. For instance, the single-point inventory and bulk
order strategy was used by the reference [12] to achieve a
reliable inventory management. Despite this, this single-
point inventory means a centralized processing method,
which always suffers from the performance bottleneck.
Hence, some researchers also begin to study the distributed
and dynamic scheduling strategy to optimize the inventory
management process which includes the inventory replen-
ishment and distribution [13]. Nevertheless, the diversity
of products and the dynamic nature of customer require-
ments both increase the uncertainty of inventory manage-
ment and provision, making the existing methods no
longer applicable.

The rapid development of artificial intelligence (AI)
technology and the computer hardware capabilities allows
us to make many decision-making parts of the supply chain
management process intelligent, which includes the inven-
tory management. Intelligent inventory decision-making

can adapt to the changes of environment and customer
demands, so as to cope with the continuous and long-
lasting customer demands [14]. Based on this consideration,
this paper proposes a deep inventory management (DIM)
method using the long short-term memory (LSTM) theory
of deep learning (DL) [15]. DIM intends to predict cus-
tomers’ demands, according to which the intelligent deci-
sions for inventory management can be made. Usually, the
key to the application of LSTM lies in the comprehensibility
of the learning model and the accuracy of the prediction.
Although most research show that the LSTM-based neural
network can offer a high prediction accuracy, the incompre-
hensibility of its prediction behavior hinders its application
in solving the inventory management problem efficiently
[16]. In this regard, the proposed DIM method firstly intro-
duces the state unit before the hidden layer, thus to save
more long-term information and gradient information, so
as to alleviate the problem of gradient disappearance to some
extent. After that, DIM converts the prediction results from
the LSTM training model to a corresponding product popu-
larity rating indicator, which will then be used to guide and
optimize the inventory management.

The main contributions of this paper are summarized as
follows:

(i) This work formulates the supply chain and inven-
tory management problem into a novel multiobjec-
tive optimization model which comprehensively
considers multiple factors of inventory manage-
ment. In particular, the objective mainly includes
cost minimization and profit maximization

(ii) Based on the formulated model, this work proposes
the deep inventory management method DIM to
address the challenges faced by inventory manage-
ment. Particularly, by using the LSTM theory,
DIM offers intelligent decision-making ability for
the inventory management

(iii) The experimental results indicate that the proposed
DIM method can effectively predict the customer
demand trends with the prediction accuracy exceed-
ing about 80% and reduce the overall cost by about
25%

The rest of this work is organized as follows: Section 2
mainly discusses the relevant research work in recent years
to show the main stream of the research direction of IM.
Section 3 presents the constructed mathematical model of
inventory management in this work. Section 4 explains the
corresponding inventory management and optimization
algorithm proposed in this work. Section 5 discusses the
experimental results with deep and detailed analysis given.
Section 6 makes a summary.

2. Related Work

The related work of supply chain and inventory manage-
ment is separated into two categories which are the
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traditional inventory management methods and the intelli-
gent inventory management methods, as follows.

2.1. Traditional Inventory Management. The main purpose
of inventory management is to store a certain amount of
physical resources for a company or enterprise, which can
then be transformed into profits via effective product sale
or other operations [17]. As explained, the inventory man-
agement is a core part of the supply chain management pro-
cess, which is now becoming a vital focus of many
enterprises and companies.

Generally, the performance of the inventory manage-
ment can be affected by a lot of factors. Since it is one key
part of the supply chain management, a great deal of
researches have been proposed to optimize the efficiency of
the inventory management process to finally promote the
performance of the supply chain. For example, reference
[18] would like to optimize the process of inventory man-
agement by using the performance management technology
to promote the activities of the whole supply chain manage-
ment. Specifically, this work classified irregular demands
into three kinds which are erratic, slow moving, and lumpy
ones. Then, three corresponding periodic review policies
were proposed to maintain the lowest holding inventory.
The results indicated that this work was very effective espe-
cially for dealing with the erratic inventory demands.
Despite this, this work did not take the dynamic changing
environment into consideration, which may not be
applicable.

In order to show a clear direction of the inventory man-
agement, reference [19] discussed the challenges of IM by
dividing the corresponding challenges into five categories,
that is, the technology, the organization, the finance, the
management, and the information involved in the process
of inventory management. In particular, such classification
was made based on the decision variable, the demand type,
the quality deterioration function, and the method of settle-
ment used, such that the classification could not only pro-
vide the detailed description about IM but also show a gap
to be developed. Similarly, reference [20] also explored the
potential challenges of IM by dividing the whole process into
multiple different aspects which included the safety inven-
tory, the procurement efficiency, the demand prediction,
and the training and interaction. Such two kinds of classifi-
cation both promote the development of inventory manage-
ment, but the difference is that [20] studied each aspect
deeply and provided optimization directions for each of
them.

Compared with the above research work that intended to
review inventory management, many other work were more
inclined to study the technical aspects of inventory manage-
ment. For example, reference [12] focused more on address-
ing the unnecessary out-of-stock and the oversupply issues
that happened during the process of inventory management.
In order to address these issues, this work proposed to opti-
mize both the transport and inventory, such that the strate-
gies of the single inventory and bulk order were jointly taken
into consideration. In this way, the market supply-demand
ratio could be dynamically adapted. But the drawback still

existed, that is, it would take a long time distributing the
products from the warehouse to the retailer, when there
was a shortage of products at the retail level. As for reference
[13], it tried to optimize the entire inventory management
process via introducing a novel inventory replenishment
and distribution model. Specifically, this work first analyzed
the characteristics of the existing distributed inventory
model, and then, it combined the advantages of cloud com-
puting and the distributed inventory model to finally build
the hierarchy-control distributed inventory model. By simu-
lation and calculation, the results indicated that the pro-
posed distributed inventory model was correct and
effective. However, it should be noted that both references
[12, 13] did not consider the uncertainty of the market,
which may cause great loss especially when the oversupply
situations happen.

In order to prevent such incidents from happening, ref-
erences [21, 22] tried to build a safety inventory and start
the research from the perspective of reducing the loss caused
by the uncertainty of customer demands. For [21], it focused
on optimizing the deficiency of traditional inventory man-
agement methods and forecasting the demands for all kinds
of emergency supplies using the Euclidean algorithm. For
[22], it developed an automated inventory system based on
the passive radio frequency ID. Compared with the manual
system, the product delivery time was reduced from 15.45
minutes to 2.92 minutes on average. However, the two refer-
ences were different, which was mainly reflected by the fact
that the safety inventory in [21] mainly considered the num-
ber of customers, customer satisfaction, delivery reliability,
and supply reliability, while the safety inventory in [22]
mainly considered the product usage frequency, service
quality level, and sales situation. Therefore, the former real-
ized a safety inventory from the view of customers, while the
latter realized a safety inventory from the perspective of
products. Nevertheless, none of them are totally intelligent,
which means that the human intervention will be required
more or less, and then, the inventory error would occur with
a high probability when the amount of product becomes
extremely large.

2.2. Intelligent Inventory Management. The turning point of
the development from traditional inventory to intelligent
inventory is about the prediction technology of customer
demands. Generally speaking, there are many prediction
methods and they can be divided into two categories. The
first one mainly relies on static mathematical statistical anal-
ysis methods, while the second one mainly relies on the
machine learning methods [23].

The traditional static mathematical analysis-based
methods (e.g., statistics and data mining) rely heavily on
the quality of history data (e.g., product order). Hence,
high-quality data would lead to a more accurate prediction
accuracy than low-quality data. Usually, the mathematical
analysis is executed and applied on these history data for
the purpose of digging out the potential pattern and trends
about the market needs. Such needs are actually propor-
tional to the customer demands, based on which we can
optimize the inventory management process. For example,
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reference [10] tried to predict the customer demands mainly
by studying their historical order data. Specifically, this work
first searched the corresponding product order information
on the web. Then, the data mining technology was applied
to dig the potential customer demands in the future and
finally to establish one simple but concise inventory policy.
The results indicated that by using the history sales data, this
work could reduce the total cost of inventory more effi-
ciently. As explained, the quality of the data is of vital impor-
tance. However, the collected data from the web usually has
very low quality and needs a lot of extra procedures before
putting them into use.

Similarly, another work, that is, reference [24], also used
the data mining technology to address the inventory man-
agement problem. In particular, this work focused more on
studying the correlation among the historical data. Based
on the intercorrelation discovered, a more complete analysis
was carried out to improve the prediction accuracy and this
work claimed to reduce both the cost and energy consump-
tion for enterprises. Despite this, mainly relying on static
mathematical statistics leads to an awkward situation that
the prediction accuracy achieved by these methods is not
very high. Another factor greatly influencing the achieved
prediction accuracy is the data quality. However, it is gener-
ally known that the open-source data quality cannot be
guaranteed and their format may not satisfy the correspond-
ing requirements, such that the robustness and scalability of
inventory management cannot be guaranteed neither.

Compared to the above work using the statistical
methods, the second kind of research work on intelligent
inventory has higher intelligence, since they mainly rely on
the well-known machine learning models and methods
(e.g., deep learning and reinforcement learning methods).
The general workflow for most work using the machine
learning method is that they first establish and train a learn-
ing model. It is noted that the learning model should be
trained by a large number of historical dataset to generate
a common knowledge system. After that, the customer
demand prediction can be carried out based on this trained
model. The more mature this model is, the higher the accu-
racy of the prediction results is.

For instance, reference [25] adopted the artificial neural
network (ANN) to deal with the process of inventory man-
agement. The intermediate process of inventory was mod-
eled as the ANN’s hidden layer. After that, the learning
model was continuously trained to approximate a solution
with the optimal prediction accuracy. Despite the case that
this work claimed to have achieve better results, there are
also some limitations for this work, for example, it assumed
that the demand changes regularly, while such changes were
uncertain in the real world. Another limitation was that this
work did not take enough consideration on the impact fac-
tors of the safety stock, which resulted in the situation that
the actual safety stock was inadequate.

Reference [26] also adopted ANN as the technology to
establish a learning model for inventory management. The
difference between [25, 26] was that the latter constructed
an additional set of knowledge discovery system to convert
the results obtained from the learning model into more

accurate knowledge, so as to guide the process of inventory
management. Specifically, we can discover that the inventory
management of [26] was actually handled by a cloud-based
customer relationship management framework. This work
claimed that the proposed framework could help the enter-
prises about future plans of their inventory based on the past
history of paid invoice data. Meanwhile, the JSON script lan-
guage was used to conduct the experiments, which indirectly
increased the burden, since it needed to be parsed before
putting into use

In addition, reference [27] relied on using the back prop-
agation neural network (BPNN) technology to construct an
inventory management and learning model. Then, a simple
and practical inventory strategy was calculated based on
the training model. Different from the above linear predic-
tion, this work presented the nonlinear prediction due to
the uncertainty and diversity of the market needs. To fulfill
such objective, the step size of BPNN was set to be variable,
based on which the prediction accuracy would be more pre-
cise and the investment risk would be reduced. The draw-
back of back propagation is also very obvious, that is, it
cannot evolve automatically. In this regard, reference [28]
adopted the technology of reinforcement learning together
with a heuristic strategy to finally address the multilayer
inventory management and optimization problem. On one
hand, the reinforcement learning was used to build the
inventory management model under a global view. On the
other hand, under the guidance of the RL model, the efficient
and rapid inventory decision process could be realized via
using a local heuristic strategy. The experimental results
indicated that this work could improve the performance of
profitability, adaptability, and solution time.

2.3. Discuss. The rapid development of information technol-
ogy, the dynamic nature of customer demand, and the com-
plexity of business have now far exceeded the application
scope of traditional inventory management methods. There-
fore, the demand prediction-driven methods are born, which
mainly depend on the mathematical statistics and machine
learning technologies. However, the mathematical statistics
relies heavily on the quantity and quality of historical data,
which leads to the situation that they often fail to keep pace
with the rapid change of today’s customer demands. In this
way, the prediction accuracy is reduced. On the other hand,
the machine learning-based methods can improve the predic-
tion accuracy for inventory management greatly based on con-
tinuous learning. However, the corresponding research is still in
the early stage and there is still much room to improve the accu-
racy of demand prediction for inventory management. Under
these conditions, the inventory management method DIM is
proposed in this work to adapt the changes of the environment
and customer demands by dynamically adjusting the prediction
scope and accuracy, so as to reduce the overall inventory man-
agement cost and increasing the profit.

3. Problem Model and Objective

This section mainly focuses on building the inventory man-
agement and optimization model, which includes the
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inventory management problem, the objective, and the
constraints.

3.1. Supply Chain Inventory Model. Firstly, this work
assumes that the whole supply chain logistics and warehous-
ing system is composed of n inventory nodes and m external
supplier nodes. Then, given any warehousing node p ∈ ½1, n�
(p is an integer discrete variable), the inventory amount of
this node at time t is denoted by IpðtÞ, while the market
demanding amount is denoted by dpðtÞ. Apparently, when
the demanding amount exceeds the inventory amount,
product supplement will be required. Now, using upðtÞ to
indicate the supplement amount of products at time t for
the warehousing node p, then, upðtÞ may be supplied by

multiple provision nodes at different times (e.g., t ′). Hence,
it is expanded as follows:

up tð Þ = 〠
m+n

q=1,q≠p
λqpup t ′

� �
Xq
p, ∀t ′ < t, ð1Þ

where Xq
p ∈ f0, 1gmeans whether node p demands the prod-

uct from node q (q ∈ ½1,m + n� and ≠ p) and λqp means the
ratio between the amount of products demanded by p and
the overall requirement of node p.

Based on the above definitions, we can build the rela-
tionship among the three notations (i.e., IpðtÞ, dpðtÞ, and
upðtÞ), as follows:

Ip t + 1ð Þ = Ip tð Þ − dp tð Þ + up tð Þ = Ip tð Þ − dp tð Þ + 〠
m+n

q=1,q≠p
λqpup t ′

� �
Xq
p:

ð2Þ

According to the calculation of equation (2), it is easy to
observe that the values of dpðtÞ and upðtÞ have a great impact
on the amount of current inventory. Since dpðtÞ indicates the
market demanding amount of products and upðtÞ indicates
the supplement amount of products for warehouse node p,
we can now abstract them as the input and output the node
p, respectively. Specifically, upðtÞ is the input of p and dpðtÞ
is the output of p. Since the input is already formulated in
equation (1), we now formulate the output price for node
p. Assuming that the output price is denoted by priceðdpðtÞ
Þ, then, we have

price dp tð Þ� �
=〠

i

wixi, ∀i > 0, ð3Þ

where imeans the category of output products, wi means the
value of product i, and xi means the number of product i.

3.2. Objective and Constraints. For the inventory manage-
ment, the more products we sell (i.e., dpðtÞ), the more profits
we gain (i.e., priceðdpðtÞÞ). However, we should also guaran-
tee the product update speed in the warehouse node, since
the faster we update, the lower the inventory cost per unit
of products. Jointly taking the two factors into consideration,

we establish the following two-objective optimization model
on the basis of equations (1)–(3):

Maximize : f1 tð Þ, f2 tð Þf g
s:t: f1 tð Þ = up tð Þ

f2 tð Þ = price dp tð Þ� �
,

ð4Þ

where f1ðtÞ indicates the input condition of warehousing
node p. The more products imported per time unit, the fas-
ter the updating speed of warehousing node p. f2ðtÞ indicates
the price condition of exported products. The higher the
price, the higher the profit.

In particular, as explained, upðtÞ is the input and dpðtÞ is
the output amount of products of warehouse node p. Appar-
ently, the larger value of dpðtÞ, the higher the prices, that is,

f1 tð Þ∝ dp tð Þ: ð5Þ

On the other hand, the higher value of dpðtÞ also means
that more products are sold out, such that more products
should be supplemented as well, which is equivalent to the
value of upðtÞ. From such deduction, we also have

f2 tð Þ∝ dp tð Þ: ð6Þ

Combining equations (5) and (6), we can conclude that
the two objective functions f1ðtÞ and f2ðtÞ are not on the
opposite, such that we do not need to make a tradeoff
between them. In addition, the implementation of equation
(4) must also satisfy the following constraints:

〠
q

λqp = 1, ∀1 ≠ p,

λqp ≢ λpq,

〠
q

Xq
p <m + n, ∀q ≠ p,

dp tð Þ ≤ Ip tð Þ + up tð Þ, ∀t > 0,
Ip tð Þ ≥ 0, ∀t > 0,

ð7Þ

where the first constraint means that the overall amount of
products demanded by node p from all the other nodes can-
not exceed the original requirement of p; the second con-
straint means that the supply and demand ratio between
any two nodes may not be constant; the third constraint
means that the product supply nodes are within the range
of the already known m product providers and the other n
-1 warehousing nodes; the fourth constraint means that the
output amount of products on node p cannot exceed the
sum amount of input and current inventory; the last con-
straint means that the inventory amount of products on
node p at time t cannot be negative at any time.
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4. Deep Inventory Management
Algorithm Design

As known, the LSTM is a kind of the deep learning technol-
ogy, which makes predictions toward different metrics
according to the time series data. Nowadays, the customer
demands usually change greatly at different stages of time
with a high frequency, which leads to the situation that the
product inventory should be managed accordingly to satisfy
such changes. Based on this kind of characteristic, we can
regard the corresponding generated data as some kind of
time series data. Hence, in this work, we propose the deep
learning-based inventory management method DIM which
greatly leverages the characteristics of LSTM (i.e., time series
and back propagation-based prediction) to optimize the
inventory management process. The system framework of
DIM is shown in Figure 1, which consists of several modules
including the data collection module, the data preprocessing
module, the training module, and the prediction module.
The main functions of these modules are explained as
follows:

(i) Data collection module: it is used to collect the his-
torical order data which are raw, disordered, and
massive. Despite this, this module is the foundation
of the other modules

(ii) Data preprocessing module: it is used to handle the
raw and disordered data, for example, cleaning the
useless data and extracting the effective data features
for the following training

(iii) LSTM module: it is used to create a learning model
based on the input data and to finally output a value
for future demand prediction

(iv) Prediction module: it is used to calculate the
demanding level of any product in the market based
on both the learning model and the product
popularity

In this work, the prediction accuracy of DIM is mainly
evaluated by the popularity of products, which is first
defined as follows:

Definition 1. Product popularity means the popular trend
and importance of the product in the current market. In this
work, it is calculated based on the product demand fre-
quency and value per time unit. Given the type of product
and denoting it by i, then, the corresponding product popu-
larity can be calculated as follows:

Popi = f i ×
wi −wi,min
wi,max −wi

, ð8Þ

where wi,min and wi,max indicate the lower and upper value
bounds of the ith type of products, respectively; ðwi −
wi,minÞ/ðwi,max −wiÞ is used as the standard operation to
reduce the influence on product popularity calculation,
which is caused by the price gap between different products.

Generally, the higher the value of Popi, the more popular
the ith kind of product, which means that this product is fre-
quently demanded by customers, such that more customers
may demand such kind of product in the future. Based on
Definition 1, we next elaborate the main procedures of DIM.

4.1. Training Data Collection. The training data are very
important for product popularity prediction. Hence, we
need to collect the data as much as possible and as high qual-
ity as possible. On one hand, we can obtain a lot of historical
order data from the open-source websites. On the other
hand, we can also regularly collect the product order infor-
mation from the online shops. These information can be
directly used to reflect the distribution of the customer needs
in a certain extent. However, the deeper relationship
between these information and the more customer demands
should be explored. From the perspective of inventory man-
agement, the product order has a lot of attributes, among
which nine of them are mainly used in this work for product
popularity prediction. Specifically, the nine attributes are the
order date, the current popularity of the product, the name
of the product, the type of the product, the weight of the
product, the number of the product, the price of the product,
the brand of the product, and the origin of the product.
Despite this, we should be aware that there may be a lot of
useless data. In this way, a simple criterion is defined to filter
out these useless data, that is, if we cannot extract the
required nine attributes from the data, then, we discard the
data. Hence, after such operation, all the data left behind
can meet our requirements. Now, for each piece of the col-
lected data, the first thing that we should do is to extract
the values of the above nine attributes. After that, we can
easily describe the current distribution of the customer
demands according to these obtained information. More
importantly, we need to predict the future distribution of
customer demands based on these obtained information.
In order to fulfill this target, we define the product popular-
ity into 8 levels which are shown in Figure 2. The higher the
level, the more popular the product is. Hence, for the pro-
posed model and mechanism, given any input (i.e., the prod-
uct), the output is the service level (i.e., the popularity) that
this product would have in the future. Reviewing the details
in Figure 2, we should also note that, the corresponding
learning model associated with the proposed mechanism
should be trained well before being used to predict the future
customer demands.

4.2. Data Preprocessing. According to the actual situation,
the value of the same attribute in terms of different products
may differ quite a lot, which then may lead to the unfair
comparison between the achieved prediction result and the
actual situation. In this regard, it is necessary to carry out
further data preprocessing before training the model and
predicting the results. On this basis, it becomes convenient
to compare different indicators. On the other hand, the pre-
diction of customer demands will be more accurate. Starting
from this point, this work selects the min-max operation
[29] to standardize and normalize these attributes of the
product. Then, the value of these attributes will be mapped
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into the same scope of [0,1]. The specific preprocessing
equation is shown in (9):

v =

wi −wi,min
wi −wi,max

���� ����, vmin < v < vmax,

1, v = vmax,
0, v = vmin,

8>>>><>>>>:
ð9Þ

where vmin = min fv1, v2, v3,⋯,g means the minimum value
among all the data in terms of the same attribute, vmax =
max fv1, v2, v3,⋯,g means the maximum value among all
the data in terms of the same attribute, and v is the data after
mapping.

4.3. Prediction Model Establishment and Training. The pro-
posed DIM method adopts LSTM to build the prediction
model. Compared with the RNN model, DIM introduces a
state unit on the basis of the hidden layer for the purpose
of retaining more long-term information. Accordingly, such
operation will also retain more gradient information. In this
way, LSTM-based DIM can alleviate the problem of gradient

disappearance to a certain extent compared to RNN. The
prediction structure of DIM is shown in Figure 3, where
(1) the input parameters will be trained using the back prop-
agation method, (2) the time series problem of LSTM will be
transformed into a supervised learning problem via the hid-
den layer, and (3) the output of the previous layer will be
used as the input of the next layer, so as to iteratively com-
plete the training process.

Observing Figure 3, we can see that the proposed predic-
tion model is composed of three inputs which are the vector
of product order V = fv1, v2, v3,⋯,g, the state unit vector
C = fc1, c2, c3,⋯,g, and the hidden layer vector H = fh1, h2
, h3,⋯,g. Hence, we need to firstly initialize all the vectors
and the corresponding weight matrixes. On this basis, we
train the prediction model of DIM. As shown in Figure 4,
we mainly focus on the calculation of the forgetting gate Ft
, the input gate It , the output gate Ot , and final output pre-
diction value.

First of all, the forgetting gate Ft is mainly used to con-
trol the number of states of ct which remained in ct−1. The
input gate It is mainly used to control the number of states
of ct that should be maintained by the input vt at time t.

LSTM model

Historical order
data collection 

Evaluation and
comparison 

Product popularity
prediction 

Data preprocessing

Testing data

Training data

Model and processing
workflow Back

propagation 

DIM

Figure 1: The system framework and workflow of DIM.

Product order date

Product popularity

Product name

Product type

Product weight

Product number

Product price

Product brand

Product original

• Orderfeatureextraction

• Data preprocessing

• LSTM based prediction 

1

2

3

4

5

6

7

8

Figure 2: Illustration diagram of product order attributes and prediction results.
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The output gate is mainly used to control the number of out-
put ht with the state of ct . Based on these, the forgetting gate
is calculated as follows:

Ft = σ Wf · ht−1, vt½ � + bf
� �

, ð10Þ

where Wf is the weight matrix of the forgetting gate, ½ht−1,
vt� indicates the connection between ht−1 and vt , bf indicates
the offset item of the forgetting gate, and σ is a function with
the value in the scope of [0,1].

Typically, the weight matrix for prediction model train-
ing is of vital importance. For the calculation of the input
gate It , the weight matrix should also be used. Denoting
the weight matrix by Wi, then, the calculation of It is as fol-
lows:

It = σ Wi · ht−1, vt½ � + bið Þ: ð11Þ

Similarly, Wi and bi indicate the corresponding weight
matrix and offset item of It , respectively, as shown in (11).
Since the structure form of the output gate is the same with

those of the forgetting gate and the input gate, now given the
weight matrix Wo and the offset item bo for Ot , it follows
that

Ot = σ Wo · ht−1, vt½ � + boð Þ: ð12Þ

The final output result of DIM is jointly determined by
the output gate and the unit state, such that we have

Ht =Ot ∘ tan h Ctð Þ, ð13Þ

where the notation ∘ indicates the operator of matrix
multiplication.

4.4. Prediction-Based Inventory Management. As explained
and shown in Figure 2, the final output of the proposed
DIM should be mapped to the 8 kinds of product popularity
levels which are then leveraged to further predict the prod-
uct demands in the future. According to equation (13), the
final output of DIM based on LSTM is denoted by Ht and
we expand it as follows:

Ht = h1t , h2t , h3t ,⋯,
� �

, ð14Þ

where hit is the output function of product i and it is calcu-
lated as follows:

hit =
hit −min Htf g

max Htf g −min Htf g × 8
& ’

: ð15Þ

Based on equation (15), given any product, the output
value of this model is constrained in the set f1, 2, 3, 4, 5, 6,
7, 8g. As explained, the higher this value, the more popular
the product. Hence, we can arrange the inventory allocation
and warehousing in advance according to the popularity
value of different products. Then, assuming that there are k
groups of data in total, the whole objective function can be
formulated as follows:

Maximize : 〠
K

i=1
wi · xi

s:t: 4ð Þ, 5ð Þ, 6ð Þ, 7ð Þ:
ð16Þ

Now, with the formulated objective, the overall working
process of the proposed DIM can be described in several
steps, that is, (1) we need to calculate the current product
popularity and collect the history data, which are then
regarded as the input of the predicting model; (2) with the
predicted product popularity, we should first check if the
amount of the product with the highest popularity is enough
or not in the warehouse node. If it is enough, then, repeat-
edly check the product with the second highest popularity
until all the popular products are guaranteed; and 3) if the
popular products are not enough, then, we should try to
store enough products in the nearest warehouse. It is noted
that the nearest warehouse node may not have enough room
to store the popular products; in this case, another
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Figure 3: Prediction structure of DIM.
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warehouse with available room should be used instead. The
corresponding flowchart of the above working process of
DIM is presented in Figure 5.

5. Performance Evaluation

In this section, the proposed algorithm are tested and evalu-
ated following the steps of the parameter setup, the bench-
mark algorithms and metrics, and the experimental results.

5.1. Setup. In the experiment, we consider four inventory
nodes and two external supplier nodes, that is, n = 4 and

m = 2. The distribution structure is shown in Figure 6,
where external supplier node 1 provides products for
inventory nodes 1 and 3, while external supplier node 2
provides products for inventory nodes 2 and 4. In addi-
tion, the adjacent nodes can also supply products for each
other, such that the pairs include fð1, 2Þ, ð1, 3Þ, ð2, 4Þ, ð3,
4Þg. Each arrow in Figure 6 has two attributes denoted
by <λi,j,wi,j > , where λi,j is the ratio between the amount
of products demanded by node j from node i and the
amount of all demanding products, while wi,j is the corre-
sponding price.

Begin

End

Calculating the product popularity
according to equation(6);

Inputing these history popularity data to the
LSTM model fori-th product prediction

Locating the warehouse most close to the highest
demand area for the i-th product

Checking if the amount of
the predicted popular products

are enough or not?
Yes

Predicting another
product by i++;

No

Checking if there is enough room to
contain thei-th product?

Removing this
warehouse from

consideration

No

Putting the i-th product in the warehouse

Checking if all the products are
predicted?

No

Yes

Setting the type of product to be
predicted, i=1;

Figure 5: Flowcharts of DIM.
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In order to train the LSTM model and verify the effec-
tiveness of the proposed mechanism, we use the crawler soft-
ware to obtain the product order data of 25 weeks from the

Taobao websites, which exceeds 100 thousand records.
However, due to the chaos of the raw data, we select 10 thou-
sand high-quality records as the dataset, where 8 thousand
records are uniformly distributed in the first 20 weeks and
2 thousand records are uniformly distributed in the last 5
weeks. In particular, among the 10 thousand records, there
are around 100 kinds of products. As explained, each record
has nine product attributes, that is, date, popularity, name,
type, weight, number, price, brand, and original, and we
should note that the attribute of popularity is actually calcu-
lated in this work and attached to the obtained order data as
one attribute. Moreover, the first 8 thousand records of data
in the first 20 weeks are used to train the product popularity
prediction model and the remaining 2 thousand records of
data in the last 5 weeks are used as the test data for simula-
tion and performance evaluation.

The experimental environment and the proposed algo-
rithm are implemented by using the JAVA language on the
basis of the Microsoft Windows 10 (64 bits) OS, Intel(R)
Core(TM) i5-7400 CPU @3.00GHz, 16GB.

5.2. Benchmarks and Metrics. There are three kinds of eval-
uation metrics according to the objective shown in equation
(4), as follows:

(i) The profit is evaluated by the value earned after the
inventory sales and calculated according to equation
(16)

(ii) The cost is mainly evaluated by the update cycle of
the inventory. For any item, the longer the inven-
tory time, the higher the cost. The corresponding
calculation is expressed as ð1/KÞ∑K

i=1 ∣ t
end
i − tstarti ∣ ,

where tstarti means the time that product i enters
the inventory and tendi means the time that product
i leaves the inventory

(iii) The prediction accuracy is expressed by the average
absolute error, that is, the average of the absolute
values between the predicted values and the
observed values. The corresponding calculation is

expressed as ð1/KÞ∑K
i=1 ∣ hi − bhi ∣ , where hi is the

prediction value and bhi is the actual observation
value

External
supplier
node1 

External
supplier
node2 

Inventory
node1

Inventory
node2

Inventory
node3

Inventory
node4

Figure 6: Connection structure of inventory nodes and supplier nodes.
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The following three benchmarks are used for compari-
son in order to evaluate the performance of DIM.

(i) benchmark1 [10]: it mainly uses the data mining
technology to implement the customer demand pre-
diction for inventory management

(ii) benchmark2 [26]: it mainly uses the neural network
to realize the customer demand prediction for
inventory management

(iii) benchmark3 [30]: it mainly uses the random strat-
egy to fulfill the inventory management

5.3. Results. As explained, 10 thousand records of data uni-
formly distributed in 25 weeks are used for the experiment.
In particular, the data in the first 20 weeks are used for train-
ing, while the data in the last 5 weeks are used for evaluating
the performance of profit, cost, prediction accuracy, and

unsatisfied demand proportion. The specific results are
shown in Figures 7–11.

Firstly, the results of profit achieved by the four algo-
rithms on inventory sales are shown in Figure 7. Obviously,
the sale profit increases over time for the four algorithms in
Figure 7, because the longer the time, the more products will
be sold in general and the profit naturally increases. In addi-
tion, by comparing the four algorithms, we can observe that
the DIM method achieves the highest profit. The second
higher one is benchmark1 and the third higher one is bench-
mark2, while the last one is benchmark3. There are several
reasons behind this phenomenon: (1) the benchmark3 ran-
domly satisfies the inventory management, that is, when
the warehouse node is running out, the manager will replen-
ish products for this warehouse randomly. In this way, the
replenished products may not be those required in the near
future, which indirectly hinders the sale of products and
then leads to the reduce of profit; (2) benchmark2 mainly
adopts the data statistical analysis and mining methods to
address the inventory management, which relies heavily on
data quantity and quality, such that the self-adaptability of
benchmark2 is lost. Despite this, compared with bench-
mark3, benchmark2 still has benefits, since it executes sim-
ple principles when choosing which products to store; (3)
compared with benchmark2, DIM and benchmark1 both
use the machine learning method to predict the customer
demands, which can not only dynamically adapt the actual
environment but also offer better inventory management
decisions. Hence, we can see that the performance of DIM
and benchmark1 exceed that of benchmark2 and bench-
mark3; and (4) as for DIM and benchmark1, the latter only
has the hidden layer as the intermediate state, while the for-
mer introduces a state layer on the basis of the hidden layer,
which can keep more long-term information. Hence, DIM
achieves higher prediction accuracy, which is the main cause
leading to higher profit. Nevertheless, we should be aware
that the profit gained by the four algorithms will gradually
tend to stable condition. That is because the popular prod-
ucts are usually sold quickly and the unpopular products
may not be sold. Then, the longer the inventory time, the
more unpopular products will be left. Despite the fact that
the total profit is still increasing, we can see that the increas-
ing trend of profit is going to be stable.

Secondly, the cost results of inventory management are
shown in Figure 8, where we can easily see that DIM has
the lowest cost and benchmark3 has the highest cost. The
cost performance of benchmark1 and benchmark2 is in the
middle, where benchmark1 outperforms benchmark2. As
explained, the inventory cost is mainly measured by the time
a product is being stored in the warehouse node. Because the
longer time spent in the warehouse, the higher the inventory
cost of this product. By optimizing the inventory manage-
ment process, the products stored in the warehouse can be
sold at a fast speed, which in turn decreases the inventory
cost. At the same time, the gained profit is also increased.

For the four algorithms, they all have the ability to
reduce the average inventory time of products in a certain
extent. Hence, their performance will increase against the
inventory time. However, DIM still achieves the best
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performance, since its inventory cost increases the slowest.
The main reasons are because the prediction accuracy of
customer demands of DIM is the highest as indicated in
Figure 9, where DIM has the highest prediction accuracy
of customer demands; benchmark1 is in the second place;
benchmark2 is in the third place, while benchmark3 has
the lowest prediction accuracy. Due to such high prediction
accuracy, DIM can reduce the inventory cost by (1) about
16.44% compared to the performance of benchmark1, (2)
about 33.57% compared to the performance of benchmark2,
and (3) about 48.9% compared to the performance of bench-
mark3. Thus, DIM reduces approximately 25% of the inven-
tory cost on average. Despite this, it is noted that the
inventory cost will increase continuously. According to the
definition of the inventory cost, it is proportional to the
gap between the time that products enter the inventory
and the time that products leave the inventory. Hence, the
longer the inventory time, the longer the gap between the
time that one product enters and leaves the inventory.

Thirdly, DIM is claimed to have the highest prediction
accuracy in the above results and we now present the predic-
tion results in Figure 9, where the specific prediction accura-
cies of DIM, benchmark1, benchmark2, and benchmark3
are 82.33%, 75.8%, 66.4%, and 45.5%, respectively. At the
same time, we also calculate the prediction accuracy of each
day in the last five weeks and the average prediction accu-
racy of each week is calculated and summarized in Table 1.
Via comparison, we can discover that the average result in
Table 1 accords with the results in Figure 9 with the devia-

tion smaller than 1%, which reflects the correctness of the
proposed algorithm to a certain extent. Besides, according
to the results in Table 1, we further calculate the standard
deviations of the prediction accuracy of different algorithms
to analyze the dispersion degree of these results. Specifically,
the dispersion degree of DIM is about 0.433; benchmark1 is
about 0.92; benchmark2 is about 2.099, and benchmark3 is
about 5.89. Such phenomenon indicates that the prediction
accuracy of DIM is the most stable in different time periods,
while the prediction accuracy of benchmark3 shows the larg-
est fluctuation. The more stable the prediction accuracy is,
the better the robustness and adaptability of DIM. Hence,
DIM outperforms the other three methods in this regard.

Finally, on the basis of the prediction accuracy results,
we also calculate the proportion of customer demands that
cannot be satisfied. The corresponding results are shown in
Figure 10. Since the prediction accuracy results are already
explained in Figure 9, we now focus on the opposite aspect,
that is, the proportion of unsatisfied customer requirements.
As can be seen in Figure 10, although DIM has a good pre-
diction accuracy (i.e., 82.33%), it cannot fully meet the needs
of all customers especially when the supply shortage hap-
pens. On the other hand, for either algorithm, it is noted that
the sum of demand prediction accuracy and the proportion
of unsatisfied customer demand cannot be equivalent to
100%, because these two indicators are actually calculated
in completely different ways. Nevertheless, the proportion
of unsatisfied customer demands of DIM is only about
7.63% which is far less than the other three algorithms.
Therefore, DIM still has some advantages.

Reviewing the results in Table 1, we present the average
prediction accuracy using one week as the unit. However,
the statistical results of each day in terms of the prediction
accuracy should be discussed, since it is a key metric in this
work. In this way, the details of this metric are calculated
and shown in Figure 11, where we can see the results against
35 days (5 weeks ∗ 7 days/each week). Apparently, the pro-
posed DIM remains very stable, while the performance of
benchmark3 fluctuates greatly. The mean values of the four
methods are 81, 74, 63, 53, respectively. Such phenomenon
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Table 1: Distribution of prediction accuracy using the testing data
in the remaining five weeks.

Time (week) DIM benchmark1 benchmark2 benchmark3

1 81.97 76.21876 59.63312 53.02354

2 82.25 74.35157 61.43788 57.20488

3 82.36 74.9271 65.14423 60.70123

4 81.9 74.25434 62.96547 46.05241

5 81.25 73.85469 63.54434 49.24474
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means that the proposed DIM can adapt to different situa-
tions, while benchmark3 cannot. The performance of bench-
mark2 is slightly better than that of benchmark3, but far less
than that of the proposed approach. As for benchmark1, we
can see that it also has very stable performance. Despite this,
its prediction accuracy is lower than that of DIM in almost
each day. One exception is the fourth day, where bench-
mark1 has higher prediction accuracy than DIM. Neverthe-
less, it is noted that the gap is not large. Overall, the
proposed DIM is superior to the other three benchmarks.

6. Conclusion

The current situations of long supply chain life cycle, com-
plex inventory management process, and frequently chang-
ing customer demands all lead to the rapid rise of logistics
cost. In this regard, this work firstly formulates the inventory
management process as a mathematical model with the goals
of minimizing the cost and maximizing the profit. On this
basis, DIM is proposed, which offers effective inventory
management by using the LSTM theory. In particular, the
time series and back propagation pattern are jointly lever-
aged by DIM to achieve high prediction accuracy which then
will be used to optimize the inventory management process.
The experimental results show that the average prediction
accuracy of DIM is more than 80% and the overall cost
can be reduced by about 25%. Future research directions
include large-scale logistics, warehousing, and distribution
problems in inventory management.
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Excessive mental workload affects human health and may lead to accidents. This study is motivated by the need to assess mental
workload in the process of human-robot interaction, in particular, when the robot performs a dangerous task. In this study, the
use of heart rate variability (HRV) signals with different time scales in mental workload assessment was analyzed. A humanoid
dual-arm robot that can perform dangerous work was used as a human-robot interaction object. Electrocardiogram (ECG)
signals of six subjects were collected in two states: during the task and in a relaxed state. Multiple time-scale (1, 3, and 5min)
HRV signals were extracted from ECG signals. Then, we extracted the same linear and nonlinear features from the HRV
signals at different time scales. The performance of machine learning algorithms using the different time-scale HRV signals
obtained during the human-robot interaction was evaluated. The results show that for the per-subject case with a 3min HRV
signal length, the K-nearest neighbor classifier achieved the best mental workload classification performance. For the cross-
subject case with a 5min time-scale signal length, the gentle boost classifier achieved the best mental workload classification
accuracy. This study provides a novel research idea for using HRV signals to measure mental workload during human-robot
interaction.

1. Introduction

Nowadays, robots, instead of humans, work in unstructured
environments, expanding the scope of human work.
Humans interact with robots through visual, tactile, and
other feedback [1–4]. The robot can be operated remotely
to complete a dangerous task; this operation can be challeng-
ing for humans. At present, research in the field of robotics
primarily focuses on how robots perform human control
instructions, how they perceive environmental information,
and how autonomous operation can be achieved [5, 6].
However, this research neglects the robot’s assessment of
the human’s psychological activity and the emotions of
humans interacting with the robot. Therefore, it is of great

significance to accurately measure the mental workload of
the operator during their interaction with the robot [7, 8].

Mental workload can be measured continuously and
objectively using physiological signals. In particular, heart
rate variability (HRV) signals have been widely studied
because they are easy to collect. In [9], the relationships
between mental workload and time-domain, frequency-
domain, and Poincare plot features of 5min signals were
analyzed. In [10], 5min HRV signal segments were used to
detect the mental workload of a worker. Several linear fea-
tures (time and frequency domains) were utilized. Then,
the combination of principal component analysis and sup-
port vector machine (SVM) achieved 84.4% accuracy. In
fact, the physiological system of the human body can be

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 8371637, 12 pages
https://doi.org/10.1155/2021/8371637

https://orcid.org/0000-0002-4512-167X
https://orcid.org/0000-0001-9553-5232
https://orcid.org/0000-0001-8392-1777
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/8371637


regarded as a nonlinear system. However, the nonlinear
nature of HRV signals cannot be reflected by linear analysis
methods [11, 12]. In [13], the mental workload of perform-
ing MATA-II tasks was measured using 5min scale HRV
signals. This study extracted the multiscale entropy features
of the HRV. Using those, it obtained a higher accuracy for
mental workload recognition than using traditional time-
and frequency-domain features. In [14], 5min length HRV
signal segments were utilized to evaluate the mental work-
load of hospital staff. A variety of conventional and multi-
scale HRV features were extracted, and SVM was used as
the classifier. The results showed that the multiscale features
obtain a better mental workload recognition effect. In [15],
the respiratory and HRV signals were extracted using
5min scale electrocardiogram (ECG) signals. This study
introduced a novel method that fused respiratory and HRV
signals to assess subtle variations in sympathovagal balance
using ECG recordings during the MATA-II mission. Stan-
dard short-term HRV analysis is usually performed on
5min recordings [16], and shorter recordings of HRV sig-
nals are being researched, aiming at a faster detection of
mental workload. In [17], human HRV signals were col-
lected during human-robot interaction through different
types of wearable devices. Using signals of 3min length,
the linear features of HRV signals collected by different
wearable devices were extracted, compared, and analyzed
under different mental workload levels. In [18], 3min HRV
signals were used, and linear and nonlinear features were
utilized. Several machine learning algorithms have been uti-
lized for assessing the mental workload of humans while
operating a dual-arm robot. In [19], 2.5min HRV signals
were detected by a consumer smart watch. Subsequently,
the mental workload of human interaction with multiple
robots was studied. However, analysis of mental workload
recognition with HRV signals at different time scales is not
sufficiently researched. In [20], a nonparametric statistical
test method was utilized to analyze the significant differences
between rest and stress phases with time scales of 30 s and 1,
2, 3, and 5min. However, HRV signals were obtained from
healthy subjects during an examination and in a resting con-
dition, not during human-robot interaction.

Humans use visual, haptic, and other feedback informa-
tion to remotely perceive the environment information dur-
ing human-robot interaction, and the robot is remotely
operated to complete the task. The entire human-robot
interaction process requires the joint perception and
decision-making of human hands, eyes, ears, brain, and
other limbs and organs, which may be very challenging for
the operator. At present, there is a lack of mental workload
measurement analysis during human-robot interactions
using HRV with different time scales. Therefore, in this
study, the differences among HRV signals of multiple time
scales in measuring mental workload were analyzed; six tra-
ditional machine learning methods were used to evaluate the
performances of HRV signals with different time scales. Tra-
ditional machine learning methods were used because they
are more suitable for small sample sizes. Although deep
learning methods have been widely studied, many training
samples are required.

The contribution of this study can be summarized as
follows:

(i) During human-robot interaction, HRV signals were
collected based on a single physiological signal. In
addition, linear and nonlinear features of different
time-scale HRV signals were extracted, and statisti-
cal differences between the mental workloads in the
two states were analyzed

(ii) A variety of representative machine learning algo-
rithms were applied. Differences in the perfor-
mances of the machine learning algorithms with
statistically different linear and nonlinear features
extracted from HRV signals of different time scales
in evaluating mental workload were analyzed

(iii) Finally, the different performances of the algorithms
with HRV signals of various time scales in evaluat-
ing mental workload are discussed

The remainder of this paper is organized as follows. Sec-
tion 2 introduces the data collection and preprocessing algo-
rithms. The mental workload assessment results of
algorithms using different time scales of HRV signals and a
discussion of the results are presented in Section 3. The con-
cluding remarks are presented in Section 4.

2. Data and Method

The research block diagram is shown in Figure 1. It can be
seen that the ECG signals were obtained from volunteers
while they operated the dual-arm robot and in the rest state.
HRV signals were then extracted from the ECG signals.
Using a sliding window of different time scales (1, 3, and
5min), the HRV signals were divided to obtain a collection
of sample data of different time scales. Then, linear and non-
linear features of different time scales were extracted. In
addition, an SVM, K-nearest neighbor (KNN) classifier, gen-
tle boost (GB), linear discriminant analysis (LDA), naive
Bayes (NB), and decision tree (DT) were utilized to identify
the task-performing and rest states. The performance differ-
ences of the classifiers in the mental workload evaluation
with HRV signals at different time scales were compared
and analyzed.

2.1. Data. In this subsection, the subjects and data acquisi-
tion processes are described. Then, a preprocessing algo-
rithm is introduced to obtain the HRV signals from the
collected ECG signals. In addition, multiple time-scale
HRV signal segments are obtained using sliding windows
of different time scales.

2.1.1. Participants. The ECG signals used for mental work-
load assessments were obtained from six male participants.
A description of the six subjects is provided in Table 1. They
were recruited from the Shenyang Institute of Automation,
Chinese Academy of Sciences. Their average age was 25.16
(±2.93). They had normal or corrected vision and were all
healthy, with no nervous system diseases. Before starting
the experimental data collection, all participants were
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informed of the entire data collection process and
precautions.

2.1.2. Data Acquisition. In this study, the operating object
was a dual-arm robot shown in Figure 2. It can be seen that
the robot consists of six wheels and two arms. Moreover,
each wheel is independent, and each arm has seven degrees
of freedom to access all positions in space. In addition, the
top of the robot is equipped with a binocular camera for
environmental observations. The robot controller is an exo-
skeleton device that can be worn by an operator (Figure 3).
The exoskeleton controller also has two arms, and each
arm has seven degrees of freedom, similar to the dual-arm
robot. The ECG signal collection process is shown in
Figure 4. A portable sensor was placed on the chest of the
operator for the acquisition of ECG signals. The captured
ECG signals were sent to a computer via Bluetooth for pro-
cessing. ECG signals were collected in two states of the oper-
ator: during the operation of the dual-arm robot and during
rest.

2.1.3. Signal Preprocessing. The HRV signals refer to a time
series consisting of intervals between each pair of heartbeats.

Therefore, to obtain the HRV signals, it is necessary to detect
the peak and trough values of the ECG signals. Therefore,
the Q, R, and S waves of the ECG signal were detected using
a QRS wave group detection method [21]. However, there
may be an abnormal point in the output RR interval
sequence. Therefore, a classical median-filtering algorithm
was applied to the output RR interval sequence [22]. The
RR interval sequence was regarded as an HRV signal. As
shown in Figures 5–7, sliding windows at different time
scales (1, 3, and 5min) were used with an overlap of
30 s. HRV signals were then divided into six groups: M-
1, R-1, M-3, R-3, M-5, and R-5 groups. The M group sig-
nals represent the operator in the task-performing state,
and the R group signals represent the operator in the rest
state.

The proposed mental workload assessment preprocess-
ing algorithm is described in Algorithm 1, where xiðtÞ is
the ECG data recorded from the ith participant, and I is
the number of participants. The purpose of Steps 1 to 6 is
to obtain the HRV signals yiðtÞ from xiðtÞ signals. The
HRV signals yiðtÞ are segmented into different time-scale
(1, 3, and 5min) segments y1i ðtÞ, y3i ðtÞ, and y5i ðtÞ in Steps 7
to 10.
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Figure 1: Framework of multiple time-scale HRV analysis for mental workload assessment. HRV: heart rate variability; ECG:
electrocardiogram; SVM: support vector machine; KNN: K-nearest neighbors; GB: gentle boost; LDA: linear discriminant analysis; NB:
naive Bayes; DT: decision tree; TP: true positive; TN: true negative; FP: false positive; FN: false negative.

Table 1: Participant characteristics.

Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6

Height (cm) 180 175 173 180 175 178

Weight (kg) 67.5 78.5 58 55 75 72.5

Age (years) 24 24 31 23 24 25

Body mass index (kg/m2) 20.8 25.6 19.4 17.0 24.5 22.9
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2.2. Method. Linear and nonlinear analysis methods are the
most commonly used HRV signal analysis methods. There-
fore, in this subsection, the linear and nonlinear features
used in this study are described. The collection of physiolog-
ical signals during human-robot interaction requires consid-
erable manpower and energy; thus, it is difficult to collect
large-scale sample data. However, machine learning algo-
rithms do not require large-scale sample data for efficient
feature recognition [23, 24]. Therefore, in this study, several
different types of machine learning algorithms (SVM, KNN,
GB, LDA, NB, and DT) were used to compare the effects of
feature recognition.

2.2.1. Feature Extraction. First, the linear and nonlinear fea-
tures used in this study are presented. In human-robot inter-

action, the fluctuation of the operator’s mental workload is
related to the fluctuation of the human autonomic nervous
system (ANS). The ANS consists of the sympathetic and
parasympathetic nervous systems. The time- and
frequency-domain features of HRV signals can reflect fluctu-
ations in the sympathetic and the parasympathetic nervous
systems. In addition, nonlinear features can reflect the non-
linear dynamic characteristics of the HRV signal [25, 26].

The linear features include time- and frequency-domain
features. First, we introduce time features.

SDNN denotes the standard deviation of all RR intervals:

SDNN =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N
〠
N

i=1
RRsi −

1
N
〠
N

i=1
RRsi

 !

v

u

u

t : ð1Þ

RMSSD denotes the root mean square of the adjacent RR
interval difference:

RMSSD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N − 1

〠
N−1

i=1
RRsi+1 − RRsið Þ2

v

u

u

t : ð2Þ

pNN50 denotes the ratio of the number of pairs of adja-
cent RR intervals with a difference of more than 50ms:

PNN50 =
num RRsi+1 − RRsið Þ > 50ms½ �

N − 1
: ð3Þ

In addition, all RR intervals were integrated and divided
by the maximum density distribution parameter, and the
mean and median of the HRV signals were also extracted
as time-domain features.

In this study, all frequency-domain features were
obtained based on the power spectral density [27]. Further-
more, the basic frequency-domain features are defined as
the sum of the power spectra at different frequency ranges:
aTotal = 0 – 0:4Hz; aVLF = 0:003 – 0:04Hz; aLF = 0:04 –
0:15Hz; and aHF = 0:15 – 0:4Hz. The ratio of aLF and
aHF is defined as

LF
HF

=
aLF
aHF

: ð4Þ

The percentage of aVLF, aLF, and aHF are defined as

pVLF =
aVLF
aTotal

,

pLF =
aLF

aTotal
,

pHF =
aHF
aTotal

:

ð5Þ

The respective ratios of aLF and aHF to aLF + aHF are

Driven wheel

Dual-arm

Figure 2: Dual-arm robot experiment platform.

Exoskeleton
controller 

Figure 3: Exoskeleton robot controller.

ECG sensor

Figure 4: Process of ECG signal collection. ECG:
electrocardiogram.
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defined as

nLF =
aLF

aLF + aHF
,

nHF =
aHF

aLF + aHF
:

ð6Þ

Finally, two typical nonlinear analysis methods applied
in this study are presented. These are sample entropy (SaEn)
and detrended fluctuation analysis (DFA). On the one hand,
SaEn is a method for investigating the dynamics of HRV sig-
nals. It has the advantages of strong antinoise and antijam-
ming abilities. In addition, it can be used to analyze
shorter HRV signals. In the case of large differences in the
parameter value range, good consistency is still achieved.
On the other hand, DFA is suitable for the analysis of non-
stationary time series, and HRV signals have this character-

istic. In addition, the DFA method can filter out the trend
components in the HRV signal. Therefore, it can effectively
avoid the disturbance of false correlations owing to noise
and signal instability.

2.2.2. Mental Workload Recognition. In this subsection, the
abstracted feature vector of HRV signals at different time
scales is used to evaluate the mental workload. The different
time-scale HRV features were analyzed using the t-test to
obtain the statistical significance of the difference between
task-performing and relaxed states; p < 0:05 was considered
statistically significant [28]. Then, linear and nonlinear fea-
tures with statistical differences were used to construct fea-
ture vectors as inputs to machine learning algorithms. Six
different machine learning methods, SVM, KNN, LDA,
GB, NB, and DT, were used in this study to exclude the
effects of performance differences in machine learning
algorithms.

After the initial HRV signal preprocessing, 1, 3, and
5min time-scale HRV signals for mental workload can be
assessed using Algorithm 2. The linear and nonlinear fea-
tures of the ith subject were extracted in Steps 2 to 5. ~Fsi is
defined as the feature vector in the human task-performing
state, and F̂si is defined as the feature vector in the human
relaxed state. Steps 6 to 11 define the process of per-subject
mental workload assessment. F̂si Train and F̂si Test are the train-
ing and testing sets of the ith subject, respectively. Steps 12
to 18 define the process of cross-subject mental workload
assessment. The extracted HRV features ~Fsi and F̂si of all sub-
jects in task-performing and relaxation states are merged

1 min 1-min

Samples (n)

HRV signal

1-min
0.55

0.5

0.45

0.4

0.35
0 50 100 150 200 250 300 350 400

A
m

pl
itu

de
 (m

v)

Figure 5: Heart rate variability segment by 1min time scale.

3-min 3-min3-min

Samples (n)
0 50 100 150 200 250 300 350 400

0.55

0.5

0.45

0.4

0.35

A
m

pl
itu

de
 (m

v)

Figure 6: Heart rate variability segment by 3min time scale.

5-min 5-min
HRV signal

5-min

Samples (n)

0.55

0.55

0.45

0.4

0 50 100 150 200 250 300 350 400

A
m

pl
itu

de
 (m

v)

0.35

Figure 7: Heart rate variability segment by 5min time scale.

5Wireless Communications and Mobile Computing



into matrices ~Fs and F∧s in Steps 13 and 14, respectively.
Then, in Steps 15 to 17, the merged matrices ~Fs and F∧s

are prepared for model construction and mental workload
assessment.

3. Experimental Results

In this section, the mental workload recognition perfor-
mance of classifiers with HRV signals of different time scales
is presented. The statistical differences of the linear and non-
linear features extracted in this study among different men-
tal workload levels were analyzed via a t-test, and the feature
vectors were composed of per-subject and cross-subject
mental workload assessments.

To evaluate the performance of mental workload classi-
fication with different time scales, accuracy was used, which
is defined as follows:

Accuracy : Acc =
TP + TN

TP + FP + TN + FN
× 100%, ð7Þ

where TP is true positive, FP is false positive, FN is false neg-
ative, and TN is true negative.

3.1. Per-Subject Mental Workload Evaluation. The results of
per-subject mental workload evaluation at different time
scales (1, 3, and 5min) are presented. The samples of each
subject were randomly divided into two sets. One was used
for training the machine learning model, and the other was

Input:ECG signals xiðtÞ for each i subject.
Output:Multiple time-scale HRV signals for all subjects.
1: For each i such that 1 ≤ i ≤ I do
2: Q wave, R wave, and S wave of ECG signals xiðtÞ are detected.
3: RR internal sequence is obtained.
4: Abnormal points in the output RR internal sequence are removed by median filtering.
5: HRV signals yiðtÞ are obtained.
6: End for
7: For each i such that 1 ≤ i ≤ I do
8: Segment the yiðtÞ signals into 1min, 3min, and 5min time-scale segments defined as
9: y1i ðtÞ, y3i ðtÞ, and y5i ðtÞ, respectively.
10: End for

Algorithm 1: Mental workload assessment preparation.

Input:Multiple time-scale HRV segments for all subjects.
Output:Per-subject and cross-subject probability of mental workload.
1: For each time scale s, s = 1, 3, 5.
2: For each i such that 1 ≤ i ≤ I do
3: Extract linear and nonlinear features ~Fsi for each ysiðtÞsignal at task-performing state.
4: Extract linear and nonlinear features F̂si for each ysiðtÞsignal at relaxation state.
5: End for
6: If per-subject mental workload assessment
7: For each i such that 1 < i < I do
8: Train classifiers (SVM, KNN, LDA, GB, NB, and DT) based on the training set F̂si Train randomly selected from

F̂si .
9: Obtain the probability of mental workload based on the testing set F̂si Test, which is defined as F̂si‐F̂si Train.
10: End for
11: End if
12: If cross-subject mental workload assessment
13: Merge matrices ~Fs1, ~F

s
i ,…, ~FsI into one matrix ~Fs.

14: Merge matrices F̂s1, F̂si ,…, F̂sI into one matrix F∧s.
15: Train machine learning method (SVM, KNN, LDA, GB, NB, and DT) based on the training set F̂sTrain and

~FsTrain randomly selected from F∧s and ~Fs, respectively.
16: Obtain probability of mental workload based on the testing set F̂sTest and ~FsTest, which are defined as F∧s‐F̂sTrain and

~Fs‐~FsTrain, respectively.
17: End if
18: End for

Algorithm 2: Mental workload assessment after preprocessing.
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used for testing the model. In addition, to increase the reli-
ability of the results, the average of the results repeated 500
times was regarded as the final classification result.

3.1.1. Results of Statistically Significant Features of 1, 3, and
5min Length. Figure 8 shows the statistics of the significantly
different (p < 0:001, p < 0:01, and p < 0:05) features at differ-
ent time scales of each subject. It can be seen that Subject 1
has more significantly different (p < 0:001) features at the
3min time scale, followed by the 1min and 5min time
scales. Subject 2 showed more significantly different features
at the 3min time scale and at the 1min time scale; the sum
of the most significantly different (p < 0:001) features and
the significantly different (p < 0:01 and p < 0:05) features
was the largest. Subject 3 and Subject 4 have the most signif-
icantly different (p < 0:001) features at the 3min time scale.
Subject 5 and Subject 6 have the most significantly different
(p < 0:001) features at the 5min time scale.

3.1.2. Classification Accuracy of Different Classifiers with
Different Time Scales. Figure 9 shows the classification accu-
racy of the mental workload using different classifiers with
different time scales. Figure 9(a) shows the classification
accuracy using SVM. It can be seen that the time scale with
which the SVM achieved the highest average recognition
accuracy was 3min. In addition, the average classification
accuracies of Subject 1 to Subject 6 with the 1, 3, and
5min time scales were 95.30%, 97.54%, and 95.11%, respec-
tively. Figure 9(b) shows the classification accuracy using
KNN. It can be seen that the time scale with which the
KNN obtained the highest average recognition accuracy
was 3min. In addition, the average classification accuracies
of Subject 1 to Subject 6 with the 1, 3, and 5min time scales
were 96.09%, 98.77%, and 96.21%, respectively. Figure 9(c)
shows the classification accuracy using GB; it achieved the
highest average recognition accuracy with the 3min time

scale. In addition, the average classification accuracies of
Subject 1 to Subject 6 with the 1, 3, and 5min time scales
were 93.17%, 95.90%, and 90.61%, respectively.

Figure 9(d) shows the classification accuracy using LDA; it
did not achieve good classification performance with any of the
three types of time scales. The average classification accuracies
of Subject 1 to Subject 6 with the 1, 3, and 5min time scales were
52.02%, 52.27%, and 52.28%, respectively. Figure 9(e) shows the
classification accuracy usingNB. It can be seen thatNB achieved
the highest average recognition accuracy with the time scale of
3min. The average classification accuracies of Subject 1 to Sub-
ject 6 with the 1, 3, and 5min time scales were 80.52%, 84.99%,
and80.07%, respectively. Finally, Figure 9(f) shows the classifica-
tion accuracy using DT. The average classification accuracies of
Subject 1 to Subject 6 with the 1, 3, and 5min time scales were
80.52%, 84.99%, and 80.07%, respectively.

3.2. Cross-Subject Mental Workload Evaluation. The results
of cross-subject mental workload evaluation at different time
scales (1, 3, and 5min) are presented in this subsection. The
sample data of five of the six subjects were selected to train
the machine learning model. At the same time, the sample
data of the remaining subject were selected to test the
machine learning model.

3.2.1. Statistically Significant Analysis of Features. Table 2
shows the statistical differences between the two groups at
the time scales of 1, 3, and 5min. From Table 2, we can
see that there were 17 features in the most significantly dif-
ferent category (p < 0:001) and 2 features with significant
differences (p < 0:01) between groups M-1 and R-1. There
were eighteen features in the most significantly different cat-
egory (p < 0:001) and two features of the significantly differ-
ent category (p < 0:01) between groups M-3 and R-3. There
were 17 features in the most significantly different category
(p < 0:001) between groups M-5 and R-5.
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3.2.2. Classification Accuracy of Different Classifiers with
Different Time Scales. Figure 10 shows the classification
accuracy of the mental workload using different classifiers
at different time scales. Figure 10(a) shows the classification
accuracy using SVM. It can be seen that when Subject 3 was
used as the test subject, the classifier achieved the worst clas-
sification accuracy. The average classification accuracies of
the classifier across all subjects with the 1, 3, and 5min time
scales were 77.59%, 75.06%, and 78.51%, respectively.
Figure 10(b) shows the classification accuracy using KNN.
Again, when Subject 3 was the test subject, the worst classi-
fication accuracy was achieved. The average classification
accuracies of the classifier across all subjects with the 1, 3,
and 5min time scales were 69.24%, 70.40%, and 73.53%,
respectively. Figure 10(c) shows the classification accuracy
using GB. It can be seen that GB showed the worst classifica-

tion accuracy with the time scale of 1min and the best accu-
racy with the time scale of 5min, both when Subject 2 was
the test subject. The average classification accuracies of Sub-
ject 1 to Subject 6 with the 1, 3, and 5min time scales were
63.53%, 71.55%, and 80.56%, respectively. Figure 10(d)
shows the classification accuracy using LDA. It can be seen
that the classifier showed the worst classification accuracy
with the time scale of 3min and the best accuracy with the
time scale of 5min, both when the data of Subject 3 were
used as the test set. The average classification accuracies with
the 1, 3, and 5min time scales were 44.44%, 35.92%, and
53.92%, respectively. Figure 10(e) shows the classification
accuracy using NB. It achieved the worst classification accu-
racy with Subject 3 as the test subject and the time scale of
5min. It obtained the best accuracy with Subject 2 and the
time scale of 5min. The average classification accuracies

1 min
3 min
5 min

S1 S2 S3 S4 S5 S6

100

98

96

94

92

90
Pe

rc
en

ta
ge

 (%
)

(a)

1 min
3 min
5 min

S1 S2 S3 S4 S5 S6

100

98

96

94

92

90

Pe
rc

en
ta

ge
 (%

)

(b)

1 min
3 min
5 min

S1 S2 S3 S4 S5 S6

100

95

90

85

80

Pe
rc

en
ta

ge
 (%

)

(c)

1 min
3 min
5 min

S1 S2 S3 S4 S5 S6

70

65

60

55

50

45

40
Pe

rc
en

ta
ge

 (%
)

(d)

1 min
3 min
5 min

S1 S2 S3 S4 S5 S6

100

90

80

70

60

50

Pe
rc

en
ta

ge
 (%

)

(e)

S1 S2 S3 S4 S5 S6
1 min
3 min
5 min

100

90

80

70

60

50

Pe
rc

en
ta

ge
 (%

)

(f)

Figure 9: Classification accuracies of per-subject mental workload by different classifiers at different time scales: (a) support vector machine,
(b) K-nearest neighbors, (c) gentle boost, (d) linear discriminant analysis, (e) naïve Bayes, and (f) decision tree.
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with the 1, 3, and 5min time scales were 64.53%, 66.48%,
and 66.50%, respectively. Figure 10(f) shows the classifica-
tion accuracy using DT. It can be seen that DT showed the
worst classification accuracy with Subject 1 and the time
scale of 5min and the best accuracy with Subject 4 and the
time scale of 5min. The average classification accuracies
with the 1, 3, and 5min time scales were 65.03%, 67.91%,
and 59.48%, respectively.

3.3. Discussion. Studies have shown that HRV can be used to
measure and evaluate the mental workload of operators dur-
ing human-robot interaction. Different time scales of HRV
signals for mental workload measurement analysis have
been widely studied. However, they were not based on a
dataset of human-robot interaction. In addition, for the
same dataset, the mental workload measurement analysis
of human-robot interaction using HRV signals of different
time scales was not reported, and there is no relevant public
dataset. Hence, in this study, ECG signals were collected
from six volunteers during task performance and rest. The
fluctuation in the mental workload is closely related to the
fluctuation state of the ANS, and HRV signals can react to
the fluctuating state of the ANS. HRV signals of different

lengths show levels of nervous activity information about
the mental workload. This study presented a detailed com-
parative analysis.

First, the HRV signals at different time scales (1, 3, and
5min) of the same individual were analyzed. Using a t-test,
the statistical differences between the task-performing and
rest states were analyzed. The results are shown in
Figure 8. These are the p values of 1, 3, and 5min time-
scale HRV signals and the results with statistically significant
features per subject at different time scales. It can be seen
from Figure 8 that Subject 1 to Subject 4 show the most sig-
nificantly different features at the 3min time scale, whereas
Subject 5 and Subject 6 have slightly less than the 5min time
scale. Moreover, there were a total of 75, 87, and 78 features
with the most significant differences (p < 0:001) for the
1min, 3min, and 5min time-scale HRV signals of the six
subjects, respectively. It is shown that at the time scale of
3min, there are more significantly different features than at
the other time scales. The classification analysis of mental
workload was performed using the features with statistical
differences (p < 0:05) and six types of classifiers. The results
are shown in Figure 9. It can be seen that the average accu-
racy across the six subjects with the 3min time scale was the
highest, i.e., 98.77% with the KNN classifier. The average
accuracy across the six subjects at 1min and 5min were
96.09% (KNN) and 96.21% (KNN), respectively. This differ-
ence may be because the 1min time-scale signal contains a
limited amount of information. Although the 5min time-
scale signal contains a sufficient amount of information,
the number of samples split from the collected signal is rel-
atively small, which affects the training accuracy of the clas-
sification model. The signal length of 3min contains
sufficient time- and frequency-domain information, and
more samples can be divided from the collected signals.
Therefore, at a time scale of 3min, the HRV signal analysis
of the same individual obtained a high average classification
accuracy. In addition, using 1, 3, and 5min signals achieved
high overall recognition accuracy and further verified that
HRV signals can reflect the operator’s mental workload
changes during human-robot interaction.

HRV signals between different individuals were then
analyzed. Using a t-test, the statistical differences between
the task-performing and rest states were analyzed. The
results are presented in Table 2. Table 2 shows that 17, 18,
and 17 features were the most significantly different
(p < 0:001) for 1min, 3min, and 5min time-scale HRV sig-
nals of the six subjects, respectively. The classification analy-
sis of mental workload was performed using the features
with statistical differences (p < 0:05) and six types of classi-
fiers. The sample data of five of the six individuals were used
as the training set, and the sample data of one individual
were left as the test set. The results are shown in Figure 10.
It can be seen that the average accuracy of cross-subject
identification is highest at 80.56% (GB) with the 5min time
scale, and the accuracies with 1 and 3min time scales were
77.59% (SVM) and 75.06% (SVM), respectively. We found
that the accuracy of cross-subject mental workload recogni-
tion was much lower than the per-subject mental workload
recognition. This is because there are strong individual

Table 2: Statistical analysis results of features under multiple time
scales.

M-1 and
R-1

M-3 and
R-3

M-5 and
R-5

Time domain

HRVTi 0∗∗∗ 0∗∗∗ 0∗∗∗

Mean 0∗∗∗ 0∗∗∗ 0∗∗∗

SDNN 0∗∗∗ 0∗∗∗ 0∗∗∗

Median 0∗∗∗ 0∗∗∗ 0∗∗∗

pNN50 0∗∗∗ 0∗∗∗ 0∗∗∗

RMSSD 0∗∗∗ 0∗∗∗ 0∗∗∗

Frequency
domain

aHF 0∗∗∗ 0∗∗∗ 0∗∗∗

aLF 0∗∗∗ 0∗∗∗ 0∗∗∗

aTotal 0∗∗∗ 0∗∗∗ 0∗∗∗

aVLF 0∗∗∗ 0∗∗∗ 0∗∗∗

LF/HF 0∗∗∗ 0.054 0∗∗∗

nHF 0∗∗∗ 0∗∗∗ 0.001∗∗

nLF 0∗∗∗ 0∗∗∗ 0.002∗∗

pHF 0.80 0∗∗∗ 0∗∗∗

pLF 0.003∗∗ 0.60 0.194

pVLF 0.006∗∗ 0∗∗∗ 0∗∗∗

Nonlinear

SaEn 0∗∗∗ 0∗∗∗ 0∗∗∗

Alpha 0∗∗∗ 0∗∗∗ 0∗∗∗

Alpha1 0∗∗∗ 0∗∗∗ 0∗∗∗

Alpha2 0∗∗∗ 0∗∗∗ 0∗∗∗

∗, ∗∗, and ∗∗∗ represent p < 0:05, p < 0:01, and p < 0:001, respectively. M-
1 : 1 min signals of the task-performing state; R-1 : 1 min signals of the rest
state; M-3 : 3 min signals of the task-performing state; R-3 : 3min signals
of the rest state; M-5: 3 min signals of the task-performing state; R-
5 : 5 min signals of the rest state.
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differences in HRV signals. Although HRV signals can reflect
the fluctuating state of the ANS, there are differences in the
psychological and physical qualities of different individuals.
Therefore, to study cross-subject mental workload recogni-
tion, we need to further investigate the HRV signal to reflect
the common characteristics of different individuals and to
establish a universal mental workload recognition model.

4. Conclusion

In this paper, the differences in the recognition of the mental
workload during human-robot interaction using multiple
time-scale HRV signals were analyzed. First, ECG signals were
obtained from six subjects while they were performing a task
and while staying relaxed. Then, HRV signals were extracted
based on the ECG signals. Furthermore, the HRV signals were
divided into different groups using sliding windows of 1, 3,
and 5min. Then, several linear and nonlinear features of

HRV signals were extracted for these different groups. Finally,
six different machine learning algorithms were used to assess
the mental workload performance. For the per-subject evalua-
tion of mental workload with different time scales, the HRV
signals of each individual were used for training, and then this
individual’s mental workload was assessed by the trained
model. In the case of a 3min signal length, the KNN method
obtained an average accuracy of 98.77%. For the cross-
subject mental workload evaluation, the HRV signals of five
of six individuals were used to train the model. Then, the
trainedmodel identified themental workload of the remaining
individual. The highest average classification accuracy was
obtained by the GB algorithm using the 5min time scale,
and its average accuracy was 80.56%. This study explores the
problems of the operator’s mental workload recognition dur-
ing human-robot interaction using different time-scale HRV
signals. However, the sample size in this study was limited;
in the future, more data will be collected for analysis to provide
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Figure 10: The classification accuracy of cross-subject mental workload by different classifiers at different time scales: (a) support vector
machine, (b) K-nearest neighbors, (c) gentle boost, (d) linear discriminant analysis, (e) naïve Bayes, and (f) decision tree.
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generalizable experimental results. In addition, online identifi-
cation of human-robot interaction mental workload will be
studied. Furthermore, different machine learning algorithms
will be combined to choose the best recognition result of
mental workload by voting.
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With the rapid development of high tech, Internet of Things (IoT) and artificial intelligence (AI) achieve a series of achievements
in the healthcare industry. Among them, automatic glaucoma diagnosis is one of them. Glaucoma is second leading cause of
blindness in the world. Although many automatic glaucoma diagnosis approaches have been proposed, they still face the
following two challenges. First, the data acquisition of diseased images is extremely expensive, especially for disease with low
occurrence, leading to the class imbalance. Second, large-scale labeled data are hard to obtain in medical image domain. The
aforementioned challenges limit the practical application of these approaches in glaucoma diagnosis. To address these
disadvantages, this paper proposes an unsupervised anomaly detection framework based on sparse principal component
analysis (SPCA) for glaucoma diagnosis. In the proposed approach, we just employ the one-class normal (nonglaucoma)
images for training, so the class imbalance problem can be avoided. Then, to distinguish the glaucoma (abnormal) images from
the normal images, a feature set consisting of segmentation-based features and image-based features is extracted, which can
capture the shape and textural changes. Next, SPCA is adopted to select the effective features from the feature set. Finally, with
the usage of the extracted effective features, glaucoma diagnosis can be automatically accomplished via introducing the T2

statistic and the control limit, overcoming the issue of insufficient labeled samples. Extensive experiments are carried out on
the two public databases, and the experimental results verify the effectiveness of the proposed approach.

1. Introduction

Internet of Things (IoT) techniques are emerging, which are
known to be among the most critical sources of data streams
that produce massive amounts of data continuously from
numerous applications, such as transportation systems,
security systems, intrusion systems, and fault detection in
industry [1–10]. Among them, anomaly detection has drawn
tremendous interest in the past couple of years. Since science
and technology play a vital role in the medical department,
how to establish an anomaly detection big data analysis
model supported by medicine becomes a hot topic.

With the rapid growth of the worldwide population, the
count of eye diseases is also increased. Among them, glau-
coma is one of the serious eye diseases that can lead to irre-
versible vision loss [11]. According to the recent report [12],
the number of glaucoma patients is predicted to increase to

80 million by 2020 and to 111.8 million by 2040. Since glau-
coma can cause blindness, early detection and timely treat-
ment are good ways to slow down the progress, preventing
further vision loss [13]. In clinical, ophthalmologists always
employ the color fundus images to assess the optic nerve
head (ONH) for diagnosing glaucoma [14] due to its low
cost. Figure 1 depicts the structure of ONH, in which the
optic disc (OD) appears as a bright yellowish elliptical region
consisting of the central bright region as optic cup (OC) and
a peripheral region as the neuroretinal rim. Since ONH
assessment requires the qualified ophthalmologists to delin-
eate the OC and OD, it is subjective, labor-intensive, time-
consuming, and not suitable for population screening [15].

For large-scale glaucoma screening, it is necessary to use
automatic ONH assessment approaches. Since the glaucoma
caused by the enlargement OC, several quantitative indica-
tors are presented to identify the symptoms of glaucoma
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from the fundus images, such as vertical cup to disc ratio
(CDR), disc diameter, rim area, and the ISNT (inferior (I),
superior (S), nasal (N), and temporal (T)) rule [16, 17] (as
shown in Figure 1). Among these indicators, CDR is well
accepted and widely employed indicator by clinicians. The
CDR value can be calculated by the ratio of vertical cup diam-
eter (VCD) to vertical disc diameter (VDD). Normally, a
larger CDR value means the higher risk of glaucoma and vice
versa. Besides, ISNT rule includes inferior (I), superior (S),
nasal (N), and temporal (T) rules, which is used for the detec-
tion of glaucoma. For a normal subject, I has the highest value
of neuro retinal rim configuration followed by S, N, and T.

With the rapid development of pattern recognition and
machine learning, a series of automatic glaucoma diagnosis
approaches have been proposed recently [18–25]. Although
these approaches can achieve automatic glaucoma diagnosis,
there are still two challenges in the practical applications. On
one hand, the data acquisition of abnormal images is
extremely expensive in medical image domain due to the
large variations in appearance of OD. On the other hand,
it is a time consuming and tedious task to labeling the med-
ical images by the experienced clinicians. Therefore, the cost
of obtaining large-scale labeled medical images is often
expensive in clinical. In contrast, collecting a large number
of normal data is relatively easy.

As we all know, human are good at distinguishing the
abnormal images from the normal images [26]. Inspired by this,
this paper designs an automatic approach for glaucoma diagno-
sis, which just uses the normal images for training model. The
main advantages of the proposed approach are given as below:

(1) In order to improve the detection accuracy and
reduce the computational cost, the region of interest
(ROI) in retinal image is extracted by exploring the
OD location with unsupervised boundary extraction
and Hough transform

(2) Segmentation-based features and image-based fea-
tures are extracted from the obtained ROIs to capture
the shape and textural changes of the fundus images

(3) To reduce the effects caused by noises and redundancy
features, an effective feature set can be selected by
combining the elastic net penalty and PCA together

(4) In order to solve the issue of class imbalance, the T2

statistic and the control limit are designed on the
normal images, which can be used to distinguish
the abnormal images from the normal images,
achieving automatic glaucoma diagnosis

(5) Extensive experiments are carried out on the two pub-
lic fundus databases, and the experimental results
indicate that the proposed approach is effective

The remainder of this paper is arranged as below.
Section 2 gives some related works, and then, the proposed
approach is introduced in details in Section 3. Next, the
experimental results and analyses are presented in Section
4. Finally, the whole work is concluded in brief in Section 5.

2. Related Work

The existing automatic glaucoma diagnosis approaches can be
divided into two categories: machine learning- (ML-) based
approaches and deep learning- (DL-) based approaches.

2.1. Machine Learning- (ML-) Based Approaches. ML-based
glaucoma diagnosis approaches follow a fixed procedure
[27], e.g., (1) input an image; (2) preprocessing; (3) feature
extraction; and (4) classification (diagnosis). In preprocess-
ing stage, Contrast Limited Adaptive Histogram Equaliza-
tion (CLAHE) [28] is commonly used to reduce the
negative effects caused by noise and artifact, improving the
quality of the fundus images. In feature extraction stage, a
series of important and distinctive hand-crafted features will
be extracted to explore the concealed pixel variations in the
retinal images. The extracted hand-crafted features are clas-
sified into wavelet decomposition-based features [29],
morphological-based features [30], nonlinear-based features
[31], textural-based features [32], and image descriptor-
based features [33]. After feature extraction, the last process
is classification. Usually, with the usage of the extracted fea-
tures, a classification model can be trained which identifies
the normal class versus abnormal class. Many classifiers have
been employed to distinguish the two classes based on the
extracted features, for instance, artificial neural network
(ANN) [34], K-nearest neighbor (KNN) [32], support vector
machine (SVM) [35], least square support vector machine
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Figure 1: The structures of the optic nerve head. (a) Normal, (b) glaucoma.
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(LS-SVM) [29], and extreme learning machine (ELM) [36].
A major challenge in the machine learning-based
approaches is that the hand-crafted appropriate features
should be set beforehand. Seen from these extracted features,
most of them belong to the image-based features. Neverthe-
less, segmentation-based features are ignored, which can be
regarded as one of the most important clinical indicators
for glaucoma diagnosis. Besides, usually, the number of nor-
mal images is much larger than the abnormal images, lead-
ing to the class imbalance. Under this circumstance, the
classifier of machine learning approaches can hardly train
well, which will affect the final diagnosis performance.

2.2. Deep Learning- (DL-) Based Approaches. DL-based
approaches follow the same sequence as ML approaches
for glaucoma diagnosis. However, the major difference
between them is the deep learning network can self-learn
during the training of the network, without extracting a
series of hand-crafted features for classification. For exam-
ple, convolutional neural network (CNN) is the most com-
monly employed form of deep learning. Generally, a
structure of CNN contains (1) convolutional layers, (2) pool-
ing layers, and (3) fully connected layers. The convolutional
layer is used to extract the nonlinear features. The pooling
layer is utilized to reduce the space dimensionality of sample
and keep the important information unchanged. The fully
connected layer is to connect the every neuron in the previ-
ous layer with the neurons in the current layer of the CNN
model. Furthermore, some variations of DL, e.g., adversarial
learning [37], FCNs [38], and modified U-net [24], are used
to glaucoma diagnosis, improving the diagnosis performance.

AlthoughDL-based approaches have achievedmany break-
throughs in medical image analysis, these approaches mainly
rely on large-scale labeled data. However, in medical image
domain, the samples are always small-scale and unlabeled, so
DL-based approaches can hardly perform well [39, 40].

3. Our Approach

Our approach consists of the following three stages, includ-
ing ROI extraction, features extraction (segmentation-based
features and image-based features), and glaucoma diagnosis.
The flowchart of the proposed approach is shown in
Figure 2.

3.1. ROI Extraction. Generally, the resolution of original fun-
dus image is relatively large. Meanwhile, the region of inter-
est for glaucoma diagnosis is just a small region according to
the clinical prior knowledge. In order to reduce the influence
of the unnecessary background information and the compu-
tation cost, improving the diagnosis accuracy, the extraction
of ROI around the OD is necessary (as shown in Figure 3).

The process of ROI extraction consists of the following
three stages: first, this paper employs our previous proposed
approach named as an adaptive rough OD boundary curve
extraction based on unsupervised learning [16] to extract
the OD region (as shown in Figure 3(b)). After that, in order
to accurately locate the center of OD, the Circular Hough
Transform (CHT) is employed to the extracted OD region

according to the fact that the prior knowledge of OD is circle
in shape, depicted in Figure 3(c). At last, with the usage of
the extracted center of OD as the ROI center, according to
the clinical experience [16], this paper cuts the original
images into small images with the resolution of 400 × 400
on the REFUGE and RIM-ONE r2 databases, which are
called ROIs around the OD. An example from the REFUGE
database is shown in Figure 3(d).

Successful optic disc center localization is considered to
be that the distance between the estimated optic disc center
and the manually selected center is less than the optic disc
radius [41, 42]. Compared with the state-of-the-art OD
detection approaches, our approach is more robust to the
image quality, contrast, brightness, and different lesions.
Since human vision is more sensitive to green color, only
green channel of ROI is extracted from the RGB image for
further processing. Meanwhile, CLAHE is introduced into
the extracted green channel of ROI [28] to enhance the con-
trast (illustrated in Figure 3(e)).

3.2. Feature Extraction. OD with varying intrinsic principal
features, e.g., distinct vessel structures, sizes, and brightness,
gives more challenges for glaucoma diagnosis. To fully
explore the difference between the normal images and
abnormal images, improving the effectiveness and accuracy
of the glaucoma diagnosis, this paper describes the OD from
the following two sides. For one side, inspired by the clinical
glaucoma diagnosis, a series of segmentation-based features
are extracted to accurately capture the shape deformations
to characterize glaucoma. For another, some image-based
features are extracted to capture the shape and textual
changes in OD. We believe that taking the segmentation-
based and image-based features into a united framework
can provide complementary and independent information
for OD descriptions. The detailed descriptions of the
extracted features are given as below.

3.2.1. Extraction of Segmentation-Based Features. Based on
the extracted ROI around the OD, this paper adopts [11]
to segment the OD and OC. In clinical, for a normal fundus
image, the rim is the thickest in the inferior (I) sector and
thinnest in the temporal (T) sector (as shown in Figure 1).
Usually, experienced ophthalmologists observe inferior (I),
superior (S), nasal (N), and temporal (T) quadrants for glau-
coma diagnosis. Therefore, a series of clinical features are
extracted from the segmented OD and OC, denoted as F1
to F5 (as shown in Table 1). F1-F3 are based on rim-disc
ratio, and F4-F5 are calculated by rim profile and ISNT,
respectively. Among them, the calculation of F5 is based
on a disk-shaped region named as the NRR, obtained by
removing the OC from the OD.

The calculation process of F5 is given as below:
Figure 4(a) is the original image, and Figure 4(f) is the
NRR. The masks employed in this paper are used to measure
the NRR in each quadrant which are depicted in
Figures 4(b)–4(e). The NRR area in superior, nasal, inferior,
and temporal are, respectively, shown in Figures 4(g)–4(j),
which can be used to calculate F5.
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3.2.2. Extraction of Image-Based Features. Since the gray
level of the image on the edge is discontinuous, it has singu-
larity. Recent studies have shown that the multiresolution
features of wavelet coefficients and the localization charac-
teristics of wavelet analysis can be used to obtain the domain
features at different scales. In addition, the high frequency
information decomposed by wavelet can also be used for
multiscale edge detection [43], which is very fit for medical
image processing and analysis. Inspired by the advantages
of wavelet features, this paper employs an adaptive signal
decomposing approach, named as two-dimensional (2D)
EWT with Littlewood-Paley as an empirical wavelet [44] to
decompose the image into various frequency bands. Based
on the decomposed components of (2D) EWT, a series of
image-based features consisting of chip histogram, gray level
cooccurrence matrix (GLCM), and moment invariance are
extracted. Here, the enhanced green channel image is uti-
lized as the input of (2D) EWT. For each input image, four
frequency bands can be decomposed. The detailed image-
based features descriptions are given as below:

(a) Chip histogram features

Chip feature belongs to statistical textural feature, which
can be extracted from the second-order histogram. There are
six features in it including mean, variance, skewness, kurto-
sis, energy, and entropy. For a given gray image, t ðiÞ is the
probability density function of the intensity level i, which
is denoted as tðiÞ = HistogramðiÞ/T , i = 1, 2, 3,⋯,N . T is
the total pixels in the gray image, and N is the total number
of gray levels, in which Q is the gray level vector represented
as ½1, 2, 3,⋯,N�. The expressions of the chip histogram fea-
tures are depicted in Table 2.

(b) GLCM features

GLCM is utilized to extract the texture in an image by
doing the transition of gray level between two pixels, which
is one of the earliest approaches for texture feature extrac-
tion [45]. For each GLCM, four directions can be computed,
in which each direction has four different characteristics, i.e.,

ROI extraction

Training Testing

Glaucoma No-glaucoma

NoYes

Input color
fundus image

OD rough
segmentation

OD center
localization 

Enhanced
ROI image

Feature extraction

Extraction of
segmentation-based features

Extraction of
image-based features 

Form feature matrix
F = { F1,F2 ,..., F73 }

Fusion

Glaucoma diagnosis by SPCA

Obtain the score vectors
byprojecting Xtrain on P

Calculate the statistic T2

and the control limit L

Obtain sparse loading P
byusing SPCA to
decompose Xtrain

Normalize training feature
matrix Ftrain obtaining Xtrain

Normalize testing feature
matrix Ftest obtainingt Xtest

Projecting Xtest on P to
obtainthe new score vectors

Shared
parameter P 

Calculate the statistic T2

and compare them with L

Shared
parameter L

Ftrain Ftest

T
2 > L ?

Figure 2: The flowchart of the proposed approach.
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correlation, contrast, energy, and homogeneity. For each
characteristic, we extract the mean value of four different
directions. Therefore, there are four GLCM features for each
image. Suppose that G ðu, vÞ denotes (u, v) entries in nor-
malized GLCM, and the mean and standard deviation along

u and v coordinates are expressed as (μx and μy) and (σx
and σy), respectively. Table 3 gives the expressions of the
GLCM features.

(c) Moment Invariance features

(a) (b)

(c) (d)

(e)

Figure 3: (a) Original image; (b) coarse segmentation image; (c) OD localization-based CHT; (d) extracted ROI; (e) enhanced green channel
image by CLAHE.
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In order to overcome the changes of object shape, posi-
tion, and orientation [46], this paper employs the moment
invariance features for describing the OD and OC. There
are seven features in moment invariant features, and the
mathematical expressions of these features are shown in
Table 4.

The invariants λmn can be calculated by λmn = μmn/
μ1+ðm+nÞ/2
00 , in which μmn and μ00 are, respectively, denoted

as the center moment and the zeroth central moment.
After feature extraction, 73 features in which 5

segmentation-based features and 68 4 × ð6 + 4 + 7Þ image-
based features are computed for each input image, forming
a 73-dimension feature set F = fF1, F2,⋯, F73g. Each fea-
ture Fi is normalized to zero mean and unit variance by
using Fi′= ðFi − μiÞ/σi in which μi is the mean of the ith fea-
ture, and σi is the corresponding standard deviation.

3.3. Anomaly Detection for Glaucoma with SPCA. In this
subsection, we firstly review the (principal component
analysis, PCA) and sparse PCA. Then, T2 statistic of
glaucoma and the corresponding control limit are given for
glaucoma diagnosis.

3.3.1. PCA. PCA is one of the most popular dimensionality
reduction approaches, which is aimed at maximizing the
variance of projections on the new directions. For PCA, a
series of load vectors can be constructed by the orthogonal
vectors. Supposing that X ∈ RN×D is a given training sample
set, N and D denote the number of the samples and variables
(features), respectively. The objective function of PCA is
given as

max
u≠0

uTXTXu
uTu

, ð1Þ

where u ∈ RD. The solution of Equation (1) can be computed
by singular value decomposition (SVD) as

1ffiffiffiffiffiffiffiffiffiffiffi
N − 1

p X =WΣUT , ð2Þ

where W ∈ RN×N and U ∈ RD×D are unitary matrices, in
which the orthogonal column vectors in matrix U are called
the load vectors. Projecting X on the ith column has the
variance as σ2

i . Σ ∈ RN×D is a diagonal matrix where the
elements in main diagonal are the nonnegative singular

values in descending order ðσ1 ≥ σ2,⋯,≥σmin ðN ,DÞ ≥ 0Þ,
and the others are zeros.

A new load matrix P ∈ RD×A can be obtained by selecting
the first A columns in U , named as the principal component
subspace (PCS), which is represented as T = XP. For a given
new sample x, it can be projected on the PCS as

t = PTx ∈ PCS, ð3Þ

In Equation (3), A is a parameter, which is calculated by
cumulative percent variance (CPV), and this paper adopts
reference [47] to resolve it.

3.3.2. Sparse PCA. Seen from the PCA, its major work is to
acquire the maximum variance on the certain loading vec-
tors. However, in practice, some principal components are
linear relevant with each other and some of them have large
noises, which will weaken the precision of detection.
Inspired by the advantages of sparsity, sparse PCA has been
proposed by performing the maximization of objective func-
tion under the L1 norm constraint as

〠
D

j=1
uj

�� �� ≤ s, ð4Þ

where s is the number of nonzero elements in a load vector.
ujðj ∈ f1, 2,⋯,DgÞ denotes the jth element of the load vec-
tor. By introducing the aforementioned sparse constraint,
each principle component has lesser original variables.
Therefore, it not only enhances the interpretability of the
principal components but also reduces the storage space.

Many approaches have been designed to solve Equation
(4). Among them, Jolliffe and Uddin [48] proposed the most
effective approach to resolve it. The main processes are
depicted as below: first, PCA can be recast exactly by a
regression problem, such as ridge regression. Then, the
regression problem is changed to an elastic-net regression
by introducing the L1 norm constraint. For more details,
please refer to reference [49].

3.3.3. Index and Control Limit. A series of statistics have
been applied to multivariable statistical analysis. Among
them, one of the most preventative ways, namely, Hotelling’s
T2 statistic, is utilized to represent the variability in the PCS,
which is defined as

T2 = xTPΛ−1PTx, ð5Þ

Table 1: Extraction of segmentation-based features and the corresponding expressions.

Segmentation-based features Expressions

F1: vertical CDR vCDR = VCD/VDD

F2: the area ratio of rim to disc Area ratio = Rim Area/OD Area

F3: the major axis length of OD Length Major axis OD = L OD

F4: the area of rim OD Area −OC Area

F5: neuro-retinal rim (NRR) NRR in I quardrant area + NRR in S quardrant area/NRR inNquardrant area + NRR in T quardrant area
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4: Continued.
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where Λ = ΣTΣ. The sample vector x follows a multivariate
normal distribution.

N N − Að Þ
A N2 − 1
� �T2 ∼ FA,N−A, ð6Þ

where FA,N−A is an F distribution with A and N − A degrees
of freedom. For a given significance level α, the detected
image is regarded as glaucoma if

T2 ≤ T2
α ≡

A N2 − 1
� �

N N − Að Þ FA,N−A;A: ð7Þ

The whole process of the proposed glaucoma diagnosis
approach can be divided into the following four stages. In
the first stage, an unsupervised boundary curve extraction
model and Circular Hough Transform (CHT) are used to
extract ROI. In the second stage, a series of features contain-
ing segmentation-based and image-based features are
extracted from the ROI, forming the feature matrix. The
third stage is the offline training. In this part, the glaucoma
model is constructed based on spares PCA, and the control
limit L is also given. The last stage is the online testing. For
a new fundus image, first, repeat the process of stages one
and two, and then, compute the corresponding statistic; at
last, compare them with the control L for distinguishing
glaucoma from normal.

4. Experiments and Results

4.1. Databases. In experiment, we employ two public data-
bases to verify the effectiveness of the proposed approach.
The detailed descriptions of the databases are given as below:

Retinal Fundus Glaucoma Challenge (REFUGE) data-
base [50] consists of 1200 color retinal fundus images stored
in JPEG format, in which 120 are glaucomatous and 1080
are nonglaucoma images. REFUGE database is divided into
three parts: 400 training images, 400 validation images,
and 400 testing images, in which 400 training images are
acquired with a Zeiss Visucam 500 fundus camera with the
resolution of 2124 × 2056 pixels, and the 400 validation
images and 400 testing images are acquired with Canon
CR-2 device with the resolution of 1634 × 1634 pixels. In
REFUGE database, only 400 training images and 400 valida-
tion images which are labeled as “ground truth” with the
segmentation results of OD and OC and the rest 400 testing
images without labeling the ground truth. Therefore, in this
experiment, we adopt 400 training images (40 glaucoma
images and 360 nonglaucoma images) and 400 validation
images (40 glaucoma images and 360 nonglaucoma images)

(i) (j)

Figure 4: (a) Original color fundus image; (b–e) the masks in superior, nasal, inferior, and temporal, respectively. (f) NRR; (g–j) NRR in
superior, nasal, inferior, and temporal, respectively.

Table 2: Expressions of chip histogram features.

Chip
histogram
features

Expressions

Mean 〠N

i=1 t ið Þ ×Q ið Þð Þ
Variance 〠N

i=1 t ið Þ ×Q ið Þ2� �

Skewness 〠N

i=1 t ið Þ ×Q ið Þ −Meanð Þ3
h i

×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Variance

p� �−3
� 	

Kurtosis 〠N

i=1 t ið Þ ×Q ið Þ −Meanð Þ4
h i

×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Variance

p� �−4
� 	

Energy 〠N

i=1t ið Þ × t ið Þ
Entropy −〠N

i=1t ið Þ × log t ið Þ

Table 3: Expressions of GLCM feature.

GLCM features Expressions

Contrast 〠
u=1〠v=1 u − vð Þ2 × G u, vð Þ

Correlation 〠
u=1〠v=1uv × G u, vð Þ − μxμy/σxσy

Energy 〠
u=1〠v=1G u, vð Þ2

Homogeneity 〠
u=1〠v=1G u, vð Þ/1 + u − vð Þ2
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to train and verify the effectiveness of the proposed approach.
In total, there are 80 glaucoma images and 720 nonglaucoma
images. In experiment, 500 nonglaucoma images are ran-
domly selected constructing the training set. 20 glaucoma
images and 160 nonglaucoma images are regarded as the val-
idation set (20 + 160). And the rest 60 nonglaucoma images
and 60 glaucoma images are regarded as the testing set
(60 + 60). The random sample selection process is repeated
10 times, and the average result is regarded as the final result.

RIM-ONE r2 database [51] comprises of 455 retinal fundus
images, in which 255 are normal images and 200 are glaucoma
images. In experiment, first, all of the images in this database
are resized in the same dimensionality. And then, the ROI
extraction depicted in Section 2 is used to these images. At last,
a series of features are extracted from the obtained ROIs, which
are regarded as the inputs for our approach.

In experiment, 200 nonglaucoma images are randomly
selected constructing the training set. 25 glaucoma images
and 25 nonglaucoma images are randomly selected as the val-
idation set (25 + 25). The rest 30 nonglaucoma images and 175
glaucoma images are regarded as the testing set (30 + 175).
The random sample selection process is repeated 10 times,
and the average result is regarded as the final result.

The proposed approach is trained and tested by using
a desktop computer having 16GB random access memory
(RAM), Intel ® Core™ i7 CPU950@3.7GHz. We develop
our approach using MATLAB 2021a for training and
testing.

4.2. Evaluation Criterion. In order to evaluate the effective-
ness of the proposed approach, three evaluation criteria,
namely, accuracy, sensitivity, and specificity, are employed

Table 4: Expressions of moment invariance features.

Moment invariance features Expressions

MV1 λ20 + λ02

MV2 λ20 − λ02ð Þ2 + 4λ211
MV3 λ30 − 3λ12ð Þ2 + 3λ21 − λ03ð Þ2

MV4 λ30 + λ12ð Þ2 + λ21 + λ03ð Þ2

MV5
λ30 − 3λ12ð Þ λ30 + λ12ð Þ λ30 + λ12ð Þ2 − 3 λ21 + λ03ð Þ2� �

+ 3λ21 − λ03ð Þ λ21 + λ03ð Þ 3 λ30 + λ12ð Þ2 − λ21 + λ03ð Þ2� �
MV6 λ20 − λ02ð Þ λ30 + λ12ð Þ2 − λ21 + λ03ð Þ2
 �

+ 4λ11 λ30 + λ12ð Þ λ21 + λ03ð Þ

MV7
3λ21 − λ03ð Þ λ30 + λ12ð Þ λ30 + λ12ð Þ2 − 3 λ21 + λ03ð Þ2
 �

− λ30 − 3λ12ð Þ
λ21 + λ03ð Þ 3 λ30 + λ12ð Þ2 − λ21 + λ03ð Þ2
 �
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Figure 5: The classification performance (AUC) with different values of sparsity on the REFUGE and RIM-ONE r2 databases. (a) REFUGE
database, (b) RIM-ONE r2 database.
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in this experiment. The corresponding mathematical expres-
sions of these evaluation criteria are depicted as below:

Accuracy =
TP + TN

TP + TN + FP + FN
× 100%, ð8Þ

Sensitivity =
TP

TP + FN
× 100%, ð9Þ

Specificity =
TN

TN + FP
× 100%, ð10Þ

where true positive (TP) is the number of glaucoma images
that are correctly identified; false negative (FN) is the
number of incorrectly found as nonglaucoma images; false
positive (FP) is the number of incorrectly found as glaucoma
images. true negative (TN) is the number of nonglaucoma
images that are correctly identified.

In order to evaluate the effectiveness of the proposed
approach, receiver-operating characteristics (ROC) curve
is utilized in this paper. In ROC curve, the vertical axis
is the sensitivity and the horizontal axis is (1-specificity).
The area under the ROC curve denotes as the AUC value
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Figure 6: The ROC curves of the proposed glaucoma diagnosis approach with three different kinds of feature extraction ways on the
REFUGE and RIM-ONE r2 databases.
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for measuring and describing the algorithm performance.
A higher AUC indicates that the performance of the
approach is better.

4.3. Parameter Settings and Analysis. There are two hyper-
parameters, i.e., the sparseness criterion for the SPCA stage
and the sigma-like threshold on the actual classification
stage. Here, sparsity will make principal component coeffi-
cients (the coefficients in front of each variable when form-
ing principal components) be sparse. In other words, most
of the coefficients will become zero values. In this way, we
can highlight the major parts of principal components, so
that the principal components will become easier to explain.
In order to choose suitable sparstiy, this paper employs the
commonly used ROC curve. In our experiment, the valida-
tion set is employed for parameter selection and validation.
For REFUGE database, 160 nonglaucoma images and 20
glaucoma images construct the validation set. For RIM-
ONE r2 database, the validation set consists of 20 nonglau-
coma images and 20 glaucoma images.

In our experiment, we tune the values of sparsity param-
eter by searching the grid {20, 25, 30, 35, 40, 45, 50, 55} for
REFUGE and RIM-ONE r2 databases. We test the diagnosis
performance (AUC) of the proposed approach under differ-
ent values of sparsity parameter on the REFUGE and RIM-
ONE r2 databases (as depicted in Figures 5(a) and 5(b)).
As seen from these figures, we can learn that the proposed
glaucoma diagnosis approach can achieve maximum AUC
values on the REFUGE and RIM-ONE r2 databases when
the values of sparsity are set as 40 and 30. After the sparsity
is determined, the threshold for T2 can be computed by
Equation (7).

4.4. Experimental Results and Analysis. In this subsection, we
will carry out two experiments to verify the effectiveness of
the proposed approach. For one side, the proposed approach
with different features including segmentation-based fea-
tures, image-based features, and their fusion features will
be tested, respectively, and the obtained diagnosis perfor-
mances are shown in Figure 6.

Seen from the results depicted in Figure 6, we can learn
that when the proposed approach employs the fusion fea-
tures, it can achieve the best performance on the testing
set. The main reason is that the segmentation-based and
image-based features can capture the shape and textural

changes, respectively. Nevertheless, the fusion of these fea-
tures provides complementary information for glaucoma
diagnosis, which can improve diagnosis performance.

For another, the performance of the proposed approach
is compared against the state-of-the-art approaches, i.e.,
wavelet features [52], superpixel segmentation [53], semisu-
pervised clustering [54], deep learning [55], and AWLCSC
[31]. Table 5 shows the diagnosis results obtained by differ-
ent algorithms on the REFUGE database and RIM-ONE r2
database, respectively. Among them, superpixel segmenta-
tion, wavelet features, and deep learning are supervised
learning approaches; semisupervised clustering is the semi-
supervised learning approach; AWLCSC and the proposed
approach belong to unsupervised learning approaches. For
supervised learning approaches, they can achieve good per-
formance when a large number of labeled samples are used
to train model. However, a large number of labeled data
are hard to obtain, especially for medical domain. Under this
situation, semisupervised learning and unsupervised learn-
ing have gained tremendous attention. Although these
approaches can overcome the problem of insufficient
samples, the class imbalance problem still lies in these
approaches reducing their classification performance.
Different from the existing glaucoma diagnosis approaches,
this paper just employs one-class normal data for construct-
ing model and designs the control limit for detecting the
abnormal data. Therefore, the aforementioned two limita-
tions can be avoided. According to the comparison results
depicted in Table 5, we can learn that the proposed approach
is more reliable than other tested approaches in terms of
diagnosis accuracy, indicating the effectiveness of the
proposed approach.

5. Conclusions

In this paper, we propose an unsupervised anomaly detec-
tion approach via sparse PCA for glaucoma diagnosis. Since
the ODs vary in sizes, shapes, and appearances for glaucoma
images, it can hardly construct an effective model to diag-
nose glaucoma. Instead of using the glaucoma images, this
paper just constructs the diagnosis model based on the non-
glaucoma images. Therefore, the proposed approach
overcomes the class imbalance issue, which is a hard
problem in classification. Furthermore, a series of features
including segmentation-based features and image-based
features are designed, which can capture the shape and
textural changes, respectively, improving the discrimina-
tion of the OD and OC. Experimental results indicate that
the proposed approach can achieve good glaucoma diag-
nosis performance.

The main disadvantage of the proposed approach is that
the fundus images were obtained by different equipment and
institutions, so that the trained model parameters by our
proposed approach cannot perform stable detection results.
Therefore, it is necessary to improve the generalization of
the model from different datasets, which is one of our future
research directions. Besides, more large-size databases will
be introduced to further verify the effectiveness of the
proposed approach.

Table 5: Comparison of the proposed approach against the state-
of-the-art approaches on the testing set of REFUGE database and
RIM-ONE r2 database.

Methods
Accuracy (%)
REFUGE

Accuracy (%)
RIM-ONE r2

Wavelet features [52] 58.70 59.81

Superpixel segmentation [53] 63.53 78.64

Semisupervised clustering [54] 81.95 82.76

Deep learning [55] 80.12 84.46

AWLCSC [31] 85.54 85.56

Ours 92.44 93.65
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With the upgrading of the high-performance image processing platform and visual internet of things sensors, VIOT is widely used
in intelligent transportation, autopilot, military reconnaissance, public safety, and other fields. However, the outdoor visual internet
of things system is very sensitive to the weather and unbalanced scale of latent object. The performance of supervised learning is
often limited by the disturbance of abnormal data. It is difficult to collect all classes from limited historical instances. Therefore,
in terms of the anomaly detection images, fast and accurate artificial intelligence-based object detection technology has become
a research hot spot in the field of intelligent vision internet of things. To this end, we propose an efficient and accurate deep
learning framework for real-time and dense object detection in VIOT named the Edge Attention-wise Convolutional Neural
Network (EAWNet) with three main features. First, it can identify remote aerial and daily scenery objects fast and accurately in
terms of an unbalanced category. Second, edge prior and rotated anchor are adopted to enhance the efficiency of detection in
edge computing internet. Third, our EAWNet network uses an edge sensing object structure, makes full use of an attention
mechanism to dynamically screen different kinds of objects, and performs target recognition on multiple scales. The edge
recovery effect and target detection performance for long-distance aerial objects were significantly improved. We explore the
efficiency of various architectures and fine tune the training process using various backbone and data enhancement strategies to
increase the variety of the training data and overcome the size limitation of input images. Extensive experiments and
comprehensive evaluation on COCO and large-scale DOTA datasets proved the effectiveness of this framework that achieved
the most advanced performance in real-time VIOT object detection.

1. Introduction

Intelligent vision internet of things (VIOT) uses all kinds of
image sensors, including surveillance cameras, mobile
phones, and digital cameras, to obtain people, cars, objects,
images, or video data; extract visual tags; and use intelligent
analysis technology to process information, so as to provide
support for follow-up applications as shown in Figure 1.
The intelligent visual internet of things can directly, vividly,
and efficiently reflect the monitoring data of the observed
object and output the results of intelligent analysis. There-
fore, VIOT is widely used in important places such as social

public safety, intelligent vehicles, parking lots, community
monitoring, land and sea traffic monitoring, urban security,
and military reconnaissance. However, the performances of
supervised learning are often limited by the disturbance of
abnormal data and unbalanced scale of latent objects, which
impair the automatic inference speed and recognition
accuracy.

The intelligent visual internet of things can provide infor-
mation assistance for public security departments, such as
real-time monitoring, suspect tracking, and crime early
warning. At the same time, it can also provide a large number
of real-time traffic information for traffic management
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departments to facilitate their traffic supervision. There is no
doubt that the emergence of the internet of things in intelli-
gent vision has brought great convenience to people’s lives.
The intelligent visual internet of things system needs to
extract accurate image features in the application.

However, the object detection task for an outdoor inter-
net of things vision system is very sensitive to weather condi-
tions, especially in frequent and widely distributed blurry
scenes. In addition, when vehicles and people move quickly,
the captured images may be blurry. Out-of-focus cameras
can also lead to a decrease in detection accuracy. Finding spe-
cific key information from traffic surveillance, astronomical
remote sensing, public security investigation, and other
applications therefore remains a significant challenge.
Because of the lack of information, these low-quality images
seriously affect the effectiveness of the intelligent visual inter-
net of things system.

In order to conquer these challenges, we need more
advanced object detectors. Advanced object detection
methods have greatly improved over the past few years, and
several methods have been introduced to optimize the net-
work structure, which can be divided into single-stage and
double-stage; however, the use of an attention module to
improve the efficiency of searching is not well investigated.
They are divided into two mainstreams: two-stage detector
and single-stage detector. Two-stage detector: the R-CNN
[1] directly performs the selective search [2] and classifies
objects using a CNN. Compared with the traditional
methods, the use of the R-CNN significantly improved the
accuracy of classification, marking the beginning of the era

of target detection using deep learning. In its variants (for
example, fast R-CNN [3]), the two-phase framework was
updated, which helps them achieve even better performance.
In addition, to further improve the accuracy, some highly
effective extensions were proposed, such as R-FCN [2] and
mask R-CNN [4]. Single-stage detector: The most represen-
tative single-stage detectors are YOLO [5, 6] and SSD [7].
They use feature maps to predict the confidence and location
of a multitarget receptive field block (RFB) network to
achieve accurate and fast object detection. Both these detec-
tors use lightweight backbones for acceleration; however,
their accuracy clearly lags behind the top two-stage approach.
Recently, more advanced single-stage detectors (such as
DSSD [8] and RetinaNet [9]) have updated their original
lightweight backbone using a deeper ResNet-101 and by
applying some techniques, such as deconvolution [8] or caus-
tics [9]. Their results are comparable to or even better than
most advanced two-stage methods. However, these detectors
could not achieve the balance of speed and accuracy
simultaneously.

In view of the abovementioned limitations, we propose to
design a generative edge detection method to perceive the
object structure, make full use of attention mechanism to
dynamically screen different kinds of objects, and perform
object detection on multiple scales. By doing so, not only
does the edge recovery effect become better, but also the
object detection performance for long-distance aerial objects
is significantly improved.

We design a lightweight single-stage attention rotation
intelligent object detection network for wireless internet of
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Data DataAPP APP

Network
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Figure 1: The whole object detection process of intelligent vision internet of things (VIOT).
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things. Inspired by the previously proposed methods, our
framework, using an edge attention-wise conventional neural
network, EAWNet, and based on attention mechanism, has
the following advantages:

(i) Edge prior depiction greatly reduces the amount of
attention-aware computation. We propose an edge
attention-wise network beneficial for extracting fea-
tures effectively and reducing the ground truth posi-
tion shrinkage. The framework performs well in
terms of accuracy (state-of-the-art stability for mul-
ticlass) and speed (real-time video recognition).
Edge prior reconstruction and attention-wise mod-
ules are embedded into the EAWNet, which helps
in performing efficient latent search and localization

(ii) With the combination of intelligent connection and
residual link, rotating bounding box, and synthesis
loss function, the visual loss of intensive detection
is reduced to a minimum. Pass-wise connection fol-
lows a straight way to pass the initial patch informa-
tion to different last stage fusion layers to restore the
recognition fusion. It propagates semantically strong
features and enhances all features with a reasonable
classification capability. In addition, residual con-
nections for local convolutional layers and pass-
wise connections for global feature dataflow are
designed to modify the architecture for faster and
lighter inference

(iii) A dual parallel attention module is used to
improve the efficiency of multiscale object detection.
Attention-wise modules including context attention-
wise module (CAW) and position refinement-wise
module (PRW) are designed to reduce computing
cost and improve effectiveness. These modules can
match the right object and position instead of search-
ing the entire background. A rotating bounding box,
designed for aerial image object detection, proved to
be beneficial for the recognition of dense and tiny
objects

2. Related Work

2.1. Object Detection. In the wave of artificial intelligence
sweeping the world, the intelligent visual internet of things
is expected to achieve a significant social and economic pro-
motion of the internet of things. It has become a typical suc-
cessful representative of the application of the internet of
things. Object detection methods are mainly based on CNNs;
one-stage object detectors play a remarkable role in object
detection. Most existing VIOT object detectors are classified
according to whether they have suggested steps for regions
of interest (two-stage [3, 4, 10]) or not (one-stage [6, 7,
11]). Although two-stage detectors are more flexible and
accurate, single-stage detectors are generally considered fas-
ter and more efficient by using pretrained anchors [12].
Single-stage detectors have attracted wide attention because
of their high efficiency and simplicity. Here, we mainly follow
the design of single-stage detectors and prove that higher effi-

ciency and higher accuracy can be achieved by optimizing the
network structure.

A recent single-stage detector [7, 13] was designed to
match the accuracy of more complex two-stage detection
methods. Although these detectors show impressive results
on large- and medium-sized objects, their performance on
small objects is lower than expected [14]. (The size of an
object is related to the pixels it occupies in the picture.) When
using the most advanced single-stage RetinaNet [13], it
achieves unbalanced results with a COCO AP-large of 47
but only 14 for AP-small objects (as defined in [15]). Small
object detection is a challenging problem, which requires
not only low intermediate information to accurately describe
it but also high-level semantics to distinguish the target from
the others or background.

There are five types of YOLO from YOLOv1 to YOLOv5
[16, 17]. Based on YOLOv1 to YOLOv3 [18], researchers
propose an efficient and powerful object detection model
called YOLOv4 [19]. A variety of modules are mixed in the
YOLOv4, such as Weighted Residual Connections (WRC),
Cross Stage Partial (CSP) connections, Cross Minibatch Nor-
malization (CmBN), Self-Adversarial Training (SAT), Mish-
activation, Mosaic data augmentation, CmBN, DropBlock
regularization, and CIoU loss. The introduction of these
modules increased the calculation time yet greatly improved
the accuracy. While YOLOv5 shows the fastest speed among
the series of YOLO algorithms and is comparable to YOLOv4
in terms of accuracy, YOLOv5 is remarkably lightweight.

The following methods are the most classic deep learning
object detection methods from different schools in the past
two years. RFBNet [20] simply employs dilated convolutions
to enlarge the receptive field and achieves good vision of the
extracted features; although it could be learnable for image
recognition, its performance is not satisfactory. LRF [15] is
a lightweight scratch network (LSN) that is trained from
scratch taking a downsampled image as input and passing
it through a few convolutional layers to efficiently construct
low- and middle-level features. However, learning from both
scratch and pretrained sacrifices too much time efficiency,
and the network is so complex that the inference speed is
slower than in one-stage methods. CenterMask [21] com-
bines instance segmentation and object detection into one
task, and it goes even further by using the instance segmenta-
tion to achieve the recognition of class and position that
object detection demands. EfficientDet [22] balances the net-
work depth for speed and feature flow connection strategy
for accuracy, ignoring the attention mechanism to enhance
the performance without occupying large resources.

Considering the mentioned advantages and weaknesses,
we propose an attention-wise YOLO, which handles the fea-
ture extraction flow in a reasonable way by designing a multi-
path refinement framework. In addition, pass-wise connection
meets the demands in terms of balancing time efficiency and
prediction accuracy. To learn semantic information wisely,
attention-wise modules are introduced between the backbone
and the neck.

2.2. Attention Module. The main focus of attention models in
computer vision is to focus on interesting things and ignore
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irrelevant information. Recently, attention models have been
classified into three groups: hard attention [23] and soft
attention [16], global attention [16, 17] and local attention
[24, 25], and self-attention [16]. Hard attention models have
been widely used for a long model without preprocessing.
The computational cost of local attention is lower than that
of global attention because it does not need to consider the
hidden layer state of all encoders. The self-attention mecha-
nism improves the attention model, which reduces the
dependence on external information and is capable of cap-
turing internal correlation of data features. As self-attention
shows good performance, it is widely used on computer
vision tasks.

The attention model mechanism is important in deep
learning methods. The first to propose the self-attention
mechanism were Vaswani et al. [25]. It relies on global
dependencies between inputs and outputs and was applied
in machine translation. In computer vision area, attention
modules have been also adopted. Zhang et al. [26] created
an image generator that leverages adjacent regions to object
shapes rather than local regions of fixed shape for image gen-
eration by the self-attention mechanism. An adapted atten-
tion module for object detection that uses the relative
geometry between objects was proposed [27]. There is a suc-
cessful application in space-time dimension for videos with
nonlocal operation [28]. Fu et al. designed DANet [29] based
on the newly Fully Convolutional Networks (FCNs) [30]
with position attention mechanism (PAM) and channel
attention mechanism (CAM). DANet settles the problems
of object detection in some confusing categories and objects
with different appearance. In addition, Fu et al. [31] proposed
a DRANet which makes an improvement in self-attention
modules based on DANet. DRANet adopts the compact
PAM (CPAM) and the compact CAM (CCAM), reducing
computational complexity.

2.3. Detection Bounding Boxes. Current object detection algo-
rithms may not perform good results on detecting oriented
targets [32]. State-of-the-art object detection methods rely
on rectangular-shaped, horizontal/vertical bounding boxes
drawn over an object to accurately localize its position. Such
orthogonal bounding boxes ignore object pose, resulting in
reduced object localization, and limiting downstream tasks
such as object understanding and tracking. Rotated faster
R-CNN [33] based on the faster R-CNN [34] adds a regres-
sion branch to predict the oriented bounding boxes for aerial
images. It could improve the performance on tiny things in
high resolution by introducing balanced FPN. R4Det [35] is
an end-to-end detector which could address the problems
of images with large aspect ratios, dense distributions, and
extremely imbalanced categories. Moreover, from experi-
mental results, we could see that the detector shows strong
robustness against adversarial attacks.

3. Implementation

3.1. Network Architecture. The whole network architecture is
shown in Figure 2. We propose a heavily reconstructed Edge
Attention-wise Convolutional Neural Network (EAWNet). It

employs the multipath refinement flow network (MRFNet)
[36] as the backbone, which makes it easier to extract multi-
level scale features from patches. We consider not only the
efficiency between the backbone and neck through MRFNet
but also the fusion effect of extracting features aided by a
pass-wise connection (PWC) strategy. Furthermore, this
framework is learnable for multiclass and multiscale objects
because we design various attention-wise modules to make
the training and validation more reasonable and extract fea-
tures in a global perspective. Also, we modify the above
model by adding rotating bounding boxes and design a syn-
thesis loss function to constrain the training process and to
boost the training convergence using the multipath refine-
ment flow network (MRFNet).

The MRFNet architecture is shown in Figure 2(b). It
combines each convolution layer and dataflow branches.
Specifically, there are two path channels a0 = ½a0′ , a0″�. Every
stage has a downsampled fusion layer, ½a0′ , a1,⋯,ak�, which
will be downsampled to lower dimensions and larger output
numbers. Then, the output of this refinement transfer results
inaτ, which will be concatenated witha0′and undergo another
transition layer to finally generate the outputaU . Equations
(1) and (2) are the feed-forward pass and weight update of
MRFNet, respectively. wk, wτ, and wU are the weights of
ground truth patches g0′ , gk, andg0″, respectively. f k, f T ,
and f U are the transformation function of downsampled
layers, transfer results, and transition layer outputs, respec-
tively.

ak =wk ∗ a0′ , a,⋯,ak−1½ �,
aτ =wτ ∗ a0″ , a1,⋯,ak½ �,
aU =wU ∗ a0′ , aτ½ �,

ð1Þ

wK′ = f k wk, g0″ , g1,⋯,gk−1f gð Þ,
wT′ = f T wT , g0″ , g1,⋯,gkf gð Þ,

wU′ = f U wU , g0′ , gTf gð Þ:
ð2Þ

We compared our architecture with mainstream CNN
architectures (ResNeXt, ResNet, and DenseNet). The results
are usually a linear and nonlinear combination of the outputs
of intermediate layers. Thus, the output of a k-layer CNN is

y = F a0ð Þ = ak =Hk ak−1,Hk−1 ak−2ð Þ,Hk−2 ak−3ð Þ,⋯,H1 a0ð Þ, a0ð Þ,
ð3Þ

where the whole model of the convolutional neural network
is denoted by F, the mapping function from a0 to y, and Hk
is the k-th layer of CNN. Generally, a set of convolutional
layers and a nonlinear activate function consist of the Hk.
As for ResNet and DenseNet, we can also formulate their
models into the following:

ak = Rk ak−1ð Þ + ak−1 = Rk ak−1ð Þ + Rk−1 ak−2ð Þ+⋯+R1 a0ð Þ + a0,
ð4Þ
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ak = Ck ak−1ð Þ, ak−1½ � = Ck ak−1ð Þ, Ck−1 ak−2ð Þ,⋯,C1 a0ð Þ, a0½ �,
ð5Þ

where R and C represent the operational computation of
the residual layers and convolutional layers, respectively;
both are reproduced by two or three convolutional blocks.

From the above equations, it follows that the inputs of
convolutional layers originated from the previous convolu-
tional outputs. Under this circumstance, the gradient flow
could be propagated more efficiently due to the minimum
path length of the gradient. However, this design would
result in the reverse propagation into all layers from k − 1
to 1, which is redundant for a repeated training process.
Figure 3 illustrates the EAWNet reusing the initial features
and simultaneously preventing iteratively propagating gradi-
ent information by cutting down the gradient flow. The
insightful vision of the design is to separate gradient flow
and refinement features and fuse the last convolutional
layers, which enhances feature extraction efficiency.

The specific multipath refinement flow network exhibits
the advantage of multiscale feature extraction as RefineNet
[36] and CSPDarkNet-53 [19], deeply modified by introduc-
ing lightweight and residual strategy, pass-wise connection,
and attention modules to enhance speed and accuracy.

3.2. Pass-Wise Connection. In this section, we design two
extra paths to pass features to the next extraction stage:

pass-wise and residual connections. The main purpose of
pass-wise and residual connections is to learn robust features
and train deeper networks. They can address gradient van-
ishing problems and enhance the capabilities of locating
positions and propagating strong responses of low-level
patterns.

It is based on the fact that high-level features responding
to edges or instance parts are a strong indicator to accurately
localize instances. To this end, regardless of the complicated
multipath refinement dataflow, we additionally add two
direct connections to pass feature maps. As depicted in
Figure 3, one line in red directly passes the first layer patches
of the backbone to the last layer of the neck. Another line in
green directly passes the first convolutional results to the last
layer of data augmentation. The data augmentation layer and
the neck layer extract features in a parallel way, sacrificing
memory usage to enhance the accuracy and benefit feature
extraction.

3.3. Attention-Wise Module. At present, of the multimodel
method can be used for semantic segmentation and object
detection [37], but the multimodel method leads to too much
training cost.

We keenly find that when the edge generation method is
used to assist the attention module to perceive the object
structure, the object category is guided and searched by
dynamically adjusting the receptive field of the recognition

Patches with
refined feature

Patches from
ground truth

α

concatenation

Edge feature
refinement

(a) Backbone

AW

AW

AW

(d) Neck

(c) Attention module

(b) Multipath refinement fusion

1-α

Input feature

Conv (1×1)

Conv (1×1)

Conv (1×1)

Conv (1×1)

Conv (1×1)

Conv (3×3)

Softmax

Layer norm,
ReLU

Layer norm,
ReLU

Refined feature

Softmax

C×H×W
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C×H×W
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Reshape

Reshape
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(H×W) ×( H×W)

+
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Figure 2: Overall network architecture of EAWNet comprising four parts: (a) backbone architecture, (b) multipath refinement fusion unit,
(c) attention modules, and (d) neck consisting of the network. In addition, inside the dotted lines is the explicit implementation of the
counterparts. (a) The backbone is responsible for the multiscale feature extraction and is optimized by pass-wise connection to avoid
gradient disappearance. (b) The multipath refinement fusion (MRF) unit is responsible for making fusion from the edge prior which is
extracted from the ground truth and refined patches. (c) The attention modules learn information of category and structure wisely quickly
aided by the edge prior. The position-wise and channel-wise attention modules (in the dotted lines) consist of the attention modules in a
parallel manner. (d) The neck is the decoder for object detection which is modified into rotated bounding boxes for better visual effects.
All four parts are illustrated in the following sections.
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frame, and then, the target is detected. This not only
improves the performance of object detection but also over-
comes the performance loss of semantic segmentation guid-
ing the attention module. Therefore, we propose the
EAWNet network structure, which perceives the object
structure in a lightweight way through edge description and
uses the attention module to improve the search efficiency.
Finally, with the help of the multiscale network structure
for object detection, it achieves the purpose of improving
the training convergence detection performance.

We use a multipath refinement fusion (MRF) unit to fuse
the information from the edge prior that is extracted from the
ground truth and refined patches. Then, attention modules
learn category and structure information and are quickly aided
by the edge prior. The position-wise and channel-wise atten-
tion modules (depicted in the dotted lines of Figure 2(c)) con-
sist of the attention modules in a parallel configuration.

3.4. Edge Prior and Attention Mechanism. Attention plays an
important role in human visual recognition [30, 38, 39]. An
important feature of the human visual system is that people
do not try to deal with the whole scene at once. Instead, to
better capture the visual structure, humans use a series of
local glimpses and selectively focus on significant parts [40].
We propose a residual attention network using encoding
and decoding attention modules. By improving the feature
mapping, the network not only has good performance but
also has strong robustness to noise input. Instead of calculat-
ing attention scores directly, we decompose the process into a
learning channel and position attention information. The
individual attention score generation process of the feature
map is less than that of [37]; thus, it can be regarded as a
plug-and-play module for the existing basic convolutional
neural networks. Hu et al. [41] introduced a compact module
to take advantage of the relationship between channels. In
their squash and trigger modules, they used the global aver-
age set feature to calculate channel attention. We find that
these are suboptimal features, and we recommend using the
maximum set feature. They also missed out on spatial atten-
tion, which plays an important role in determining the “loca-
tion” of focus, as shown in [42]. Here, we utilize both channel

and position attention based on an effective architecture and
verify that using these two kinds of attention is better than
using channel attention only [41]. Experiments show that
the model is effective in detection tasks (MS-COCO and
DOTA). We only need to place our module on the existing
single detector [33] in the DOTA test set to achieve the most
advanced performance.

Among the edge detection methods, Canny usually has
the best edge restoration effect on small local objects, holisti-
cally nested edge detection (HED) [16] has the best edge res-
toration effect on the whole contour, and the edge of
generative edge restoration training is often slightly intermit-
tent, but the overall complex structure is the best, so we
choose generative edge restoration for joint training.

On the one hand, one-stage detectors aim to handle
images in a lightweight manner, making instance recognition
fast and easy. On the other hand, one vital property of a
visual CNN system is that it does not attempt to handle the
whole scene at once. We propose to resolve this contradiction
by adding the attention module between the backbone and
the neck. The whole network MRF belongs in the one-stage
method, while also using the attention-wise (AW) modules
to preprocess the feature patches and assessing the contextual
and position information several times in a multiscale man-
ner. The design of contextual attention-wise unit and posi-
tion refinement-wise unit is depicted in Figure 2(c).

Local features generated by traditional convolutional
layers would result in misrecognition of specific things. It
could also lead to a high computation cost searching for spe-
cific objects from the background. To model rich contextual
relationships over local features, we continue to analyze the
refinement features from the context attention-wise unit
and pass the patches to the position refinement-wise unit to
figure out the coherency transformation to the latent posi-
tion. The position refinement-wise unit enhances their repre-
sentation capability by encoding a wider range of channel
and spatial information into local features,

A target associated with background scenarios could be
grasped by the contextual attention module. In the mean-
time, object positions are located by a position refinement-
wise module. Specifically, the attention results could be seen

P2

N2

N3

N4

N5

P3

P4

P5

Figure 3: Pass-wise connection benefits the feature extraction and fusion.

6 Wireless Communications and Mobile Computing



(a) (b)

(c) (d)

(e)

Figure 4: Continued.
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in Figures 4(e), 4(f), and 4(g). First, the multipath refinement
patches flow into the context attention-wise module, which is
aimed at calculating the coherency between the bounding
box and the background. This unit simplifies the channel,
height, and width (C ×H ×W) patches into a softmax func-
tion and then combines the copies with matrix multiplica-

tion. We apply a softmax layer to obtain the context
attention map mij:

mij =
exp Pi · Pj

� �
∑C

i=1exp Pi · Pj

� � : ð6Þ

(f)

(g)

Figure 4: Multifeature extraction for edge and sharpness.

Figure 5: Our validation visual results on DOTA using EAWNet backbones.
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The original patches Pi and reshaped branches Pj are
aggregated into an average. In addition, we multiply the
result by a scalable item α and add mij to obtain the output
result Rij:

Rij = α〠
C

i=1
xijPi

� �
+mij: ð7Þ

The output result R is separated into the width, abscissa,
and ordinate: Wi, Xj, Yi; then, Wi and xij are reshaped and

sent to the softmax function and combined as Rij:

Rij =
exp Wi · Xj

� �
∑N

i=1exp Wi · Xj

� � : ð8Þ

Meanwhile, the Yi is also combined with the reshaped Sij
using the sum function. We multiply it by a scalar item α and
do an element-wise sum operation with the features Yi to
obtain the result SijϵR

C×H×W
ij as follows, and Aj is a fixed con-

stant:

Sij = α〠
N

i=1
RijYi

� �
+ Aj: ð9Þ

According to recent studies of the single object detectors,
there are three ways to obtain the features that concern us.
Firstly, the network uses a softmax function to weight the
importance of the latent meaningful objects obtained from
the background.

Then, the algorithm uses the location and class coherency
to get the attention scores. This is not a promising method
because the weak supervised methods cannot achieve high
enough detection precision. Secondly, the object detection
and the instance segmentation are combined; however, the
abundant feature extraction and training computational cost
are too high. Thirdly, we combine these two branches and
follow a trade-off strategy: we adopt the lightweight spatial
and class feature extraction channels to recognize the latent
object classes, and then, the attention features are refined
by the edge information to reinforce the boundary features
for further inference. In this way, we use the edge informa-
tion instead of instance segmentation to avoid the iterative
training process and its computational cost. Thus, the

Figure 6: Visual comparison of general and rotated training processes.
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Figure 7: Different training loss function strategies are adopted in the training process which is beneficial for convergence speed.
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Figure 8: Our model EAWNet shows excellent performance in
balancing average precision accuracy and frames per second speed
compared to the SOTA methods.

9Wireless Communications and Mobile Computing



attention-wise modules also attain the location and coher-
ency information with lightweight and refinement.

As shown in Figure 2(b), we can consider the training
process in the feature extraction view instead of the network
dataflow. Patches with convolutional refined features are
combined with the edge feature patches which are extracted
from the ground truth counterparts. We control the propor-
tion by α in Equation (7) of the edge information and the
background recognition feature extraction.

Then, the fusion middle results are sent to the attention-
wise modules and finally make the inferences for object
detection average precision.

Figures 4(b) and 4(c) show the input images and the edge
feature maps and the attention heat maps as middle outputs
which could benefit the EAWNet for efficient recognition.
When we change the perceptive field radius for different
object scales, heat map visualization shows the dense small
objects. Owing to the smart design of network feature extrac-
tion and efficient searching latent attention strategy, this
rotated attention-wise network EAWNet achieves fast real-
time recognition speed and significant precision enhance-
ment among the state-of-the-art methods.

3.5. Rotated Bounding Box and Loss Design. Horizontal and
vertical bounding boxes are drawn over an object for accurate
localization. However, for dense VIOT object detection, the
anchors are close and boundaries are overlapped. Therefore,
we designed rotating bounding boxes to obtain tighter and
more precise detections.

We use five parameters x, y,w, h, θ to represent the loca-
tion of the rotating bounding boxes. If ðx, yÞ are the coordi-

nates of the center of the latent object, wh are its width and
height, and θ is the angle of rotation in polar coordinate, then
t is the angle of each coordinate:

tx =
x − xa
ωa

, ty =
y − ya
ha

,

tω = log ω

ωa

� �
, th = log h

ha

� �
, tθ = θ − θa,

ð10Þ

tx′ =
x′ − xa
ωa

, ty′ =
y′ − ya
ha

, tω′ = log ω′
ωa

 !
, t ′ = log h′

ha

 !
, tθ′ = θ′ − θa:

ð11Þ
x is the anchor boxes, and x’ is a prediction of bounding

boxes. Thus, the loss function is expressed as

L = λ1
N

Lattention +
λ2
N

L2 +
λ3
N

LAW + λ4
N

LCLS +
λ5
N

LObj +
λ6
N

LX,Y ,W,H ,

ð12Þ

where N denotes the number of anchors and the hyper-
parameters λk control the trade-off setting to one by default
[1, 43]. The classification loss LCLS is implemented by focal
loss and smooth L2 loss. LObj is the object detection loss.
LAW is the attention-wise loss. We also add the xy loss and
wh loss LX,Y ,W,H for the bounding box position precision
and the object loss to analyze how many objects are missing.
Figure 5 shows that the model is trained to detect dense and
small objects in real-time VIOT fast and accurately. Thus, the
rotated bounding boxes and hybrid loss function design are

Table 1: Our model is attention-wise. The LRF also uses learnable strategies and acts more lightweight and fast; however, the accuracy is
much lower than that of EAWNet. CenterMask learns in an efficient way by searching from the object center and achieves balanced
performance. However, EAWNet showed a more significant improvement in learning strategy (adding attention module and rotated tight
bounding boxes makes a significant progress on reconstructed deep learning models) and does achieve comparable results to similar
algorithms such as LRF, RFBNet, CenterMask, EfficientDet, and YOLOv3. We can conclude that EAWNet outperforms most existing
methods in terms of both accuracy and speed. The percentage of average precision on category on DOTA shows our model performs well
on unbalanced and anomaly data categories.

Method PL BD BR GTF SV LV SH TC BC ST SBF RA HA

RFBNet [20] 40.57 10.21 1.68 14.12 1.32 1.43 2.19 17.22 28.57 10.34 28.26 10.11 4.12

LRF [15] 40.59 21.29 37.74 24.20 9.93 2.19 5.86 45.44 39.45 35.72 17.22 38.73 48.34

CenterMask [21] 90.60 81.97 6.57 67.08 71.12 79.66 79.16 91.81 86.26 85.42 62.91 64.77 69.12

EfficientDet [22] 90.02 82.31 47.11 72.86 72.96 78.34 80.54 91.96 85.14 85.62 57.69 62.13 65.25

YOLOv4 [19] 91.13 82.13 50.28 72.64 72.78 80.43 80.47 91.89 85.76 85.73 60.12 62.64 68.09

EAWNet 90.08 86.56 54.01 74.94 76.75 82.52 81.32 91.83 87.96 86.34 65.14 61.85 70.17

Table 2: Ablation studies of network architecture (size 512 × 512).

Model AP (%) AP50 (%) AP75 (%)

MRFNet [36] 37.1 58.2 38.2

MRFNet+PWC 37.3 58.1 39.8

MRFNet+RC 37.6 58.6 41.5

MRFNet+PWC+RC 36.9 59.1 44.7

EAWNet 37.9 59.7 45.2

Table 3: Average precision for ablation experiments of attention
modules (size 512 × 512).

Model (with optimal setting) AP (%) AP50 (%) AP75 (%)

MRFNet [36] 37.6 59.8 41.3

MRFNet+CAW 37.5 59.6 41.0

MRFNet+PRW 37.5 59.3 41.2

MRFNet+CAW+PRW 37.6 60.2 41.5

10 Wireless Communications and Mobile Computing



beneficial for better visual effect and training process conver-
gence as displayed in Figures 6 and 7.

4. Experiments

We conducted comparative experiments between EAWNet,
RFBNet [20], LRF [15], YOLOv3 [18], CenterMask [21],
and EfficientDet [22] in FPS, AP, and visual effects.

Frames per second (FPS) are raised by 6.25%, and AP
average precision (AP) is increased by 1.51%. The results
obtained with other state-of-the-art object detectors are dis-
played in Figure 8. Our EAWNet on the red line is on the
Pareto optimality curve and is the fastest and most accurate
detector.

4.1. Experimental Setup. We implemented our model with
PyTorch. The model was trained with Adam (β1 = 0:9, β2
= 0:999). A batch size of 16 was used for training in four
NVIDIA RTX2080Ti GPUs with 11GB RAM. At the begin-
ning of each epoch, the learning rate was initialized as 10−4

and subsequently diminished by half every 10 epochs. We
trained 100 epochs on COCO and 150 epochs on DOTA.

4.2. Dataset and Augmentation. We assessed our method on
two well-known benchmarks in VIOT for city and aerial sce-
narios: COCO [44] and DOTA [45]. The comparative exper-
iments were performed under equivalent conditions
(training on same GPU and dataset). The image size from
DOTA was 1024 × 1024, while that from COCO was 256 ×
256. The COCO benchmark is a large-scale object detection,

Table 4: Item FPS and AP of different object detectors.

Method Backbone Size FPS
AP
(%)

AP50
(%)

AP75
(%)

APs
(%)

APm
(%)

APl
(%)

YOLOv4: optimal speed and accuracy of object detection [19]

YOLOv4 CSPDarknet-53 416 30 35.6 57.8 38.2 17.3 39.2 52.1

YOLOv4 CSPDarknet-53 512 22 37.9 60.0 41.9 19.8 41.5 49.8

YOLOv4 CSPDarknet-53 608 16 38.2 60.9 42.5 21.7 42.1 47.4

Learning rich features at high speed for single-shot object detection [15]

LRF VGG-16 300 39.0 26.8 46.7 29.4 8.3 30.3 42.6

LRF ResNet-101 300 36.2 29.2 50.0 32.2 8.6 33.2 45.9

LRF VGG-16 512 27.9 31.9 51.7 33.8 14.7 35.4 44.3

LRF ResNet-101 512 19.7 32.6 53.2 35.1 15.2 38.0 45.4

Receptive field block net for accurate and fast object detection [20]

RFBNet VGG-16 300 32.0 25.3 44.5 27.1 6.9 27.2 41.3

RFBNet VGG-16 512 22.5 29.2 50.1 31.2 11.7 32.4 42.5

RFBNet-E VGG-16 512 17.3 29.6 50.7 31.5 12.9 31.8 42.7

YOLOv3: an incremental improvement [18]

YOLOv3 Darknet-53 320 27 23.3 46.8 25.1 7.2 25.8 38.4

YOLOv3 Darknet-53 416 23 26.4 50.6 27.8 10.3 28.2 38.2

YOLOv3 Darknet-53 608 14 28.0 53.0 29.6 13.7 30.7 36.9

YOLOv3-SPP Darknet-53 608 16 31.2 56.2 33.5 15.6 33.4 41.4

CenterMask: real-time anchor-free instance segmentation [21]

CenterMask-Lite MobileNetV2-FPN 600x 27 25.5 — — 9.2 27.1 36.3

CenterMask-Lite VoVNetV-19-FPN 600x 20 31.2 — — 14.9 33.0 41.2

CenterMask-Lite VoVNetV-39-FPN 600x 12 35.7 — — 17.8 38.6 48.5

EfficientDet: scalable and efficient object detection [22]

EfficientDet-D0 Efficient-B0 512 26 29.0 47.2 31.2 7.3 33.3 46.2

EfficientDet-D1 Efficient-B1 640 23 34.6 53.8 37.5 13.1 39.8 51.0

EfficientDet-D2 Efficient-B2 768 16 38.2 57.3 41.2 17.9 42.4 53.6

EfficientDet-D3 Efficient-B3 896 13 41.3 60.6 44.6 21.6 45.1 55.1

EAWNet: an Edge Attention-wise Convolutional Neural Network for real-time object detection

EAWNet EAWNet 416 31 36.1 59.3 39.1 18.5 40.0 53.3

EAWNet EAWNet 512 24 38.8 60.8 42.7 20.8 42.4 50.7

EAWNet EAWNet 608 17 39.7 62.2 43.3 23.1 42.8 48.6

FPS, AP, AP50, AP75, APs, APm, and APl represent the frame per second, average precision, reach to 50% average precision, reach to 75%, average precision,
and average precision for small-, medium-, and large-scale objects, respectively.
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segmentation, and captioning dataset. It has 330k images,
more than 200k labelled images, and 80 object categories,
which is beneficial for object detection training.

The DOTA benchmark is the largest and most challeng-
ing dataset with oriented bounding box annotations for aerial
image object detection. These images have been annotated by
experts using 16 common object categories, and Table 1
shows that our approach has an excellent performance in
terms of category balance and accuracy. The object categories
include helicopter (HC), large vehicle (LV), small vehicle
(SV), tennis court (TC), ground track field (GTF), basketball
court (BC), soccer field (SBF), baseball diamond (BD), stor-
age tank (ST), swimming pool (SP), and roundabout (RA).

In terms of data augmentation, images are flipped hori-
zontally and vertically and rotated at random angles. For

color, RGB channels are replaced randomly. For image color
degradation, saturation in the HSV color space is multiplied
by a random number in [0, 5].

We also conducted ablation experiments on COCO and
DOTA by adopting different attention modules as shown in
Table 2. Here, MRFNet is considered as the benchmark.
PWC represents the pass-wise connection. RC represents
the benchmark which adopts the residual connection tech-
niques. EAWNet adopts the above strategies and modules
to enhance the percentage of average precision (AP) and
the inference speed of frames per second (FPS).

4.3. Experiment Analysis. We adopted different feature
extraction methods and network structures as presented in
Table 3. CAW represents the contextual attention-wise

Figure 9: Some visual result tests on EAWNet show that the attention modules benefit prediction stability and training precision.

Figure 10: Visual results of rotated bounding boxes.
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modules and PRW represents the position refinement-wise
modules. EAWNet adopted all the above approaches.
Tables 1 and 4 illustrate the details of Figure 9 as well as
the details of the experiments conducted. The experiments
on COCO and DOTA validate the visual effect in dense
and real-time object detection; the average precision is better
than all other approaches in the comparative experiments. In
addition, the results of the ablation experiments also shed
light on different aspects of the connection strategies and
enhancements on applying attention modules. The results
further highlight the necessity of streamlining and optimiz-
ing the network structure and the effectiveness of using the
attention mechanism to improve the efficiency of visual
perception.

EAWNet outperforms YOLOv4 in terms of accuracy as
shown in Table 4. With the same training process and data-
set, we simply use the advanced MRFNet backbone as the
benchmark and then add an attention-wise module.

The speed is slightly higher than YOLOv4 except for the
additional module. Considering the significant accuracy
improvement and fast training convergence speed, it is
worthwhile to modify the model’s name into an attention-
wise multipath refinement flow counterpart. The average
precision is shown in Figure 10. Tighter and specific detec-
tion bounding boxes benefit the training process.

As for FPS, the speed is higher than in comparative
experiments. Compared to the LRF, YOLOv3, and YOLOv4,
our method is slower but shows a significant improvement in
terms of accuracy. Our method outperforms RFBNet, Cen-
terMask, and EfficientDet with regard to both speed and
accuracy. Therefore, our method presents a trade-off between
accuracy and cost compared with YOLOv4 and outperforms
most of the recent state-of-the-art methods.

5. Conclusions

Object detection has been widely used in the field of VIOT.
Therefore, it is an important issue for reconstructing a smart
city. However, very large images, complex image back-
grounds, uneven size, and quantity distribution of training
samples make detection tasks challenging, especially for
small and dense objects. To solve these problems, an object
detector Edge Attention-wise Convolutional Neural Network
(EAWNet) is proposed in this paper. Firstly, a better training
method with multiflow fusion network is designed to
improve the detection accuracy. Secondly, self-attention
modules are adopted to underline the meaningful informa-
tion of feature maps while disregarding useless information.
Finally, pass-wise connection makes key semantic features
propagate effectively. Comparative experiments are con-
ducted on the benchmark dataset COCO with state-of-the-
art methods. The results indicate that our proposed object
detection methods outperform the existing models. Extensive
experiments and comprehensive evaluations on large-scale
DOTA and daily COCO datasets demonstrate the effective-
ness of the proposed framework on real-time and dense
object detection inference.

In this work, we proposed a framework called EAWNet
with edge attention-wise modules for real-time visual inter-

net of things. The patches flow in the multipath refinement
flow network, and features are extracted by a pass-wise con-
nection that contributes to a considerable training efficiency.
The model was evaluated on two public datasets and com-
pared to state-of-the-art approaches. It performed quite sat-
isfactorily in terms of both accuracy and speed under the
same conditions.

In the future, we will redesign the attention modules for
lower computation cost. Then, continuous improvements
on object detection detectors could be conducted by applying
different data augmentation skills and various feature extrac-
tion methods and network enhancement approaches as well.
We are also interested in establishing whether rotated
boundaries could be replaced by the instance segmentation
to achieve better results on specific tasks such as an adversar-
ial training process.
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Fingerprinting technique for indoor positioning based on 5G system has attracted attention. Kalman filter (KF) is used as
preprocessing of raw data to reduce the disturbance of Received Signal Strength (RSS) values. After preprocessing, Universal
Kriging (UK) algorithm is adopted to reduce the efforts of establishing a fingerprinting database by Spatial Interpolation. A
machine learning algorithm named K-Nearest Neighbour (KNN) is used to calculate user equipment’s position. Real
experiments are setup with 5G signals over the air. Two indoor scenarios are considered depending whether the base station is
located in the same room with user equipment or not. In test room A, the proposed KF and UK algorithms achieve 53%
positioning accuracy improvement. In test room B, 43% performance improvement is obtained by the proposed algorithm. 1.44-
meter positioning error is observed as the best case for 80% test samples.

1. Introduction

Global Navigation Satellite System (GNSS) has provided
enough accuracy for outdoor positioning but not good
indoor. 5G Internet of Things (IoT) is a popular research
topic including various application scenarios such as indoor
positioning, smart transportation, smart manufacturing,
and smart security [1–4]. A variety of indoor positioning sys-
tems have emerged, including Ultra-Wide Band (UWB), Wi-
Fi, Bluetooth, and Long-Term Evolution (LTE) [5–7]. The
Base Stations (BSs) of LTE are widely distributed, which
has shown advantages for IoT, Machine Learning (ML),
and edge intelligence. 5G New Radio (NR) continues to
evolve to further enhance LTE performance [8–12]. The
number of connected devices in 5G is increasing rapidly
and continues to grow exponentially.

Reference Signal Receiving Power (RSRP), Received Sig-
nal Strength (RSS), Sounding Reference Signal (SRS) and

other signals are used for positioning [13–15]. RSS-based
positioning system includes a radio propagation distance loss
model and fingerprinting method [16, 17]. The radio propa-
gation distance loss model requires multiple BSs to perform
trilateral positioning and applies in simple environments,
while it is not easy to observe multiple NR BSs in a room in
the early deployment phase. Hence, we choose the finger-
printing technique in this paper. Fingerprinting technique
includes offline and online stages. In the offline stage, NR,
RSS, and coordinates of each reference point are extracted
to form fingerprints and input into a fingerprinting database.
In the online stage, the RSS of the test point is measured in
real time and compared with the offline fingerprints to calcu-
late positions. It is important to build a reliable fingerprinting
database

Varying multipath, Non-Line-of-Sight (NLOS) always
makes RSS biased and reduces the reliability of fingerprints.
To solve the problem, preprocessing methods are introduced

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 9936706, 10 pages
https://doi.org/10.1155/2021/9936706

https://orcid.org/0000-0001-6656-2186
https://orcid.org/0000-0002-8381-3714
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9936706


to mitigate multipath effects. Reference [18] proposes a
method that reduces the effect of signal multipath fading in
RSS-distance estimation using Kalman filter. Zhang et al.
proposed an indoor positioning method combining MEMS
sensors and wireless fingerprints. They used Kalman filter
to constrain WIFI fingerprints, which can improve position-
ing accuracy and computational efficiency [19]. Besides, con-
structing offline fingerprints requires a lot of manpower and
resources. Spatial interpolation methods are considered to
improve the spatial resolution of fingerprints with less man-
ual efforts. In [20], Zuo et al. proposed a time-variant multi-
phase fingerprint map indoor localization method based on
Kriging interpolation. Reference [21] introduces a variant
of inverse distance weight (IDW) interpolation which is a
Modified Shepard method. Son et al. proposed Universal Kri-
ging interpolation based on drift function [22]. This method
showed a better performance than linear interpolation,
inverse distance weighing, and Ordinary Kriging. Intelligent
fingerprinting techniques widely use machine learning as
the algorithm to calculate the positions of things [23]. A
novel multimodal complete tracking system based on statis-
tic and DL techniques is presented by reference [24]. The
authors used a multiphase statistical fingerprint and deep
learning to estimate target indoor position. In [25], KNN
method was used to achieve the position based on RSS data
received by the module to be located. And the authors used
KF to optimize the positioning information.

In this paper, Kalman filter (KF) is used as preprocessing
optimization method. Specifically, it consists of two stages. In
the offline stage, the raw RSS is filtered to obtain reliable data.
In the online stage, the RSS collected in real time can be fil-
tered to eliminate the influence of varying multipath. We
use spatial interpolation to interpolate the fingerprinting
database and compare a variety of interpolation methods
including Universal Kriging (UK) to improve the resolution
of fingerprints. K-Nearest Neighbour (KNN) algorithm is
taken as the positioning algorithm.

2. System Model

In the positioning system, we collect RSS signal and use the
signal to calculate location of the mobile phone. As shown
in Figure 1, our positioning system consists of two stages, off-
line and online. In the offline stage, we collect the RSS signal
of the reference point and build the raw fingerprint database.
After RSS preprocessing, we can build a RSS preprocessed
fingerprinting database. By performing spatial interpolation
on the database, we can build a database that is reliable and
accurate. In the online stage, we capture the RSS signal of
the test point and preprocess the signal. And we use the posi-
tioning algorithm to determine the location of the test point.

3. RSS Preprocessing

Kalman filter is a linear minimum variance estimation algo-
rithm. As shown in Figure 2, KF algorithm consists of a gain
calculation loop and a filter calculation loop. The gain calcu-
lation loop includes filter gain, estimation error, and predic-

tion error. The filter calculation loop includes state
prediction and state estimation.

The covariance of the observation noise R is represented
by averaging the variance of the RSS at each reference point.
The phone remains stationary during the observation at a
point. Set the system process noiseQ equals to 0.001, the state
transition vector Φ equals to 1, and observation vector H
equals to 1. During RSS filtering of the reference points, the
first estimated error covariance of the point is obtained as

P1 =
1
N
〠
N

l=1
Zl
1 − E Zl

h i� �2
, ð1Þ

where Zl
1 is the first sample RSS of point l. E½Zl� denotes

mathematical expectation of RSS data of the point l. N is
denoted by the number of reference points. The following is
calculated for point l. The prediction error covariance of
the tth sample RSS is expressed as

Pl
t,t−1 = Pl

t−1 +Q, ð2Þ

where Pl
t−1 represents the ðt − 1Þth sample estimated error

covariance. Filter gain of the tth sample RSS, denoted by J lt , is

J lt = Pl
t,t−1 Pl

t,t−1 + R
h i−1

: ð3Þ

The estimated error covariance of the t th sample RSS is
expressed as

Pl
t−1 = I − J lt

h i
Pl
t,t−1 I − J lt
h iT

+ JRJlt
T , ð4Þ

where I denote unit vector. The predicted value of the tth RSS
is expressed as

Xl
t,t−1 =ΦXl

t−1: ð5Þ

We put the filter gain into the filter calculation loop to get
the estimated value of the tth sample of RSS

Xl
t = Xl

t,t−1 + J lt Zl
t − Xl

t,t−1

h i
, ð6Þ

where Zl
t is the tth sample of RSS.

Through the KF, the error generated by the RSS can be
reduced in the measurement process so that we can obtain
more accurate RSS. For the fingerprinting database, a more
accurate offline fingerprinting database is established. At
the same time, we ensure RSS real-time accuracy for the
points to be located.

4. Spatial Interpolation

When we build the offline fingerprinting database in the fin-
gerprinting positioning system, within a certain resolution
range, the positioning accuracy is proportional to the resolu-
tion of the offline fingerprinting database. The increase of
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resolution will lead to a substantial increase in workload. To
reduce the time cost while ensuring the positioning accuracy,
the spatial interpolation method is used to effectively and
correctly improve the resolution of offline fingerprints and
reduce the workload. The spatial interpolation method
obtains RSS values of interpolation points from those of ref-
erence points in the area. As shown in Figure 3, the solid one
is an interpolation point, and the hollow ones are the refer-
ence points.

In the actual scene, the neighbours of linear interpolation
and IDW have a great influence on the result. To solve this
problem, we consider Kriging interpolation algorithm. The
Ordinary Kriging requires RSS value of point l to meet the
second-order stability which is E½Xl� = C, where C is con-
stant. However, NR RSS signal cannot satisfy this assumption
in indoor room, which means E½Xl� =mðxl, ylÞ is a nonsta-
tionary function of the spatial position. Universal Kriging
uses a deterministic drift function and residual function to
express the RSS value, and the RSS value at any point t,
denoted by, Xl, is:

Xl =m xl, ylð Þ + r xl, ylð Þ, ð7Þ

where mðxl, ylÞ represents the drift function of NR RSS
related to the position coordinate ðxl, ylÞ, rðxl, ylÞ is the resid-
ual function of NR RSS expected to be zero. mðxl, ylÞ is used
to describe the trend of RSS. And we use a deterministic func-
tion to simulate it. According to the distribution characteris-
tics of RSS in two-dimensional space, mðxl, ylÞ is expressed
by a quadratic function [26]:

m xl, ylð Þ = 〠
L

i=0
αi f i xl, ylð Þ = α0 + α1xl + α2yl + α3x

2
l + α4xlyl + α5y

2
l ,

ð8Þ

where αi is the coefficient of the deterministic function
f iðxl, ylÞ and L equals 5. The weight coefficient of UK
not only depends on the distance between the interpola-
tion point and reference points but also is related to NR
RSS of distribution characteristics in the space. The semi-
variogram γðdÞ is related to the distance d between each

point in space. The semivariogram is equal to half of the
mathematical expectation of the square of the difference
between NR and RSS of all points separated by a given
interval d.

We fit the semivariogram by the RSS value of the known
points. Commonly used variation function models include
exponential model, spherical model, Gaussian model, and
multifunction model. Spherical model is used to fit the func-
tion model which has good stability and robustness. The
spherical model is defined as

γ dð Þ =

0 dj j = 0,

c0 + c
3d
2a −

d3

2a3

 !
0 < dj j < a,

c0 + c dj j ≥ a,

8>>>>><
>>>>>:

ð9Þ

where c0, c, and a are the coefficient of the semivariogram
γðdÞ.

UK algorithm is unbiased and optimal estimation. Unbi-
asedness means that the expected value of the estimator is
equal to the true value. The optimal estimator means that
the estimator has the smallest variance among all such linear
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Figure 1: Flow chart of fingerprint indoor positioning method.
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Figure 2: Kalman filter structure diagram.
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unbiased estimators. We need to obtain the weight coefficient
λ of each reference point, which is defined as

〠
g

u=1
λu = 1, ð10Þ

λu is the weight coefficient of the point u. Using
Lagrange multiplier method to solve the weight coefficient
matrix U:

U
F

" #
=

W S
ST O

" #−1 V
G

" #
, ð11Þ

where S represents the coordinate function matrix of the
reference point as

f0 x1, y1ð Þ ⋯ f L x1, y1ð Þ
⋮ ⋱ ⋮

f0 xg, yg
� �

⋯ f L xg, yg
� �

2
6664

3
7775: ð12Þ

U is the weight coefficient matrix of reference points as
½λ1 ⋯ λg�T . G denotes the coordinate function matrix of

the interpolation point h which is G =
f1ðxh, yhÞ ⋯ f Lðxh, yhÞ½ �T . W represents the variation

function matrix between reference points as

γ1,1 ⋯ γ1,n

⋮ ⋱ ⋮

γn,1 ⋯ γn,n

2
664

3
775: ð13Þ

V denotes the variation function matrix between the
reference point and interpolation point which is V =
γ1,h ⋯ γn,h
� �T . F is denoted by the Lagrange coeffi-

cient matrix η0 ⋯ ηL½ �T , where η is Lagrange coeffi-
cient. O is the ðL + 1Þ ∗ ðL + 1Þ matrix of zeros.

Then, we get

X∗ hð Þ = 〠
g

u=1
λuX uð Þ, ð14Þ

where X∗ðhÞ is the RSS estimated value at the hth interpola-
tion point, XðuÞ is NR RSS value of the reference point u, g is
the number of reference points of the interpolation point h.

5. Experimental Results and Discussion

Indoor positioning is an indispensable part of human life in
the future. Due to the different locations of base stations
and the diversity of indoor rooms, indoor positioning in dif-
ferent rooms is considered.

5.1. Experimental Setup. The experimental system adopts a
single 5G base station with fingerprinting offline and online
stages as shown in Figure 4.

Positioning accuracy is affected by the placement of BS.
This experiment is performed in two different indoor rooms
as shown in Figure 5. There were people walking around dur-
ing measurements. Solid dots are fingerprinting reference
points, the hollow ones are spatial interpolation points, and
those stars are test points. 5G test phone model is Samsung
S20 G9810, and 5G BS is Nokia Airscale 5G Small Cell.

The BS and room A are located in the same room (as
shown in Figure 5(a)). The BS is set up in the corner and
3.5 meters high above the floor. The mobile phone is placed
on a one-meter tall tripod. The L-shaped room is divided into
21 squares with a resolution of 1m ∗ 1m. In indoor finger-
printing positioning, please note that higher resolution will
greatly increase the workload of establishing offline finger-
prints. And due to the complexity of the environment, the
resolution is chosen to fit for the distribution characteristics
of RSS in the room. During the experiments, we analyze the
RSS data, which remains stable during two minutes. Hence,

Dividing with a
resolution of 1*1m

in the room

Collecting RSS of
each reference

point

Using kalman filter
to pre-process RSS

Using universal
kriging to improve

fingerprinting
resolution

Offline

Collecting RSS of
each test point

Using KNN to locate
the positioning of

test point

Using kalman filter
to pre-process RSS

Online

Figure 4: Fingerprinting positioning structure.

Figure 3: Spatial interpolation graph.
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we do not measure more time to keep our time. We ran-
domly select 8 test points in the positioning area and stati-
cally collect RSS data at 34 reference points and 8 test
points for 2 minutes, and the fetch rate of RSS is 100ms/sam-
ple. The inherited value from the last moment is used when
raw data is lost. We perform spatial interpolation in room
A with a resolution of 0:5m ∗ 0:5m.

The BS is set up 3.62 meters high above the floor in the
corridor adjacent to the room as in room B as shown in
Figure 5(b). The doors between them are closed. Mobile
phone is placed on a one-meter tall tripod. The distribution
of reference points and interpolation points is the same as
that of room A. The test points are put in the centre of each
grid.

KNN regression algorithm is used as the positioning
algorithm in the experiments. In KNN, samples with higher
similarity are mapped to close distances. The estimated posi-
tion is the average of the coordinates of the nearest
neighbours.

Positioning error is defined as

e = 1
Mk

〠
Mk

k=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Mb

〠
Mb

b=1
qk − q∧k bð Þk k2

vuut , ð15Þ

where qk denotes ground-truth of test point k. q̂kðbÞ is the
estimated position based on the bth sample of test point k.

A1

5G NR BS

8 meters

7 
m

et
er

s

(a)

3 meters
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eters

B1

5G NR BS

(b)

Figure 5: (a) Positioning room A. (b) Positioning room B.
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Figure 6: (a) RSS comparison chart before and after Kalman filter of reference point A1 in roomA. (b) RSS comparison chart before and after
Kalman filter of reference point B1 in room B.
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Figure 7: (a) Comparison of the Cumulative Distribution Function (CDF) of positioning error before and after Kalman filter in positioning
room A. (b) Comparison of the CDF of positioning error before and after Kalman filter in positioning room B.

Table 1: Positioning accuracy of room A.

Location Average error (m) CDF80% (m) CDF90% (m)

Raw data 2.24 3.36 4.11

KF data 1.58 2.30 2.64

Table 2: Positioning accuracy of room B.

Location Average error (m) CDF80% (m) CDF90% (m)

Raw data 1.95 2.54 3.08

KF data 1.77 2.41 2.85
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Mk andMb represent number of test points and samples over
each point, respectively. All test samples equal to Mk ∗Mb.

5.2. RSS Preprocessing. To reduce the influence of varying
multipath on RSS, Kalman filter is used to preprocess the
NR RSS of the offline fingerprinting database and test points.
The preprocessed RSS is more stable, and using KF effectively
reduces the disturbance to NR RSS caused by varying multi-
paths. The RSS value changes slightly around the mean after
preprocessing, the variance is smaller, and the data is more

stable. Using KF to preprocess RSS is shown in Figure 6.
The RSS comparison before and after preprocessing of refer-
ence point A1 in room A and B1 in room B is shown in
Figures 6(a) and 6(b), respectively. The distribution range
of RSS values narrowed from -58.4 dBm~-50.3 dBm to
-54.7 dBm~-52.6 dBm, stabilizing around -54 dBm. The dis-
tribution characteristics of RSS are more obvious.

In room A with a relatively simple room, the RSS distri-
bution between each point is relatively close, and the charac-
teristics are not obvious. After preprocessing, the RSS
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Figure 8: (a) CDF of the positioning error using different spatial interpolation algorithms in room A. (b) CDF of the positioning error using
different spatial interpolation algorithms in room B.
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distribution of each point is more concentrated, so that the
RSS cross-term between each point is reduced. The distribu-
tion characteristics of RSS between points are more obvious.
We use the KNN positioning algorithm to locate the test
points. As shown in Figure 7(a), the positioning accuracy is
greatly affected by the multipath changes. Kalman filter on
the raw RSS data significantly improves the positioning accu-
racy of the fingerprints. The positioning accuracy improve-
ment effect is shown in Table 1. After using KF, the
positioning accuracy has been improved by 31%; we can
achieve 2.30-meter positioning error for 80% test samples.
The positioning error is the Euclidean distance of test points
between the true position and the positioning position.

In room B, NR RSS value between each point varies
greatly, and the distribution of the mean value is obvious.
Varying multipath has little effect on the positioning accu-
racy. As shown in Figure 7(b), Kalman filter algorithm can
improve the positioning accuracy. The positioning accuracy
improvement effect is shown in Table 2. Using KF, the posi-
tioning accuracy has improved by 6%. We achieve 2.41-
meter positioning error for 80% test samples.

5.3. Spatial Interpolation. When we build the offline finger-
printing database in the fingerprinting positioning system,
within a certain resolution range, the resolution of the offline
fingerprinting database is proportional to the positioning
accuracy. The higher the resolution of the fingerprints, the
higher the positioning accuracy. Higher resolution will result
in greater workload. In this experiment, a variety of com-
monly used spatial interpolation methods are used to assign
values to each interpolation point separately. To avoid
destroying the characteristics of the RSS of the interpolation
points, we sort the RSS values of all points in descending
order; the interpolation points are interpolated according to
the weight of the reference points.

These experiments test different positioning environ-
ments in rooms A and B and compare several interpolation
methods. We interpolate the preprocessed RSS offline finger-
printing database. The positioning error of various interpola-
tion methods for rooms A and B is shown in Figure 8. In
rooms A and B, we use UK that has the best positioning accu-
racy. The interpolation accuracy in room A is shown in
Table 3, and the interpolation accuracy in room B is shown
in Table 4. In room A, the positioning error of linear, IDW,
and UK has improved by 20%, 20%, and 31%, respectively.
Using UK can achieve 1.58-meter positioning error for 80%
test samples. In room B, the positioning error of linear,
IDW, and UK has been improved by 24%, 11%, and 40%,
respectively. Using UK can achieve 1.44-meter positioning
error for 80% test samples. After using KF and UK, we can
effectively improve the positioning accuracy in both rooms.

6. Conclusions

We use the existing 5G as the positioning base station, which
need not rebuild specific positioning equipment. Our intelli-
gent fingerprinting technology optimization adopts KF as
preprocessing step to reduce the disturbance of the RSS
values caused by multipath. Spatial interpolation method is
used to keep fingerprint sampling effort low but still get good
resolution. A variety of spatial interpolation methods are
compared. UK has the best performance. In room A, com-
pared with that of raw data, KF showed 31% performance
improvement. UK provided an additional 26% increase of
positioning accuracy. In room B, compared with that of
raw data, KF has 6% performance improvement. UK can fur-
ther reduce the positioning error by 36%.We have achieved a
positioning error of more than 80% test samples below 1.6
meters. In the next step, we may research universal finger-
printing, database preprocessing, and spatial interpolation
methods in different indoor scenarios. Multiple-base station
case in the future is possible. Research on maintaining the
fingerprinting database over time is also good to touch.
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Table 3: Positioning accuracy of room A after different
interpolation algorithms.

Location Average error (m)
CDF80%

(m)
CDF90%

(m)

No
interpolation

1.58 2.30 2.64

Linear 1.32 1.84 2.14

IDW 1.30 1.84 2.03

UK 1.17 1.58 1.94

Table 4: Positioning accuracy of room B after different
interpolation algorithms.

Location Average error (m)
CDF80%

(m)
CDF90%

(m)

No
interpolation

1.77 2.41 2.84

Linear 1.42 1.88 2.64

IDW 1.31 2.14 2.38

UK 1.16 1.44 1.76
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