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Automated seizure detection system based on electroencephalograms (EEG) is an interdisciplinary research problem between
computer science and neuroscience. Epileptic seizure affects 1% of the worldwide population and can lead to severe long-term
harm to safety and life quality. The automation of seizure detection can greatly improve the treatment of patients. In this work,
we propose a neural network model to extract features from EEG signals with a method of arranging the dimension of feature
extraction inspired by the traditional method of neurologists. A postprocessor is used to improve the output of the classifier.
The result of our seizure detection system on the TUSZ dataset reaches a false alarm rate of 12 per 24 hours with a sensitivity of
59%, which approaches the performance of average human detector based on qEEG tools.

1. Introduction

Electroencephalograph (EEG) recording refers to the mea-
surement of electrical activity resulting from postsynaptic
potentials within the brain [1]. The EEG analysis is used for
diagnosing neural dysfunction, such as epileptic seizure,
cerebrovascular disease, and brain tumor. With the fast
development in data science and machine/deep learning
techniques of past decades, automated EEG analysis has great
potential in bringing forward an attractive advancement in
accuracy and efficiency of diagnosis and treatment of neural
dysfunctions [1].

The basic requirement for treatment in different kinds of
epilepsy is to identify epileptic seizure features from EEG sig-
nals. The equipment for EEG signal acquisition systems is
relatively inexpensive; however, the cost for training or hiring
a certified neurologist to read and report EEG data is consid-
erably much higher [2]. At the moment, the interpretation of

EEG recordings depends heavily on the judgment of neurol-
ogists [3]. It is also time-consuming and tedious to perform
24/7 EEG monitoring to avoid missing epileptic cases [4].
Moreover, the nonstationary nature [5] of EEG and artifacts
provides both interrater and intrarater disagreements that
degrade diagnosis validity [6]. An automated EEG diagnostic
system that provides effective, subjective, and accurate sei-
zure detection is thus needed.

The problem of automatic seizure detection can be
divided into two main steps, feature extraction and classifier
training. Considerable amounts of works have been done
with this two-step procedure for better detection accuracy,
including time-frequency feature map with a support vector
machine (SVM) [3, 7], nonlinear features with different types
of classifiers [5, 8, 9], and features based on time-frequency
image with image recognition methods [10, 11]. These
researches have provided different methodologies for seizure
detection. However, since these works have only been
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validated on datasets with less than 25 patients [3], additional
verifications are required to validate their methods on a
larger dataset. Additional signal processing techniques might
be required to fine-tune their methods for practical usage.
Recently, an increasing number of researchers start to utilize
neural network (NN) methods due to its inherent automatic
feature extraction characteristics [12–14]. San-segundo et al.
analyzed the use of deep neural network for epileptic EEG
signal classification with different inputs and suggested
empirical mode decomposition for better performance in
focal versus nonfocal classification and Fourier transform
for seizure detection [15]. Tsiouris et al. presented the long
short-term memory (LSTM) method in seizure detection
using EEG signals, expanding the use of traditional deep
learning algorithms in this field [16]. However, a common
problem of these NNmethods is that few of them take advan-
tage of existing neurological knowledge to improve the
model’s accuracy and converge speed.

Controlling of feature extraction provides us with the
method to apply neurological knowledge to the model.
ChronoNet [17] introduced the concept of multiple-time-
scale feature extraction, where inception layers encode
time-series information before fusion of the EEG signal.
However, this work treats the EEG channels as feature chan-
nels at the beginning of the model, failing to learn signal pat-
terns of individual EEG channels. Eberlein et al. [12]
performed convolution on EEG signals with kernels ranging
over multiple channels to detect local patterns instead of a
single channel. Although the authors tried several topologies
over the number of channels to be convoluted together, the
accuracy is limited due to insufficient representative features
in EEG recordings. Both works introduced the idea of manu-
ally adjusting the input domain in the early stage of the neu-
ral network in seek of better performance of their model.
However, to the best of our knowledge, none of the existing
research has conducted feature extraction techniques on both
temporal and regional patterns as in the field of seizure
detection.

To address the aforementioned issues, we propose to use
wavelet coefficient packages as input features and introduce
the concept of local pattern inception into the neural network
model as our seizure detection system. Our model is trained
and examined with an up-to-date real clinical EEG dataset
[18] that provides a sensitivity of 59.07% at a false alarm rate
of 12/24 hours, reaching the average human performance [19].

The key contributions of our work are summarized as
follows:

(1) Dataset Preparation. We propose a single reference
EEG montage for seizure detection to solve the prob-
lem of independence and dependence of adjacent
electrodes.

(2) Feature Extraction. We propose a feature extraction
method inspired by neurologists’ way of reading
EEG to improve feature extraction of DWT-Net for
seizure detection with efficient computing cost.

(3) Neural Network Optimization. We optimize the ker-
nel size of the convolution layers to deal with differ-

ent temporal resolutions of various discrete wavelet
coefficients.

(4) Postprocessor.We optimize the system by concatenat-
ing the classifier with a finite-state-machine
postprocessor.

The rest of the paper is organized as follows: Section 2
presents preliminaries about EEG recording methods and
seizure detection datasets with problem definition. In Section
3, we propose our seizure detection system with detailed
methods including feature extraction, network structure,
and postprocessor. The experimental results and discussion
are presented in Section 4, followed by conclusion in Section 5.

2. Preliminaries

In this section, we will discuss the present EEG recording
techniques and related datasets and define our problem state-
ment based on the evaluation matrices.

2.1. EEG Recording Methods. For clinical epilepsy treatment,
noninvasive EEG signal recording is a preferable method
because of ethical concerns and medical risks [20]. EEG sig-
nals are typically acquired with equipment via the potential
difference between pairs of recording electrodes placed on
the scalp surface. The measurement between any two elec-
trodes is considered an EGG channel.

According to the “International 10-20 system” measure-
ment standard, the electrodes are distributed across the brain
scalp to ensure the reproducibility of EEG experiment [21].
The notation of “10” and “20” defines that the distances
between adjacent electrodes are either 10% or 20% of the
total longitudinal or transverse distance of the skull. There
are a total of 19 recording electrodes and two referential elec-
trodes. Each electrode has a “positional” code and a number;
an odd number represents the left brain position, and an even
number represents the right brain. As illustrated in Figure 1,
the electrode “T3” is termed as temporal lobe (T) on the left
side of the brain.

EEG signals are presented in the form of either single ref-
erence or bipolar montage, as shown in Figure 2, where a
montage is defined as an ordered list of EEG channels
recorded in a regular time interval [22]. Both types of mon-
tages are used by the clinicians to understand the origin
and location of epileptic seizure signals. A single reference
montage is also known as a referential montage with one or
two referential electrodes. The referential electrodes can be
auricular electrodes or averaged potential of all the electrodes.
They are paired with the recording electrodes to form the
channels in a single reference montage. A bipolar montage
does not have referential electrodes, and it records the poten-
tial differences between pairs of recording electrodes [23].

2.2. EEG Datasets. To develop an automatic seizure detection
system, an EEG database with well-defined epileptic record-
ings is required. Table 1 provides a list of open-source seizure
detection datasets (corpora).

The “Bonn” corpus, from the University of Bonn [24], has
been widely used for research on seizure detection [8, 11, 25].
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It includes single-channel EEG recordings with a total number
of 10 subjects and 100 seizure occurrences. All the EEG signals
in the corpus were manually reviewed by professional clini-
cians to pick the representative epileptic channel and to

remove recordings with artifacts. Hence, each session retains
only one EEG channel measurement.

The “CHB-MIT” scalp EEG corpus [3, 26] is another
widely used dataset for seizure detection [11, 27, 28]. It
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consists of continuous scalp EEG recordings from 23 pediat-
ric patients undergoing medication withdrawal for epilepsy
surgery evaluation at Children’s Hospital, Boston. The cor-
pus includes 19-channel EEG recordings with a total number
of 163 seizure occurrences and a total record time of 175
hours.

The Temple University Hospital Seizure Detection Cor-
pus (TUSZ) [29] is the largest open-source EEG corpus for
seizure detection and provides an accurate representation of
actual clinical conditions. This corpus is still undergoing
updates, and the version used in this paper is v1.5.0. Cur-
rently, this corpus includes 19-channel EEG recordings with
a total number of 315 subjects, 1791 seizure occurrences, and
a total record time of 797 hours. In particular, this corpus is
the only dataset that provides different types of epileptic sei-
zure signal. Ref. [30, 31] completed a benchmark on the clas-
sification of different types of seizures in TUSZ.

Since “Bonn” and “CHB-MIT” corpuses lack sufficient
subjects and data, both corpus might not be a good represen-
tative of the real-world clinical situations [32]. Hence, we
have adopted the “TUSZ” corpus for our study to develop a
seizure detection system.

2.3. Problem Formulation and Definitions.We define the fol-
lowing evaluation matrices used to evaluate the performance
of a seizure detection system against the “TUSZ” corpus.

Definition 1. (seizure density function). An ideal seizure
detection system or human marker is expected to label each
seizure in the recordings with an accurate start time and
end time. An evaluation method [6] is considered to describe
the EEG signals by a seizure density function, which varies
between 0 and 1 throughout the record. An ideal density
function of a detection system is a function of time with the
value 1 during the detections and 0 elsewhere.

Definition 2. (sensitivity (Sen)). Sensitivity is defined as the
ratio between the total number of detected seizure events
and the total number of all labelled seizure events in the
EEG record,

Sen = Total number of correctly recognized seizure events
Total number of labelled seizure events

,

ð1Þ

where a detected seizure event is defined if the average value
of seizure density function over the event duration exceeds
the threshold p.

Definition 3. (specificity (Sp)). Specificity is defined as the
ratio between the number of detected normal event and the
total number of all labelled normal events in the EEG record,

Sen =
Total number of recognized normal events
Total number of labelled normal events

, ð2Þ

where a normal event is defined if the average value of seizure
density function over the event duration falls below the
threshold p.

Definition 4. (true positive rate (TPR)). The true positive rate
is defined as the ratio between the number of detected seizure
events and the total number of events recognized as seizure
events,

TPR =
Total number of correctly recognized seizure events

Total number of detected seizure events
:

ð3Þ

Definition 5. (false alarm rate (FAR)). A false alarm occurs if
the integral of seizure density function over a nonseizure
event exceeds seizure density threshold p. The false alarm
rate over a period of 24 hours is defined as the ratio between
the number of false alarm events and the duration of the EEG
recorded in the unit of 24 hours.

FAR =
Total number of false alarm events

Total duration
: ð4Þ

With the above definitions, the epileptic seizure detection
problem is formulated as follows.

Problem 1. (epileptic seizure detection). Given a corpus that
contains EEG channels with normal and seizure events, train
a seizure detection system based on sliding window method.
For each sliding window, the sensitivity and specificity of
whether it contains a seizure event should be maximized.
For the final output of the system, the false alarm rate of sei-
zure events detection should be minimized.

3. Feature Extraction Methods and Neural
Network Model

3.1. Feature Extraction

3.1.1. Montage Selection. The number of channels and the
selection of EEGmontage have a direct impact on the perfor-
mance of the classification system [33]. In the TUSZ corpus,
it contains more than 40 different channel configurations and
4 different types of reference points. As shown in Figure 3,
after our preliminary study on channel selection based on
[34, 35], we have decided to use 19 channels from single ref-
erence montage based on the “International 10-20 system” to
ensure the generality of our model.

Table 1: Open source EEG corpus for seizure detection.

Bonn CHB-MIT TUSZ

Number of subjects 10 23 315

Number of seizure occurrence 100 163 1791

Total seizure time 0.6 hours 2.8 hours 36 hours

Total record time 3.2 hours 175 hours 797 hours

% of seizure time/total time 1.88% 1.6% 4.5%

Number of seizure type 1 1 7

Number of channels 1 19 19
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In this work, we have arranged the single reference EEG
channels in a new montage to extract the spatial information
of the EEG signals. The order of the channels is derived from
the longitudinal bipolar montage recommended by standard
neurophysiology guidelines [36]. In this montage, each pair
of recording electrodes from neighboring channels corre-
sponds to a channel in the longitudinal bipolar montage.
For example, the pair of channel Fp1-reference and F7-
reference corresponds to Fp1-F7 in the bipolar montage. A
bipolar montage can be derived from single reference mon-
tages, because the subtraction of two channels with the same
referential electrode would cancel the effects of the reference
point [37]. Hence, this single reference montage that main-
tains the bipolar sequence enables the neural network not
only to detect features from the single reference electrodes
but also make it possible to draw information from the differ-
ence between two neighboring electrodes, which mimics the
bipolar montage. Compared with other montages, the pro-
posed single reference montage provides the classifier with
more information than only using traditional single reference
or bipolar montages as the input signal. The related experi-
mental results will be discussed in Section 4.

3.1.2. Window Length Selection. To derive the seizure density
function from continuous EEG recordings, the EEG signals
need to be processed with moving-window analysis. Neurol-
ogists typically evaluate the symptom based on 10-second
windows of EEG signals [14]. However, a large proportion
of the events in the “TUSZ” corpus are shorter than 10 sec-
onds. Thus, we have selected two shorter windows, 1-
second and 5-second windows. With the 250Hz sampling
rate of the TUSZ corpus, the 1-second and 5-second windows

contain 19 single reference EEG channels with 250 and 1250
sampling points per channel, respectively.

3.1.3. EEG Noise Removal and Normalization. An eighth-
order Butterworth filter of 49 to 51Hz was applied to each
window to filter out power-line noise. Each signal was further
normalized with Z-score normalization [38], obeying the fol-
lowing equation:

X = x − xmean
σx

, ð5Þ

where xmean and σx represent the mean value and the stan-
dard deviation of this EEG within the window duration.
The result of Z-score normalization is a signal with zero
mean and a standard deviation of 1.

3.1.4. Discrete Wavelet Transformation. Discrete wavelet
transformation (DWT) is a wavelet decomposition method
[39]. This method decomposes a discrete signal into packages
of coefficients that represent approximate and detailed infor-
mation by calculating the inner product of the signal and
mother wavelet functions. EEG signals can be seen as a time
sequence signal consisting of different frequency compo-
nents. Thus, the packages of coefficients correspond to the
lower and higher frequency component of the signal, respec-
tively. As shown in Figure 4, a detailed package represents a
frequency component Dn,m, which corresponds to the fre-
quency range of [fs/2m+1 Hz, fs/2m Hz], where fs is the sam-
pling rate (250Hz), m = 1, 2,⋯n, and n is the total level of
decomposition.

Most of the related studies use inverse-DWT after DWT
to reconstruct EEG into time-sequence signals of different
frequency components [5, 25, 28]. In our study, we use the
coefficients directly as input features. This method has been
tested in other fields such as fault diagnosis [40].

The fourth Daubechies mother wavelet function (db4) is
a widely used mother wavelet function in the field of EEG
analysis [10, 35, 41]. The morphological characteristic of this
mother wavelet function resembles EEG signals. From our
preliminary study, we have identified four wavelet coefficient
packages decomposed by db4 that represent the lowest fre-
quency components of the EEG, as those frequency compo-
nents are more related to epileptic signals. The length of the
db4 wavelet filter is 8. We can get the length of the decom-
posed coefficient package, by the following equation

Len coef fð Þ = floor len datað Þ + len filterð Þ − 1ð Þ
2

� �
: ð6Þ

The wavelet decomposition stops when the signal
becomes shorter than the db4 filter length. Based on the ori-
gin signal length 1250 and 250, the maximum decomposition
level for 5-second window and 1-second window are 7 and 5,
respectively. We take the middle of 1024 sampling points
from 1250 sampling points for 5-second windows and 260
sampling points with overlapping of 10 sampling points for
1-second windows. With this method, the length of the coeffi-
cient packages representing the lowest frequency components
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for both 1-second and 5-second windows will be 14, 22, 38,
and 70, making our model suitable for both window sizes.
The proposed feature extraction method is summarized and
illustrated in Figure 5.

3.2. DWT-Net Structure. Neurologists read EEG signals and
recognize abnormal waveforms in the individual channels
as well as the correlations between adjacent EEG channels
[1]. Their method seeks features from both the time-
frequency domain and the spatial domain to ensure that epi-
leptic signals that are unclear in a single domain can be
detected.

In this work, we designed a CNN structure called DWT-
Net to mimic the above feature extraction methodology. The

model has 9 layers and generates the seizure density of each
EEG window. The input of our model is four coefficient
packages with sizes of C ∗ Li ði = 0, 1, 2, 3Þ, where C repre-
sents the number of preprocessed input EEG channels and
Li represents the length of ith coefficient package. According
to the preprocessed data, C is 19 and Li equals to 14, 22, 38,
and 70, respectively.

After the input layer, we implemented multiple feature
extractors to process the wavelet packages separately. The
method of multiple feature extractors has been used to model
local pairwise feature interactions for image recognition [42].
To mimic the abnormal signal identification methodology of
neurologists, we extended the concept and implemented a 4-
way feature extractor to guide the model. As a result, the
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model will extract features along different domains in a pre-
defined order. The second dimension of the feature maps
refers to the time steps in the wavelet coefficient packages.
It is illustrated in Figure 6 that by adjusting the second
dimension of the kernel sizes, strides, and paddings of our
convolution layers, we can normalize the temporal resolu-
tions of different DWT coefficient packages. As shown in
Figure 7, the details of the model with multiple feature
extractors are described as follows:

(1) 4 wavelet coefficient packages are fed to the 4-input
feature extractors

(2) Each package undergoes the first convolution layer
with a kernel size of (3, 6) and stride of 2 for the
inception of local temporal and spatial features.
The first dimension of the kernel size refers to the
number of channels involved in the convolution
and is chosen to be 3. With a stride of 2, it ensures
that each EEG channel has a chance to interact with
neighboring 2 channels. Note that the first convolu-
tion layer halves feature dimension along the num-
ber of channels

(3) Two 1d convolution layers are used to extract fea-
tures along with the temporal dimension of each
channel. Different sizes of kernels are used in these
two layers between feature extractors for different
input coefficient packages. The kernels in size of
(1, N) with larger N are used for longer coefficient
packages, as shown in Figure 6. The sizes of N ,
strides, and paddings are carefully chosen to ensure
that the shape of output feature maps is normalized
correctly

(4) The output of the third convolution layer is con-
volved using a kernel size of (3, 3)

(5) A max-pooling layer is applied to the product of the
last kernel, reducing the feature map size to 5 × 3

(6) The feature map then goes through a dropout layer
with a 50% dropout proportion to achieve the effect
of auto denoising and prevent overfitting

(7) The results of 4 feature extractors are stacked by the
first dimension into a 3D feature space of 4 × 5 × 3.

The first dimension now represents the frequency-
domain of the signal

(8) The last convolution layer with a kernel size of 3 is
applied to the 3D feature map. This layer fuse fea-
tures from different frequency bands together

(9) Another max-pooling layer is used to reduce the size
of the feature map to 2 × 3 × 2

(10) The resulting 768 features are fully connected to the
output of 2 neurons after two fully connected layers

3.3. Designing of the Real-Time System. The softmax output
from the classifier is a probability vector of a dimension
two, including the probability of the nth EEG window to be
epileptic EEG Pseizure and the probability of the nth EEG win-
dow to be normal EEG Pnormal. As illustrated in Algorithm 1,
the postprocessor processes the EEG signal windows by
sequence. Starting with state=negative, once the nth window
is detected as epileptic, the result of the nth EEG window
Resultn will be set to Epileptic and the state is changed to Pos-
itive (lines 8-9). Under this condition, the system raises the
possibility of the next two windows to be epileptic by Pup,
which is set to 0.1 in this work. If the next 2 consecutive win-
dows Resultn+1 and Resultn+2 failed to be detected as Epilep-
tic. The nth window will be regarded as a false alarm and
Resultn will be revised to Normal (line 25). Likewise, a single
Normal window between two Epileptic windows will be
revised to Epileptic. Although such postprocessor brings about
a latency of 10 seconds, the proposed postprocessor smooths
the sequential hypotheses of the classifiers and provides a
moderate effect in suppressing FAR and increasing Sen.

4. Experiment Results and Discussion

4.1. Dataset Preparation. In this work, we have chosen the
latest version v1.5.0 of the “TUSZ” corpus. In TUSZ, the
EEG labels are given with a start time and an end time for
each EEG recording. The resolution of the labels in the TUSZ
dataset is 0.0001 second. We can define an event with its start
time and end time. The sessions of the corpus that includes
eight classes of events (“background” event and 7 “epileptic”
events) are listed in Table 2. As we are not going to include
seizure classification in our system, all the epileptic classes
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are considered “positive” events and the background class
“negative” events in the experiment, respectively. Because
the window length of our seizure detection system is only 5
seconds, we regard seizure events with short breaks as sepa-
rate events to make the best use of the labels.

The first minute of an EEG recording provides tale-tail
signs whether the signal is epileptic or not because the epilep-
tic signal is strongest at the beginning of a seizure [17].
Hence, limiting the length of the events can provide better
classification performance. However, extracting only 60 sec-
onds of signal from the events will result in shortage of train-
ing data required for training a deep learning model and
make the classifier less adaptable. To balance the amount of
training data and classifier performance, for events greater
than 400 seconds, only the first 400 seconds are included.

A total number of 6971 and 2238 sessions were used as
the train and test sets predefined by TUSZ. After feature
extraction, 119,491 5-second windows were generated with
details showed in Table 3. Correspondingly, the 1-second
windows were derived from the 5-second windows.

4.2. Training of Window-Based Classifier. The proposed
model was constructed with the open-source framework
Pytorch [43]. The weights of the neural network were initial-
ized with Kaiming normalization [44] to improve weight
convergence during the training of our model with ReLu acti-
vation layers. The weighted cross-entropy was selected as the
loss function of the classifier. We have used the Adam opti-
mization method [45] with β1 of 0.9, β2 of 0.999, learning
rate of 0.0005, and weight decay (L2 penalty regularization)
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of 0.005. The Adam method combines the advantages of
AdaGrad [46] and RMSprop [47], and it automatically
adjusts the learning rate during training to accelerate the
convergence of the model. The learning rate is adjusted
according to TPR result between the default value 0.001
[43] and 0.0005, which is a similar technique reported in
[14]. Similarly, the weight decay is adjusted from the default
value 0 to 0.005 which is a similar technique reported in [17]
to achieve better performance. We use default settings given

by Pytorch for other parameters (e.g., β1 and β2) as these
parameters have a negligible effect on the learning speed or
the accuracy based on our experimental trials.

The synthetic minority oversampling technique (SMOTE)
[48] is adopted to deal with the imbalanced dataset problem
between positive and negative classes. SMOTE generates
samples in a minority class by calculating an interpolation
between a randomly selected minority class sample and one
of its k-nearest minority class neighbors. With a batch size
of 64, 56 samples were taken from the dataset and eight
minor class samples were generated. This method decreases
the ratio between negative and positive samples from 2.25
to 1.6.

Each classifier in our experiment undergoes 180 epochs
during the training. The performance comparison between
different classifiers is shown in Table 4. TUSZ provides an
original segmentation of the training and validation datasets.
We shuffled the dataset to create a random dataset for k-fold
evaluation. The results based on the original dataset and k
-fold evaluation were both examined, and k was chosen to
be 5 so that the number of samples in the training phase
and the validation phase is similar to the original dataset.
The result of the k-fold evaluation is remarkably better than
the result of the original dataset on Sen and TPR. This phe-
nomenon can be explained through the k-fold dataset is shuf-
fled to balance the proportion of different classes of epileptic
events in the training and validation sets, which improve the
intrinsic performance of the dataset. Thus, the rest of the
results discussed in the paper were all obtained with k-fold
evaluation.

The best overall result was obtained by the 5-second win-
dow classifier with the SMOTE technique, whose perfor-
mance versus epoch is shown in Figure 8. The sensitivity of
the 5-second window classifier without SMOTE will drop
by 9% with similar specificity performance. Deeper models
based on DWT-Net were constructed by increasing the num-
ber of convolution layers by 1 to 2 in the network after the

Require: Pseizure, Pnormal, Pup
Output: Resultn, n =1,2,…
1: Initialize System State State ⇐ Negative
2: while New EEG window do
3: if State == Negative then
4: if Pseizure< Pnormal then
5: next State ⇐ Negative
6: Resultn⇐Normal
7: else
8: next State ⇐ Positive
9: Resultn⇐Epileptic
10: end if
11: end if
12: if State == Positive then
13: if Pseizure+Pup<Pnormal then
14: next State ⇐ Smooth
15: Resultn⇐Normal
16: else
17: next State ⇐ Positive
18: Resultn⇐Epileptic
19: end if
20: end if
21: if State == Smooth then
22: if Pseizure+Pup<Pnormal then
23: next State ⇐ Negative
24: Resultn⇐Normal
25: Resultn−2⇐Normal
26: else
27: next State ⇐ Positive
28: Resultn⇐Positive
29: Resultn−1⇐ Positive
30: end if
31: end if
32: end while

Algorithm 1. Algorithm for state machine post-processor

Table 2: Number of sessions for classes in TUSZ v1.5.0.

Class Train set Test set

Background 5313 1597

Focal nonspecific seizure 1015 283

Generalized nonspecific seizure 342 175

Complex partial seizure 147 59

Tonic seizure 18 51

Simple partial seizure 49 3

Tonic clonic seizure 37 21

Absence seizure 50 49

Table 3: Number of 5-second windows in the experiment.

Negative Positive

Train set 71674 15542

Test set 26058 6217

Table 4: Classifier performance on TUSZ.

Classifier Sensitivity Specificity TPR

5 sec window origin dataset 45.69% 76.06% 23.11%

1 sec window origin dataset 35.86% 83.25% 28.59%

5 sec window 5-fold 77.23% 83.41% 37.78%

1 sec window 5-fold 79.10% 81.38% 34.61%

5 sec window with +1 conv layers 76.28% 80.91% 34.90%

5 sec window with +2 conv layers 77.82% 81.33% 34.35%

5 sec window without SMOTE 67.89% 82.45% 33.49%

5 sec window double banana
montage

70.98% 73.17% 33.34%
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inception layers of the multiple feature extractor. According
to the experimental results shown in Table 4, the additional
convolution layers cannot provide any improvement in the
classifier’s performance. It can be concluded that our pro-
posed model can effectively learn features from the input
and thus reduce the complicity of a neural network model.

The classifier’s ability to learn spatial information from
our proposed montage is tested by another trial using the
double banana montage. The TPR result without our pro-
posed montage drops by 4.4%. Hence, with the combined
techniques (our proposed montage and the classifier), we
can improve the Sen of the classifier by 16%.

4.3. Evaluation of Seizure Detection System. An epileptic
event is defined when the average seizure density function
value over its duration is higher than the threshold p. This
output is compared with labeled ground truth for the calcu-
lation of Sen and FAR. The results based on 1-second and
5-second detection windows are shown in Table 5. Different
values of the threshold p were examined to characterize the
system. Given the same p, the performance of the system
based on the 5-second window classifier performs better than
1-second system by an average increase of 7% in sensitivity.
The specificity of the 1-second system drops sharply when
the threshold decreases, while the 5-second system still holds
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Figure 8: The loss and sensitivity values during training and validation of our proposed 5-second-window DWT-Net classifier.

Table 5: Results of the proposed seizure detection system in comparison with results reported in other work.

System/p value Sensitivity Specificity FAR

Deep learning methods in [14]

HMM 30.32% 80.07% 244

HMM/SdA 35.35% 73.35% 77

HMM/LSTM 30.05% 80.53% 60

IPCA/LSTM 32.97% 77.57% 73

CNN/MLP 39.09% 76.84% 77

CNN/LSTM 30.83% 96.86% 7

Our DWT-Net system based on 5-second DWT-Net

p = 80% 25.44% 97.05% 3

p = 76% 30.25% 96.64% 4

p = 70% 33.45% 96.10% 5

p = 60% 42.35% 94.93% 6

p = 35% 59.07% 89.72% 12

Our DWT-Net system based on 1-second DWT-Net

p = 90% 19.40% 95.01% 6

p = 83.2% 30.07% 93.83% 7

p = 80% 33.45% 96.10% 5

p = 70% 42.35% 94.93% 6

p = 62.6% 49.29% 72% 12
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a specificity of 89.72% with a 0.35 threshold. We conclude
that our model can obtain better features from a 5-second
window classifier, whose input wavelet coefficients represent
more information at the lower frequency band of 2 to 32Hz.
This result agrees with clinical knowledge that the represen-
tative frequency band of seizure is below 30Hz, proving the
model’s ability to learn meaningful representative features
of EEG signals with the proposed method.

Comparing with the state-of-the-art works [14], we have
provided a figure of FAR versus sensitivity in Figure 9 to
illustrate the advantage of our proposed system. The system
based on 5-second DWT-Net classifier achieves the best
FAR of 4/24 hours with the same sensitivity level of
30.25%, exceeding the CNN/LSTM model by 43% decrease
in FAR. It is reported by [19] that for similar tasks, the aver-
age human performance based on qEEG tools is within the
range of 65% sensitivity with a FAR of 12 per 24 hours. To
compare the system with human performance, the FAR is
fixed to 12/24 hours by adjusting the density threshold p,
and our system can detect seizure events with a sensitivity
of 59.07%. The proposed system is almost reaching the per-
formance of an expert clinician with a diagnostic tool.

5. Conclusion

In this work, the cooperative design of a multiple feature
extractor CNN structure with wavelet coefficient packages

as input is derived from the proposed EEG montage. We
introduced a system for automatic real-time detection of epi-
leptic EEG events. Multiple feature extractors are used in our
proposed DWT-Net to guide the feature extraction behavior
of the model and improve its ability to incept local temporal
and spatial features. A sensitivity of 59% is obtained with a
FAR of 12/24 hours. While the system improves the state-
of-the-art result of the automatic seizure detector to nearly
a human level, it does not require an additional computation
cost or more neural network layers. Our proposed method
achieves similar performance compared to the human-level
detector with qEEG tools. In practice, however, the combina-
tion of qEEG tools and raw EEG used by neurologists pro-
vides better accuracy. Our system can be more robust with
additional verification done by the neurologists.
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This paper presents a multichannel functional continuous-wave near-infrared spectroscopy (fNIRS) system, which collects data
under a dual-level light intensity mode to optimize SNR for channels with multiple source-detector separations. This system is
applied to classify different cortical activation states of the prefrontal cortex (PFC). Mental arithmetic, digit span, semantic task,
and rest state were selected as four mental tasks. A deep forest algorithm is employed to achieve high classification accuracy. By
employing multigrained scanning to fNIRS data, this system can extract the structural features and result in higher performance.
The proposed system with proper optimization can achieve 86.9% accuracy on the self-built dataset, which is the highest result
compared to the existing systems.

1. Introduction

Brain monitoring has been applied to study human brain
activity and explore the brain-computer interfaces in recent
years. There are many different types of noninvasive brain
activity monitoring methods. Traditional techniques such as
functional magnetic resonance imaging (fMRI) and positron
emission tomography (PET) are expensive and unsuitable
for continuous daily brain monitoring. Therefore, some por-
table and wearable neuroimaging techniques became more
popular choices, especially the functional near-infrared
spectroscopy (fNIRS).

fNIRS is an optical technique based on the attenuation of
near-infrared light that enables us to monitor hemodynamic
and metabolic changes during cortical activation [1]. As a
noninvasive technique with a balanced spatial-temporal
resolution, fNIRS has drawn increasing attention as a power-
ful alternative or supplement to traditional neuroimaging
techniques over the past years [2]. According to measur-
ing changes in the concentrations of tissue chromophores,

mainly oxy- and deoxyhemoglobin, fNIRS can be applied to
assess functional brain activities in different mental tasks.

Since the brain-computer interface (BCI) technology
paves a new way to interact with machines through brain
activity, it draws increased research efforts. As a result, novel
fNIRS and hybrid fNIRS-EEG systems have been proposed to
develop BCI applications with novel analysis algorithms and
signal processing techniques [3–7].

A very attractive brain region for BCI application is the
prefrontal cortex (PFC), which provides high-quality signals
without the interference of the hair and becomes a suitable
and popular measurement region in fNIRS. It is known that
the PFC is involved in various executive functions, working
memory, and semantic tasks [8].

Nowadays, there are many commercial fNIRS equipment
in the market for researchers. Most of them provide excellent
performance on brain activation detection. But all of these
systems are either very complex not suitable for portability
or very expensive not suitable for larger scale research study.
To implement an fNIRS system for collecting data in the
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PFC, there are several light-emitting diode (LED) sources
and detectors located on the brain region of interest to obtain
optical channels. In previous studies, some systems use a
single source-detector separation distance [9–12], and some
systems use multiple source-detector separation distances
[13, 14]. Since detected light intensity varies considerably
not only with source-detector separation distance but also
with light intensity emitted by light source and tissue optical
characteristics, it is necessary to do a careful channel by chan-
nel calibration to improve the signal quality for channels with
different source-detector separation distances, which means
the outputs of all detectors have high signal-to-noise ratio
(SNR) rather than saturation.

Calibration should be supported by a hardware which is
usually expensive. There are two ways to do the traditional
self-adaptive calibration. One is adjusting the emitted source
light intensity to enable the detected light intensity achieving
the input range of the detect circuit. The other way is adjust-
ing the light detection gain, sensitivity of the light sensor, and
related front-end circuit to make the output signal in a
proper range of an analog-digital converter (ADC). Besides
the complicity of the fNIRS hardware, the adaptive procedure
for calibration in software is also complicated, especially for
multiple source-detector separation layout configuration
which is more flexible for specific brain monitors. What is
more, the complicated fNIRS system’s size and weight could
not be that compact for wearable applications, and its expen-
sive price also limits the large-scale use of fNIRS.

Building a robust model to classify trial data is also
essential to the fNIRS-BCI system. Previous studies also ver-
ify the feasibility of classifying several mental tasks in the PFC
(e.g., mental arithmetic). So far, there are lots of binary clas-
sification models and some of them can achieve high accu-
racy, even on a single trial [4, 6, 7]. However, the multiclass
classification of mental tasks in the PFC has not been well
studied yet. Different cortical activities show spatial differ-

ences in NIRS patterns, so using a multitask classification
algorithm based on the multichannel system is promising
for more applications in fNIRS-BCI.

Taking the above concerns into consideration, this paper
proposes a dual-level light intensity method to provide more
useful channels and decrease the requirement of hardware,
which makes our fNIRS system more suitable for portability,
as it relaxes the need to calibrate the signal channel by chan-
nel. Then, we conduct four different mental tasks to activate
PFC with our multichannel NIRS system and then employ a
deep forest algorithm to classify four cortical activation
states. This paper also compares the performances when tak-
ing different chromophore concentrations as features and
concludes the optimal parameters in feature extraction and
model adjustment to achieve high accuracy.

2. System Design and Experimental Paradigm

2.1. The Hardware of fNIRS System. The overall system block
diagram is shown in Figure 1. The proposed system consists
of a 6-channel light source module, an 8-channel photodiode
(PD) light detector module, and a field programmable gate
array- (FPGA-) based controller with a built-in Wi-Fi mod-
ule. Light source probes and light detector probes are placed
on the forehead for light emitting and collecting, respectively.

In the consideration of measured signal sensitivity and
the optional light sources in the commercial market, the
735 and 850nmwavelengths have been selected in the system
[15]. The 6-channel light source module consists of 6 double
wavelength optical sources (two LEDs in one package,
735 nm and 850nm, Ushio) and its driving circuit which
utilizes a voltage buffer and a triode-based voltage-current
converter to convert the output of digital-to-analog con-
verters (DAC, AD5542A) to the corresponding LED driving
current without affecting the function of the DAC. In order
to implement the system with high adaptability of various
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Figure 1: Overall system diagram of proposed NIRS system.
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experiments and subjects, each wavelength light intensity
could be adjusted from 0mA to 50mA with a 0.78μA step.
The light-emitting intensity should be carefully chosen to
realize a better final signal during testing based on different
experiment conditions.

The light-receiving circuit generally magnifies the μA-
level current detected by a photodiode and digitizes the
amplified signal for the convenience of following data trans-
mission and signal processing. The amplification circuit has
two stages. The first stage is a transimpedance amplifier with
a gain of 5000. The second stage is an active low-pass filter
with a 100 kHz cutoff frequency of antialiasing, followed by
a 24-bit ADC.

The controller maintains the sequences of light driving
and receiving with the multithread capability of FPGA
(ZYNQ7000) and encodes data received from the ADC for
channel identification and data compression. The wireless
communication between the system and the terminal device
is implemented by the embedded transceiver in TI CC3220SF
SoC for further data processing and classification.

Under the coordination of the controller, there are 48
channels working in time-division multiple access (TDMA)
modulation at the switching rate of 43.8Hz, by emitting each
light source and each wavelength LED one by one at a certain
intensity. A flexible probe distribution plate is designed to
hold the light source and detector probes. The layout pattern
of the light source and light detector probes placed on the
forehead could be custom based on the requirement of a
special experiment to locate the observation points on
the relative cortex region. A layout used in our BCI task
classification experiment with multiple source and detector
separations is shown in Figure 2.

2.2. Data Acquisition with Dual-Level Light Intensity. Due to
the light highly scattering characteristic in the brain tissue,
photons emitted by the light source will be scattered and
reflected in the propagation path in the tissue, and some of
the photons will be reflected out of the brain and detected
by detectors. The light diffuse reflection transmission path
formed by the detected photons in the brain tissue between
the source and detector is banana-like shaped. And the light
coming out from the brain is attenuated as the light is partly
absorbed by the chromophores along the path [16, 17]. The

fNIRS system measures the light intensity through the
human tissue to obtain the light attenuation change, so as
to measure the concentration changes of oxyhemoglobin
(HbO2) and deoxyhemoglobin (Hb) based on the differential
form of the modified Beer-Lambert Law (dMBLL) [18–20]:

ΔA = ln Idet,2
Idet,1

= LΔμa, ð1Þ

where ΔA is the change of light attenuation, Idet means the
detected intensity values of two different states of the tissue,
L is the total mean path length of detected photons, and μα
is the absorption coefficient of the tissue.

For different kinds of tissues, the path length L is related
to the differential path length factor (DPF) and the source-
detector separation distance d:

L =DPF · d ð2Þ

The value of the DPF could be obtained through experi-
ments or Monte Carlo simulations under different conditions
[21, 22]. In this work, we use 5.98 and 6.5 for 735 nm and
850 nm wavelength, respectively.

From Equation (1), we know that the attenuation change
is proportional to the change of absorption, which is the
weighted sum of the change in the concentration of HbO2
and Hb:

Δμα = αHbO2
ΔcHbO2

+ αHbΔcHb, ð3Þ

where the α weights are the absorption coefficients of differ-
ent chromophores.If the attenuation change is measured at
two wavelengths, the concentration changes can be calcu-
lated from the detected intensity values [20]:

ΔcHbO2 =
αλ1Hb ΔAλ2 /DPFλ2d

� �
− αλ2Hb ΔAλ1 /DPFλ1d

� �

αλ1Hbα
λ2
HbO2

− αλ2Hbα
λ1
HbO2

,

ΔcHb =
αλ1HbO2

ΔAλ2 /DPFλ2d
� �

− αλ2HbO2
ΔAλ1 /DPFλ1d
� �

αλ1HbO2
αλ2Hb − αλ2HbO2

αλ1Hb
:

ð4Þ

Therefore, during the process of converting detected light
attenuation to concentration changes of chromophores, the
measurement for ΔA is crucial to the accuracy of final results.
As shown in Figure 3, the detected light intensity is related to
the emitted light intensity of the source and the distance of
source-detector separation. LED sources could work under
two different intensity levels, and two identical photodiode
detectors are marked as PD1 and PD2. The banana-like
shapes show different spatial distributions of NIR lights
in channels.

The total detected light intensity decreases when the
interval of source-detector separation increases. However,
the ratio of photons went through the white matter layer
increases, which means a gain in sensitivity [23, 24]. There-
fore, there is a trade-off between the detected light intensity
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Figure 2: The layout of sources and detectors.
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and the useful information in fNIRS signal. As shown in
Figure 3, if the emitted source light intensity is high, the
intensity of signals in channels with a long separation dis-
tance of source-detector will be improved, but the detector
of channels with a short distance might be saturated. On
the contrary, if the emitted source light intensity is low, the
quality of signals in the channels with a short distance of
source-detector separation will be good, but the channels
with a long distance might suffer from low achievable SNR.
Although the SNR of some channels is not good under some
conditions, it still contains effective information related to
the mental state.

To achieve the optimal SNR for each channel, the light
intensity of the LED source should be well chosen and be
adjusted for each detector with different distances. As shown
in Figure 2, there are different source-detector (SD) paths
among all channels; it is obvious that single-level light inten-
sity is unable to provide good SNR for long SD path and short
SD path channels at the same time. If we calibrate light inten-
sity for each channel and adjust the light intensity for each
detector with different distances, 8 kinds of configurations
will be used, and the temporal resolution will be decreased
by 8 times. In order to solve the confliction between signal
quality and temporal resolution, we propose a dual-level light
intensity data acquisition method to balance it, as shown in
Figure 4.

The single-level intensity mode is easy to realize. How-
ever, when the spaces and locations of source/detector pairs
are limited, it is impossible to be adjusted properly for all
measurement requirements and test objects. Since LED
sources are driven by DAC, the controller in this system is
able to adjust the light intensity. Therefore, the LED sources
could be coded to work at different light intensity levels by
software. Based on TDMA, each LED is switched on twice
with high-level intensity (Lv.H) and low-level intensity
(Lv.L), and all LEDs work in this mode and be switched on
one by one. The switching scheme will affect the detection
result, especially on the distortion between different chan-
nels. This is a common problem for time-division control
method in fNIRS. If one switching cycle period (in our

system, the cycle period is 1/43:8Hz = 0:023 sec) is much
shorter than the response time of the brain activity hemoglo-
bin signal (usually larger than 1 second), the effect could be
ignored. And, in our system, as there is only one DAC, the
light source can only be switched one by one. Each time we
change the output of DAC to decide the level of light inten-
sity, about five milliseconds later a stable output can be
obtained because of the setup time of circuits. If we change
the levels frequently, the total additional waiting time will
become unacceptable. The number of level change in
Figure 4 is one which costs the minimal additional time so
as to provide the smallest distortion in final signals. In our
system, we keep the light intensity exposure on the tissue
much weaker than the requirement of safety standard
(IEC62471).

The use of a dual-level light intensity method reduces the
dependence on hardware and makes the system to be wear-
able. Moreover, for channels with multiple source-detector
separations, there is always a better result for each channel
under two levels. The calibration is to make every channel
with good signal-to-noise ratio and no saturation. By using
the dual-level light intensity method in a multiple separated
source-detector configuration, the source-detector pair with
a short separation distance will not be saturated under low-
intensity emitted light, and for long separated source-
detector pair, a low noise signal will be detected under
high-intensity emitted light. The dual-level light intensity
method expands the tolerance of source-detector separation
and relaxes the need for a channel by channel calibration.
By combining them together, we could maximize the number
of effective channels in the limited area on the forehead. And
dual-level mode sacrifices less temporal resolution than any
other multilevel modes or channel by channel calibrations
under multiple source-detector separations.

Finally, we use the designed fNIRS system with a custom
layout pattern under dual-level light intensity mode to collect
the PFC activity data during experiment. The complete
output consists of 48 channels from all source-detector
combination, and its preprocessing procedure is shown in
Figure 5. After being applied to the dMBLL, the measured
signals are then filtered by a fifth-order Butterworth filter
with a passband of 0.01-1Hz, which prepares the data for
the following feature extraction.

2.3. Experimental Paradigm. The NIRS data were collected by
our continuous-wave NIRS system with two wavelengths
(735 nm and 850 nm). As shown in the right part of
Figure 1, the multichannel system consists of eight detectors
and six sources; all of them are attached to a special cap made
of silicone, providing good coupling to the scalp. The subject
needs to wear this cap during the experiment, and the setup is
shown in Figure 6.

During the experiment, the subject was asked to sit in a
chair and try to avoid head and body movements. Each trial
comprised a 30-second prerest period to get the baseline, 5
repetitions of the given task, and a 30-second postrest period.
Before each experiment, the instruction was displayed on the
screen, and the subject needs to respond as quickly and as

Channels with
effective

information

PD2
PD1LED

Low-intensity path
High-intensity path

Figure 3: Comparison of the spatial distribution of NIR light in
different channels.
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correctly as possible to the tasks. The experiment consists of
three different tasks:

(i) Mental arithmetic (MA) task: the subject needs to
calculate the subtraction of a small prime number
(such as 13, in this case) from a random three-digit
number and continue to do the subtraction with suc-
cessive subtractions until the task period is finished.
During the MA task, only the first number is dis-
played on the screen.

(ii) Digit Span (DS) task: when it begins, a random six-
digit number is displayed on the screen digit by digit;
each digit display lasts for 0.1 s with a 0.4 s interval.
After displaying the entire number, the subject needs
to recall the number in reverse order and then press
the button to continue the next number display
throughout the task period.

(iii) Semantic (SM) task: two Chinese nouns randomly
selected from the word database are displayed on
the screen. The subject needs to use these two words
to make a sentence and press the button to get the

next set of words to continue the same semantic task
until the task is finished.

The experimental paradigm and an example of screen
display are shown in Figure 7. All procedures are controlled
by the software automatically to guarantee a standard para-
digm, and the NIRS system collects data simultaneously.

3. Deep Forest for Mental Task Classification

Deep forest is a novel decision tree-based approach. By com-
bining multigrained scanning with a cascaded random forest,
deep forest is structurally aware and performs excellently
even on small-scale data by automatically setting the model.
Moreover, deep forest has fewer hyperparameters than tradi-
tional deep neural networks, and its performance is quite
robust to hyperparameter settings [25]. Compared to a stan-
dard decision tree algorithm, the deep forest approach is bet-
ter in a feature study as dimensionality reduction of raw data
is unnecessary. Secondly, the results of deep forest are more
accurate as the results are the decision of multiple classifica-
tions and regression trees. Besides, the deep forest approach
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has the ability of parallel computing which makes it very
effective.

As NIRS data are sampled at a high frequency with mul-
tiple channels, it will get high dimensions to deal with and
have a strong spatial-temporal structure. For future real-
time applications in the NIRS-BCI system, the classification
algorithm should be as fast and efficient as possible. Since
the running efficiency of deep forest is high and can be
improved further with optimized parallel implementation
[25], deep forest is a suitable and promising choice.

3.1. Feature Extraction with Multigrained Scanning. Accord-
ing to the experiment paradigm mentioned before, we need
to select and extract the features from the raw NIRS data in
advance. When selecting the concentration changes of
HbO2, Hb, and HbT (a summation of HbO2 and Hb) as fea-
tures, there are 1315 raw features in each time sequence sam-
pled in a 30-second task period under a frequency of 43.8Hz.
For a total of 48 channels with three variables, signals col-
lected under low-level light intensity (LI) and high-level light
intensity (HI) are concatenated into a 288 × 1315matrix as a
raw instance of each task according to the given spatial
locations.

Taking the spatial-temporal characteristics of NIRS data
into account, we scan NIRS data in the style of processing
images; thus, we can extract structural features without image

reconstruction of cortical activity. As shown in Figure 8,
taking the dimensions of final feature vectors into account,
the raw instance (with 288 × 1315 raw features) is sliced by
sliding a w-dimensional window with a step of s; then,
ðð288 −wÞ/s + 1Þðð1315 −wÞ/s + 1Þ new small instances
will be produced, which belongs to the same task class as
raw instance. If we slide the window one feature by one fea-
ture, which means the step is one, the number of new small
instances is equal to ð289 −wÞð1316 −wÞ (e.g., if w = 288,
sliding the window will produce 1028 small instances for
each raw instance).

All instances extracted from the same size of windows
will be used to train two different kinds of forest, a
completely-random tree forest A and a random forest B.
Since we have three tasks and a rest state, each class feature
will be generated with 4 dimensions and then concatenated
as transformed features. By using multiple sizes of sliding
windows, different feature vectors will be generated and pre-
pared for the following cascaded forest stage.

3.2. Cascaded Random Forest. Deep forest employs a cas-
caded structure, as illustrated in Figure 9, making each layer
receive and pass feature information. Since we use multi-
grained scanning, there will be several levels in each layer,
and each level is an ensemble of forests based on decision
trees. We use two completely random tree forests and two
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random forests for each level, and each forest will produce an
estimate of the class distribution.

After using three window sizes to conduct multigrained
scanning, three feature vectors in different dimensions are
produced, which will be used to train the three grades of
the cascaded random forest correspondingly. For each
instance, each tree will generate a distribution with the per-
centage of different classes that the training examples are
divided into. By averaging across all trees in the same forest,
each forest will produce the estimated result and form a 4-
dimension class vector. Class vectors of all forests are then
concatenated with the original feature vector of the corre-
sponding level to be inputted to the next level of the cascade.

After increasing a new level, the performance of the
whole cascade will be estimated on the validation set. This
procedure will be repeated until the validation performance
converges. If there is no performance gain, the training pro-
cedure will terminate automatically; then, the final prediction
will be generated by pooling the results of the four random
forests in the last layer.

4. Experimental Results and Discussion

To verify the proposed system and test the performance of
classifiers, we use a dataset collected by the experiments men-
tioned before from two average 23-year-old healthy men.

There are four classes labelled with MA, DS, SM, and REST,
and each class has 48 instances.

In order to determine the optimal models, we firstly com-
pared the performance of different kinds of chromophores
for feature selection with and without scanning. The fNIRS
signals of HbO2 and Hb usually have a negative correlation
relationship during mental tasks, and the change of HbO2
is larger than Hb in actual cortical activation [26]. It is consis-
tent with the result that only taking HbO2 as a feature can
achieve higher accuracy than Hb in Figure 10. This also
explains the poor performance of only taking HbT as raw fea-
tures, because it usually has the same tendency as HbO2 but
with a smaller change. However, when the blood flow change
gives rise to similar trend changes in HbO2 and Hb, HbT
could be an important feature to reflect facts. It is obviously
shown that taking the combination of all three kinds of
concentrations has a better performance than taking any
single kind of chromophores.

We then compared the performance of different light
intensity levels. After scanning the raw feature with the
window size ranging from 36 to 144, corresponding to 1/8
and 1/2 width, respectively, the results are shown in
Figure 11. Different scanning window sizes show different
data features from different time frequency domains. Some
of them contain more useful information for classification.
As a result, the classification accuracy varies with the
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scanning window size. Selecting data under dual-level light
intensity shows higher mean accuracy than a single high-
level or low-level intensity. This result is consistent with the
fact that dual-level light intensity provides more channel
information than single level under multiple source-
detector separation distance layout configuration, relaxes
the complexity of hardware, and also saves the temporal res-
olution by avoiding channel by channel calibration, which
are the two important aspects for wearable BCI equipment.

The data collected by the dual-level light intensity
method and all three kinds of chromophores were then
selected to construct the features. To compare some tradi-
tional machine learning classifiers employing support vector
machine (SVM), decision tree (DT), and k-nearest neigh-
bours (KNN) with the deep forest (DF) classifier, we per-
formed 4-fold cross-validation to evaluate the accuracy. As
shown in Figure 12, all models and datasets were evaluated
with different single-grained scanning sizes, and size 0 means
no scanning for the raw features. It is vividly shown that the
deep forest classifier has a better performance than other

classifiers, especially without scanning to reconstruct the
raw features. Other classifiers also benefit a lot from the scan-
ning process with forests, which shows an improvement of
mean accuracy in Figure 12.

After a comparison among all these algorithms and sizes,
we selected three window sizes with the best performance in
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Table 1: Parameters of the deep forest algorithm in this work.

Symbol Value Remark

W1 36 Size of the first scanning window

W2 90 Size of the second scanning window

W3 126 Size of the third scanning window

S 36 Size of the scanning step

N_cls 4 Number of fNIRS data classes

N_mf 30 Number of trees in multigrained scanning forests

N_cf 101 Number of trees in cascade forests

F 0.2 Split fraction for cascade training set splitting
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different size ranges to do multigrained scanning. The values
of hyperparameters in the deep forest algorithm are listed in
Table 1.

After training with optimal hyperparameters, the gener-
ated model was used to predict the test sets and achieved an
average accuracy of 86.95%, and the confusion matrixes of
two subjects are shown in Figure 13.

The results indicate that the rest state is easy to be identi-
fied as the right label, but the MA task, DS task, and SM task
might be predicted as the rest state by mistake when there are
no obvious fluctuations in the concentration. These three
tasks might also be confused with each other sometimes; it
is mainly because motion artifacts exist. It will be improved
with other algorithms in our further work.

Table 2 also compares this work with other recently pub-
lished fNIRS-based mental task classification. With the
designed multichannel fNIRS system, dedicated source-
detector layout, and dual-level intensity data acquisition,
the proposed work is convenient to wear and transmit data
and achieves the highest classification accuracy with 4 states.

In conclusion, dual-level light intensity excitation will
benefit the brain activity classification by providing more
useful channels, which is important for portable compact
NIRS-BCI equipment when using a multi-interval source/de-
tector layout to locate the monitoring point on a specific
brain region. And the deep forest algorithm can achieve
higher accuracy than other methods, especially without scan-

ning. This indicates that deep forest has a potential to deal
with raw data, which will cost less time and is be promising
in future NIRS-BCI application.

5. Conclusions

This paper proposed a continuous-wave fNIRS system, which
has multiple channels of different source-detector intervals to
extract the spatial characteristic and collect data, providing
flexibility for choosing the concerned brain region. The system
is compactable and wearable by involving a dual-level light-
emitting intensity mode for better SNR. The system was
applied to collect fNIRS data during three cognitive mental
tasks and the rest state in the PFC. By employing a deep forest
algorithm, our system could achieve a higher classification
accuracy than other methods, even with raw data. According
to the comparison of different hyperparameters, we deter-
mined the optimal model with three-grained scanning.
Finally, this work achieves 86.9% accuracy for 4 different cor-
tical activation states.

Disclosure

The research in this paper is an extension of the previous
work presented as conference abstract in 2019 IEEE
Biomedical Circuits and Systems Conference (BioCAS)
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Table 2: Comparison with fNIRS-based mental task classification.

Year/publication 2018 [3] 2015 [6] 2012 [7] This work

# of detector/source 6/6 18/15 3/10 8/6

Sample rate 13.3Hz 10Hz 31.25Hz 43.8Hz

Wireless Yes No No Yes

Weight Approx. 750 g Approx. 130Kg 20 kg 450 g

Portability Yes No No Yes

# of intensity level 1 1 1 2

# of mental state 3 3 3 4

Classifier sLDA LDA LDA DF

Accuracy 64.1% 71.7% 62.5% 86.9%
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The electroencephalogram (EEG) is broadly used for research of brain activities and diagnosis of brain diseases and disorders.
Although EEG provides good temporal resolution of millisecond or less, it does not provide good spatial resolution. There are
two main reasons for the poor spatial resolution: the blurring effects of the head volume conductor and poor signal-to-noise
ratio. We have developed a tripolar concentric ring electrode (TCRE) Laplacian sensor and now report on computer simulations
comparing spatial resolution between conventional EEG disc electrode sensors and TCRE Laplacian sensors. We also performed
visual evoked stimulus experiments and acquired visual evoked potentials (VEPs) from healthy human subjects. From the
simulations, we found that TCRE Laplacian sensors can provide approximately a tenfold improvement in spatial resolution and
pass signals from specific volumes. Placing TCRE sensors near the brain region of interest will allow passage of the wanted
signals and rejection of distant interference signals. We were also able to detect VEPs on the scalp surface and show that TCREs
separated VEP sources better than conventional disc electrodes.

1. Introduction

Electroencephalography (EEG) is widely used in diagnosis
of brain-related disorders and research. However, EEG suf-
fers from poor spatial resolution due to the blurring effects
primarily from different conductivities of the volume con-
ductor [1].

To improve the spatial resolution, the surface Laplacian
has been applied to EEG [1, 2]. The surface Laplacian is a
high-pass spatial filter, which sharpens the blurred potential
distribution on the surface [2] and produces an image pro-
portional to the cortical potentials [3].

Two approaches have been used to calculate the surface
Laplacian. The global surface Laplacian approach is based
on the potential interpolation on the surface [4–6]. A draw-
back of this approach is that building the potential interpola-
tion equations requires a significant number of electrodes [7].

The local surface Laplacian approach approximates the
surface Laplacian based on potentials from neighboring elec-
trodes only [8]. This approach also has significant drawbacks:

(1) when the neighboring electrodes are too sparse, which is
usually the case with the 10-20 system configuration, the
resulting local surface Laplacian might not be a good estima-
tion of the surface Laplacian [7], and (2) the locations where
the surface Laplacian could be estimated are limited.

This paper assesses a local Laplacian that overcomes the
drawback of sparse electrode distortion by employing the tri-
polar concentric ring electrode (TCRE; Figure 1) introduced
by Besio et al. [9]. Instead of using neighboring electrodes to
estimate the surface Laplacian, the three recording surfaces of
a single TCRE (outer ring, middle ring, and the central disc)
are used. The second drawback can also be alleviated by
interpolation of the TCRE local surface Laplacian. To illus-
trate these points, the global surface Laplacian and local sur-
face Laplacian are compared using a four-layer concentric
inhomogeneous spherical head model [10]. This model has
been selected for this study to ensure consistency with previ-
ous results of others having used it to compare Laplacian esti-
mation methods [11]. Moreover, unlike some of the more
realistic head models, it allows straightforward modeling of

Hindawi
Journal of Sensors
Volume 2020, Article ID 6269394, 9 pages
https://doi.org/10.1155/2020/6269394

https://orcid.org/0000-0003-2648-0500
https://orcid.org/0000-0003-2752-5483
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/6269394


dipoles resembling visual evoked potentials, implementa-
tion of Laplacian estimation approaches, calculation of half-
sensitivity volume, and application of spatial subspace decom-
position. In the comparison, the global surface Laplacian
estimation is based on the spherical spline interpolation
method introduced by Perrin et al. [6], while the local sur-
face Laplacian estimation is based on the TCRE Laplacian
algorithm [9]. Noise is added to the simulations to make
the results more realistic.

2. Materials and Methods

2.1. Global Surface Laplacian Estimation Based on
Spherical Spline Interpolation. The spherical spline interpo-
lation method was introduced by Perrin et al. [6]. This
model approximates the head as the surface of a sphere.
The equations described by Perrin et al. for the spherical
spline interpolation are

V rð Þ = c0 +
1
4π〠

N

i=1
ci 〠

∞

n=1

2n + 1
nm n + 1ð Þm pn cos r, rið Þð Þ, ð1Þ

where N is the number of electrodes, m is the order of the
spline interpolation (m = 3 for this study), r is the vector of
the location where the potential is interpolated, ri is the vec-
tor of the location of the ith electrode, pn is the nth degree
Legendre polynomial. With n increasing in (1) as part of
the sum, in Perrin et al. [6], pn was “computed via the recur-
rence relation” and “the sum of the first 7 terms of the series”
was “sufficient to obtain a precision of 10-6”. In this study, the
maximum value of n was increased to 60 to further improve
the precision. The parameters vector C is the solution of
equations (2) and (3):

GC + Tc0 = Z, ð2Þ

T ′C = 0, ð3Þ

where T ′ = ð1, 1,⋯, 1Þ, C′ = ðc1, c2,⋯, cNÞ, Z ′ = ðz1, z2,⋯,
zNÞ, G = ðgijÞ = ðgðcos ðr, riÞÞÞ, and gðxÞ = 1/4π∑∞

n=1ð2n + 1
/nmðn + 1ÞmÞpnðxÞ.The surface Laplacian operator in the
spherical coordinate system is defined as

Δsurf =
1

r2 sin θ

∂
∂θ

sin θ
∂
∂θ

� �
+ 1
r2 sin2θ

∂2

∂ϕ2
: ð4Þ

Applying the operator from equation (4) to equation (1)
produces the surface Laplacian of the spherical interpolation:

Δsur f V rð Þ = −
1

4πr2 〠
N

i=1
ci 〠

∞

n=1

2n + 1
nm−1 n + 1ð Þm−1 pn cos r, rið Þð Þ:

ð5Þ

We used a truncated singular value decomposition
method to solve the inverse problem of the ill-posed matrix
in equations (2) and (3) [12].

2.2. Local Surface Laplacian Estimation Based on Tripolar
Concentric Ring Electrode. Based on the 2-dimensional Tay-
lor expansion of the potential on the surface Laplacian
nine-point locations, the tripolar Laplacian is given by the
combination of the potentials from the three recording sur-
faces of the TCRE [9]:

SL = −
16 Vm −Vdð Þ − Vo − Vdð Þ

3R2 : ð6Þ

In equation (6), SL denotes the surface Laplacian, Vd
denotes the potential from the central disc, Vm denotes the
potential from the middle ring,Vo denotes the potential from
the outer ring, and R is the radius of the middle ring. As R
changes, the size of the sensor changes, and the spatial reso-
lution also varies with it.

2.3. The Four-Layer Spherical Head Model and the Analytical
Surface Laplacian. In our simulations, we used a four-layer
concentric inhomogeneous spherical model [10] to represent
the human head (Figure 2). Current dipoles, described later,
are employed to model the brain activity.

The potential on the surface of the model due to a current
dipole located at the z-axis in the brain is given by the follow-
ing equations [10]:

Vx =
Px cos ϕ
4πσ4R2 〠

∞

n=1

2n + 1ð Þ4 f n−1 cdð Þ2n+1P1
n cos θð Þ

nΓ
, ð7Þ

for the x-direction component of the dipole,

Vy =
Py sin ϕ

4πσ4R
2 〠

∞

n=1

2n + 1ð Þ4 f n−1 cdð Þ2n+1P1
n cos θð Þ

nΓ
, ð8Þ

8.2 mm

4.8 mm

2.8 mm

10 mm

6.4 mm

Figure 1: Tripolar concentric ring electrode with dimensions of its
central disc, middle ring, and outer ring.
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for the y-direction component of the dipole, and

Vz =
Pz

4πσ4R2 〠
∞

n=1

2n + 1ð Þ4 f n−1 cdð Þ2n+1P1
n cos θð Þ

nΓ
, ð9Þ

for the z-direction component of the dipole, where

Γ = d2n+1
�
b2n+1n k1 − 1ð Þ k2 − 1ð Þ n + 1ð Þ

+ C2n+1 k1n + n + 1ð Þ k2n + n + 1ð Þ�
× k3n + n + 1ð Þ + n + 1ð Þ k3 − 1ð Þd2n+1��
+ n + 1ð Þc2n+1�b2n+1 k1 − 1ð Þ k2n + k2 + nð Þ
+ c2n+1 k1n + n + 1ð Þ k2 − 1ð Þ�
× n k3 − 1ð Þ + k3n + k3 + nð Þd2n+1� �

,

k1 =
σ1
σ2

,

k2 =
σ2
σ3

,

k3 =
σ3
σ4

:

ð10Þ

Applying the surface Laplacian operator equation (4) to
equations (7), (8), and (9), the analytical surface Laplacian
is given by

Δsur f Vx =
Px cos ϕ
4πσ4R2 〠

∞

n=1

1
nΓ

×
�

2n + 1ð Þ4 f n−1 cdð Þ2n+1

� −
P1
n cos θð Þ
R2 sin2θ

+ Δsur f P
1
n cos θð Þ

� ��
,

ð11Þ

Δsur f Vy =
Py sin ϕ

4πσ4R
2 〠

∞

n=1

1
nΓ

×
�

2n + 1ð Þ4 f n−1 cdð Þ2n+1

� −
P1
n cos θð Þ
R2 sin2θ + Δsur f P

1
n cos θð Þ

� ��
,

ð12Þ

Δsur f Vz =
Pz

4πσ4R
2 〠

∞

n=1

1
nΓ

× 2n + 1ð Þ4 f n−1 cdð Þ2n+1Δsur f P
1
n cos θð Þ� �

,
ð13Þ

where

Δsur f P
1
n cos θð Þ = 1

R2 sin3θ
�
Pn cos θð Þ�n n + 1ð Þ2 cos θ sin2θ

− n + 1ð Þ cos θ	 + Pn+1 cos θð Þ� n + 1ð Þ
− n n + 1ð Þ sin2θ	�,

Δsur f Pn cos θð Þ = −
n n + 1ð Þ

R2 Pn cos θð Þ:
ð14Þ

By rotating the coordinate system, the analytical potential
and surface Laplacian imposed by a dipole at an arbitrary
brain location area can be computed according to equations
(7)–(9) and (11)–(13).

2.4. Sensitivity Distribution of Conventional Electrodes and
TCREs Based on Half-Sensitivity Volume. The sensitivity dis-
tribution of an electrode is directly related to its spatial reso-
lution. In this comparison, the lead field was used to calculate
the sensitivity distribution. The lead field is the current den-
sity distribution in the volume conductor generated by feed-
ing current to electrode pairs [13]. We also employed the
concept of half-sensitivity volume (HSV), which is defined
as the volume where the measured sensitivity is at least half
of the maximum sensitivity [13], to quantize the sensitivity
distribution for the electrodes.

2.5. Sensitivity Comparison of Conventional Electrodes and
TCREs Based on Spatial Subspace Decomposition Method.
Common spatial subspace decomposition (CSSD), which
helps to retrieve signal components specific to one condition
from complex EEG background, was developed to separate
specific brain activities from the background [14]. Since
EEG is considered to have spatial resolution of 3.0 to 4.0 cm
[15–17], we tested at a higher spatial resolution for compar-
ison. In our simulation, an 8 by 8 simulated electrode array
was placed on the scalp above the visual cortex area with a
1.0 cm center-to-center distance between electrodes to maxi-
mize the spatial resolution. Potential integration was per-
formed separately and independently for each electrode to
eliminate mutual influence of neighboring electrodes. A sim-
ulated signal dipole with eccentricity of 0.9 was placed under
the electrode array. Two simulated noise dipoles with an
eccentricity of 0.75 were concurrently activated with the sig-
nal dipole under the array as background brain activity. In
the simulation, we first calculated the simulated background
by setting the magnitude of the signal dipole to zero. Then,

Z

Y

X

Dipole

fR

R

dR

bR
cR

𝜎3
𝜎4

𝜎2𝜎11

Figure 2: Four-layer concentric inhomogeneous spherical head
model with the radii of the layers equal to R = 8:8cm, dR = 8:5 cm,
cR = 8:1 cm, and bR = 7:9 cm and the conductivities of the layers
equal to σ1 = 3:3 × 10−3, σ2 = 10:0 × 10−3, σ3 = 4:2 × 10−5, and σ4 =
3:3 × 10−3S/cm, from inside to outside, respectively.
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we calculated the simulated visual evoked potential (VEP)
combined with background. Finally, the CSSD was applied
to the simulated data to extract the VEP. The simulated
TCRE EEG (tEEG) VEP from the TCRE was calculated for
comparison. Another simulation with only the signal dipole
was also conducted to compare the power distribution of
the simulated disc potential and tripolar Laplacian. In all of
the simulations, potentials on the disc electrodes were calcu-
lated from the conventional disc electrodes that had the same
diameter as the outer ring of the TCRE, 1.0 cm.

2.6. Comparison of Global Spline Surface Laplacian and Local
TCRE Surface Laplacian with Computer Simulation. To
model the activities of the brain cortex area, ten dipoles with
an eccentricity around 0.89 were used one at a time (Table 1).
The locations of the dipoles were modeled in the visual cortex
area of the brain to compare the simulation results to those
of actual VEP recording experiments. The moments of the
first five dipoles had a radial direction, and the remaining
five dipoles were at the same locations, but with a tangential
direction.

Since an electrode shunts the scalp area under it, to sim-
ulate the potential on the recording surfaces of the TCREs
and conventional disc electrodes, we averaged a number of
“sampling points” uniformly distributed on the surface of
the electrode. To determine the number of sampling points
needed for stable calculations, we incrementally increased
their density and compared the averaged potential until the
difference in potential due to adding more points was less
than 0.1%. The order of magnitude of that number was in
the thousands of sampling points per electrode. We used
the same density of sampling points for each of the recording
surfaces of the TCREs and the same sampling points for each
TCRE. A similar procedure was used for the disc electrodes.
In the simulation, TCREs were given the same dimensions
as shown in Figure 1, and conventional disc electrodes were
simulated with the same diameter as the outer ring of the
TCREs, 1.0 cm.

The global spline surface Laplacian and the local TCRE
surface Laplacian were calculated at the locations of the elec-

trodes and then compared to the analytical surface Laplacian
using the correlation coefficient.

2.7. Statistical Analysis. All the statistical analysis was per-
formed using Design-Expert software (Stat-Ease Inc., Minne-
apolis, MN, USA). Full factorial design of analysis of variance
(ANOVA) was used with four categorical factors [18]. The
first factor (A) was the type of the electrode presented at
two levels corresponding to conventional disc electrodes
and tripolar concentric ring electrodes. The second factor
(B) was the number of electrodes presented at four levels cor-
responding to 19, 32, 64, and 128 electrodes. The 19 elec-
trodes were placed at the standard 10-20 system while 32,
64, and 128 electrode locations were selected from the 5-5
system [19]. The third factor (C) was the presence and type
of noise presented at four levels corresponding to no noise,
presence of white Gaussian noise (WGN) at 20% standard
deviation ratio of the WGN to the potential [20], presence
of a deep noise dipole with an eccentricity of around 0.85
(simulating brain activity not considered to be the brain
source of interest), and presence of both WGN and the noise
dipole. Finally, the fourth factor (D) was the dipole location
presented at ten levels corresponding to 10 signal dipole loca-
tions from Table 1. The response variable was the correlation
coefficient of the simulated surface Laplacian and the analyt-
ical surface Laplacian calculated for each of the 2 ∗ 4 ∗ 4 ∗
10 = 320 combinations of levels of four factors. The full facto-
rial design of our study is presented in Table 2.

2.8. Visual Evoked Surface Potential and Laplacian Recording
Experiment. In this experiment, the scalp was prepared with
the mild abrasive NuPrep (Natus Medical West Warwick
RI). Next, recording electrodes with approximately 0.2 cm
of Ten20 paste (for skin-to-electrode impedance matching
and to hold the electrodes in place) were placed over the
visual cortex. Finally, reference and ground electrodes were
placed on the forehead between the eyes in an identical man-
ner. Signals from the outer ring of the TCREs were used to
emulate the disc electrodes. Synchrony between these two
signals has been demonstrated in time domain using cross-
correlation in phantom and human data (r ≥ 0:99) [21] as
well as in frequency domain using coherence in human data
(C ≥ 0:98) [22]. Both of the results strongly suggesting equiv-
alency of signals from the outer ring of the TCRE, and signals
from conventional disc electrodes were later confirmed on a
more comprehensive human dataset [23]. A flashing LED
array, PS60/LED, and Comet AS40 (Natus Medical, West
Warwick, RI) were used to activate the visual cortex, similar
to the computer model, of the human brain and record the
EEG. The visual stimulus was expected to generate a signal
source in the visual cortex similar to the dipoles we placed
in the computer simulation. The signals were filtered (1-
70Hz) and digitized (200 S/s). Due to the limit of the hard-
ware, only 15 channels were available in the experiments.
To keep the electrodes at a similar density as we used in
the simulation, all 15 electrodes were placed over the visual
cortex area from the standard 10-5 system. The locations of
the electrodes are listed in Table 3. The frequency of the
PS60/LED was 2Hz. The subjects (n = 6) were seated in a

Table 1: Locations and moments of the ten dipoles for modeling
brain activities.

Dipole number X (cm) Y (cm) Z (cm)
Moment (R, radial; T,
tangential; U, unit; and

D, dipole)

1 4.3 -5.3 4 RUD

2 6 -3 4 RUD

3 5 -4.6 4.1 RUD

4 -2.3 -4.4 6 RUD

5 -2.2 4.6 6 RUD

6 4.3 -5.3 4 TUD

7 6 -3 4 TUD

8 5 -4.6 4.1 TUD

9 -2.3 -4.4 6 TUD

10 -2.2 4.6 6 TUD
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comfortable chair with their eyes approximately 4.0 cm
from the photic stimulator. For each subject, we recorded
about two-and-a-half minutes of EEG signals. There was
approximately 30 seconds of baseline EEG, with no photic
stimulation, and then approximately two minutes of photic
stimulation.

The photic trigger signal was also recorded to synchro-
nize epochs during ensemble averaging. The analysis of
recorded EEG signals depended on the type of signals
recorded. For the EEG from the outer ring of the TCREs,
the spline interpolation and surface Laplacian methods dis-
cussed above were applied to calculate the spline surface

Laplacian and map them to the surface of the spherical
head model over the visual cortex area. For the TCRE
EEG surface Laplacian, we simply applied the interpolation
algorithm to map the recorded Laplacian values to the
corresponding surface.

3. Results

3.1. Sensitivity Distribution of Conventional Electrodes and
TCREs Based on Half-Sensitivity Volume. Figure 3 shows
the simulated HSV of a pair of conventional disc electrodes
and a TCRE. In the HSV computer simulation, a pair of disc

Table 2: Full factorial design of analysis of variance and obtained response variable.

Group averages for 10 levels of
factor D (signal dipole location)

Categorical factors Correlation between the simulated
and the analytical surface Laplacians

(mean ± standard deviation)
A: type of

the electrode
B: number
of electrodes

C: presence and
type of noise

1 Conventional disc 19 No noise 0:5882 ± 0:1581
2 TCRE 19 No noise 0:9908 ± 0:0196
3 Conventional disc 32 No noise 0:6669 ± 0:1693
4 TCRE 32 No noise 0:9823 ± 0:0406
5 Conventional disc 64 No noise 0:8242 ± 0:1141
6 TCRE 64 No noise 0:9937 ± 0:0073
7 Conventional disc 128 No noise 0:8885 ± 0:0989
8 TCRE 128 No noise 0:9737 ± 0:0311
9 Conventional disc 19 WGN 0:4801 ± 0:2041
10 TCRE 19 WGN 0:9649 ± 0:0104
11 Conventional disc 32 WGN 0:6035 ± 0:1138
12 TCRE 32 WGN 0:9634 ± 0:0074
13 Conventional disc 64 WGN 0:7095 ± 0:0139
14 TCRE 64 WGN 0:9619 ± 0:0411
15 Conventional disc 128 WGN 0:7515 ± 0:0783
16 TCRE 128 WGN 0:9633 ± 0:0050
17 Conventional disc 19 Noise dipole 0:4662 ± 0:2787
18 TCRE 19 Noise dipole 0:8846 ± 0:1186
19 Conventional disc 32 Noise dipole 0:6199 ± 0:2052
20 TCRE 32 Noise dipole 0:9236 ± 0:0877
21 Conventional disc 64 Noise dipole 0:7950 ± 0:1177
22 TCRE 64 Noise dipole 0:9549 ± 0:0424
23 Conventional disc 128 Noise dipole 0:9082 ± 0:0904
24 TCRE 128 Noise dipole 0:9877 ± 0:1334
25 Conventional disc 19 WGN+dipole 0:4752 ± 0:0224
26 TCRE 19 WGN+dipole 0:9480 ± 0:1864
27 Conventional disc 32 WGN+dipole 0:6780 ± 0:0738
28 TCRE 32 WGN+dipole 0:9390 ± 0:0376
29 Conventional disc 64 WGN+dipole 0:7329 ± 0:0156
30 TCRE 64 WGN+dipole 0:9551 ± 0:0611
31 Conventional disc 128 WGN+dipole 0:7614 ± 0:0881
32 TCRE 128 WGN+dipole 0:9580 ± 0:0097
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electrodes was placed on the spherical surface separated by
90 degrees. This separation angle was selected based on
where the reference and signal electrode placements were in
physical experiments. In our physical human VEP experi-
ments, the separation angle, from the forehead to the visual
cortex, was more like 180 degrees, rather than just 90 degrees;
however, the larger angle would not affect the results. A sin-
gle TCRE was utilized since it can be seen as a combination of
two pairs of electrodes at a single location: the outer ring
minus the disc and the middle ring minus the disc. Simulated
potentials on the electrodes were calculated from a unit
dipole located in the inner sphere of the brain. After the
potentials were calculated, the dipole was moved. This proce-
dure was repeated until the HSV volume could be deter-
mined. The simulation shows that the HSV of the disc
electrode is 9.6 times greater than the HSV of TCREs.

3.2. Sensitivity Comparison of Conventional Electrodes and
TCREs Based on Spatial Subspace Decomposition Method.
The 64 extracted signals from the 8 × 8 arrays of TCREs
and disc electrodes were normalized separately. The aver-
age power of the 64 normalized disc potentials was equal
to 0:44 ± 0:31 while the average power of the 64 normalized
tripolar Laplacians was equal to 0:23 ± 0:24 (mean ±
standard deviation). These results indicate that the distribu-
tion of the power of the tripolar Laplacian is more focused
on a smaller number of TCREs, while the power of the
disc potential tends to be distributed over a larger number
of disc electrodes.

Figure 4 shows the simulated normalized VEP from a
location near the center of the 64-electrode array. The x-axis
is the distance from the electrodes to the signal dipole, the
y-axis is the normalized magnitude of the signal calculated at
each electrode of the 8 × 8 array, “∗” denotes the disc elec-
trode, “o” denotes the TCRE, and “+” denotes the analytical
Laplacian. From Figure 4, as the distance increases between
the electrode and the dipole source, the magnitude of the

recorded signal on TCREs attenuates much quicker than that
recorded on the disc electrodes. In other words, the VEP
power was mainly distributed on just a few close TCREs,
while it was distributed over a wider area of the conventional
disc electrode array. It can also be seen that the TCRE Lapla-
cian is very similar to the analytical Laplacian.

3.3. Comparison of Global Spline Surface Laplacian and Local
TCRE Surface Laplacian with Computer Simulation. Correla-
tion coefficient data obtained in this simulation for 320 com-
binations of factor levels is presented in Table 2 averaged for
ten dipole locations.

The effect of factors A, B, C, and D on the correlation
coefficient was assessed along with the effect of all possible
two- and three-factor interactions. The effect of the four-
factor interaction ABCD could not be evaluated. The
ANOVA results suggest that all the factors and all of the
assessed interactions have statistically significant effects in
the model (d:f : = 238, F = 17:6, p < 0:0001) for the optimal
power transformation of 2.81 determined using the Box-
Cox procedure [18]. The effects of the main factors were A
(d:f : = 1, F = 2736:5, p < 0:0001), B (d:f : = 3, F = 120:1, p <
0:0001), C (d:f : = 3, F = 34:7, p < 0:0001), and D (d:f : = 9,
F = 10:3, p < 0:0001).

3.4. Visual Evoked Surface Laplacian Comparison
Experiments. From Figure 5, we can see that the TCRE Lapla-
cian sensors were able to separate VEP sources. In panel (a),
the spline Laplacian map from the 15 disc electrode signals at
95ms in panel (c), in the top central area there is a red and
orange area (designated with an arrow). In the same area of
panel (b), from 110ms in panel (d), we can see the TCRE
Laplacian sensor map from the 15 TCRE signals which shows
that there were two distinct sources (shown by arrow). Panels
(c) and (d) show the normalized grand-averaged EEG and
tEEG VEPs used to build the maps in panels (a) and (b),
respectively. From panel (c), it can be seen that many of the
traces are similar while this is not the case in panel (d) from
the TCREs. From panels (c) and (d), we can see that there is a
positive wave at approximately 50 to 110ms and 105 to
115ms, respectively, after the photic stimulation pulse.

4. Discussion

We conducted multiple computer simulations and acquired
real signals to compare spatial sensitivity between disc elec-
trode and TCRE sensors. The sensitivity comparison of the
disc electrode spline Laplacian and tripolar Laplacian based
on HSV shows that the tripolar Laplacian is more sensitive
than the disc electrode spline Laplacian. The HSV for the tri-
polar Laplacian is nearly 10 times smaller than the disc elec-
trode spline Laplacian HSV (Figure 3). These results show
that the tripolar Laplacian records signals from a local vol-
ume compared to two broad volumes for the disc electrode
spline Laplacian.

We also used the CSSD method and showed that TCRE
sensors are more focused on local potentials. This can be
explained in terms of obtained HSV results. The TCRE sen-
sors are sensitive to local sources so only the sensors that

Table 3: Electrode locations in the VEP experiments.

Electrode location X (cm) Y (cm) Z (cm)

CP5 -7.885 -2.974 2.499

P3 -4.990 -5.958 4.127

Pz 0.000 -6.283 6.151

P4 4.981 -5.958 4.127

CP6 7.885 -2.974 2.499

P5 -6.521 -5.588 1.874

P6 6.521 -5.588 1.883

P7 -7.075 -5.157 -0.774

PO7 -5.139 -7.101 -0.616

PO3h -2.526 -8.008 2.622

POz 0.000 -8.175 3.238

PO4h 2.517 -8.008 2.622

P8 7.075 -5.166 -0.774

O1 -2.702 -8.351 -0.414

O2 2.702 -8.351 -0.414
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are close to the sources (whether they are signal or noise
sources) will correspond to high power. At the same time,
conventional disc electrodes, which have a nearly 10-fold
larger HSV, record signals from a much larger volume there-
fore providing less discrimination between source locations.
This relative lack of discrimination for conventional disc
electrodes suggests that we can place TCRE sensors closer
together (i.e., at higher spatial resolution than disc electrodes)
and still detect independent sources.

ANOVA results for comparing the global spline surface
Laplacian to the local TCRE surface Laplacian show statisti-
cal significance of the effect of all four categorical factors
included in this study. While it was important to confirm that

the quality of Laplacian estimation increases with an increase
in the number of electrodes (factor B), decreases in the pres-
ence of the noise (factor C), and is affected by the signal
dipole location (factor D), the most important result is that,
for the case of the factor A, the local TCRE Laplacian is sig-
nificantly better than the global spline Laplacian at approxi-
mating the analytic Laplacian.

A potential limitation of the current full factorial design
is that we could not assess the effect of interaction of all four
factors. Without replications, including this interaction into
the model makes it overspecified with all the degrees of free-
dom being in the model and none assigned to the residual
(error). On the other hand, adding replications to the design
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Figure 3: The red (hashed) lines show the HSV of conventional disc electrodes (a) and TCREs (b).
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would be of limited value since all of the factor levels except
for the two levels of factor C involving stochastic WGN are
deterministic in nature so replicating the simulation for
majority of level combinations would have yielded identical
results. For the same reason, randomization of the simula-
tion run order would have also been of limited value in our
case even though in other cases it may help balancing out
the effect of nuisance factors [18]. Other assumptions of
ANOVA including normality, homogeneity of variance,
and independence of observations were confirmed ensuring
the validity of the analysis with no studentized residuals
being outliers, i.e., falling outside the [-3, 3] range [18].

In the simulation, the eccentricities of signal dipoles were
set at around 0.9, closer to the surface of the brain. This alter-
ation was made since we were mainly interested in the visual
cortex area of the brain. In a previous study [24], the eccen-
tricities of the dipoles were usually set at 0.85 or smaller.
The eccentricity of the dipole has considerable impact on
the Laplacian estimation. Generally, smaller eccentricities
improve the performance for both spline and tripolar Lapla-
cian estimations.

The VEP experiments showed that we can acquire
VEP signals from humans and, according to the map of
Figure 5(b), were able to show two separate positive regions
in the TCRE Laplacian maps that were not separated in the
spline Laplacian maps (Figure 5). It should be noted that
we are not certain where the sources are in the visual cortex.
Panels (a) and (b) are representative of the other subjects,
where there were distinct positive regions in the TCRE Lapla-
cian maps but not in the spline Laplacian maps.

Directions of future work include moving to a more real-
istic head model, assessing other standard EEG responses
(for example, P300), and comparing how the sensitivity pro-
file maps on the cortical surface for TCREs and conventional
disc electrodes.

5. Conclusion

In this study, computer simulation results serve as an analyt-
ical basis for the human visual evoked potential results using
half-sensitivity volume, common spatial subspace decompo-
sition, and a comprehensive comparison between global
spline surface Laplacian and local surface Laplacian estimates
via tripolar concentric ring electrodes on four-layer spherical
head model using full factorial design of analysis of variance.
Both computer simulations and human visual evoked poten-
tial experiments suggest that there is a statistically significant
improvement in spatial resolution and estimation of the
Laplacian via tripolar concentric ring electrodes compared
to conventional disc electrodes and the spline Laplacian but
further investigation is needed for conclusive proof.

Data Availability

Part of the data used to support the findings of this study are
available from the corresponding author upon request. The
rest was lost due to a hardware failure after the manuscript
was finalized.

Disclosure

The content is solely the responsibility of the authors and
does not necessarily represent the official views of the
National Science Foundation.

Conflicts of Interest

The authors declare no conflict of interest.

N
or

m
al

iz
ed

 p
ow

er

0

(a) (b)

(c) (d)

–1

–0.5

0

50 100 150
Time (ms)

200 250

0.5

N
or

m
al

iz
ed

 m
ag

ni
tu

de

1

–1

–0.5

0

50 100 150
Time (ms)

200 250

0.5

N
or

m
al

iz
ed

 m
ag

ni
tu

de

1

1

–1

Figure 5: (a) Spline Laplacian VEP map (95ms), (b) tripolar Laplacian VEP map (110ms), (c) the normalized grand-averaged EEG VEP
signals from each channel, and (d) the normalized grand-averaged tEEG VEP signals from each channel.

8 Journal of Sensors



Acknowledgments

We would like to thank all of our participants for their time
and Zhenghan Zhu for developing the preamplifiers used to
record the human VEP data. We would also like to acknowl-
edge a partial overlap between this manuscript and Ph.D.
thesis “A comparison of tripolar concentric ring electrodes
to disc electrodes and an EEG real-time seizure detector
design” by Xiang Liu. Parts of this research were supported
by the National Science Foundation (award numbers
0933596 and 1157882 to Walter Besio as well as by award
numbers 1622481 and 1914787 to Oleksandr Makeyev).

References

[1] P. L. Nunez, R. B. Silberstein, P. J. Cadusch, R. S. Wijesinghe,
A. F. Westdorp, and R. Srinivasan, “A theoretical and experi-
mental study of high resolution EEG based on surface Lapla-
cians and cortical imaging,” Electroencephalography and
Clinical Neurophysiology, vol. 90, no. 1, pp. 40–57, 1994.

[2] B. He, “Brain electric source imaging: scalp Laplacian mapping
and cortical imaging,” Critical Reviews in Biomedical Engineer-
ing, vol. 27, no. 3–5, pp. 149–188, 1998.

[3] P. L. Nunez and R. Srinivasan, Electric Fields of the Brain: the
Neurophysics of EEG, Oxford University Press, 2006.

[4] F. Babiloni, C. Babiloni, F. Carducci, L. Fattorini, P. Onorati,
and A. Urbano, “Spline Laplacian estimate of EEG potentials
over a realistic magnetic resonance-constructed scalp surface
model,” Electroencephalography and Clinical Neurophysiology,
vol. 98, no. 4, pp. 363–373, 1996.

[5] C. G. Carvalhaes and P. Suppes, “A spline framework for esti-
mating the EEG surface Laplacian using the Euclidean metric,”
Neural Computation, vol. 23, no. 11, pp. 2974–3000, 2011.

[6] F. Perrin, J. Pernier, O. Bertrand, and J. F. Echallier, “Spherical
splines for scalp potential and current density mapping,” Elec-
troencephalography and Clinical Neurophysiology, vol. 72,
no. 2, pp. 184–187, 1989.

[7] J. Le, V. Menon, and A. Gevins, “Local estimate of surface
Laplacian derivation on a realistically shaped scalp surface
and its performance on noisy data,” Electroencephalography
and Clinical Neurophysiology/Evoked Potentials Section,
vol. 92, no. 5, pp. 433–441, 1994.

[8] B. Hjorth, “An on-line transformation of EEG scalp potentials
into orthogonal source derivations,” Electroencephalography
and Clinical Neurophysiology, vol. 39, no. 5, pp. 526–530, 1975.

[9] W. G. Besio, K. Koka, R. Aakula, and W. Dai, “Tri-polar
concentric ring electrode development for Laplacian electro-
encephalography,” IEEE Transactions on Biomedical Engineer-
ing, vol. 53, no. 5, pp. 926–933, 2006.

[10] B. N. Cuffin and D. Cohen, “Comparison of the magnetoence-
phalogram and electroencephalogram,” Electroencephalogra-
phy and Clinical Neurophysiology, vol. 47, no. 2, pp. 132–146,
1979.

[11] C. Tandonnet, B. Boris, T. Hasbroucq, and F. Vidal, “Spatial
enhancement of EEG traces by surface Laplacian estimation:
comparison between local and global methods,” Clinical Neu-
rophysiology, vol. 116, no. 1, pp. 18–24, 2005.

[12] P. C. Hansen, “The truncatedSVD as a method for regulariza-
tion,” BIT Numerical Mathematics, vol. 27, no. 4, pp. 534–553,
1987.

[13] J. Malmivuo, V. Suihko, and H. Eskola, “Sensitivity distribu-
tions of EEG and MEG measurements,” IEEE Transactions
on Biomedical Engineering, vol. 44, no. 3, pp. 196–208, 1997.

[14] Y. Wang, P. Berg, and M. Scherg, “Common spatial subspace
decomposition applied to analysis of brain responses under
multiple task conditions: a simulation study,” Clinical Neuro-
physiology, vol. 110, no. 4, pp. 604–614, 1999.

[15] A. R. Spitzer, L. G. Cohen, J. Fabrikant, and M. Hallett, “A
method for determining optimal interelectrode spacing for
cerebral topographic mapping,” Electroencephalography and
Clinical Neurophysiology, vol. 72, no. 4, pp. 355–361, 1989.

[16] R. Srinivasan, P. L. Nunez, and R. B. Silberstein, “Spatial filter-
ing and neocortical dynamics: estimates of EEG coherence,”
IEEE Transactions on Biomedical Engineering, vol. 45, no. 7,
pp. 814–826, 1998.

[17] R. Srinivasan, D. M. Tucker, and M. Murias, “Estimating the
spatial Nyquist of the human EEG,” Behavior Research
Methods, Instruments, & Computers, vol. 30, no. 1, pp. 8–19,
1998.

[18] D. C. Montgomery, Design and Analysis of Experiments, John
Wiley & Sons, 2008.

[19] R. Oostenveld and P. Praamstra, “The five percent electrode
system for high-resolution EEG and ERP measurements,”
Clinical Neurophysiology, vol. 112, no. 4, pp. 713–719, 2001.

[20] B. He, D. Yao, J. Lian, and D. Wu, “An equivalent current
source model and Laplacian weighted minimum norm current
estimates of brain electrical activity,” IEEE Transactions on
Biomedical Engineering, vol. 49, no. 4, pp. 277–288, 2002.

[21] O. Makeyev, Y. Boudria, Z. Zhu, T. Lennon, and W. G. Besio,
“Emulating conventional disc electrode with the outer ring of
the tripolar concentric ring electrode in phantom and human
electroencephalogram data,” in 2013 IEEE Signal Processing
in Medicine and Biology Symposium (SPMB), Brooklyn, NY,
USA, December 2013.

[22] O. Makeyev, T. Lennon, Y. Boudria, Z. Zhu, and W. G. Besio,
“Frequency domain synchrony between signals from the con-
ventional disc electrode and the outer ring of the tripolar con-
centric ring electrode in human electroencephalogram data,”
2014 40th Annual Northeast Bioengineering Conference
(NEBEC), 2014, Boston, MA, USA, April 2014, 2014.

[23] Z. Zhu, J. Brooks, O. Makevey, S. M. Kay, and W. G. Besio,
“Equivalency between emulated disc electrodes and conven-
tional disc electrode human electroencephalography,” 2014
36th Annual International Conference of the IEEE Engineering
in Medicine and Biology Society, 2014, Chicago, IL, USA,
August 2014, 2014.

[24] B. He, Y. Wang, and D. Wu, “Estimating cortical potentials
from scalp EEGs in a realistically shaped inhomogeneous
head model by means of the boundary element method,” IEEE
Transactions on Biomedical Engineering, vol. 46, no. 10,
pp. 1264–1268, 1999.

9Journal of Sensors



Research Article
Time-Frequency Linearization of Reactive Cortical Responses for
the Early Detection of Balance Losses

Giovanni Mezzina and Daniela De Venuto

Department of Electrical and Information Engineering, Politecnico di Bari, Bari 70125, Italy

Correspondence should be addressed to Giovanni Mezzina; giovanni.mezzina@poliba.it

Received 23 August 2019; Revised 10 November 2019; Accepted 7 December 2019; Published 31 December 2019

Guest Editor: Hassan Mostafa

Copyright © 2019 Giovanni Mezzina and Daniela De Venuto. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

Aiming at finding a fast and accurate preimpact fall detection (PIFD) strategy, this paper proposes a novel methodology that
precociously discriminates the occurrence of unexpected loss of balance from the steady walking, by analyzing the subject’s
cortical signal modifications (at the scalp level) in the time-frequency domain. In this study, the subjects were asked to walk at
their preferred speed on the treadmill platform programmed to provide unexpected bilateral slippages. The proposed PIFD
method exploits synchronously recorded electromyographic (EMG: 2 channels from the same lower limb muscle bundle,
bilaterally) and electro-encephalographic (EEG: 13 channels from motor, sensory-motor and parietal cortex areas) signals. To
validate the method offline, also, the lower limb kinematics has been reconstructed via a motion capture system (23 reflective
markers and 8 fixed cameras). During the PIFD system functioning, the EMG signals from the lateral gastrocnemii are first
translated in a binary waveform and then used to trigger the EEG analysis. Once enabled via EMG (every gait cycle), the EEG
computation branch extracts and linearizes the rate of variation in the EEG power spectrum density (PSD) for five bands of
interests: θ (4–7Hz), α (8–12Hz), β I, β II, β III rhythms (13–15Hz, 16–20Hz, and 21–28Hz). The slope of the linearized trend
identifies, in this context, the cortical responsiveness parameter. Experimental results from six subjects revealed that the
proposed system can distinguish the loss of balance with an overall accuracy of ~96% (average value between sensitivity and
specificity). The discrimination process requests, on average, 370.6ms. This value could be considered suitable for the
implementation of countermeasures aimed at restoring the balance of the subject.

1. Introduction

The World Health Organization (WHO) statistics demon-
strated that falls are a common occurrence and a serious
health issue for the general population. In fact, in 2019, only
in the United States, 29 million of falls have been recorded,
resulting in 7 million of invalidating injuries. Moreover, it
has been estimated that every 19 minutes an older adult die
from a fall, while every 11 seconds an older adult is treated
in the emergency room for the same reason. According to
the Centers for Disease Control (CDC), falls are the leading
cause of fatal injury among old adults and the most frequent
reason for nonfatal trauma as well [1, 2]. These statistics sup-
port the clinical evidence according to which the natural
aging process would alter the abilities to face the unexpected
perturbations of the balance through the compensatory and

anticipatory countermeasures [3, 4]. In this respect, the fall
detection (FD) context arises with the main objective of cre-
ating systems, or devices, capable of detecting the fall events
automatically in a short time and with good accuracy.

The first classification of FD strategies divides the algo-
rithms into two macroareas: Postfall Mobility Detection
(PFMD) and Preimpact Fall Detection (PIFD) algorithms.

The algorithms from the first macroarea (i.e., PFMD)
detect the fall events when they already occurred. Typically,
they assess the posthumous state of the subject mobility.
The paradigm of these systems is as follows: (1) identify the
fall, (2) evaluate the user mobility, and (3) call the assistance
to avoid death due to “long-lie” phenomenon [5, 6] (the
“long-lie” concerns the inability of elderly people to get up
again after a fall event). The PFMD architectures present an
intrinsic limitation: falls can only be detected as a result of
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body-ground impacts; thus, it is not possible to prevent inju-
ries directly caused by impacts. This limit can be overcome by
using PIFD strategies [7, 8]. The PIFD architectures exploit
techniques capable of recognizing the fall event before the
body impacts in a disruptive manner with the ground [7].

Different from the PFMD techniques, the PIFD strategies
require very short time to detect a fall event, trying to keep
high accuracies in the fall recognition. Indeed, these strate-
gies are designed and developed to be integrated into a
closed-loop control system with on-demand fall protection
devices or support for postural control. Although these sys-
tems are still under investigation and not already available
on the market (if not for research purposes), the idea of
merging PIFD strategies and protection countermeasures is
considered a promising solution in the field of fall prevention
[8]. Table 1 provides a detailed overview of PIFD strategies
and solutions at the state of the art. The table shows, for each
considered articles, the technology used to collect data for the
fall detection implementation, the fall indicators, the classifi-
cation method, the type of analyzed falls, and the perfor-
mance in terms of sensitivity (Se), specificity (Sp), and
average detection time (DT).

The devices used to detect fall early can be classified as
context-aware devices or wearable devices. Among the works
analyzed in Table 1, three studies [9–11] are based on
context-aware technologies and coincide with those related
to the recognition of falls from induced slipping. These studies
use motion capture systems (MCS) as the main acquisition
devices. MCS analyze kinematic determination by means of
reflective markers placed on specific anatomical reference
points of the human body. The trajectories of the markers
are therefore traced by cameras mounted in fixed positions.
The main pros of using MCS are that the fall indicators can
be determined with extreme precision [7, 8, 12], while the
main cons are the costs and the limited operating volume that
can be framed by the cameras.

Table 1 presents some studies in which the detection of
falls is made using a single type of wearable sensor [13–15].
The use of a single type of sensor has the advantage of signif-
icantly reducing the complexity and the computational
request of the PIFD system [8]. Nevertheless, it has been
demonstrated that, at present, the only acceleration signals
do not allow to discern the phenomena of loss of equilibrium
from activities like falls (e.g., running or jumping) [16]. Iner-
tial measurement units (IMUs) solve the problem thanks to
the simultaneous embedding of triaxial accelerometers and
gyroscopes. Another interesting PIFD strategy is the one pro-
posed in [17–22]. The authors propose a fully physiological
signal-based cyber-physical system for fall detection. It con-
sists of a wearable and wireless acquisition interface that
exploits data from EEG and EMG.

The classification methods in Table 1 can be divided into
the following: single and multiple threshold-based algo-
rithms, machine learning-based approaches, or statistical
models. Among the analyzed methods, the threshold algo-
rithms are certainly the simplest in many aspects.
Threshold-based algorithms are generally computationally
efficient, suitable in real-time PIFD applications. Despite a
fast detection, in most cases, these approaches provide accu-

racy below the 90%. To improve the PIFD strategy discrimi-
nation capability, realizing more efficient threshold-based
systems, several solutions use ML methodologies [10, 14,
23]. Nevertheless, the ML algorithms request for a prolonged
classifier training period. The authors in [17] analyze EEG
and EMG signals by means of a logic-based matchmaking
algorithm, which allows fast classification of the no voluntary
movements. It is noteworthy that most of the solutions in
Table 1 analyze simulated falls (SF), in which the subjects
were asked to fall voluntarily or with specific postures. How-
ever, most real-life fall events occur due to unexpected per-
turbations and are characterized by an involuntary nature.

The performance of a PIFD strategy can be expressed in
terms of accuracy and efficiency. The accuracy is defined by
two parameters: sensitivity and specificity. Commonly, the
sensitivity parameter is defined by the ratio between the
number of correctly recognized fall events and the total num-
ber of evaluated falls. Similarly, the specificity can be defined
as the ratio between the amount of successfully detected
activities not identifiable as falls (e.g., walking steps) and
the total number of these activities. The strategy efficiency
is, instead, evaluated in terms of detection time, which is
the time range from the perturbation initiation and the fall
event recognition.

Ultimately, in terms of performance, Table 1 shows that
the sensitivity of the proposed solutions ranges between
88% and 100% (95:21 ± 4:81%), while the specificity one
between 88.5% and 100% (94:59 ± 5:14%). Data shows that
the greatest problem of the proposed solutions (in term of
accuracy) is related to the high number of false alarms, which
reduce the specificity of the PIFD systems. It leads to overall
system accuracies of 94:9 ± 4:01%. Since the compensating
actions related to the output of the PIFD strategy must be
designed to avoid the falls, the detection times must be accu-
rately estimated to demonstrate the temporal compliance of
the system. In this respect, the authors in [24] set a detection
time of 550ms as the maximum intervention limit for the
implementation of countermeasures aimed at restoring the
balance of the subject. Data in Table 1 show that the detec-
tion time settles at around 559 ± 153:77ms and, among the
evaluated works, only the systems proposed in [10, 11, 15]
provide detection times lower than the threshold of 550ms,
paving the way to their possible use in strategies for postural
recovery. Other solutions are, instead, typically used to trig-
ger total body or hip airbag-based protection systems, which
can reduce the extent of the body-ground impact (that
evolves in 700ms-1000ms).

In this context, the here proposed work is aimed at
addressing the following challenges:

(i) To create a low compute-intensive algorithm that
can analyze in time and frequency domain the reac-
tive cortical dynamics (at the scalp-level) involved in
balance adjustments when the steady walking is sud-
denly perturbed by slippages

(ii) To design a method to reach high values of accuracy
(>95%), while maintaining detection time under the
limit imposed by authors in [24]: 550ms
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(iii) To realize a first-of-a-kind fully wearable sensor-
based PIFD strategy in slippage recognition, which
is typically entrusted to MCS

In this respect, the proposed study investigates changes in
the cortical involvement when subjects were actively manag-
ing unexpected slippages delivered during steady walking.
The proposed method synchronously records electrophysio-

logical signals from 2 EMG electrodes placed bilaterally on
the gastrocnemii and 13 EEGs along motor, sensory-motor,
and parietal areas. The EMG signals from the lateral gastroc-
nemii are the first 1-bit digitized and then used as a trigger for
the EEG analysis. During the cortical analysis, the system
extracts the variation in the EEG power spectrum density
for five bands of interest (i.e., θ (4–7Hz), α (8–12Hz), β I, β
II, and β III rhythms) (13–15, 16-20, and 21-28Hz) by using

Table 1: Overview PIFD strategies at the state of the art.

Ref. Technology Fall indicators Class. Algorithm Fall type Performance

[13]
Trunk-

positioned 3D
ACC

Trunk vertical velocity
(TVV)

Single Thr: TVV > 1:3m/s n. 3 SF: FwF,
BwF, SdF

Se %ð Þ = 100
Sp %ð Þ = 98:27

DT msð Þ = 577:00

[25]
Waist-positioned
3D GYR and

ACC

Waist vertical velocity
(WVV)

Single Thr: ∣WVV∣ >max WVV in nonfall
activities

n. 4 SF: FwF,
BwF, SdF, OrF

Se %ð Þ = 100
Sp %ð Þ = 100

DT msð Þ = 675:15

[26]

9DoF IMU by
Xsens Tech.
positioned on

chest

Acceleration and angular
velocity of the chest

segment

Multiple Thr:
(1) acc:>7m/s2

(2) ang:velocity > 3°/s

n. 3 SF: FwF,
BwF, SdF

Se %ð Þ = 89:5
Sp %ð Þ = 91:6

DT msð Þ = 617:35

[14]
Trunk-

positioned 3D
ACC

Acceleration Time Series
(ATS) of the chest

ML:
(1) The extracted ATS trains a HMM

(2) The HMM outcome is compared with a single
Thr

n. 2 SF: FwF,
SdF

Se %ð Þ = 100
Sp %ð Þ = 88:75

DT msð Þ = 598:40

[23]
Waist-positioned
3D GYR and

ACC

Acceleration and angular
velocity of the waist

segment

ML:
(1) Mean and variance of the x, y, z axis

acceleration and angular velocity
(2) Classification by SVM

n. 4 SF: FwF,
BwF, SdF,
falling from

sit
IF: slip-

induced fall

Se %ð Þ = 93:5
Sp %ð Þ = 85:6

DT msð Þ = 775:20

[17]
EEG wireless

headset+surface
EMG

EEG Power Spectrum
Density (PSD) level in BP,

μ, β rhythms

Multiple Thr:
(1) The EMG is used as a trigger for cortical

analysis
(2) The EEG PSD is evaluated in BP, μ, β bands
(3) The levels are compared with history-based

thresholds

n. 1 SF: BwF
IF: loss of
balance on
weighbridge

Se %ð Þ = 90
Sp %ð Þ = 87

DT msð Þ = 168
(from

gastrocnemius
contraction)

[9]
MCS: total body

monitoring

Acceleration and vertical
velocity of upper arms,
trunk, tibia, and head

Multiple Thr+statistical model: threshold based
on a ARIMA model based on data history

IF: slip-
induced fall

Se %ð Þ = 88:5
Sp %ð Þ = 92:9

DT msð Þ = 680:00

[10]
MCS: total body

monitoring
Acceleration of all the

monitored body segments

ML:
(1) The accelerations are analyzed by ICA

(2) A neural network is used to distinguish walk
from perturbations

IF: slip-
induced fall

Se %ð Þ = 92:7
Sp %ð Þ = 98

DT msð Þ = 351:00

[11]
MCS+trunk-

positioned IMU
sensor

Sagittal angle and angular
velocity of the trunk

Multiple Thr+statistical model: threshold based
on a AR model based on data history

IF: slip-
induced fall

Se %ð Þ = 100
Sp %ð Þ = 96:5

DT msð Þ = 355:00

[15]
Hip encoder on
active pelvis
orthosis

Hip angle

Single Thr: increment of the error function
between the current hip angles (from encoder)
and the ones provided by a pool of adaptive

oscillators

IF: slip-
induced fall

Se %ð Þ = 92:7
Sp %ð Þ = 98

DT msð Þ = 403:00

Technology acronyms—ACC: accelerometer; GYR: gyroscope; MCS: motion capture system; IMU: inertial measurement unit; DoF: degree of freedom. Class.
algorithm acronyms—Thr: threshold; ML: machine learning; HMM: Hidden Markov Model; SVM: support vector machine; BP: Bereishaft potential (EEG);
ARIMA: autoregressive integrated moving average; ICA: independent component analysis; AR: autoregression. Type of fall acronyms—SF: simulated fall;
IF: involuntary fall (unexpected); FwF: forward fall; BwF: backward fall; SdF: lateral fall; OrF: fall from orthostatic position.
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the sliding window Fast Fourier Transform (FFT). The trend
is then approximate by using a linear data fitting. The slope of
the resulting linearized trend, m, identifies an approximate
version of the clinical cortical responsiveness parameters.

Experimental results from six young and healthy subjects
revealed a nonlateralized sharp increment of m just after the
onset of the perturbation. Furthermore, the results show an
interesting and concrete possibility of detecting the loss of
balance induced by slips with good precision (96.02%) and
with detection times shorter than the average of the state of
the art (370:62 ± 60:85ms).

The paper is organized as follows: Section 2 briefly
defines the medical background, to facilitate the understand-
ing of the detailed methodological bases of the algorithm.
Section 3 discusses the experimental results providing a com-
plete comparison with the state of the art, and Section 4 con-
cludes the paper, presenting future perspectives.

2. Materials and Methods

2.1. Medical Background: Reactive Cortical Dynamics. Recent
studies [27–36] have shown how the cerebral cortex regu-
lates the excitability of subcortical postural centers to main-
tain the postural stability according to environmental
demands [28]. Several studies on EEG signals [27–35] ana-
lyzed the cortical involvement in balance control. Typically,
they focused on the study of event-related potentials (ERPs)
elicited by mechanical perturbations of the subjects’ balance.
The proposed studies treated cortical reactions when the
perturbations are provided to orthostatic posture [28, 29].

Few studies provided results about the reactive control
spectral analysis [30–35]. They revealed important correla-
tions among specific oscillatory rhythms, cognitive functions,
and sensorimotor ones. Briefly, it has been proved [32, 33]
that low-frequency cortical rhythms (<13Hz) are related to
perception and cognitive control. In a fall event context, the
modulation of these oscillatory rhythms can be related to
the visual field stabilization and active decoding of data com-
ing from the vestibular system. Typically, these rhythms start
oscillating in the first phase of the fall, involving the bands of
interest: θ and α.

In a chronological order, the cortical involvement pro-
ceeds with the modulation of high-frequency cortical
rhythms (>13Hz). The latter are related to motor functions
and in particular to the active concentration of the subject in
muscle firing operations for the compensatory actions [34,
35]. According to the application-specific bands of interest,
in this category, we consider the β bands (i.e., β I, β II, and
β III). The power increase in the above-mentioned bands
must be analyzed carefully. In fact, even during walking,
cortical dynamics present significant impulses in the motor
cortex side opposite to the leg muscles in the swing phase.
Nevertheless, it is expected that the responsiveness of corti-
cal activity observed during walking is, in any case, lower
than the one expected during the postural recovery phase.
Moreover, since the β bands are linked to the planning of
sudden and precise changes, they are expected to not inter-
vene in situations of unperturbed walking. Under this
hypothesis, the power level in these bands could be consid-

ered one of the most discriminating parameters in the con-
text of fall recognition.

2.2. Experimental Setup. The main goal of the study is to ana-
lyze the subjects’ cortical reactive dynamics when during a
steady walk (at their preferred speed) the balance is suddenly
perturbed by unexpected bilateral slippages. In this respect,
during the experimental trials, participants wore a 32-
channel wireless EEG headset (g.Nautilus Research by
g.Tec) and 2 wireless EMG surface electrodes (Cometa Wave
Plus by Cometa Systems) as shown in Figure 1.

Table 2 provides information about the adopted acquisi-
tion equipment (i.e., EEG and EMG). For each device, the
table reports the number of monitored nodes or channels,
equipment features such as the size and weight, and the elec-
trode characteristics and acquisition parameters: resolution
and sampling frequency.

Thirteen EEG sites were monitored: F3, Fz, F4, C3, Cz,
C4, Cp5, Cp1, Cp2, Cp6, P3, Pz, and P4, according to the
international 10–20 system [37]. The O2 electrode was used
for noise suppression, AFz as ground, and A2 (right earlobe)
as the reference electrode. The EEG data were sampled at
500Hz with 24-bit resolution [37].

Ten surface EMG channels were monitored from the
following bilateral muscle groups: anterior tibialis, lateral
gastrocnemius, vastus medialis, rectus femoris, and biceps
femoris. The EMG signals were recorded with a sample rate
of 2048Hz and down sampled to 500Hz (16-bit resolution)
to match the EEG signal sampling frequency [22]. In this
study, only EMG signals related to the lateral gastrocnemius
were retained (two EMG surface electrodes).

Both EEG and EMG were transmitted via Bluetooth Low
Energy (BLE) protocol to a dedicated gateway and collected
by a Simulink model.

Figure 1, supported by data in Table 2, demonstrates the
low encumbrance of the final architectures. The choice of fully
wireless and light acquisition devicesmakes the preimpact fall
detection architecture wearable. Despite this, since the use of
gel-based or pregelled electrodes could not be considered
comfortable, different solutions are still under investigation.

Figure 1 also shows a set of 23 reflective markers for the
3D kinematics reconstruction placed on the subjects’ lower
limbs and 8 cameras. Specifically, spherical markers
(d = 14mm) were mounted bilaterally on anterior superior
iliac spines, sacrum, prominence of the greater trochanter
external surface, lateral and medial epicondyle of the
femurs, heads of fibula, lateral and medial malleolus, calca-
neus, and first and fifth metatarsal heads. Additional
markers were rigidly placed on wands over the midfemurs
and midshaft of the tibia. It is important to stress that the
MCS-oriented markers are only used for temporal coher-
ence validation of the EEG/EMG signals and they are not
part of the proposed architecture. In fact, kinematic records,
electrophysiological signals, and the onset of the perturba-
tion were synchronized offline on the same timeline for
the system validation.

2.3. Experimental Protocol. During the experimental trials,
subjects were asked to manage unexpected slippages while
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walking at their self-selected speed on a mechatronic plat-
form named SENLY [38] (Figure 1—label #5). For safety rea-
sons, the volunteers were secured by a harness attached to an
overhead track.

SENLY is a platform designed to destabilize the balance
control during motor tasks [38–40]. It consists of a split-
belt treadmill, in which belts can be moved in the horizontal
plane, both longitudinally and transversally. The platform is
equipped with force sensors to identify the phases of the gait
cycle during walking [40].

In the present study, the perturbations provided by
SENLY consisted of sudden forward movements toward the
anterior-posterior direction. Specifically, the selected belt
was accelerated and decelerated up to the belt stop with a tri-
angular speed profile (slope 8m/s2 for a total displacement of

0.15m). The belt movement was triggered by detecting the
heel strike of the foot appointed for the perturbation.

After the first acclimation phase (~5min), the protocol
consisted of a series of 10 consecutive trials in which the sub-
ject gait was perturbed by a slippage. The slippages were
equally delivered alternating right foot-related belt and the
left foot one.

2.4. The Preimpact Fall Detection Strategy. The work pro-
poses an innovative solution in the field of PIFD strategies,
whose primary goal is the real-time detection of a loss of bal-
ance through the synchronized analysis of physiological sig-
nals (i.e., EEG and EMG).

The block diagram in Figure 2 provides a general over-
view of the implemented architecture.
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Figure 1: Experimental setup. The perturbation platform (SENLY) and a subject under test. On the figure, labels refer to the following: the
wireless EEG headset (red: #1), the wireless surface EMG electrodes (red: #2), the set of markers (blue: #3), the motion analysis system camera
(blue: #4), the perturbation platform SENLY (green: #5), and a safety harness (green: #6).

Table 2: EEG/EMG acquisition device features.

Sig. Num. Equipment features
Electrode

Resolution
Sampling
frequencySize (mm) Type

EEG
13

channels

EEG headset station:
70 × 55 × 30mm
Weight: 145 g

Wireless
10 h continuous acquisition at

500Hz

16 × 10 × 5
Active

Gel based
Sintered Ag/AgCl probe

24 bits 500Hz

EMG 2 nodes

EMG single node:
33 × 23 × 19mm
Weight: 12 g
Wireless

12 h continuous acquisition at
2048Hz

18 × 12 × 5
Active

Pregelled sintered Ag/AgCl holder
ring

16 bits
2048Hz ↓
500Hz
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As shown in the figure, the system is composed of the
three main parts: the acquisition system, the perturbation
protocol, and the computing unit. The latter can be further
divided in the EMG processing (i.e., Muscle-based Trigger)
and the cortical analysis block that comprises the sliding
window FFT, the band multiplexing process, and the ordi-
nary least square (OLS) estimation of the power spectrum
density trend.

From Figure 2, it is possible to notice how this architec-
ture has been optimized and validated for the recognition
of balance losses induced by SENLY as unexpected slippages
(perturbation protocol—Figure 2).

As detailed in Section 2.2, the acquisition system in
Figure 1 consists of an architecture that acquires and syn-
chronizes EEG and EMG signals. Specifically, the system
monitors 2 surface EMG surface electrodes placed on the lat-
eral gastrocnemii (R(L)_LG—Figure 1) and thirteen EEG
channels distributed between motor, sensorimotor, and pari-
etal cortex. The acquired physiological signals (i.e., EEG and
EMG) are then wirelessly transmitted to a common gateway
that deals with synchronizing, in real time, the data coming
from the two different acquisition systems.

In this work, the gateway consists of a receiving station
connected, via USB, to a laptop on which a dedicated real-
time Simulink-MATLAB®2017a model is running.

The Computing System working principle can be
described as follows: The collected EMG signals are wire-
lessly sent to the first block (i.e., the Muscle-based Trigger)
that translates the electrophysiological activity into binary

signals. The trigger algorithm analyzes sample-by-sample
the EMG, associating the value “1” to a contracted muscle,
otherwise the value “0,”

This process of muscle activity digitization is entrusted to
a moving average approach, which is able to adapt to changes
in the subject’s muscle tone [22]. These two binary wave-
forms are then used to independently trigger the cortical
analysis. In this context, it was useful to identify a specific
phase of the step cycle in which to activate the cortical anal-
ysis. This choice allows the system to exclude, from the total
computation, the cortical activity that is not strictly linked to
the specific movement, reducing the amount of data to be
analyzed and possible occurrences of false alarms in the elec-
troencephalographic profile. The trigger associated with this
muscle is named Master Trigger (MT) in the following. We
selected lateral gastrocnemius as MT because it uniquely
identifies the double support phase of the gait cycle.

As previously stated, the rising edge of the MT enables
the cortical analysis at every step (i.e., right and left gastroc-
nemius contraction independently). The EEG computing
block quantifies the rate of variation in the power of brain
signals, considering five interest bands by means of a sliding
window FFT. Each window returns a power value in each
evaluated band, building five vectors of measurements,
named—for the reasons of generality—“y” in Figure 2. Then,
the algorithm extracts, for each vector y a linear approxima-
tion of the PSD via ordinary least square (OLS) estimation.
These models allow the system to extract, from the PSDmea-
surement (y), two parameters (p̂) via the matrix of base
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function (A): the intercept and the slope of the resulting lin-
earized PSD trend. The EEG responsiveness parameter prac-
tically consists in the slope. The EEG responsiveness
parameters, extracted via linear models, contribute to the sys-
tem calibration phase. In this stage, the system defines
statistics-based models to identify the “standard” cortical
behaviors.

During this phase, the implemented algorithm extracts a
sequence of thresholds. The latter are then used to identify
and classify all the statistically “nonstandard” behaviors
(including the potential loss of balance) during the real-
time operations. This classification phase is carried out by
relating, among each other, the thresholds through a network
of logical conditions. The network closes the processing, pro-
viding in the output the result of the binary classification:
unperturbed step or potential loss of balance. If the output
of the logical network is supplied in a time that is consistent
with the fall dynamics, the system alert can be used to enable
postural recovery strategies.

2.4.1. Data Preprocessing. The here-proposed system online
treats the electrophysiological signals (i.e., EEG and EMG)
following the following guidelines:

(1) EMG. Surface EMGs were on-line high-pass filtered with
an 8th order Butterworth filter with cut-off frequency at
10Hz to reject movement artifacts.

(2) EEG. According with the main studies in the field [28,
29, 36], the EEGs were progressively band-filtered between
1Hz and 40Hz by using an 8th order Butterworth filter
before the transmission.

During every trial, an impedance check of all EEG elec-
trodes was carried out in order to ensure a value lower than
40 kΩ.

A numeric notch filter (48-52Hz) was implemented for
both EEG and EMG signals.

(4) Special Precautions. EEG artifacts can be classified, in gen-
eral, as physiological or non-physiological [41]. The former
type includes eye movement (blinking, lateral and vertical
movement), muscle contraction (tightening of the jaw, con-
traction of the neck muscle), and cardiac artifacts. The non-
physiological artifacts include line noise, impedance shift,
and interference from cable movement [41]. The acquisition
of EEG signals during the gait increases the influence of these
artifacts. Although there is no way to permanently delete all
the above-mentioned artifacts, special precautions were
taken during the recording sessions to limit their effects.

The use of active preamplified wet electrodes, with
impedance check and fixing procedures of the electrode by
PCB connection lines, guaranteed the attenuation of non-
physiological artifacts. Moreover, in the experimental tests,
the subjects were asked to fix their gaze on a frontal area at
the eye level and to relax neck muscles during the experi-
ment, avoiding, as far as possible, turning or swinging the
head while walking.

To limit further confounding effects, the ambient lighting
was kept constant, the ambient noise was reduced, and
recording equipment and operators were kept out of the field
of view.

The remaining artifacts will be rejected in the cortical
analysis phase by embedding in the Simulink model an arti-
fact rejection stage: the Riemannian Artifact Subspace Repre-
sentation (rASR) method [42].

2.4.2. Muscle-Based Trigger Generation. As shown in
Figure 2, the Muscle-based Trigger block is used to identify
the onset of the contraction event for a specific muscle. For
the particular application, in-depth knowledge of the EMG
signal level is not as useful as knowing its binary approxima-
tion (e.g., ON/OFF). Although the ON/OFF condition con-
ceptually and computationally simplifies the analysis of
EMG signals, the algorithm of extraction of muscle triggers,
presented in principle in Figure 3, must be able (i) to adapt
to the characteristics of the muscle tone of the subject under
test (intersubject variability) and (ii) to follow muscle tone
changes during the trial.

In this respect, for this application, we refer to a method
proposed in our previous works [22, 43] previously used in
gait analysis applications. Briefly, it consisted of a dynamic
threshold approach, in which each EMG signal (16-bit)
was converted in a binary signal (named trigger). It assumes
a logic value HIGH if the muscle is contracted, low other-
wise (relaxed muscle). Figure 3 shows all the steps for the
trigger generation.

The method, here, described in principle, compares the
average of the signal power on a large time span of M = 500
ms (PM) and the signal power average on a shorter time
span of N = 250 ms (i.e., the last 250ms of the M register,
PN). The process was refreshed sample-by-sample.

For the ith sample, PN was compared with the PM. If
PN > PM, the trigger goes 1, otherwise 0.

2.4.3. The Cortical Analysis System. In this context, it has
been experimented that the selected MTs (lateral gastrocne-
mii) typically react in 323:19 ± 52:38ms to the slippages.
From literature [36], we know that θ is the faster band (tem-
porally) in intervening with a power variation (peak detect-
able at ~185ms from perturbation onset) and therefore the
most critical to be reconstructed, in the perspective of a fit-
ting with a linear model enabled by MT.

In this respect, in this study, the system extracts an EEG
time window that starts at 800ms (i.e., 400 samples) before
and ends at the MT contraction onset. As previously stated,
the EEG subsets undergo the first stage of artifact rejection
via rASR. The artifact-free EEG subset is then split in 20
overlapped (10-sample step) 200-sample long time windows.

On each evaluated time window, the system operates an
FFT with a spectral resolution of 2.5Hz (f sEEG = 500 samp-
les/s, Lwin = 200 samples). The spectral behavior is then eval-
uated according to

Y =
FFT swð Þ
Lwin

����
����→ S = 2∙Y 2 :

Lwin
2

� �
, ð1Þ
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where sw is the 200-sample long sliding window to be evalu-
ated and Lwin is the number of samples that composes the
analyzed data series. Once the spectral power S ∈ RLwin/2 for
each window has been extracted, the system starts with the
band multiplexing phase according to Figure 2 [44, 45]. Dur-
ing the band multiplexing stage, the system extract the
behaviors of θ (4–7Hz), α (8–12Hz) bands and the β I, β
II, and β III (13–15, 16-20, and 21-40Hz) rhythms taking
into the account the spectral resolution. In this respect,
for every analyzed window, the system extracts the vector
SBoI ∈ RnBoI, with nBoI = 5, the number of bands involved
in the multiplexing. This vector (i.e., SBoI) consists of the
sum of all the spectral contributions falling within the
range of the analyzed band, according to

SBoI =

θ→ 〠
3

2
S ið Þð Þ

�����
dB

α→ 〠
5

3
S ið Þð Þ

�����
dB

β I→ 〠
7

6
S ið Þð Þ

�����
dB

β II→ 〠
10

8
S ið Þð Þ

�����
dB

β III→ 〠
16

10
S ið Þð Þ

�����
dB

2
6666666666666666666666664

3
7777777777777777777777775

∈ RnBoI,1: ð2Þ

Ultimately, in correspondence of the MT contraction,

(1) The system extracts the vector SBoI (equation (2)) for
all the 20 sliding widows composing the EEG chunk
to be analyzed

(2) All the vectors are embedded in a 2D matrix with a
size of 20 × nBoI. Each column of this matrix recaps,
in 20 points, the power spectrum measurements of a
specific BoI in the 800ms preceding the MT onset

(3) The computation is then extended to the monitored
channel (nCh = 13), resulting in a 3D matrix MSBoI
∈ R20,nBoI,nCh

Considering, for the sake of clarity, a single band of inter-
est and a channel, the measurements related to the 20 win-
dows are finally sent to a computation unit that deals with
extracting linear models by means of least-square fitting
(i.e., OLS estimation). In particular, this stage of cortical
responsiveness computation is based on the simplified
approximation that the brain response, described by 20
points, could be considered a straight line xðtÞ =m · t + q.

Figure 4 shows a demonstrative and emphasized compar-
ison (by referring to experimental basis), between a linear
model extracted during walking (Figure 4(a)—blue) and a
linear model from a reactive response to a perturbation
(Figure 4(b)—red). Both the panels refer to channel F3 and
the same band of interest (i.e., α). Data related to walking
(Figure 4(a)) refer to MT onset #16 of the Sub. 4-Trial 2.
The MT associated with the selected contraction was left gas-
trocnemius (ipsilateral to F3).

As the final step, system discards the information con-
sidered useless in this context, such as the estimated inter-
cept, deriving a matrix that contains only the estimated
slopes, m̂. For each MT contraction, a 2D matrix is defined:
M ∈ RnBoI,nCh, whose elements mj,i = m̂j

jthBoI,i
th
Ch

are the slope

estimation of the above-described OLS-based model in the
jth band of interest and ith channel. For example, in
Figure 4, the degree of cortical responsiveness was extracted
by the system in the case of unperturbed gait (MT #16) is
m̂jα,F3 = 0:0125 dB/ms; similarly, in the case of perturbation
(MT #41), this parameter is m̂jα,F3 = 0:25 dB/ms. Note that
the x-axis reports the window number, and each window
consists of a 20ms step.

2.4.4. Logical Classifier. As stated in Section 2.4.3, the cortical
analysis system extracts the cortical responsiveness matrixM
for each evaluated contraction of the MT.

In the first calibration phase, the system collects several
M matrices from unperturbed walking steps. Thus, it builds
a statistic of the “standard” cortical behavior for the subjects
under test.

More in detail, the system calibration requires the storage
of the M matrices for a number, Nc, of unperturbed MT
contractions. Once this data collection is over, a 3D matrix
MC ∈ RnBoI,nCh,Nc is available for further computation. The
general MC element, cmc ðj, k, iÞ, represents the m̂ value in
the jth band of interest and kth channel extracted in corre-
spondence of a generic ith MT contraction. By isolating the
channel and band of interest data from the 3D cortical
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Figure 3: Overview of the muscle trigger extraction technique: (a)
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response matrix (i.e., by selecting the kth channel and the jth
band), it is possible to extract 65 vectors of size {1 × Nc}. The
65 vectors extracted from the EEG branch of the architecture
are then subjected to a generalization step, in which the sys-
tem averages, on several channels, the values of m̂ in a spe-
cific band. The resulting average constitutes groups of EEG
channel called functional cortical groups. There are four
functional cortical groups that roughly identify the moni-
tored macroareas:

(i) Supplementary Motor Area. There are nBoI = 5 vec-
tors, one per each band of interest, that include the
m̂ value averaged on the channels: {F3, Fz, F4}

(ii) Motor Area. There are nBoI = 5 vectors, one per each
band of interest, that include the m̂ value averaged
on the channels: {C3, Cz, C4}

(iii) Sensory-Motor Area. There are nBoI = 5 vectors, one
per each band of interest, that include the m̂ value
averaged on the channels: {Cp5, Cp1, Cp2, Cp6}

(iv) Parietal Area. There are nBoI = 5 vectors, one per
each band of interest, that include the m̂ value aver-
aged on the channels: {P3, Pz, P4}

This step of generalization allows the system to obtain
an immediate control on the general subject’s cortical
involvement status. Once the control structure has been
made unambiguous by the generalization step, the calibra-
tion algorithm must statistically analyze only 20 vectors
(5 BoI ∗ 4 functional groups). From these vectors, the system
extracts the same number of thresholds based on percentile

analysis. Specifically, all the thresholds coincide with the
95th percentiles of the analyzed vector. These thresholds
are used to determine the initial state of the system (calibra-
tion). At the first contraction of the MT, the threshold will
be updated by discarding the first value (the oldest in chro-
nological order) and replacing it with the new one. In
consideration of this last vector, the thresholds will be cycli-
cally updated. Once the system is progressively recalibrated,
the classifier analyzes the contribution of each functional
group to the overall involvement.

The pseudocode in Pseudocode 1 summarizes and widely
comments the routines of classification and the calibration
considering a single band of interest.

More in details, according to row 1 the system compares
the m̂ values of each functional group (imX, with X acronym
of the group) with the dedicated threshold (ThrX, with X
acronym of the group). Then, if >50% of the evaluated
groups are interested in a power increase in the cortical activ-
ity, a generalization flag (Gen_flag) is set to 1. The condition
opens a second nested routine, the lateral_check one (row 5).
This routine evaluates if the power increment interests only
one side of the cortex (by means of the difference among m̂
values from left side channels and right side ones). If the dif-
ference is below a certain tolerance, the lateralization flag
(Lat_flag) is set to 1, indicating that the increase is wide-
spread. If both the generalization and lateralization flags are
set the system call the Alarm_on_BoI routine. It means that
on the specific band of interest (e.g., α) the cortical activity
is abnormal. If at least 3 bands of interest are interested in
the widespread increase, the classification releases a global
alarm, asking for an external intervention to restore the bal-
ance (potential fall detected).

3. Experimental Results

3.1. Participants. The fall detecting system has been validated
on six young and healthy subjects, whose personal data and
anthropometric measurements (mean ± std) are reported in
Table 3.

No falls were reported during the trials. All participants
were able to recover their balance.

Before starting the experimental sessions, all participants
signed an informed consent. Research procedures were in
accordance with the Declaration of Helsinki and was
approved by the Local Ethical Committee (Prot. no.
0028266/2019).

3.2. PIFD Algorithm Performance.As introduced in Section 1,
the metrics commonly used to quantify the performance
of a PIFD strategy are the accuracy, in terms of sensitiv-
ity and specificity, and efficiency through the detection
time [7, 8].

In the present study, the above-mentioned performance
has been experimentally extracted by means of the protocol
described in Section 2.3, asking the subject to carry out ten
consecutive trials, with an intertrial time of 2 minutes (rest).
The performance is computed on a final dataset of 60 pertur-
bations (10 for each analyzed subject).

0 2 4 6 8

(a)

(b)

10 1412 16 18
4
6
8

10
12
14
16

𝛼
 b

an
d 

po
w

er
 su

m
 (d

B)

OLS est. 𝛼 bPS
𝛼bPS@ F3

MT #16 (Walk, L GL)

# window
0 2 4 6 8 10 1412 16 18

–20

20
0

40
60
80

OLS est. 𝛼 bPS
𝛼bPS@ F3

MT #41 (Pert, R GL)

Figure 4: Comparison between OLS estimates of the sum of the
powers in the α band in case of fluid walking (a) and perturbed
one (b). Data refer the F3 channel.

9Journal of Sensors



3.2.1. PIFD Algorithm Performance: Accuracy. Table 4
summarizes the system performance in terms of the follow-
ing: muscular response side, number of active cortical
groups, number of false alarms, and, finally, sensitivity and
specificity. The “response side” column identifies the lateral
gastrocnemius which first intervenes to try avoiding the fall.
The experimental results show that in the presence of a bal-
anced perturbation delivery (50% on the life side, 50% on
the right one), subjects react the 57.22% of the cases by con-
tracting the left gastrocnemius. This value does not consider
the missing data (MD) due to misclassifications. The report

shows how three subjects (Subs 1, 5, and 6) potentially react
according to the medical literature [12, 36] by contracting the
gastrocnemius of the unperturbed leg to restore balance. In
the remaining cases, an anomalous stiffness on the right limb
was recorded.

The “active cortical groups” column identifies the num-
ber of functional cortical groups usually above the thresholds,
averaged on the 5 bands of interest. In this respect, Table 4
shows how, on average, a “nonstandard” neural behavior is
detected on the 3:24 ± 0:73 cortical groups (mean and stan-
dard deviation on 5 bands of interest) in the presence of per-
turbation (F—Table 4). Similarly, the cortical groups actively
involved in the steady walking (W—Table 4) are, on average,
1:66 ± 0:37. The results support the theoretical hypothesis
behind the logical network classification: a widespread (not
lateralized) and general cortical activity increment could
identify a possible loss of balance.

Table 4 also shows how the proposed system can reach an
overall sensitivity of Se ð%Þ = 93:33 ± 5:16% and a specificity
of Sp ð%Þ = 98:91 ± 0:44%, fully competitive with the state of
art. A quantitative comparison with the above detailed state-
of-the-art solutions is shown in Figure 5.

Routine: Logic Network Classification
Inputs:
MSMA; imSMA; //MSMA: Vector of Nc cmc values from cortical group “Supplementary Motor Area”

//imSMA: m̂ values from cortical group SMA @ ith MT contraction
MM1; imM1; //MM1: Vector of Nc cmc values from cortical group “Motor Area”

//imM1: m̂ values from cortical group M1 @ ith MT contraction
MS1; imS1; //MSMA: Vector of Nc cmc values from cortical group “Sensory-motor area”

//imSMA: m̂ values from cortical group S1 @ ith MT contraction
MPPC; imPPC; //MM1: Vector of Nc cmc values from cortical group “Parietal area”

//imM1: m̂ values from cortical group PPC @ ith MT contraction
Outputs:
Gen_Flag; //Generalization Flag. It identifies a general cortical activity increment
Lat_Flag; //Lateralization Flag. It identifies a NOT lateralized cortical involvement
Alarm_on_BoI (); //The function is used to activate a warning flag on the specific evaluated BoI

/∗ Body Program LogicNetwork_Classifier ∗/
1. [Class] LogicNetwork_Classifier (imSMA, imM1, imS1, imPPC){
2. CG_Sum = [imSMA>ThrSMA imM1>ThrM1 imS1>Thrs1 imPPC>ThrPPC]/4;
3. if (CG_Sum>0.5) {
4. Gen_Flag=1;
5. Lat_flag=lateral_check ();
6. if (Lat_flag == 1) {
7. → call Alarm_on_BoI ();
8. }
9. }
10. calibration (imSMA, imM1, imS1, imPPC); //refresh calibration values
11. }

/∗Example Calibration Step ∗/
12. [ThrSMA, ThrM1, ThrS1, ThrPPC] calibration(imSMA, imM1, imS1, imPPC) {
13. //In the first calibration section, the system embeds the extraction of the 95th

percentile‑based thresholds for every cortical group.
ThrsMA = prctile (∗MSMA, 95); ⋯; ThrPPC = prctile (∗MPPC, 95);

14. //In the second one, the vector is automatically updated with the new “im” value, preparing the system for the next contraction.
15. ∗MSMA(0) = []; ∗MSMA=[∗MSMA imSMA]; ⋯; ∗MPPC(0)=[]; ∗MPPC=[∗MPPC imPPC]
16. }

Pseudocode 1: Pseudocode of logic network classifier routine and system calibration.

Table 3: Data and anthropometric measurements of the analyzed
subjects.

Features Value

Age 28:3 ± 5:1 years
Height 1:72 ± 0:06m

Weight 65:2 ± 9:4 kg
Gender distribution 83% M, 17% F

Walking speed 1:11 ± 0:07m/s
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3.2.2. PIFD Algorithm Performance: Efficiency. The efficiency
of a PIFD strategy is typically evaluated in terms of time
interval to reliably detect a loss of balance. This parameter
can be derived as the time interval between the perturbation
onset and the loss of balance status recognition. In this con-
text, the proposed system has been validated by a motion
capture system (MCS) to obtain, with proper precision, the
perturbation onset provided by the SENLY platform in
anterior-posterior direction on the selected limb.

The detection time, extracted during the experimental
tests, is summarized in Table 5. They are computed consider-
ing the perturbation onset instant as the voltage step supplied

to SENLY via Vicon Nexus software programming (MCS).
The time resolution of this rising edge is ≤10ms, but conser-
vatively, we considered it in the detection time.

In Table 5, the “operating time” column shows the
computation time associated with the complete Computing
System (Figure 2) working flow, which comprises (i) mus-
cle trigger activation, (ii) sliding window FFT, (iii) band
multiplexing, (iv) generalization and lateralization step,
(v) logic network based classification, and (vi) recalibration
of thresholds.

More generally, the report in Table 5 shows that, on six
analyzed subjects, the implemented system requires, on aver-
age, 370:62 ± 60:85ms to detect the induced fall. More in
detail, the only Computing System (Figure 2) demands, on
average, for 21:732 ± 0:035ms to conclude the above-

Table 4: PIFD performance report: accuracy.

Sub. Response side Active cortical groups False alarms Se (%) Sp (%)

1
R: 50%
L: 40%

10% MD∗1

F: 3:22 ± 0:83
W: 1:70 ± 0:82 3 90.00 (9/10) 99.22 (386/389)

2
R: 40%
L: 60%

F: 3:10 ± 0:73
W: 1:50 ± 1:17 5 100.00 (10/10) 98.32 (292/297)

3
R: 30%
L: 60%

10% MD∗1

F: 3:10 ± 0:73
W: 1:80 ± 0:83 4 90.00 (9/10) 98.71 (308/312)

4
R: 20%
L: 70%

10% MD∗1

F: 3:20 ± 0:78
W: 2:30 ± 1:15 5 90.00 (9/10) 98.55 (339/344)

5
R: 50%
L: 40%

10% MD∗1

F: 3:20 ± 0:78
W: 1:20 ± 1:22 2 90.00 (9/10) 99.46 (370/372)

6
R: 50%
L: 50%

F: 3:10 ± 0:73
W: 1:50 ± 0:97 3 100.00 (10/10) 99.20 (374/377)

Average 1 to 6
R: 42.77%

L: 57:22% ± 13:40%
F: 3:14 ± 0:06
W: 1:67 ± 0:37 3:67 ± 1:21 93:33 ± 5:16 98:91 ± 0:44

∗1MD: missing data due to misclassification; F: fall; W: steady walking.
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Figure 5: State-of-the-art comparison about the accuracy
parameter of PIFD strategy.

Table 5: PIFD performance report: efficiency.

Sub. ID
Speed
(m/s)

Operating time
(ms)

Detection time
(ms)

1 1.05 21:753 ± 0:015 369:83 ± 97:49

2 1.10 21:744 ± 0:012 436:72 ± 86:66

3 1.00 21:739 ± 0:008 299:76 ± 107:99

4 1.15 21:751 ± 0:014 355:85 ± 151:38

5 1.18 21:750 ± 0:012 446:72 ± 112:89

6 1.17 21:654 ± 0:011 314:82 ± 105:34

Average 1 to 6 1:11 ± 0:07 21:732 ± 0:035 370:62 ± 60:85
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defined six operations from muscle trigger activation to
recalibration of thresholds.

The remaining time (~350ms on average), with its high
variability, is strictly related to the selected muscle bundle
for the MT function (i.e., lateral gastrocnemius). In fact, it
is better to remember that the system starts working from
the contraction of the gastrocnemius (right or left indepen-
dently). The times related to this physiological process
remain not determinable with certainty. In this respect, the
response times of the gastrocnemius constitute unavoidable
delays in recognizing losses of balance and largely determine
the efficiency of the system.

To provide a more complete overview of the efficiency,
Figure 6 shows the trial-by-trial response times of the imple-
mented system. In the worst case (i.e., Sub 2 and Trial 5), the
system takes about 634ms to intervene, while in the best case
(i.e., Sub 6 and Trial 4), the system recognizes the loss of bal-
ance in about 160.4ms.

The achieved detection times are competitive with
respect to the state-of-the-art solutions, highlighting the sys-
tem applicability in contexts of postural recovery strategy
implementation.

A final comparative plot with the state-of-the-art solu-
tions is provided in Figure 7. The plot shows the detection
time versus the overall accuracy (i.e., mean between Se (%)
and Sp (%)), providing an interesting metric for the perfor-
mance assessment of the PIFD algorithm. Ideally, the algo-
rithms should tend to the bottom-right corner.

4. Conclusions

In this paper, a novel methodology that early discriminates
an unexpected loss of balance event from ordinary life
movements, by analyzing the subjects’ cortical signal modi-
fications (at the scalp level) in the time-frequency domain
has been presented.

The system was successfully tested and optimized for the
early detection of balance losses when unexpected slippages
occur during the walking, realizing a first-of-a-kind wearable
sensor-based recognition system for induced slippages.
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Figure 6: Implemented system detection times assessed on each trial and for each subject involved in the study.
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Experimental validation on six young adults demon-
strated that the system recognizes a loss of balance with a
sensitivity of 93.33% and a specificity of 98.91%. In terms of
efficiency, the system asks for 370.62ms to recognize a bal-
ance perturbation.

The here-proposed PIFD strategy has been designed to be
low compute intensive and thus suitable for the implementa-
tion on a microcontroller or FPGA.

The performance (accuracy and detection time) suggest
the technique for real-time applications. Despite this, future
perspectives concern the application of the PIFD methodol-
ogy to a catchment area more relevant to the objective (group
of persons 65+), as well as the identification of the proper
protection or mitigation strategies (e.g., by using wearable
robotic platforms) and the improvement of the acquisition
system wearability.
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