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ACORN v3 is a lightweight authenticated encryption cipher, which was selected as one of the seven �nalists of CAESAR
competition in March 2018. It is intended for lightweight applications (resource-constrained environments). By using the
technique numeric mapping proposed at CRYPTO 2017, an e�cient algorithm for algebraic degree estimation of ACORN v3 is
proposed. As a result, new distinguishing attacks on 647, 649, 670, 704, and 721 initialization rounds of ACORN v3 are obtained,
respectively. So far, as we know, all of our distinguishing attacks on ACORN v3 are the best. �e e�ectiveness and accuracy of our
algorithm is con�rmed by the experimental results.

1. Introduction

ACORN, which is known as ACORN v1 [1], is a lightweight
authenticated encryption cipher which had been submitted
to the CAESAR (Competition for Authenticated Encryption:
Security, Applicability, and Robustness) competition [2] in
2014. �e structure is based on nonlinear feedback shift
register. Later, with minor modi�cations, it was updated as
ACORN v2 [3] and ACORN v3 [4] by enhancing the se-
curity. In March 2018, ACORN v3 was selected as one of
seven �nalists of CAESAR competition. In February 2019,
ACORN v3 was listed into the �nal CAESAR portfolio and
recommended for the use case of lightweight applications
(resource constrained environments). �e state size of
ACORN v3 is 293 bits. It uses a 128-bit key and a 128-bit
initialization vector.�e initialization of ACORN v3 consists
of loading the key and IV into the state and running the
cipher for 1792 steps.

1.1.PreviousAttacks onACORN. In 2014,Wu had submitted
an authenticated encryption cipher, known as ACORN v1 to
CAESAR competition. After then, some attacks on ACORN

v1 and its tweaked version ACORN v2 were presented in
[5–11]. Besides these attacks, a cube attack on 477 rounds of
ACORN v2 was proposed in [12] to recover the 128-bit key
with a total attack complexity of 235, and when the goal is to
recover one bit of the secret key, 503 rounds of ACORN v2
were attacked. Later, the authenticated encryption cipher
was updated as ACORN v3 with minor modi�cations by
enhancing the security.

Until now, several attacks on ACORN v3 have been
published in [13–16]. However, there are no attacks better
than exhaustive key search on ACORN v3 so far. Based on
cube testers and d-monomial test, Ghafari and Hu proposed
a new attack framework in [17, 18] and presented a practical
distinguishing attack on 676 rounds of ACORN v3 with time
complexity of 200 × 233. �is has been the best-known
distinguishing attack on the round reduced variants of
ACORN v3 so far. Recently, some key recovery attacks on
ACORN v3 had been proposed. At CRYPTO 2017, Todo
et al. [19] proposed possible key recovery attacks on 647, 649,
and 704 rounds of ACORN v3, where no more than one bit
of the secret key can be recovered with unknown probability
in around 278, 2109, and 2122, respectively. �e attack was
improved by Wang et al. in [20, 21].
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1.2.NumericMapping. At CRYPTO 2017, Liu [22] exploited
a new technique, called numeric mapping, to iteratively
estimate the upper bound on the algebraic degree of the
internal states of an NFSR. Based on this new technique, he
developed an algorithm for estimating the algebraic degree
of NFSR-based cryptosystems and gave distinguishing at-
tacks on Trivium-like ciphers, including Trivium, Kreyvium,
and TriviA-SC as applications.

1.3.OurContributions. In this paper, we focus on proposing
an efficient algorithm for algebraic degree estimation of
ACORN v3. By applying our algorithm, we investigate the
mixing efficiency of ACORN v3.When taking all the key and
IV bits as initial input variables, the result shows that the
lower bound on the maximum number of initialization
rounds of ACORN v3 such that the generated keystream bit
does not achieve maximum algebraic degree is 669 (out of
1792). When taking all the IV bits as input variables, the
result shows that the lower bound on the maximum number
of initialization rounds of ACORN v3 such that the gen-
erated keystream bit does not achieve maximum algebraic
degree is 708 (out of 1792).When taking a subset of all the IV
bits as initial input variables, we apply our algorithm to
ACORN v3 to exploit new distinguishing attacks. Some
distinguishing attacks on round reduced variants of ACORN
v3 we have obtained are listed in Table 1, and comparisons
with previous works are made. As shown in Table 1, our
results are the best-known distinguishing attacks on the
cipher so far. Note that three key recovery attacks on the
cipher in [19–21] are also listed in Table 1. In these attacks,
the recovered secret variables are generally smaller than
1 bit, while the time complexities are significantly high.
Because of the high time complexities, these attacks are
impractical and cannot be verified by experiments, and the
success probabilities of key recovery are difficult to estimate
as they are based on some assumptions. Compared with
them, our attacks have significantly better time complexities.
Meanwhile, our attacks are deterministic rather than sta-
tistical, that is, our attacks hold with probability 1.

To verify these cryptanalytic results, we make an amount
of experiments on round reduced variants of ACORN v3.
+e experimental results show that our distinguishing at-
tacks are always consistent with our evaluated results. +ey
are strong evidences of high accuracy of our algorithm.

+is paper is organized as follows. Some notations are
defined and the technique numeric mapping is introduced in
Section 2. In Section 3, algebraic degree estimation of
ACORN v3 is presented.+e paper is concluded in Section 4.

2. Preliminaries

2.1. Notations. Let F2 � 0, 1{ } be the finite field with two
elements. Denote Fn

2 the n-dimension vector space over the
binary field F2. Let Bn be the set of all n-variable Boolean
functions mapping from Fn

2 into F2, and let f ∈ Bn. +e
algebraic normal form (ANF) of the given Boolean function f
over n variables x1, x2, . . . , xn can be uniquely expressed as

f x1, x2, . . . , xn( 􏼁 � ⊕
c� c1 ,c2 ,...,cn( )∈Fn

2

ac􏽙

n

i�1
x

ci

i , (1)

where the coefficient ac is a constant in F2 and ci denotes the
i-th digit of the binary encoding of c (and so the sum spans
all monomials in x1, x2, . . . , xn). +e algebraic degree of f,
denoted by deg(f), is defined as max wt(c) | ac � 1􏼈 􏼉, where
wt(c) is the Hamming weight of c. +us, for a multivariate
Boolean function, the degree of a term is the sum of the
exponents of the variables in the term, and then the algebraic
degree of the multivariate Boolean function is the maximum
of the degrees of all terms in the Boolean function.

2.2. Cube Attack and Cube Tester. Almost any cryptographic
scheme can be described by tweakable polynomials over the
binary field F2, which contain both secret variables (e.g., key
bits) and public variables (e.g., IV bits). Cube attack, pro-
posed by Dinur and Shamir [23] at EUROCRYPT 2009, is
one of general and powerful cryptanalytic techniques against
symmetric-key cryptosystems. It treats the output bit of
a stream cipher as an unknown Boolean polynomial
f(k0, . . . , kn− 1, v0, . . . , vm− 1), where k0, . . . , kn− 1 are secret
key variables and v0, . . . , vm− 1 are public IV variables. Given
any monomial tI which is the product of variables in
I � i1, . . . , id􏼈 􏼉⊊ 0, 1, . . . , m − 1{ }, f can be represented as the
sum of terms which are supersets of I and terms that miss at
least one variable from I:

f k0, . . . , kn− 1, v0, . . . , vm− 1( 􏼁

� tI · pS(I) + q k0, . . . , kn− 1, v0, . . . , vm− 1( 􏼁,
(2)

where pS(I) is called the superpoly of I in f and the set
vi1

, . . . , vid
􏽮 􏽯 is called a cube. +e idea behind cube attacks is
that the sum of the Boolean polynomial f(k0, . . . ,

kn− 1, v0, . . . , vm− 1) over the cube which contains all possible
values for the cube variables is exactly pS(I), while this is
a random function for a random polynomial. In cube at-
tacks, low-degree superpolys in secret variables are exploited
to recover the key, while cube testers [24] work by dis-
tinguishing pS(I) from a random function. Especially, the
superpoly pS(I) is equal to a zero constant, if the algebraic
degree of f in the variables from I is smaller than the size of I.
+us, from the perspective of cube tester, estimation on
algebraic degree of NFSR-based cryptosystems is an efficient
way of constructing distinguishing attacks.

2.3.NumericMapping. At CRYPTO 2017, Liu [22] exploited
a new technique, called numeric mapping, to iteratively
estimate the upper bound on the algebraic degree of the
internal states of an NFSR. Based on this new technique, he
developed an algorithm for estimating the algebraic degree
of NFSR-based cryptosystems. Let f(x1, x2, . . . ,

xn) � ⊕
c�(c1 ,c2 ,...,cn)∈Fn

2

ac􏽑
n
i�1x

ci

i . +e numeric mapping,

denoted by DEG, is defined as
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DEG : Bn × Zn⟶ Z,

(f, D)⟼ max
ac≠0

􏽘

n

i�1
cidi

⎧⎨

⎩

⎫⎬

⎭
,

(3)

where D � (d1, d2, . . . , dn), ac’s are coefficients of algebraic
normal form of f as defined previously, and denoteZn the n-
dimension vector space over the integer field Z. Let
gi(1≤ i≤m) be Boolean functions on n variables and denote
deg(G) � (deg(g1), deg(g2), . . . , deg(gm)) for G � (g1, g2,

. . . , gm). We call DEG(f, D) a numeric degree of h if
di ≥ deg(gi) for all 1≤ i≤ n, where D � (d1, d2, . . . , dn). +e
algebraic degree of h is always less than or equal to the
numeric degree of h. +e algebraic degrees of the output bits
with respect to the internal states can be estimated iteratively
for NFSR-based cryptosystems by using numeric mapping.

3. Algebraic Degree Estimation of ACORN v3

In this section, we first briefly give a description of ACORN
v3 and then propose an efficient algorithm for algebraic
degree estimation of ACORN v3 to exploit new dis-
tinguishing attacks on it.

3.1. Brief Description of ACORN v3. +is section presents
a brief description of the authenticated encryption cipher
ACORN v3. +e structure of ACORN v3 is shown in Fig-
ure 1. +e state size of ACORN v3 is 293 bits, denoted by
S(t) � (s

(t)
0 , s

(t)
1 , . . . , s

(t)
292) at t-th clock. It is constructed by

using 6 LFSRs of different lengths 61, 46, 47, 39, 37, and 59
and one additional register of length 4. It supports a 128-bit
key and a 128-bit initialization vector. As an authenticated
encryption scheme, ACORN v3 passes through 4 pro-
cedures: initialization, processing the associated data, en-
cryption, and finalization. In this paper, we only focus on the
process of initialization, since the number of rounds we can
attack is smaller than the 1792 initialization rounds. For
more details about ACORN v3, we refer to [4].

+e initialization of the authenticated encryption cipher
ACORN v3 consists of loading the 128-bit key
(k0, k1, . . . , k127) and 128-bit IV (iv0, iv1, . . . , iv127) into the
state and running the cipher for 1792 steps.

(1) Initialize the state S− 1792 to 0

(2) Let m(− 1792+t) � kt for t � 0 to 127
Let m(− 1792+128+t) � ivt for t � 0 to 127
Let m(− 1792+256) � k(tmod128) ⊕ 1 for t � 0
Let m(− 1792+256+t) � k(tmod128) for t � 1 to 1535

(3) For t � − 1792 to t � − 1, S(t+1) � StateUpdate
128(S(t), mt, cat, cbt)

At t-th clock, the cipher executes the state update func-
tion: S(t+1) � State − Update 128(S(t), mt, cat, cbt), which is
given as follows:

Step 1. Linear feedback update
st,289⟵ st,289 ⊕ st,235 ⊕ st,230

st,230⟵ st,230 ⊕ st,196 ⊕ st,193

st,193⟵ st,193 ⊕ st,160 ⊕ st,154

st,154⟵ st,154 ⊕ st,111 ⊕ st,107

st,107⟵ st,107 ⊕ st,66 ⊕ st,61

st,61⟵ st,61 ⊕ st,23 ⊕ st,0

Step 2. Generate keystream bit
zt⟵ st,12 ⊕ st , 154⊕ st,235 · st,61 ⊕ st,235 · st,193 ⊕ st,61 ·

st,193 ⊕ st,230 · st,111 ⊕ (st,230 ⊕ 1) · st,66

Step 3. Generate the nonlinear feedback bit
ft⟵ st,0 ⊕ st,107 ⊕ 1⊕ st,244 · st,23 ⊕ st,244 · st,160 ⊕ st,23

·st,160 ⊕ st,230 ⊕ zt

Step 4. Shift the 293-bit register with the feedback
bit ft

st+1,i⟵ st,i+1 for i � 0, 1, . . . , 291
st+1,292⟵ft ⊕mt

3.2. Algorithm for Algebraic Degree Estimation of ACORN v3.
In this section, we will propose an efficient algorithm for
algebraic degree estimation of ACORN v3 using numeric
mapping, as depicted in Algorithm 1.

Algorithm 1 gives a numeric degree DEG(f, X) of the
output function f after N rounds over initial input variables
X � (x1, x2, . . . , x128) as output, which gives an upper
bound on the algebraic degree of the first output bit after N
rounds.

+e time complexity of Algorithm 1 mainly depends on
the values of N and the ANFs of the update function

Table 1: Attacks on ACORN v3.

Cipher # rounds Attack Time complexity Reference

ACORN v3

647 Key recovery attack 278 [19]
647 Distinguishing attack 221 Sect. 4.3
649 Key recovery attack 2109 [19]
649 Distinguishing attack 224 Sect. 4.3
676 Distinguishing attack 200 × 233 ≈ 240.64 [17]
676 Distinguishing attack 236 Sect. 4.3
704 Key recovery attack 2122 [19]
704 Key recovery attack 277.88 [20]
704 Distinguishing attack 261 Sect. 4.3
721 Distinguishing attack 295 Sect. 4.3
750 Key recovery attack 2125.71 [21]
750 Key recovery attack 2120.92 [20]

Security and Communication Networks 3



StateUpdate 128. Since all of the update function
StateUpdate 128 are shifting operations except one qua-
dratic function and six linear functions, Algorithm 1 has
a time complexity of O(N). Algorithm 1 requires to store
D(t) for t � 1, 2, . . . , N. Since the number of initial input
variables is constant for ACORN v3, it leads to a negligible
memory complexity of O(N).

3.3. Experimental Results. By using Algorithm 1, we will
investigate the mixing efficiency of ACORN v3 and exploit
new distinguishing attacks on the cipher.

3.3.1. When Will the Initial Input Variables Be Sufficiently
Mixed? By applying Algorithm 1, we investigate the mixing
efficiency of ACORN v3. When taking all the key and IV bits
as initial input variables, the result shows that the maximum
number of initialization rounds of ACORN v3 such that the
generated keystream bit does not achieve maximum alge-
braic degree is at least 669 (out of 1792). When taking all the
IV bits as input variables, the result shows that themaximum
number of initialization rounds of ACORN v3 such that the
generated keystream bit does not achieve maximum alge-
braic degree is at least 708 (out of 1792).+e results are listed
in Table 2. Note that both of these two results are lower
bounds on the maximum number of initialization rounds of
ACORN v3 such that the generated keystream bit does not
achieve maximum algebraic degree. In other words, the true
maximum numbers of initialization rounds which do not
achieve maximum algebraic degree could be higher.

Furthermore, we also take a subset of IV bits as initial
input variables X and apply Algorithm 1 to ACORN v3.
Since the IV bits are sequentially loaded into the internal
state in the second 128 initialization rounds, it is a natural
and reasonable idea that we select the latter IV bits into the
cube. We consider an exhaustive search on the subset
ivp, ivp+1, . . . , iv127􏽮 􏽯 of all 128 IV bits for all 1≤p≤ 127.
Some results we have found are listed in Table 3. All these
results are obtained on a common PC with 2.5GHz Intel
Pentium 4 processor within one second. In Table 3, the cube
size d means that the cube iv128− d, iv128− (d− 1), . . . , iv127􏽮 􏽯 is

used in our attack. As for 676 rounds of ACORN v3, when
d � 36, the best resultDEG(f, X) � 35 is found, which leads
to a practical distinguishing attack on it with time com-
plexity of 236 and improves the previous distinguishing
attack [17] by a factor of 24.64. Furthermore, the dis-
tinguishing advantage of our attack is 1, while the attack of
[17] is based on limited chi-square statistical test and its
distinguishing advantage is certainly smaller than 1. As for
721 rounds of ACORN v3, when d � 95, the best result
DEG(f, X) � 94 is found, which leads to a distinguishing
attack on it with time complexity of 295.+is is the best result
we have found. Clearly, our results are the best dis-
tinguishing attacks on round reduced variants of ACORN v3
so far. Note that all our attacks are deterministic rather than
statistical, that is, our attacks hold with probability 1.

3.3.2. Experiments. Since 221, 224, and 236 in Table 3 are
practical, we verify these results by carrying out a test for random
100 keys within half a day on a common PC with 2.5GHz Intel
Pentium 4 processor. All outputs of 647, 649, and 670 rounds of

0 23 60 61 66 106 107 111 153 154 160 192 193 196 229 230 235 288 289 292

fi

mi

Figure 1: +e structure of authenticated encryption cipher ACORN v3.

Require: Given the ANFs of the initial state S(0) � s0,0, s0,1, . . . , s0,292􏽮 􏽯, the ANFs of the update function State Update 128 and the
keystream output function f, and the set of initial input variables X � (x1, x2, . . . , x128).

(1) Set D(0) to deg(S(0), X);
(2) For t from 1 to N do:
(3) D(t)⟵DEG(State Update 128(S(t− 1)), D(t− 1));
(4) Compute DEG(f, D(N));
(5) Return DEG(f, D(N)).

ALGORITHM 1: Algebraic degree estimation of ACORN v3 using numeric mapping.

Table 2: Lower bound on the maximum number of rounds of not
achieving maximum degree for ACORN v3 with initial input
variables X.

Cipher
X � (K, IV) X � IV

(# key + # IV) # rounds # IV # rounds
ACORN v3 256 669 128 708

Table 3: Our distinguishing attacks on round reduced variants of
ACORN v3.

# rounds Size of cube d Cube Time
complexity

647 21 iv107, iv108, . . . , iv127􏼈 􏼉 221
649 24 iv104, iv105, . . . , iv127􏼈 􏼉 224
676 36 iv92, iv93, . . . , iv127􏼈 􏼉 236
704 61 iv67, iv68, . . . , iv127􏼈 􏼉 261
721 95 iv33, iv34, . . . , iv127􏼈 􏼉 295

4 Security and Communication Networks



ACORN v3 over the cubes iv107, iv108, . . . , iv127􏼈 􏼉,
iv104, iv105, . . . , iv127􏼈 􏼉 and iv93, iv94, . . . , iv127􏼈 􏼉, respectively,
always sum to 0. +is clearly confirms the effectiveness and
accuracy of our algorithm.

4. Conclusions

In this paper, we focus on proposing an efficient algorithm for
algebraic degree estimation of ACORN v3. By applying our
algorithm, we investigate the mixing efficiency of ACORN v3
and exploit distinguishing attacks on it. As a result, new
distinguishing attacks on 647, 649, 670, 704, and 721 ini-
tialization rounds of ACORN v3 are obtained, respectively. So
far as we know, all of our distinguishing attacks on ACORN
v3 are the best. +e effectiveness and accuracy of our algo-
rithm is confirmed by the experimental results.
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Backpropagation neural network algorithms are one of the most widely used algorithms in the current neural network algorithm.
It uses the output error rate to estimate the error rate of the direct front layer of the output layer, so that we can get the error rate of
each layer through the layer-by-layer backpropagation.�e purpose of this paper is to simulate the decryption process of DES with
backpropagation algorithm. By inputting a large number of plaintext and ciphertext pairs, a neural network simulator for the
decryption of the target cipher is constructed, and the ciphertext given is decrypted. In this paper, how to modify the back-
propagation neural network classi�er and apply it to the process of building the regression analysis model is introduced in detail.
�e experimental results show that the �nal result of restoring plaintext of the neural network model built in this paper is ideal,
and the �tting rate is higher than 90% compared with the true plaintext.

1. Introduction

�e study of cryptography mainly includes two aspects,
cryptographic design and cryptanalysis.�ere are independent
and mutually uni�ed relationships between them [1]. Block
cipher is an important branch of symmetric cryptography. It
uses the same key in encryption and decryption and plays a
very important role in information and communication se-
curity.We hope to use existing cryptanalysismethods to design
cryptanalysis methods that can resist all cryptanalysis methods.
At the same time, we also hope to use the updated cryptanalysis
methods to �nd some security �aws in cryptanalysis
algorithms.

Modern cryptosystems often use methods to expand the
key space or increase the complexity of encryption and
decryption, and use some mathematical problems as the
theoretical basis, which greatly improves the requirement of
computational power in cryptographic deciphering. Some-
times the cost of traditional cryptographic deciphering
methods may exceed the value of cryptographic deciphering.
Arti�cial neural network (ANN) is the same discipline as
cryptography for studying information processing. Neural
network algorithm has the characteristics of nonlinear

massively parallel-distributed processing and has strong
high-speed information processing and uncertainty in-
formation processing capability. Using neural networks to
solve cryptographic problems will provide a new research
idea for cryptography.

In 2008, Bafghi et al. used a recurrent neural network to
solve the problem of �nding the least-weight multibranch
path between two known nodes in the di�erential operation
graph of block cipher. �e main idea was to minimize the
loss function of the neural network [2]. In 2010, Alallayah
et al. considered the black box characteristics of neural
networks, combined with system identi�cation technology
and adaptive system technology, simulated the neural model
of the cryptanalysis target system and could guess the key
from a given ciphertext [3]. In 2012, Alani et al. used a new
cryptanalysis attack on DES (Data Encryption Standard) and
3DES (Triple Data Encryption Algorithm) cryptographic
algorithms. �e attack implemented was a known plaintext
attack based on a neural network. In this attack, they trained
a neural network to retrieve plaintext from ciphertext
without retrieving the keys used in encryption. Compared
with other attacks, this method reduced the number of
known plaintexts required and reduced the time required to
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perform a full attack [4].0e above methods were less able to
directly restore the plaintext sequence, and the experimental
procedures of the related literature were mostly based on the
simplified cryptographic encryption algorithm and had very
high requirements on the computing power.

In this paper, we choose DES algorithm as a case study of
block cipher. We propose to use BP (backpropagation)
neural network algorithm to simulate the mapping re-
lationship between ciphertext and plaintext. 0e ciphertext
obtained by DES encryption is converted into binary string,
which is fed to our improved BP neural network as input
after processing according to the preprocessing method
defined in this paper. 0e difference between predicted
output and true plaintext is compared for the purpose of
cryptanalysis. Compared with previous work, the plaintext
recovered by this experiment has a better fitting effect with
true plaintext. According to the error rate defined in this
paper, the experimental error rate can be controlled below
10%.

0e second section of this paper briefly introduces the
development history and basic working principle of block
cipher. 0e third section briefly introduces the principle of
BP algorithm and the modification we have made to it, thus
successfully building a regression model. 0e fourth section
shows our experimental process and results.

2. Brief Introduction to Block Ciphers

Block cipher is one of the important systems in modern
cryptography, which is an important part of many crypto-
systems. Block cipher usually refers to a kind of cipher al-
gorithm that can only deal with a piece of data of a certain
length at a time. Here, the “piece” is called a block. 0e
number of bits in a block is called the block length. Spe-
cifically, the principle of block cipher is to divide the
plaintext message sequence into a group (m1, m2, . . . , mn),

(mn+1, mn+2, . . . , m2n), . . . encrypts it according to a set of
fixed encryption algorithms under the control of the key
K � k1, k2, . . . , km, and outputs a group of ciphertext
(c1, c2, . . . , cn), (cn+1, cn+2, . . . , c2n), . . .. 0e model is shown
in Figure 1.

Under the same key, the block cipher transforms the
input plaintext group with length i equally, so it only needs
to study the transformation rules for any group [5].

A cryptosystem consists of five parts (plaintext P, ci-
phertext C, key K, encryption transformation E, and de-
cryption transformation D). It satisfies the following
conditions [6]:

(1) P � p1, p2, . . . , pn􏼈 􏼉 is a limited set of plaintext
(2) C � c1, c2, . . . , cn􏼈 􏼉 is a limited set of ciphertext
(3) K � k1, k2, . . . , km􏼈 􏼉 is a limited set of keys
(4) E � e1, e2, . . . , en􏼈 􏼉 is a limited set of encryption

change rules
(5) D � d1, d2, . . . , dn􏼈 􏼉 is a limited set of decryption

change rules
(6) ∀k ∈ K,∃ek ∈ E, dk ∈ D, s.t, dk(ek(p)) � p,

(∀p ∈ P), ek : P⟶ C, dk : C⟶ P

DES is a method of encrypting 64-bit plaintext m by 16
rounds of encryption processing with 56-bit key and
obtaining 64-bit ciphertext. We choose DES as the block
cipher for research because it can change the encryption key
and network level faster, encrypting at a faster rate and
reducing the impact of other factors.0e specific description
is as follows:

(1) Enter 64-bit plaintext and perform initial re-
placement IP

(2) Divide the plaintext into two parts, each part of 32
bits, which are represented by L0 and R0, respectively

(3) After adding the key, perform 16 rounds of operation
f, f : 0, 1{ }32 × 0, 1{ }48⟶ 0, 1{ }32

(4) After 16 rounds, the left and right bit strings are
exchanged and then connected for inverse
replacement

(5) Output 64-bit ciphertext

3. Backpropagation Neural Network

Artificial neural network is a cross-disciplinary field of
multidisciplinary research in brain science, neuropsychol-
ogy and information science. It is a research hotspot in high-
tech fields in recent years. Its research goal is to explore the
mystery of human intelligence by studying the composition
mechanism and thinking mode of the human brain and then
to make the machine have human-like intelligence by
simulating the structure and working methods of the human
brain [7].

BP (backpropagation) neural network usually refers to the
multilayer forward neural network based on error rate back-
propagation algorithm, and the error rate backpropagation
algorithm is the most successful neural network learning al-
gorithm to date. It uses the error rate after output to estimate
the error rate of the direct predecessor layer of the output layer
and then uses this error rate to estimate the error rate of the
previous layer. After such a layer of backpropagation, the
error rate estimates of all other layers are obtained [8].0e BP
neural network topology includes an input layer, a hidden
layer, and an output layer. 0e model is shown in the fol-
lowing Figure 2.

0e BP neural network model is often used for classi-
fication. It has high self-learning, self-adaptive, and fault-
tolerant ability. 0at is to say, BP neural network can
simulate themapping relationship between input and output
through continuous learning, and this process is reflected in
the dynamic adjustment of network weights and thresholds.
After repeated training, the error rate is stable in an ac-
ceptable range. At this time, the corresponding network
parameters can be finally determined to achieve local op-
timum. If the local nerve unit of BP neural network is
damaged, it has little effect on the global training results [9].

Based on the above work, we modify a classifier based on
BP algorithm and realize the regression model of BP neural
algorithm. A large number of plaintext pairs are fed into the
model to get the difference between the output plaintext and
the true plaintext. 0e modified model is as follows.
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3.1. Forward Propagation

Input Layer : a0 � x,

Layer 1 : z � σ w1x + b1( 􏼁,

Layer 2 : y � σ w2z + b2( 􏼁.
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3.2. Backpropagation

Loss function : L �
1
2
[f(x) − y]

2
,

Layer 2 : y � k2, k2

Error � δ2

zL

zb2
�

zL

zk2

zk2

zb2

zL

zw2
�

zL

zk2

zk2

zw2

Layer 1 :

Error � δ1

�
zL

zk1

�
zL

zk2

zk2

zz

zz

zk1

� (y − f(x))w2⊙σ′(z)⊙σ′ k1( 􏼁,

(2)

where k1 � w1x + b1 and ⊙ represents the multiplication of
the corresponding position of the matrix.
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4. Experimental Process

We use DES blocks with variable plaintext and constant keys
to convert variable plain text to binary text, which are stored

in different document texts. Each document has a 3.2
million-bit binary number. We use it as plaintext, after DES
(electronic codebook mode) encryption, the corresponding
cipher is obtained. In the data collection phase, data from the
California Institute of Technology Caltech-256 dataset are
selected, and the data into 1001 files are stitched as plaintext,
and the size of files are 512KB, ten of them were selected as
our experimental data [10]. 0e intercepted image of the
plaintext file and the ciphertext file obtained by encrypting
them are shown respectively in Figures 3 and 4.

Since the single plaintext document is too large and the
computer computing power is limited, we do some of the same
processing for each ciphertext text and compress the ciphertext
structure.We take an 8-bit binary number from start to finish in
turn to convert it to a decimal number, so that each ciphertext
becomes a 100000 × 1 matrix. Similarly, for each plaintext, we
take a 8-bit binary number from start to finish in turn to convert
it to a decimal number, so that each plaintext becomes a
100000 × 1 matrix. 0en we input all the samples of the pre-
processed ciphertext and the plaintext into the modified BP
neural network and obtain the output. We compare this output
with the expected plaintext to make the BP neural network a
simulated decryption system. Convert each decimal digit of the
output of the neural network into binary. If the number of digits
is not enough, the high digits are filled with 0 and then all of
them are connected to restore the plaintext effect.

We define the mean squared error of the output matrix
and the processed matrix representing the true plaintext as
the evaluation criteria for the experimental effect.0at is, the
output matrix of the modified BP neural network is A′ �
(aij
′ ) , the processed plaintext text matrix is A � (aij), and

the evaluation criterion is

error � 􏽘
aij − aij
′􏼐 􏼑

2

n
. (4)

0e experimental process is as follows.

4.1. Input Plaintext. 0e known plaintext (binary text) is
encrypted according to des (ecb mode) to obtain the cor-
responding ciphertext, and the known ciphertext is pro-
cessed and converted into a format that can be fed into the
neural network;

4.2.NeuralNetworkTraining. Modify the BP neural network
model, change it from the classification model to the

Plaintext Encryption
algorithm

Secret 
key

Ciphertext Decryption
algorithm

Secret 
key

Plaintext

M = (m1, m2, … , mn) M = (m1, m2, … , mn)

K = (k1, k2, … , km) K = (k1, k2, … , km)

Figure 1: Block cipher workflow.
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regression model, and constantly adjust the internal pa-
rameters of the neural network until the best training effect is
achieved.

4.3.OutputResult. 0e experimental error rate is stable at an
acceptable level, and the improved model is used to achieve
plaintext recovery.

5. Results and Discussion

After repeated training, the parameters of BP neural network
are constantly adjusted. We used the sigmoid activation
function, and the number of trainings exceeds 1000. 0e
error rate can be stabilized at about 10%. 0e experimental
results are shown in the following Table 1:

0e correlation between data is too large, which will
inevitably lead to unreliable and unpredictable networks.
0erefore, our input is encrypted by DES blocks of constant
keys, but special attention should be paid to the number of
trainings for controlling neural networks. Overtraining the
network, the network may become over-fitting [11, 12], so it
may not be possible to accurately predict the plaintext
outside the training set, resulting in an excessive error rate.

0e modified BP neural network optimizes the weight in
backpropagation by the steepest descent method, which
converges straight down to the local minimum point in the
weight space. However, in addition to trying several different
weight initial values, there is no better suggestion than the
difference in the output of the neural network [13]. Correct
selection of the learning rate effectively controls the size of
the step size used to modify each weight in the multidi-
mensional weight space [14]. If the selected learning rate is
too large, the local minimum may be continually overrun,
causing oscillations and slowly converge to a lower error
rate. If the learning rate is too low, the number of iterations
required may be too large, resulting in a slow neural network
performance [15].

6. Conclusion

In this experiment, we propose to apply the modified BP
neural network algorithm to cryptanalysis and implement it.
Here, we define mean-square error for analyzing output.
Efficiency can be further improved by increasing the number
of samples used to train the neural network and adjusting the
weights and biases of the neurons in each layer.

Although the DES algorithm is no longer used in new
commercial and public applications, the reason why we
choose the DES algorithm for cryptanalysis is that the design
structure of the DES algorithm is also reflected in other
cryptographic algorithms, such as the gost algorithm and the
camella algorithm. In addition, many software still com-
patible with DES algorithm, because there is no real way to
completely crack DES algorithm.

In the future, a lot of work on weight selection and
adaptation (training) of neural networks still needs to be
completed, especially the possibility of hardware imple-
mentation is still an area worthy of further study. 0ere may
be different types of neural networks for cryptanalysis [16],
resulting in unexpected results.

Data Availability

0e data used to support the findings of this study are in-
cluded within the article. Data can be used for free by ev-
eryone to verify the experimental results.
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Figure 2: Backpropagation neural network model.

000100011011110110000001110111110111110000000011000000000010000
000010000000000100000001000000101000101111011100000110000000100
000000101011011001001111101000000110110101110010001110001010000
100111000101111011100000001100000110100001010000000010000100011
011110110000001110111110111110000000011000000000010000000010000
000000100000001000000100000101110111011000001100000001000000001
010110101010100010111010000001100010100000100011111010100111111
000000001000010111011101100000110000010010000001000000010110110

Figure 3: Plaintext sample.

000110011010000000100110110001010010010110010100010010001110101
010011111110110011100111111000110101101111110010010001101110000
110111110010011000111011100010011101000111101101100111111010001
101011000010011010100011101110111111111010100011100000001000010
110100111010111110011101100001111000100101110111110111110101011
000000010000000010101101010101000101110100000011000101000001000
111110101001111110000000010000101110111100100110001110111000100

Figure 4: Ciphertext sample.

Table 1: Experimental results.

Number of experiments Error rate
1 0.3632983
2 0.3375012
3 0.2215154
· ·

· ·

· ·

998 0.1022956
999 0.1022163
1000 0.1021363

4 Security and Communication Networks



Acknowledgments

0is work is supported by National Key Research and
Development Project 2016–2018 (2016YFE0100600), State
Key Laboratory of Information Assurance Technology Open
Fund Project (KJ-15-008), and State Key Laboratory of
Cryptography and Science.

Supplementary Materials

0e supplementary material contains experimental data,
including 10 plain text data, with a total size of 24MB, and
10 cipher text data, obtained by encrypting ten plain text
data with DES encryption algorithm, with a total size of
40MB. 0e plain text data source is from the California
Institute of Technology Cal tech-256 data set. (Supplemen-
tary Materials)

References

[1] Cheng andHai andQunDing, “Overview of the block cipher,”
in Proceedings of the 2012 Second International Conference on
Instrumentation, Measurement, Computer, Communication
and Control, IEEE, Harbin, China, December 2012.

[2] A. G. Bafghi, R. Safabakhsh, and B. Sadeghiyan, “Finding the
differential characteristics of block ciphers with neural net-
works,” Information Sciences, vol. 178, no. 15, pp. 3118–3132,
2008.

[3] K. M. Alallayah, A. H. Alhamami, W. AbdElwahed, and
M. Amin, “Applying neural networks for simplified data
encryption standard (SDES) cipher system cryptanalysis,”
International Arab Journal of Information Technology, vol. 9,
no. 2, pp. 163–169, 2012.

[4] M. M. Alani, Neuro-Cryptanalysis of DES and Triple-DES.
Neural Information Processing, Springer, Berlin, Germany,
2012.

[5] C. de Canniere, A. Biryukov, and B. Preneel, “An introduction
to block cipher cryptanalysis,” Proceedings of the IEEE, vol. 94,
no. 2, pp. 346–356, 2006.

[6] D. Mills, “Review of cryptography: theory and practice by
D. R. Stinson,” Cryptologia, vol. 31, no. 1, pp. 87-88, 2007.

[7] T. Kohonen, “Self-organized formation of topologically cor-
rect feature maps,” Biological Cybernetics, vol. 43, no. 1,
pp. 59–69, 1982.

[8] T. Kohonen, Self-Organizing Feature Maps. Self-Organization
and Associative Memory, Springer, Berlin, Germany, 1988.

[9] H. D. Landahl, W. S. Mcculloch, and W. Pitts, “A statistical
consequence of the logical calculus of nervous nets,” 6e
Bulletin of Mathematical Biophysics, vol. 5, no. 4, pp. 135–137,
1943.

[10] G. Griffin, A. Holub, and P. Perona, Caltech-256 Object
Category Dataset, California Institute of Technology,
Pasadena, CA, USA, 2007.

[11] I. V. Tetko, A. E. P. Villa, T. I. Aksenova et al., “Application of
a pruning algorithm to optimize artificial neural networks for
pharmaceutical fingerprinting,” Journal of Chemical In-
formation and Computer Sciences, vol. 38, no. 4, pp. 660–668,
1998.

[12] I. V. Tetko, T. I. Aksenova, V. V. Volkovich et al., “Polynomial
neural network for linear and non-linear model selection in
quantitative-structure activity relationship studies on the
internet,” SAR and QSAR in Environmental Research, vol. 11,
no. 3-4, pp. 263–280, 2000.

[13] H. R. Guo and Z. M. Li, “A method of improving general-
ization ability for neural network based on genetic algorithm,”
in Proceedings of the 2010 IEEE International Conference on
Intelligent Computing & Intelligent Systems, October 2010.

[14] J. P. Yang, Q. Li, Z. Liu, and X. L. Yuan, “Research of improved
bp algorithm based on self-adaptive learning rate,” Computer
Engineering & Applications, vol. 45, no. 11, pp. 56–58, 2009.

[15] S. Wermter, C. Weber, W. Duch et al., Artificial Neural
Networks and Machine Learning—ICANN 2014, Springer,
Berlin, Germany, 2014.

[16] S. Aditya and N. Nadir, “Cryptography based on artificial
neural networks and chaos theory,” International Journal of
Computer Applications, vol. 133, no. 4, pp. 25–30, 2016.

Security and Communication Networks 5

http://downloads.hindawi.com/journals/scn/2019/9580862.f1.zip
http://downloads.hindawi.com/journals/scn/2019/9580862.f1.zip


Research Article
An Indistinguishably Secure Function Encryption Scheme

Ping Zhang , Yamin Li , and Muhua Liu

School of Mathematics and Statistics, Henan University of Science and Technology, Luoyang, China

Correspondence should be addressed to Yamin Li; 2390043823@qq.com

Received 1 April 2019; Revised 17 August 2019; Accepted 30 August 2019; Published 5 November 2019

Guest Editor: Leonel Sousa

Copyright © 2019 Ping Zhang et al. �is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this work, we �rst design a function encryption scheme by using key encapsulation. We combine public key encryption with
symmetric encryption to implement the idea of key encapsulation. In the key encapsulation, we use a key to turn a message
(plaintext) into a ciphertext by symmetric encryption, and then we use public key encryption to turn this key into another
ciphertext. In the design of function encryption scheme, we use the public key encryption system, symmetric encryption system,
noninteractive proof system, indistinguishable obfuscator, and commitment scheme. Finally, we prove the indistinguishable
security of our function encryption scheme.

1. Introduction

Nowadays, network technology has been rapidly developed
and widely used. Due to the emergence of hacking, virus, and
electronic fraud and theft, various information leakage in-
cidents occur frequently. Both personal information security
and enterprise information security are getting more and
more attention, which makes information security more
important than ever.

With the rise of cloud computing, in order to save local
storage resources, more and more companies or individuals
choose to store local data on third-party servers (such as
cloud computing platforms). To prevent user data from
leaking, the data can be encrypted before storing it on third-
party servers. It is noteworthy that in this application, third-
party servers need to operate something on the user’s ci-
phertext, such as data mining, query, and statistics of the
ciphertext. However, the traditional encryption system does
not support ciphertext computing.

�is problem can be solved by using fully homomorphic
encryption [1]. It is possible to compute on the ciphertext
using fully homomorphic encryption. In other words, a
nontrusted information processing system can process in-
formation in ciphertext environment without disclosing any
information of users. However, the main problem of fully
homomorphic encryption is that the results are encrypted.
�at is to say, although the third-party servers can perform

ciphertext calculation, it cannot obtain the calculation re-
sults. In many application scenarios, third-party servers
need to make certain decisions based on the results of the
calculations. �erefore, fully homomorphic encryption does
not meet our requirements.

Function encryption �rstly appeared in the article [2]. It
is an extension of the articles [2–7]. It enables the third party
to operate and output a function of plaintext without de-
cryption. �erefore, it is very suitable for the computing
scenario of data outsourcing encryption. Speci�cally, in
function encryption for a function family, the key generation
algorithm can generate the corresponding decryption key
for each function in this function family by using the master
private key. Given the ciphertext of a plaintext, the owner of
the decryption key of each function can calculate the cor-
responding function value for this plaintext. A secure
function encryption system should satisfy that users with
decryption key can only get a function value of the plaintext
but not any information about the plaintext. �e traditional
public key encryption scheme is too extreme. It enables users
with decrypted key to get all or no messages from the ci-
phertext. �erefore, it is of great signi�cance to study
function encryption.

Function encryption is a perfect noninteractive solution
tomany problems that arise in delegating services to external
servers. Consider the following scenario: Suppose a bank
subscribes to an external cloud server for storing �nancial
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records of its customers. In order to ensure the security of
these records and perform various computations on the
outsourced data remotely from time to time, a cost-effective
choice for the bank is to use a function encryption scheme to
encrypt the records locally prior to uploading to the cloud
server. Now, suppose the researchers wish to retrieve in-
vestment amount summary of all customers who have joined
a certain wealth management product from the cloud server.
For this, the bank needs to provide the researchers a de-
cryption key for the corresponding functionality. However,
if the encryption scheme used by the bank possesses no
function privacy, then the researchers would get to know the
specific customer’s information from the decryption key
provided by the bank. ,us, after performing the assigned
computation, for financial gain, the researchers may leak the
information to someone.,is is clearly undesirable from the
privacy point of view. Our function encryption scheme can
solve the aforementioned information leak problem, and it
can be applied to the following application scenarios such as
spam filtering in the mail service, patient record privacy
protection in the hospital, and partial decryption of in-
formation in the encrypted information store.

1.1. Our Result. ,e design of our function encryption
scheme depends on the idea of key encapsulation. Key
encapsulation (also known as hybrid encryption) consists of
two parts: an external scheme and an internal scheme. To
encrypt messages in a hybrid encryption scheme, a new key
is generated for the internal scheme and used to encrypt
messages. ,e key itself is then encrypted using an external
scheme.,e final hybrid ciphertext consists of two parts: the
external ciphertext and the internal ciphertext. If someone
wants to decrypt, he should firstly decrypt the external ci-
phertext to get the key and use this key to decrypt the in-
ternal ciphertext. While the internal scheme is symmetric
encryption and the external scheme is public key encryption,
the hybrid scheme still belongs to public key encryption.
Why use the idea of key encapsulation?,e external scheme
is inefficient, so it is only used to encrypt relatively short
keys, while relatively long messages are encrypted by the
internal scheme.

We choose symmetric encryption and public key
encryption as the internal and external schemes of key
encapsulation, respectively. In the design of the function
encryption scheme, our idea is as follows: at first, we
choose a key k of the internal scheme to encrypt the
message x, and then use the external scheme to encrypt the
key k to get the two parts of a complete ciphertext. ,is
will allow for decryption during the two-step process
described above. First, the key k of the internal scheme is
obtained by decrypting the external ciphertext in the
external scheme, and then f(x) is obtained by using this
key in the internal scheme. Specifically, we describe how
to use the public key encryption system, symmetric en-
cryption system, noninteractive proof system, in-
distinguishable obfuscator, and commitment scheme to
design our function encryption scheme. Our scheme
achieves indistinguishable security [8].

1.2. Related Works. ,e concept of function encryption
originates from inner product encryption [6] and attribute-
based encryption [5]. Early function encryption generally
refers to attribute-based encryption, predicate encryption, or
inner product encryption. ,ese three kinds of encryption
are the preliminary stages of function encryption. Sahai and
Waters firstly created the concept of function encryption in
2008 [9]. Later, O’Neill proposed the security definition of
the general function encryption [7], which laid the foun-
dation for the research of function encryption.

In 2011, Boneh et al. [3] not only gave the general form of
function encryption, but also gave the formal definition and
various security definitions of function encryption. In 2012,
Gorbunov et al. [10] proposed a nonconcise general-purpose
function encryption scheme based on multiparty security
calculation. In 2013, Waters [11], Garg et al., [12] and
Ananth et al. [13] further improved the efficiency of uni-
versal function encryption system. Subsequently, the func-
tion encryption scheme for regular language [14] and the
function encryption scheme-based deterministic finite
automata [15] were proposed. In the same year, Garg et al.
[16] constructed a general function encryption scheme for
the first time using indistinguishable obfuscation, which set
up a new direction for the research of universal function
encryption. Goldwasser et al. [17] proposed a simple uni-
versal function encryption scheme which uses fully ho-
momorphic encryption, attribute-based encryption, and
obfuscation circuit technology as the underlying modules.
,is scheme is a classical function encryption scheme. Later,
Goldwasser et al. [18] firstly proposed multi-input function
encryption. ,ey not only proved the adaptive in-
distinguishable security of the scheme but also proved the
simulation-based security of the scheme. It has to be noted
that multi-input function encryption scheme is a refinement
of function encryption, which can be applied in many oc-
casions and can realize the security processing of multiuser
information at different times.

With the deepening of research on function encryption
and fully homomorphic encryption, a new full key homo-
morphic encryption scheme (FKHE) [19] was proposed at
the Eurocrypt 2014. It combines fully homomorphic en-
cryption with function encryption. It overcomes the
shortcomings of single key shortage of fully homomorphic
encryption and provides possibilities for the use of function
encryption in the outsourcing computing environment. In
2015, Goyal et al. [20] proposed for the first time the def-
inition and construction of function encryption for random
functions, which proved that the construction scheme was
simulation-based security. Ananth et al. [13] proved that any
selective secure function encryption can be transformed into
adaptive secure function encryption and designed an
adaptive function encryption scheme that combines public
key function encryption with private key function encryp-
tion. Brakerski and Segev [21] studied the symmetric
function encryption system with function hiding. Abdalla
et al. [22] firstly proposed an internal product function
encryption scheme based on public key, which set up a new
direction of practical internal product function encryption
scheme. Bishop et al. [23] firstly proposed the inner product
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function encryption scheme of the function hidden in
symmetric case. Subsequently, Datta et al. [24] improved
Bishop’s scheme. In 2018, Kim et al. [25] improved the inner
product function encryption scheme of the function hidden
to improve its efficiency. ,ey also described three appli-
cation scenarios of inner product function encryption of the
function hidden. Kim et al. made it possible to use the inner
product function encryption of the function hidden in
practical applications.

1.3. Organization. ,is paper is organized as follows. ,e
first section is the introduction of this paper. ,e second
section is the existing definition of function encryption. In
the third section, we recall some definitions of cryptographic
primitives used in scheme construction. In the fourth sec-
tion, we propose the design of our function encryption. In
the fifth section, we prove the security of our constructed
scheme. Finally, in the sixth section, we summarize the full
text.

1.4. Basic Notation. In the following sections, the security
parameter is λ ∈ N. If |negl(λ)|< 1/poly(λ) holds for all
polynomials poly(λ) and all sufficiently large λ, we call
negl(λ) as negligible function. In this paper, “PPT” repre-
sents probabilistic polynomial time and “x ‖ y” represents a
concatenation of x and y. Let F � F(λ) represent an en-
semble, each of which is a finite function.

2. Function Encryption

In the second section, the concept of function encryption
[3] and its indistinguishable security are rementioned.
Indistinguishable security is not only the first consideration
of function encryption but also of predicate encryption
[4, 6].

2.1. Syntax. For a class of functionsF � F(λ) over message
space M � Mλ, a function encryption scheme is composed
of the following four algorithms:

(i) Setup(1λ)⟶ (mpk,msk): ,is is a random al-
gorithm. ,is algorithm requires a security pa-
rameter λ as the input of the algorithm, requires the
master public key mpk, and the master secret key
msk as the output of the algorithm.

(ii) Enc(mpk, m)⟶ CT: ,is algorithm requires the
master public key mpk and the plaintext m ∈M as
the input of the algorithm and requires a ciphertext
CT as the output of the algorithm.

(iii) KeyGen(msk, f)⟶ skf: ,is algorithm requires
the master secret key msk and the randomized
function f ∈ F as the input of the algorithm and
requires a secret key skf as the output of the
algorithm.

(iv) Dec(skf,CT)⟶ f(m): ,is algorithm requires
the ciphertext CT and the secret key skf as the input

of the algorithm and requires a string f(m) as the
output of the algorithm.

Definition 1 (correctness). If the following conclusion holds
for every function f ∈F and every message m ∈M, the
function encryption scheme for F is correct.

Pr􏼔(mpk,msk)⟵ Setup 1λ􏼐 􏼑;Dec(KeyGen(msk, f),

Enc(mpk, m))≠f(m)􏼕 � negl(λ).

(1)

Definition 2 (indistinguishable security of function en-
cryption). ,e indistinguishable security can be seen as a
game between the attacker A and challenger. ,is game is
divided into five phases.

(i) Setup phase: the challenger generates master key by
the Setup algorithm (mpk,msk)⟵ Setup(1λ) and
then makes the attackerA get the master public key
mpk.

(ii) Query phase 1: the attacker A chooses fi in F

adaptively and makes the challenger get this fi. ,e
challenger generates the key skfi

of function fi by
the KeyGen algorithm skfi

⟵KeyGen(msk, fi)

and sends it to the attacker. ,e attacker can repeat
this step in any polynomial number of times.

(iii) Challenge phase: the attacker A chooses two
messages m0, m1 ∈M such that fi(m0) � fi(m1)

and makes the challenger get it. ,e Challenger
chooses mb (b⟵ 0, 1{ }) from m0 and m1, runs the
Enc algorithm CT⟵ Enc(mpk, mb) (b⟵ 0, 1{ }),
and makes the attacker get the ciphertext CT.

(iv) Query phase 2: key queries continue to be initiated
by the attacker A as before, but it also needs to
satisfy that for any query fi, there is fi(m0) �

fi(m1) holds.
(v) Guess phase: the attacker A guesses whether the

ciphertext CT is encryption for message m0 or
message m1. Finally, the attackerA give his guess b′
(b′⟵ 0, 1{ }).

In this game, the advantage of the attacker A is
AdvA � Pr[b′ � b] − (1/2).

3. Preliminaries

In the third section, we recall some concepts of primitives
in cryptography, which are used in the construction of
function encryption. Here, we omit not only the formal
definitions of standard semantically secure public
key encryption scheme PKE � (PKE.KeyGen,PKE.Enc,
PKE.Dec) but also the formal definitions of standard
semantically secure symmetric encryption scheme SE �

(SE.Enc, SE.Dec). Next, we describe the formal definitions
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of indistinguishable obfuscation, commitment scheme,
and witness indistinguishable proof system in detail.

3.1. Indistinguishable Obfuscation. According to the syntax
of [16], the concept of indistinguishable obfuscation was
recalled.

Definition 3 (Indistinguishable Obfuscation(iO)). If the fol-
lowing conclusions hold, then the uniform PPTmachine iO is
known as an indistinguishable obfuscator of a circuit class Cλ􏼈 􏼉.

(i) Correctness: for every security parameter λ ∈ N,
C ∈ Cλ, and every input x, the following formula
holds:

Pr C′(x) � C(x) : C′⟵ iO(λ, C)􏼂 􏼃 � 1. (2)

(ii) Indistinguishability: there is a negligible function
negl that makes the following conclusion hold for
every PPT distinguisher Samp,D (which is not
necessarily uniform). For every security parameter
λ ∈ N and every pair of circuits C0, C1 ∈ Cλ, if
C0(x) � C1(x) for every input x, then

Pr D iO λ, C0( 􏼁( 􏼁 � 1􏼂 􏼃 − Pr D iO λ, C1( 􏼁( 􏼁 � 1􏼂 􏼃
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

≤negl(λ).

(3)

3.2. Commitment Scheme. According to the syntax of [26], a
commitment scheme Com takes a random number r and a
string x as the input and takes c⟵Com(x; r) as the output.
,e following two properties are necessary for a perfectly
binding commitment scheme:

(i) Perfectly binding property: this property means that
the commitments for two different strings must also
be different. More formally, ∀ x1 ≠x2 and r1, r2,
Com(x1; r1)≠Com(x2; r2).

(ii) Computational hiding property: for every string x0
and x1 (the length of x0 and x1 is the same) and for
every PPTadversaryA, the following formula holds:

Pr A Com x0( 􏼁( 􏼁 � 1􏼂 􏼃 − Pr A Com x1( 􏼁( 􏼁 � 1􏼂 􏼃
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

≤ negl(λ).

(4)

3.3. Noninteractive Witness Indistinguishable Proof. ,e
syntax of the noninteractive proof systemwas firstly recalled,
and then the formal concept of noninteractive witness in-
distinguishable (NIWI) proof [27] was also recalled.

3.3.1. Syntax. An efficiently computable relation R is
composed of pairs (x, w), in which x and w are named as the
statement and the witness, respectively. ,e language con-
sisting of statements in R is denoted by L. ,e following
three algorithms constitute a noninteractive proof system for
a language L:

(i) NIWI.Setup(1λ)⟶ crs: this algorithm requires a
security parameter 1λ as the input of the algorithm
and requires a common reference string crs as the
output of the algorithm.

(ii) NIWI.Prove(crs, x, w)⟶ π: this prove algorithm
requires the common reference string crs and a
statement x along with a witness w as the input of
the algorithm. ,is prove algorithm outputs a proof
string π when (x, w) ∈ R or outputs fail when
(x, w) ∉ R.

(iii) NIWI.Verify(crs, x, π)⟶ 0, 1{ }: this verify algo-
rithm requires the common reference string crs and
a statement x with a corresponding proof π as the
input. If the proof is valid, this algorithm outputs 1
and otherwise 0.

Definition 4 (NIWI). A noninteractive witness indistinguish-
able proof system for a language L with a PPTrelation R needs
to satisfy the following properties:

(i) Perfect completeness property: for all (x, w) ∈ R, the
following formula holds:

Pr[NIWI.Verify(crs, x,NIWI.Prove(crs, x, w)) � 1] � 1.

(5)

Here, the reference string crs is generated by the algo-
rithm crs⟵NIWI.Setup(1λ), and the probability is taken
over the coins of NIWI.

(ii) Statistical soundness property: for all adversary A,
the following formula holds:

Pr⎡⎣NIWI.Verify(crs, x, π) � 1∧ x

∉ L
crs⟵NIWI.Setup 1λ( 􏼁;

(x, π)⟵A(crs)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
⎤⎦ � negl 1λ􏼐 􏼑.

(6)

(iii) Witness indistinguishability property: for any triplet
(x, w0, w1) ((x, w0) ∈ R and (x, w1) ∈ R), the dis-
tributions crs,NIWI.Prove(crs, x, w0)􏼈 􏼉 and crs,{

NIWI.Prove(crs, x, w1)} are computationally in-
distinguishable (here the reference string crs is gen-
erated by the algorithm crs⟵NIWI.Setup(1λ)).

4. Construction

In the fourth section, we propose the design of function
encryption scheme. In our construction, we set the key space
of the symmetric encryption scheme SE to 0, 1{ }ℓSE .

In our scheme, we set the ciphertext length of the public key
encryption scheme PKE � (PKE.KeyGen,PKE.Enc, PKE.Dec)
to lenc � lenc(1λ). In the design of our scheme, the parameter
len � 2 · lenc will be used, and the symmetric encryption
scheme SE needs to satisfy this property:
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Pr􏼢SE.Dec k1, C′( 􏼁≠⊥ : k0, k1( 􏼁⟵ 0, 1{ }
ℓSE , k0 ≠ k1,

C′⟵ SE.Enc k0, m( 􏼁􏼣≤ negl(λ),

(7)

where symbol “⊥” denotes an error.
In the design of our scheme, the NIWI proof system used

is denoted by (NIWI.Setup,NIWI.Prove,NIWI.Verify),
the perfectly binding commitment scheme used is denoted
by Com, and the indistinguishable obfuscator used is
denoted by iO. Now, we begin to give our scheme FE �

(Setup,Enc,KeyGen,Dec).

(i) Setup(1λ)⟶ (mpk,msk)

(1) At first, two pairs of key pairs are generated
using the key generation algorithm (pk1, sk1)
⟵ PKE.KeyGen(1λ) and (pk2, sk2)⟵
PKE.KeyGen(1λ) of the public key encryption
scheme (note: (pk, sk)⟵ PKE.KeyGen(1λ) is a
random algorithm)

(2) Compute a common reference string crs⟵
NIWI.Setup(1λ) using the NIWI proof system

(3) Choose a symmetric encryption scheme SE
(4) Compute C⟵ Com(0len)

(5) Let the master public key and the master
secret key be mpk � (pk1, pk2, crs, C, SE) and
msk � sk1, respectively

(ii) Enc(mpk, m)⟶ CT :

(1) Choose a secret key KSE of the symmetric en-
cryption and compute the ciphertexts
CT1⟵ PKE.Enc(pk1, KSE)

CT2⟵ PKE.Enc(pk2, KSE)

CT3⟵ SE.Enc(KSE, m)

(2) Compute π⟵NIWI.Prove(crs, y, w) (y �

(CT1,CT2, C, pk1, pk2))

(i) Either CT1 and CT2 are encryptions for the
same plaintext, or

(ii) C is a commitment for CT1 ‖CT2
,e real witness wreal � (KSE, r1, r2) is used to
prove the first part of the statement, where the
random numbers r1 and r2 are used to compute
the ciphertexts CT1 and CT2, respectively; the
trapdoor witness wtrap � s is used to prove the
second part of the statement, where the random
number s is used to compute C

(3) ,e ciphertext is CT � (CT1,CT2,CT3, π)

(iii) KeyGen(msk, f)⟶ skf

(1) Compute the decryption key skf⟵ iO(G) for
function f, where the circuit G is showed in
Figure 1; it should be noted that the circuit G
contains the random function f, the secret key
sk1, and the master public key mpk

(iv) Dec(skf,CT)⟶ f(m)

(1) It inputs CT and decryption key skf and outputs
f(m)

,e correctness of the scheme we design is easily derived
from the correctness of its components. Next, we will
demonstrate the security of this scheme.

5. Proof of Security

Theorem 1. Assume that the aforementioned function en-
cryption instantiated with a standard semantically secure public
key encryption, a standard semantically secure symmetric en-
cryption, a computational hiding commitment, a noninteractive
witness indistinguishable proof, and indistinguishably secure
obfuscator, it is indistinguishably secure.

Now, we prove that if the aforementioned assumption is
true, no polytime attacker can break our scheme. We will
prove indistinguishable security of the function encryption
using indistinguishable game. We assume that a polytime
attacker A makes q private key queries. Let fi (i ∈ [q])
denote the ith function query.,ere is a constraint fi(m0) �

fi(m1) for each function query.
We need to define a sequence of games to prove theorem 1.

The first game is the experiment with the challenge message
m0. Next, we prove that any PPTadversary has almost the same
advantage in each game as that of the previous game.

Game 1. ,e challenger encrypts message m0 in the
challenge ciphertext.

(i) Setup Phase. ,e challenger firstly computes the
key pair (mpk,msk)⟵ Setup(1λ) and gives
master public mpk to A. Choose a symmetric
encryption scheme SE and three secret keys
k1⟵ 0, 1{ }ℓSE , k0⟵ 0, 1{ }ℓSE , and k2⟵ 0, 1{ }ℓSE

for the symmetric encryption scheme. Compute
the ciphertexts:

CT∗1,1⟵ PKE.Enc(pk1, k1),
CT∗2,1⟵ PKE.Enc(pk2, k1).
CT∗1,0⟵ PKE.Enc(pk1, k0),
CT∗2,0⟵ PKE.Enc(pk2, k0).
CT∗1,2⟵ PKE.Enc(pk1, k2),
CT∗2,2⟵ PKE.Enc(pk2, k2).

Set c1 � CT∗1,1 ‖CT∗2,1, c2 � CT∗1,0 ‖CT∗2,0, c3 �

CT∗1,2 ‖CT∗2,2, c4 � CT∗1,1 ‖CT∗2,0, c5 � CT∗1,2 ‖CT∗2,0.
(ii) Query Phase. ,e adversary A submits query of f

adaptively. ,e challenger sends skf⟵KeyGen
(msk, f) to A.

(iii) Challenge Phase. ,e challenger chooses a chal-
lenge plaintext m0 from two plaintexts and a secret
key k1 of the symmetric encryption, computes the
ciphertexts CT∗1⟵ PKE.Enc(pk1, k1), CT∗2
⟵ PKE.Enc (pk2, k1), and CT∗3⟵ SE.Enc
(k1, m0). Compute a NIWI proof π∗⟵
NIWI.Prove(crs, y∗, w) (y∗ � (CT∗1 ,CT∗2 , C, pk1,
pk2)). Set st � (CT∗1 ,CT∗2 , k1, π∗). At last, it returns
CT∗ � (CT∗1 ,CT∗2 ,CT∗3 , π∗).
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Game 2. ,is game is exactly the same as the previous
game (Game 1) except for a little difference. ,e dif-
ference is that for all key queries of f, the corresponding
secret key skf is computed by skf⟵ iO(Gf), where
the circuit Gf is described in Figure 2.
Game 3. ,is game is exactly the same as the previous
game (Game 2) except for a little difference. ,e dif-
ference is that the commitment C is computed as
follows: the challenge ciphertext is denoted by CT∗ �

(CT∗1 ,CT∗2 ,CT∗3 , π∗) and C⟵Com(CT∗1 ‖CT∗2 ).
Game 4. ,is game is exactly the same as the previous
game (Game 3) except for a little difference. ,e dif-
ference is that in every challenge ciphertext
CT∗ � (CT∗1 ,CT∗2 ,CT∗3 , π∗) π∗ is computed using the
trapdoor witness.
Game 5. ,is game is exactly the same as the previous
game (Game 4) except for a little difference. ,e dif-
ference is that we modify the challenge ciphertext
CT∗ � (CT∗1 ,CT∗2 ,CT∗3 , π∗): the second ciphertext CT∗2
is an encryption of k0, that is, CT∗2⟵ PKE.Enc
(pk2, k0).
Game 6. ,is game is exactly the same as the previous
game (Game 5) except for a little difference. ,e dif-
ference is that for all key queries of f, the corresponding
secret key skf is computed by skf⟵ iO(G∗f), where
the circuit G∗f is described in Figure 3.
Game 7. ,is game is exactly the same as the previous
game (Game 6) except for a little difference. ,e dif-
ference is that we modify the challenge ciphertext
CT∗ � (CT∗1 ,CT∗2 ,CT∗3 , π∗): the first ciphertext CT∗1 is
an encryption of k0, that is, CT

∗
1⟵ PKE.Enc(pk1, k0).

Game 8. ,is game is exactly the same as the previous
game (Game 7) except for a little difference. ,e dif-
ference is that the symmetric encryption key k1 is
replaced by another key k2.
Game 9. ,is game is exactly the same as the previous
game (Game 8) except for a little difference. ,e dif-
ference is that we modify the challenge ciphertext
CT∗ � (CT∗1 ,CT∗2 ,CT∗3 , π∗): the third ciphertext CT∗3 is
an encryption of m1, that is, CT

∗
3⟵ SE.Enc(k2, m1).

Game 10. ,is game is exactly the same as the previous
game (Game 9) except for a little difference. ,e dif-
ference is that we modify the challenge ciphertext
CT∗ � (CT∗1 ,CT∗2 ,CT∗3 , π∗): the first ciphertext CT∗1 is
an encryption of k2, that is CT

∗
1⟵ PKE.Enc(pk1, k2).

Game 11. ,is game is exactly the same as the previous
game (Game 10) except for a little difference. ,e

difference is that for all key queries f, the corresponding
secret key skf is computed by skf⟵ iO(Gf).
Game 12. ,is game is exactly the same as the previous
game (Game 11) except for a little difference. ,e
difference is that we modify the challenge ciphertext
CT∗ � (CT∗1 ,CT∗2 ,CT∗3 , π∗): the second ciphertext CT∗2
is an encryption of k2, that is, CT∗2⟵
PKE.Enc(pk2, k2).
Game 13. ,is game is exactly the same as the previous
game (Game 12) except for a little difference. ,e
difference is that in every challenge ciphertext
CT∗ � (CT∗1 ,CT∗2 ,CT∗3 , π∗), the proof π∗ is computed
using the real witness.
Game 14. ,is game is exactly the same as the previous
game (Game 13) except for a little difference. ,e
difference is that the commitment C is computed as
follows: C⟵Com(0len). Note that this game corre-
sponds to the selective indistinguishable game that has
been honestly executed, where the challenger encrypts
the message m1 in the challenge ciphertext.
,e description for the sequence of games is completed.
Next, we prove that the neighbouring games are
indistinguishable.

Lemma 1. Game 1 and Game 2 are computationally in-
distinguishable when iO is an indistinguishable obfuscator.

Proof. We can see that the difference between Game 1 and
Game 2 lies only in the calculation method of the secret key
skf. In the former experiment, Game 1, for any key query f,
the secret key skf is outputted by iO(G); however, in the
latter experiment, Game 2, the secret key skf is outputted by
iO(Gf). If we want to prove that Game 1 and Game 2 are
computationally indistinguishable, we need to prove that for
any input CT, G and Gf have identical output for identical
input. ,en, according to the security of indistinguishable
obfuscator, we can get that iO(G) and iO(Gf) are com-
putationally indistinguishable, which means that Game 1
and Game 2 are computationally indistinguishable.

First, we will prove that for any input CT �

(CT1,CT2,CT3, π),G outputs ⊥ if and only ifGf outputs ⊥.
We can find that both G and Gf output ⊥ if and only if

the proof π is invalid, that is, NIWI.Verify(crs, y, π) � 0.
Here, y � (CT1,CT2, C, pk1, pk2). If the proof π is valid, we
define that an input CT � (CT1,CT2,CT3, π) is valid.

Next, we prove that for any valid input CT � (CT1,

CT2,CT3, π), G(CT) � Gf(CT).

Input: Ciphertext CT
Constants: Master public key mpk, secret key sk1, random function f

(1) Parse CT = (CT1, CT2, CT3, π).
(2) If NIWI.Verify (crs, y, π) = 0, output ⊥ and stop. If NIWI.Verify (crs, y, π) = 1, continue

to the next step. Here the statement corresponding to π is y = (CT1, CT2, C, pk1, pk2).
(3) Compute KSE
(4) Output f(m).

PKE.Dec (sk1, CT1), m SE.Dec (KSE, CT3).

Figure 1: Functionality G.
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Here we have to consider two cases:

(i) Case 1. ,ere does not exist a ci, such that ci � CT∗1 ‖

CT∗2 .
(ii) Case 2. ,ere exists a ci, such that ci � CT∗1 ‖CT∗2 .

For the case 1, both G and Gf compute k1 with sk1 by
decrypting CT1, compute m with k1 by decrypting CT3, and
outputs f(m). In the case 2, G computes k1 with sk1 by
decrypting CT1, computesmwith k1 by decrypting CT3, and
also outputs f(m). What’s more, because ci � CT∗1 ‖CT∗2 ,
Gf also outputs f(m). So we can get thatG(CT) � Gf(CT).

,e experimentG2,i (0≤ i≤ q) is defined as follows: inG2,i,
the first ith queries are answered by G and the remaining
(i + 1)th to qth queries are answered by Gf. We can see that
G2,0 happens to be Game 1 and G2,q happens to be Game 2.

Here, we prove that if there is a PPT adversary A which
can distinguish the experiments G2,i and G2,i+1 with non-
negligible advantage, there is another PPT adversary B

which can break the security of indistinguishable obfuscator
with nonnegligible advantage.

We construct B by A as follows:

(1) First of all, the adversaryB honestly runs the Game 1.
(2) For the first ith key queries f, the adversary B com-

putes the key skf byGf. For the remaining (i + 2)th to
qth key queries f, the adversary B computes the key
skf by G.

(3) For the (i + 1)th key queries f, the adversary B

respectively constructs the circuit G and Gf and

sends them to the challenger of the iO and receives
an obfuscation skf. ,en, the adversary B gives skf

to A.
(4) ,e adversary B runs the rest of the experiment

according to the Game 1.
(5) At last, the adversary B gives the output of the

game to the adversary A and the obfuscation
challenger.

We happen to be in experiment G2,i when the challenger
of iO chose the circuit G; We happen to be in experiment
G2,i+1 when the challenger of iO chose the circuit Gf.
,erefore, if the adversary A can distinguish between the
two experiments with nonnegligible advantage, then the
adversary B can break the security of indistinguishable
obfuscator with the same advantage.

In summary, Game 1 is computationally in-
distinguishable from Game 2. □

Lemma 2. If Com is a computationally hiding commitment
scheme, Game 2 is computationally indistinguishable from
Game 3.

Proof. We can see that the difference between Game 2 and
Game 3 lies only in the calculation method of the com-
mitment C. In the former game, Game 2, C is a commitment
for 0len; however, in the latter game, Game 3, C is a com-
mitment for CT∗1 ‖CT∗2 . It is important to note that the
random number used to compute C is never used anywhere.

Input: Ciphertext CT
Constants: sk1, mpk, f, k0, k1, k2, c1, c2, c3, c4, c5

(1) Parse CT = (CT1, CT2, CT3, π).
(2) If NIWI.Verify (crs, y, π) = 0, output ⊥ and stop. If NIWI.Verify (crs, y, π) = 1, continue

to the next step. Here the statement corresponding to π is y = (CT1, CT2, C, pk1, pk2).
(3) If there exists a ci = CT1

∗ || CT2
∗, then if SE.Dec (k0, CT3) = m, and m ≠ ⊥, output

f(m) and stop, else if SE.Dec (k1, CT3) = m, and m ≠ ⊥, output f(m) and stop, else
SE.Dec (k2, CT3) = m, and m ≠ ⊥, output f(m) and stop, otherwise continue to the next
step.

(4) Compute KSE PKE.Dec (sk1, CT1), m
(5) Output f(m).

SE.Dec (KSE, CT3).

Figure 2: Functionality Gf.

Input: Ciphertext CT
Constants: sk2, mpk, f, k0, k1, k2, c1, c2, c3, c4, c5

(1) Parse CT = (CT1, CT2, CT3, π).
(2) If NIWI.Verify (crs, y, π) = 0, output ⊥ and stop. If NIWI.Verify (crs, y, π) = 1, continue

to the next step. Here the statement corresponding to π is y = (CT1, CT2, C, pk1, pk2).
(3) If there exists a ci = CT1

∗ || CT2
∗, then if SE.Dec (k0, CT3) = m, and m ≠ ⊥, output

f(m) and stop, else if SE.Dec (k1, CT3) = m, and m ≠ ⊥, output f(m) and stop, else
SE.Dec (k2, CT3) = m, and m ≠ ⊥, output f(m) and stop, otherwise continue to the next
step.

(4) Compute KSE PKE.Dec (sk2, CT2), m SE.Dec (KSE, CT3).
(5) Output f(m).

Figure 3: Functionality G∗f.
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,erefore, the property of computational hiding in the
commitment guarantees that Game 2 is computationally
indistinguishable from Game 3. □

Lemma 3. Because of witness indistinguishability of
NIWI, Game 3 is computationally indistinguishable from
Game 4.

Proof. We can see that the difference between Game 3 and
Game 4 lies only in the witness w used. In Game 3, for
proving that CT∗1 and CT∗2 are encryptions of the same
message, we use the real witness to compute π. However, in
Game 4, for proving that C is a commitment for CT∗1 ‖CT∗2 ,
we use the trapdoor witness to compute π. Since NIWI is
witness indistinguishable, Game 3 is computationally in-
distinguishable from Game 4. □

Lemma 4. If (PKE.KeyGen, PKE.Enc, PKE.Dec) is a se-
mantically secure public key encryption scheme, Game 4 is
computationally indistinguishable from Game 5.

Proof. We can see that the difference between Game 4 and
Game 5 lies only in the calculation method of the second
ciphertexts CT∗2 in the challenge ciphertexts CT∗. In Game
4, CT∗2 is an encryption of the randommessage k1, while in
Game 5, CT∗2 is an encryption of the random message k0.
Next, we show that if there is an adversary A who
can distinguish Game 4 from Game 5, there is an adversary
B who can break the semantic security of the public
key encryption system. ,e adversary B is designed as
follows:

(1) At first, the adversary B received a public key pk
from the challenger.

(2) B generates (pk1, sk1)⟵ PKE.KeyGen(1λ),
crs⟵NIWI.Setup(1λ), and chooses a symmetric
encryption scheme SE. Next, the adversary B en-
crypts the string k1 using pk1 to compute the ci-
phertext CT∗1 .

(3) ,e adversaryB sends (k1, k0) to the challenger and
receives a ciphertext CT∗2 . ,en, B computes the
commitment C � Com(CT∗1 ‖CT∗2 ).

(4) ,e adversary B runs the rest of the experiment
according to Game 4 and Game 5.

(5) At last, the adversary A received the output of the
experiment from the adversary B.

(6) If adversary A outputs Game 4, the adversary B

outputs that CT∗2 is an encryption of k1, otherwise
outputs that CT∗2 is an encryption of k0.

We can see that the adversaryB just runs Game 4 when
CT∗2 is an encryption of k1, and B just runs Game 5 when
CT∗2 is an encryption of k0. ,erefore, if there exists an
adversary who can distinguish the outputs of the two games
with nonnegligible advantage, we can construct another
adversary who can break the semantic security of public key
encryption with nonnegligible advantage. □

Lemma 5. If Com is perfectly binding, and NIWI is sta-
tistically sound, iO is an indistinguishable obfuscator and
Game 5 and Game 6 are computationally indistinguishable.

Proof. Similar to the proof of Lemma 1, we firstly prove that
for any input CT � (CT1,CT2,CT3, π), Gf outputs ⊥ if and
only if G∗f outputs ⊥.

We can see that both Gf and G∗f output ⊥ if and only if
the proof π is invalid, that is, NIWI.Verify(crs, y, π) � 0
(y � (CT1,CT2, C, pk1, pk2)).

So we need to consider valid inputs only. ,en, we will
prove that all valid inputs CT � (CT1,CT2,CT3, π)meet one
of the following properties:

(i) CT1 and CT2 are encryptions for the same message
(ii) ,ere exists an i such that CT1 ‖CT2 � ci

We are going to use a proof by contradiction here. We
assume that there is a valid input that satisfies neither of
the above properties. Because NIWI is statistically sound,
the statement y � (CT1,CT2, C, pk1, pk2) must have either
a real witness or a trapdoor witness when the input is
valid. However, because CT1 and CT2 are encryptions of
different messages, the real witness does not exist.
,erefore, there must be a trapdoor witness to make the
input valid. ,at means there is s such that
C � Com(CT1 ‖CT2; s). On the other hand, since
C � Com(CT∗1 ‖CT∗2 ; s) and Com is perfectly binding,
CT1 ‖CT2 � CT∗1 ‖CT∗2 � c5. ,us, we get a contradiction,
and the assumption is not true.

Next, we will prove that for any input
CT � (CT1,CT2,CT3, π), Gf(CT) � G∗f(CT).

If both CT1 and CT2 are encryptions for the same
message, then PKE.Dec(sk1,CT1) � PKE.Dec(sk2, CT2)

� k1, and SE.Dec(k1,CT3) � m. ,erefore, both Gf and G∗f
output f(m). On the other hand, if there is an i satisfying
CT1 ‖CT2 � ci, then both Gf and G∗f output f(m). ,erefore,
for all valid inputs, Gf and G∗f have same output for the same
input, that is, Gf(CT) � G∗f(CT).

In summary, if there exists an adversary which can
distinguish the outputs of these games with nonnegligible
advantage, we can construct another adversary which can
break the security of indistinguishable obfuscation with the
same advantage. □

Lemma 6. Game 6 is computationally indistinguishable
from Game 7, when PKE is a semantically secure public key
encryption scheme.

Proof. ,e proof method of this lemma is the same as the
proof method of lemma 4, so it is omitted here. □

Lemma 7. Game 7 is computationally indistinguishable
from Game 8.

Proof. We can see that Game 7 and Game 8 differ in the
secret key used in the symmetric encryption scheme. In
Game 7, k1 is used to encrypt m0, while in Game 8, k2 is used
to encrypt m0. We can find that both k1 and k2 are chosen
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randomly from the key space of symmetric encryption
scheme. So Game 7 is computationally indistinguishable
from Game 8. □

Lemma 8. Ae outputs of Game 8 and Game 9 are compu-
tationally indistinguishable when (SE.KeyGen, SE.Enc, SE.Dec)
is a semantically secure symmetric encryption scheme.

Proof. Since the proof method of this lemma is the same as
that of lemma 4, the proof process is omitted here. □

Lemma 9. Ae outputs of Game 9 and Game 10 are
computationally indistinguishable when (PKE.KeyGen,

PKE.Enc, PKE.Dec) is a semantically secure public key en-
cryption scheme.

Proof. Since the proof method of this lemma is the same as
that of lemma 4, the proof process is omitted here. □

Lemma 10. Game 10 and Game 11 are computationally
indistinguishable when NIWI is statistically sound, Com is
perfectly binding, and iO is an indistinguishable obfuscator.

Proof. Since the proof method of this lemma is the same as
that of lemma 5, the proof process is omitted here. □

Lemma 11. Ae outputs of Game 11 and Game 12 are
computationally indistinguishable when (PKE.KeyGen,

PKE.Enc, PKE.Dec) is a semantically secure public key en-
cryption scheme.

Proof.
Since the proof method of this lemma is the same as that of
lemma 4, the proof process is omitted here. □

Lemma 12. Because of witness indistinguishability of
NIWI, Game 12 and Game 13 are computationally
indistinguishable.

Proof. Since the proof method of this lemma is the same as
that of lemma 3, the proof process is omitted here. □

Lemma 13. Game 13 is computationally indistinguishable
from Game 14 when Com is a computationally hiding
commitment scheme.

Proof. Since the proof method of this lemma is the same as
that of lemma 2, the proof process is omitted here. □

6. Conclusion

We firstly design a function encryption scheme using the
key encapsulation mechanism in this paper. ,is mech-
anism combines public key encryption with symmetric
encryption. We encrypt the message using symmetric
encryption, and then we encrypt the key of symmetric
encryption using public key encryption. In the con-
struction of function encryption scheme, we use

noninteractive witness indistinguishable proof, commit-
ment scheme, and indistinguishable obfuscator. Finally,
the indistinguishable security of the designed function
encryption is proven.
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Constrained veri�able random functions (VRFs) were introduced by Fuchsbauer. In a constrained VRF, one can drive a
constrained key skS from the master secret key sk, where S is a subset of the domain. Using the constrained key skS, one can
compute function values at points which are not in the set S. �e security of constrained VRFs requires that the VRFs’ output
should be indistinguishable from a random value in the range. �ey showed how to construct constrained VRFs for the bit-�xing
class and the circuit constrained class based on multilinear maps. �eir construction can only achieve selective security where an
attacker must declare which point he will attack at the beginning of experiment. In this work, we propose a novel construction for
constrained veri�able random function from bilinear maps and prove that it satis�es a new security de�nition which is stronger
than the selective security. We call it semiadaptive security where the attacker is allowed to make the evaluation queries before it
outputs the challenge point. It can immediately get that if a scheme satis�ed semiadaptive security, and it must satisfy
selective security.

1. Introduction

Pseudorandom functions (PRFs) are one of the basic con-
cepts in modern cryptography, which were introduced by
Goldreich et al. [1]. A PRF is an e�ciently computable
function F : K ×X⟶Y. For a randomly chosen key
sk ∈K, a polynomial probabilistic time (PPT) adversary
cannot distinguish the outputs F(sk, x) of the function for
any x ∈ X from a randomly chosen values from Y.

Boneh and Waters [2] put forward the concept of PRFs
and presented a new notion which was called constrained
pseudorandom functions. A constrained PRF is the same as
the standard PRF except that it is associated with a set S ⊂ X.
It contains a master key sk ∈K which can be used to
evaluate all points that belonged to the domainX. Given the
master key sk ∈K and a set S ⊂ X, it can generate a
constrained key skS which can be used to evaluate F(sk, x)
for any x ∉ S. Pseudorandomness requires that given several
constrained keys for sets S1, . . . , Sq1 ⊂ X and several

function values at points x1, . . . , xq2 ∈ X which were chosen
adaptively by the adversary, the adversary cannot distinguish
a function value F(sk, x) from a random value for all
x≠xi, ∀i ∈ 1, . . . , q2{ }, and x ∈ ∩ q1j�1Sj. Constrained PRFs
have been used to optimize the ciphertext length of
broadcast encryption [2] and construct multiparty key ex-
change [3].

Veri�able random functions were introduced by Micali
et al. [4]. A VRF is similar to a pseudorandom function. It
also preserves the pseudorandomness that a PPT adversary
cannot distinguish an evaluated value F(sk, x) from a
random value even if it is given several values at other points.
A VRF has an additional property that the party holding the
secret key is allowed to evaluate F on x ∈ X associated with a
noninteractive proof. With the proof, anyone can verify the
correctness of a given evaluation by the public key. In ad-
dition, the evaluation of F(sk, x) should remain pseudor-
andomness and even an adversary can query values and
proofs at other points. Lastly, the veri�cation should remain
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sound even if the public key was computed maliciously.
VRFs have been used to construct zero knowledge proofs
[5], and electronic payment schemes [6], and so on.

In SCN 2014, Fuchsbauer [7] extended the notion of
VRFs to a new notion, which was called constrained VRFs.
In addition to three polynomial time algorithms:
Setup, Prove, and Verify, they defined another algorithm
Constrain, which was used to drive a constrained key. For
constrained VRFs, it generates a pair key (pk, sk) in the
Setup algorithm. Given a constrained key skS for a set
S ⊂ X, the algorithm Prove computes a value y � F(sk, x)

associated with a prove π which can be used to verify the
correctness of y � F(sk, x) by the public key pk. A con-
strained VRF should satisfy the security notions of prov-
ability, uniqueness, and pseudorandomness. +e
pseudorandomness requires that the evaluation of F(sk, x)

should be indistinguishable from a random value, even if
the adversary is given several constrained keys for subset
S1, . . . , Sq1

⊂ X and several function values associated with
proofs at points x1, . . . , xq2

, where x≠xi, ∀i ∈ [q2], and
x ∈ ∩ q1

j�1Sj.
A possible application of constrained VRFs is micro-

payments [8]. Micropayment schemes emphasized the
ability to make payments of small amounts. In the micro-
payment based on probability, a large number of users and
merchants jointly select a user to pay the cheque. It can
realize the micropayment of a large number of users to be
converted into amacropayment of a certain user with a small
probability. In this scheme, how do we decide which cheque
C should be payable in fair way? Using the VRFs, merchant
M publishes pkM for VRF with range Y ∈ [0, 1]. Cheque C
is payable if F(skM, C)< s, where s is a known selection rate.
However, it has a drawback which needs a public key in-
frastructure (PKI) for merchants’ keys pkM. By the con-
strained VRFs, every merchant uses the same key sk.
Merchant M gets constrained key skM for set (idM, C),
where idM is the identity of merchant M. Cheque C is
payable if F(skM, idM‖C)< s. Anybody can check the result
by the same public key pk. +erefore, it does not need the
PKI for merchants.

Fuchsbauer [7] gave two constructions from the mul-
tilinear maps based on constrained PRFs proposed by Boneh
andWaters [2]. +e first one is bit-fixing VRFs, in which the
constrained keys can be derived for any set Sυ ⊂ 0, 1{ }n,
where Sυ is described by a vector υ ∈ 0, 1,⊥{ } as the set of all
strings such that it matches υ at all coordinates that are not
⊥. +e second one is circuit constrained VRFs, in which the
constrained keys can be derived for any set that is decidable
by a polynomial size circuit.

However, Fuchsbauer’s constructions [7] can only
achieve selective security—a weaker notion where the ad-
versary must commit to a challenge point x∗ at the be-
ginning of the experiment. By the technology of complexity
leveraging, any selective security can be converted into
adaptive security where the adversary can make its challenge
query at any point.+e reduction simply guesses beforehand
which challenge value the adversary will query. +erefore, it
leads to a security loss that is exponential in the input length.
In this work, we attempt to ask an ambitious question: is it

possible to construct a constrained VRF which satisfies a
more stronger security compared with the selective security?

In this work, we propose a novel construction based on
the bilinear maps. Inspired by the constrained PRFs of
Hohenberber et al. [9], we construct a VRF with constrained
keys for any sets of polynomial size and define a new security
named semiadaptive security. It allows the adversary to
query the evaluation oracle before it outputs a challenge
point, while the public key is returned to the adversary
associated with the challenge evaluation. +is definition is
stronger than the selective security, which can be verified
easily.

Our scheme is derived from the constructions of con-
strained PRFs given by Hohenberger et al. [9]. It is defined
over a bilinear group, which contains three groups
G1, G2, andGT with composite order N � pq, equipped with
bilinear maps e : G1 × G2⟶ GT. +e constrained VRFs
map an input from 0, 1{ }ℓ(λ) to an element of GT. +e secret
key is a tuple sk � (v, wc, (d1,0, d1,1), . . . , (dn,0, dn,1), h),
where v ∈ G1, w ∈ G2, c⟵Z2

N, di,0, di,1􏽮 􏽯
n

i�1⟵Z2
N, h : 0,{

1}ℓ(λ)⟶ 0, 1{ }n(λ) is an admissible hash function. VRFs are
defined as

F(sk, x) ≔ e v􏽑
n

i�1di,h(x)i , w
c

􏼒 􏼓, (1)

associated with a proof

P(sk, x) ≔ v􏽑
n

i�1di,h(x)i , (2)

where h(x)i is the i′th bit of h(x).
In order to verify the correctness of evaluation, we define

a public key as pk � (w, wc, iO(C)), where iO(C) is an
obfuscation of a circuit which takes a point x as input and
outputs an element D(x) ≔ e(v􏽑

n
i�1di,h(x)i , w) from GT. +e

verifier only needs to check e(P(sk, x), w) � D(x) and
e(P(sk, x), wc) � F(sk, x). +e constrained key is an ob-
fuscation of a circuit that has the secret key sk and the
constrained set S hardwired in it. On input a value x ∉ S, it
outputs (F(sk, x), P(sk, x)). While this solution would work
only if the obfuscator achieves a black box obfuscation
definition [10], there is no reason to believe that an in-
distinguishability obfuscator would necessarily hide the
secret key sk.

We solve this problem by a new technique which was
introduced by Hohenberger [9]. We divide the domain into
two disjoint sets by the admissible hash function: com-
putable set and challenge set. +e proportion of computable
set in the domain is about 1 − 1/Q(λ), and the proportion of
challenge set in the domain is about 1/Q(λ), where Q(λ) is
the number of queries made by the adversary. In the
evaluation queries before the adversary outputs the chal-
lenge point, we use the secret key sk to answer the evaluation
query x and abort the experiment if x belonged to the
challenge set. After the adversary outputs a challenge point
x∗, we use a freshly chosen secret key sk′ to answer the
evaluation queries. Via a hybrid argument, we reduce weak
Bilinear Diffie–Hellman Inversion (BDHI) assumption to
the pseudorandomness of constrained VRFs.
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1.1. RelatedWorks. Lysyanskaya [11] gave a construction of
VRFs in bilinear groups, but the size of proofs and keys is
linear in input size, which may be undesirable in resource
constrained user. Dodis and Yampolskiy [12] gave a simple
and efficient construction of VRFs based on bilinear map-
ping.+eir VRFs’ proofs and keys have constant size, but it is
only suitable for small input spaces. Hohenberger and
Waters [13] presented the first VRFs for exponentially large
input spaces under a noninteractive assumption. Abdalla
et al. [14] showed a relation between VRFs and identity-
based key encapsulation mechanisms and proposed a new
VRF-suitable identity-based key encapsulation mechanism
from the decisional ℓ− weak Bilinear Diffie–Hellman In-
version assumption.

Fuchsbauer et al. [15] studied the adaptive security of the
GGM construction for constrained PRFs and gave a new
reduction that only loses a quasipolynomial factor qO(log λ),
where q is the number of adversary’s queries. Hofheinz et al.
[16] gave a new constrained PRF construction for circuit that
has polynomial reduction to indistinguishability obfuscation
in the random oracle model.

Kiayias et al. [17] introduced a novel cryptographic
primitive called delegatable pseudorandom function, which
enables a proxy to evaluate a pseudorandom function on a
strict subset of its domain using a trapdoor derived from the
delegatable PRF’s secret key. Boyle et al. [18] introduced
functional PRFs which can be seen as constrained PRFs. In
functional PRFs, in addition to a master secret key, there are
other secret keys for a function f, which allows one to
evaluate the pseudorandom function on any y for which
there exists an x such that f(x) � y. Chandran et al. [19]
showed constructions of selectively secure constrained VRFs
for the class of all polynomial-sized circuits.

Notations. In what follows, we will denote with λ ∈ N a
security parameter. We say negl(λ) is negligible if
|negl(λ)|< 1/poly(λ) holds for all polynomials poly(λ) and
all sufficiently large λ. Denote PPT as probabilistic poly-
nomial time. Denote [n] as the set 1, . . . , n{ }.

2. Preliminaries

We first give a definition of admissible hash functions which
is introduced by Boneh and Boyen [20].

Definition 1 (see [20]). Let ℓ, n, and θ be efficiently com-
putable univariate polynomials. An efficiently computable
function h : 0, 1{ }ℓ(λ)⟶ 0, 1{ }n(λ) and an efficient ran-
domized algorithm AdmSample are θ− admissible if for any
u ∈ 0, 1,⊥{ }n(λ), define Hu : 0, 1{ }ℓ(λ)⟶ 0, 1{ } as follows:
Hu(x) � 0 if for all 1≤ j≤ n(λ) and h(x)j ≠ uj, else
Hu(x) � 1. For any efficiently computable polynomial Q(λ),
∀x1, . . . , xQ(λ), z ∈ 0, 1{ }ℓ(λ), where z≠xi, ∀i ∈ [Q(λ)], we
have that

Pr ∀i≤Q(λ), Hu xi( 􏼁 � 1∧Hu(z) � 0􏼂 􏼃≥ 1/θ(Q(λ)), (3)

where the probability is taken only over u⟵
AdmSample(1λ, Q(λ)).

Next, we present the formal definition of in-
distinguishability obfuscation following the syntax of Garg
et al. [21].

Definition 2 (indistinguishability obfuscation (iO)). A uniform
PPTmachine iO is called an indistinguishability obfuscator
for a circuit class Cλ􏼈 􏼉 if the following holds:

(i) Correctness: for all security parameters λ ∈ N, for all
C ∈ Cλ, and for all inputs x, we have

Pr C′(x) � C(x) : C′⟵ iO(λ, C)􏼂 􏼃 � 1. (4)

(ii) Indistinguishability: for any (not necessarily uni-
form) PPT distinguisher Samp,D, there exists
a negligible function negl such that the following
holds: if Pr[∀x, C0(x) � C1(x); (C0, C1, σ)⟵
Samp(1λ)]> 1 − negl(λ), then

Pr D σ, iO λ, C0( 􏼁( 􏼁 � 1 : C0, C1, σ( 􏼁⟵ Samp 1λ􏼐 􏼑􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

− Pr D σ, iO λ, C1( 􏼁( 􏼁 � 1 : C0, C1, σ( 􏼁⟵ Samp 1λ􏼐 􏼑􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

≤ negl(λ).

(5)

2.1. Assumptions. Let G be a PPT group algorithm that
takes a security parameter 1λ as input and outputs as tuple
(N, Gp, Gq, G1, G2, GT, e), in which p and q are independent
uniform random λ− bit primes. G1, G2, and GT are groups of
order N � pq, e : G1 × G2⟶ GT is a bilinear map, and Gp

and Gq are the subgroups of G1 with the order p and q,
respectively.

+e subgroup decision assumption [22] in the bilinear
group is said that the uniform distribution on G1 is com-
putationally indistinguishable from the uniform distribution
on a subgroup of Gp or Gq.

Assumption 1 (subgroup hiding for composite order bilinear
groups). Let (N, Gp, Gq, G1, G2, GT, e)⟵G(1λ) and b⟵
0, 1{ }. Let T⟵G1 if b � 0, else T⟵Gp. +e advantage of
algorithm A in solving the subgroup decision problem is
defined as

AdvSGHA � Pr b⟵A N, Gp, Gq, G1, G2, GT, e, T􏼐 􏼑􏽨 􏽩 − 1/2
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌.

(6)

We say that the subgroup decision problem is hard if for
all PPT A, AdvSGHA is negligible in λ.

Assumption 2 (weak Bilinear Diffie–Hellman Inversion). Let
(N, Gp, Gq, G1, G2, GT, e)⟵ G(1λ), g1⟵ G1, a⟵ Z∗N,
and g2⟵G2, c⟵Z∗N. Let D � (N, Gp, Gq, G1, G2, GT, e,

g1, ga
1 , . . . , gan− 1

1 , g2, g
c
2). Let T � e(gan

1 , g
c
2) if b � 0, else
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T⟵GT. +e advantage of algorithm A in solving the
problem is defined as

AdvBDHI
A � |Pr[b⟵A(D, T)] − 1/2|. (7)

We say that the weak bilinear Diffie–Hellman inversion
problem is hard if for all PPT A, AdvBDHI

A is negligible in λ.
Chase et al. [22] showed that many q− type assumptions

can be implied by subgroup hiding in bilinear groups of
composite order.

3. Definition

We recall the definition of constrained VRFs which was
given by Fuchsbauer [7].

Let F : K × X⟶Y be an efficiently computable
function, where K is the key space, X is the input domain,
and Y is the range. F is said to be constrained VRFs with
regard to a set S ⊂ X if there exists a constrained key space
K′, a proof space P, and four algorithms(Setup,

Constrain,Prove, andVerify) :

(i) Setup(1λ)⟶ (pk, sk) : it is a PPT algorithm that
takes the security parameter λ as input and outputs a
pair of keys (pk, sk), a description of the key space
K, and a constrained key space K′

(ii) Constrain(sk, S)⟶ skS: this algorithm takes the
secret key sk and a set S ⊂ X as input and outputs a
constrained key skS ∈K′

(iii) Prove(skS, x)⟶ (y, π) or (⊥,⊥) : this algorithm
takes the constrained key skS and a value x as input
and outputs a pair (y, π) ∈Y × P of a function
value and a proof if x ∉ S, else outputs (⊥,⊥)

(iv) Verify(pk, x, y, π)⟶ 0, 1{ } : this algorithm takes
the public key pk, an input x, a function value y, and
a proof π as input and outputs a value in 0, 1{ },
where “1” indicates that y � F(sk, x)

3.1. Provability. For all λ ∈ N, (pk, sk)⟵ Setup(1λ),
S ⊂ X, skS⟵Constrain(sk, S), x ∈ X, and (y, π)⟵
Prove(skS, x), it holds that

(i) If x ∉ S, then y � F(sk, x) and Verify(pk, x,

y, π) � 1
(ii) If x ∈ S, then (y, π) � (⊥,⊥)

3.2. Uniqueness. For all λ ∈ N, (pk, sk)⟵ Setup(1λ), x ∈
X, y0, y1 ∈Y, and π0, π1 ∈ P, one of the following con-
ditions holds:

(i) y0 � y1,
(ii) Verify(pk, x, y0, π0) � 1, or
(iii) Verify(pk, x, y1, π1) � 1,

which implies that for every x there is only one value y such
that F(sk, x) � y.

3.3. Pseudorandomness. We consider the following experi-
ment ExpVRFA (1λ, b) for λ ∈ N :

(i) +e challenger first chooses b⟵ 0, 1{ } and then
generates (pk, sk) by running the algorithm
Setup(1λ) and returns pk to the adversary A

(ii) +e challenger initializes two sets V and E and sets
V ≔ [, E ≔ [, where V will contain the points that
the adversaryA cannot evaluate and E contains the
points at which the adversary queries the evaluation
oracle

(iii) +e adversary A is given the following oracle:

(1) Constrain: on input a set S ⊂ X, if V∩ S≠[,
return skS⟵Constrain(sk, S) and set V ≔
V∩ S; else return ⊥

(2) Evaluation: given x ∈ X, return (F(sk, x)

andP(sk, x)) and set E ≔ E∪ x{ }

(3) Challenge: on input x∗ ∈ X, if x∗ ∈ E or x∗ ∉ V,
then it returns ⊥. Else, it returns F(sk, x∗) if
b � 0, or it returns a random value from Y if
b � 1

(iv) A outputs a bit b′; if b � b′, the experiment outputs 1

A constrained VRF is pseudorandomness if for all PPT
adversary A, it holds that

Pr ExpVRFA 1λ, b􏼐 􏼑 � 1􏽨 􏽩 − 1/2
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤negl(λ). (8)

3.4. Semiadaptive Security. We give a weak definition for
pseudorandomness which is called semiadaptive security. It
allows the adversary to query the evaluation before it outputs
a challenge point, while the public key is returned to the
adversary after the adversary commits a challenge point. In
the selective security, the adversary must commit a challenge
input at the beginning of the experiment. +erefore, we can
find that if a scheme satisfies the semiadaptive security, it
must satisfy selective security. Conversely, it may be not true.

3.5. Puncturable Verifiable Random Functions. Puncturable
VRFs are a special class of constrained VRFs, in which the
constrained set contains only one value, i.e., S � x∗{ }. +e
properties of provability, uniqueness, and pseudorandom-
ness are similar to the constrained VRFs. To avoid repetition,
we omit the formal definitions.

4. Construction

In this section, we give our construction for puncturable
VRFs. A puncturable VRF F : K × X⟶Y consists of
four algorithms (Setup, Puncture,Prove, andVerify). +e
input domain isX⟵ 0, 1{ }ℓ, where ℓ � ℓ(λ). +e key space
K and range space Y are defined as a part of the setup
algorithm.

(i) Setup(1λ)⟶ (pk, sk) : On input the security
parameter 1λ, run (N, Gp, Gq, G1, G2, GT, e)⟵
G(1λ) such that e : G1 × G2⟶ GT and Gp andGq
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are subgroups of G1. Let n, θ be polynomials such
that there exists a θ− admissible hash function
h : 0, 1{ }ℓ(λ)⟶ 0, 1{ }n(λ).
+e key space is K � G1 × G2 × ZN × (Z2

N)n, the
range isY � GT, and the proof space isP � G1.+e
setup algorithm chooses v ∈ G1, w ∈ G2, c ∈ ZN,
and (d1,0, d1,1), . . . , (dn,0, dn,1) ∈ Z2

N uniformly at
random and sets sk � (v, wc, (d1,0, d1,1), . . . ,

(dn,0, dn,1)). +e public key contains an obfuscation
of a circuit C1, where C1 is described in Figure 1.
Note that C1 has v, w, (d1,0, d1,1), . . . , (dn,0, dn,1), h

hardwired in it. Set pk � (w, wc, iO(C1)), whereC1
is padded to be of appropriate size. +e puncturable
VRF F is defined as follows. Let h(x) � b1, . . . , bn,

where bi ∈ 0, 1{ }. +en,

F(sk, x) � e v
􏽑

n

j�1dj,bj , w
c

􏼒 􏼓, P(sk, x) � v
􏽑

n

j�1dj,bj . (9)

(ii) Puncture(sk, x′)⟶ skx′ : +is algorithm com-
putes an obfuscation of a circuitC2 which is defined
in Figure 2. Note that C2 has the secret key sk and
the puncturable value x′ hardwired in it. Set
skx′ ⟵ iO(C2) where C2 is padded to be of ap-
propriate size.

(iii) Prove(skx′ , x)⟶ (y, π) or (⊥,⊥) : +e punctured
key skx′ is a program that takes an ℓ− bit input x.We
define

Prove skx′ , x( 􏼁 � skx′(x). (10)

(iv) Verify(pk, x, y, π)⟶ 0, 1{ } : To verify (x, y, π) ∈
0, 1{ }ℓ(λ) × GT × G1 with regard to pk � (w, wc, iO

(C1)), compute D(x) ≔ C1(x) � e(v
􏽑

n
j�1dj,bj , w)

and output 1 if the following equations are satisfied:

e(π, w) � D(x), e π, w
c

( 􏼁 � y. (11)

4.1. Properties

4.1.1. Provability. From the definition of F and P, we observe
that for (pk, sk)⟵ Setup(1λ), x ∈ X, skx′ ⟵Puncture
(sk, x′), (y, π) � Prove(skx′ , x), if x≠ x′ :

e(π, w) � e v
􏽑

n

j�1dj,bj , w􏼒 􏼓 � D(x),

e π, w
c

( 􏼁 � e v
􏽑

n

j�1dj,bj , w
c

􏼒 􏼓 � y � F(sk, x).

(12)

+erefore, we have Verify(pk, x, y, π) � 1. When x � x′,
we can get that Prove(skx′ , x′) � (⊥,⊥). +is completes the
proof of provability.

4.1.2. Uniqueness. Consider a public key pk � (w, wc,

iO(C1)), where w ∈ G2, c ∈ ZN, and C1 is described
in Figure 1. Given a value x ∈ 0, 1{ }ℓ(λ) and two pair
values (y0, π0) and (y1, π1) ∈ GT × G1 that satisfy

Verify(pk, x, yb, πb) � 1 for b ∈ 0, 1{ }. We show that
y0 � y1.

From the verification equations, we observe that
e(πb, w) � D(x) and e(πb, wc) � yb. Because D(x) �

e(v
􏽑

n
j�1dj,bj , w), then π0 � π1. +erefore, we can get that

y0 � e(π0, wc) � e(π1, wc) � y1.

4.2. Proof of Pseudorandomness. In this section, we prove
that our construction is secure puncturable VRFs as defined
in Section 3.

Theorem 1. Assuming iO is a secure indistinguishability
obfuscator and the subgroup hiding assumption for com-
posite order bilinear groups holds, then our construction
described as above satisfies the semiadaptive security as
defined in Section 3.

Proof. To prove the above theorem, we first define a se-
quence of games where the first one is the original pseu-
dorandomness security game and show that each adjacent
games is computationally indistinguishable for any PPT
adversary A. Without loss of generality, we assume that the
adversary A makes Q � Q(λ) evaluation queries before
outputting the challenge point, where Q(λ) is a polynomial.
We present a full description of each game and underline the
changes from the present one to the previous one. Each such
game is completely characterized by its key generation al-
gorithm and its challenge answer. +e differences between
these games are summarized in Table 1. □

4.2.1. Game 1. +e first game is the original security for our
construction. Here, the challenger first chooses a punctur-
able VRF key. +en,A makes evaluation queries and finally
outputs a challenge point. +e challenger responds with
either a PRF evaluation or a random value.

(1) +e challenger runs (N, Gp, Gq, G1, G2, GT, e)⟵
G(1λ), chooses v ∈ G1, w ∈ G2, c ∈ ZN, (d1,0, d1,1),

. . . , (dn,0, dn,1) ∈ Z2
N, and sets sk � (v, w, c, (d1,0,

d1,1), . . . , (dn,0, dn,1)) and pk � (w, wc, iO(C1)).

+en, the challenger flips a coin α⟵ 0, 1{ }.

Input: a value x
Constants: v,w, (d1,0, d1,1), ... , (dn,0, dn,1), h

(1) compute h(x) = b1, ... , bn ;
(2) output D(x) = e(vпn

j=1
 
dj,bj , w).

Figure 1: Circuit C1.

Input: a value x
Constants: the secret key sk, the puncturable tvalue x′ ∈ {0, 1}ℓ(λ)

(1) compute h(x) = b1, ... , bn;
(2) if x = x′, output (⟂, ⟂);
(3) else,output y = e (vпn

j=1
 
dj,bj , wγ), π = vпn

j=1
 
dj,bj.

Figure 2: Circuit C2.
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(2) +e adversary A makes a evaluation query xi ∈
0, 1{ }ℓ(λ). +en, the challenger computes h(xi) �

bi
1, . . . , bi

n and outputs (F(sk, xi), P(sk, xi)) �

(e(v
􏽑

n
j�1d

j,bi
j , wc), v

􏽑
n
j�1d

j,bi
j ).

(3) +e adversaryA sends a challenge point x∗ such that
x∗ ≠xi for all i ∈ [Q(λ)].

(4) +e challenger computes skx∗⟵ iO(C2) and

h(x∗) � b∗1 , . . . , b∗n , sets y0 � e(v
􏽑

n
j�1dj,b∗

j , wc) and
y1⟵GT, and returns (pk, skx∗ , yα) to the adver-
sary A.

(5) +e adversary A outputs a bit α′ and wins if α′ � α.

4.2.2. Game 2. +is game is the same as the Game 1 except
that a partitioning game is simulated. If the undesirable
partition is queried, we abort the game.+e partition game is
defined as follows: the challenger samples a string u ∈ 0,{

1,⊥}n by the algorithm AdmSample of admissible hash
function and aborts if either there exists a evaluation query x
such that Hu(x) � 0 or the challenge query x∗ such that
Hu(x∗) � 1.

(1) +e challenger runs (N, Gp, Gq, G1, G2, GT, e)⟵
G(1λ), chooses v ∈ G1, w ∈ G2, c ∈ ZN, (d1,0, d1,1),

. . . , (dn,0, dn,1) ∈ Z2
N, and sets sk � (v, w, c, (d1,0,

d1,1), . . . , (dn,0, dn,1)) and pk � (w, wc, iO(C1)).

+en, the challenger flips a coin α⟵ 0, 1{ } and runs
u⟵AdmSample(1λ, Q).

(2) +e adversary A makes a evaluation query
xi ∈ 0, 1{ }ℓ(λ). +e challenger checks if Hu(xi) � 1
(recall that Hu(x) � 0 if h(x)j ≠ uj for all j ∈ [n]). If
not, the game aborts. Else, the challenger computes
h(xi) � bi

1, . . . , bi
n and outputs (F(sk, xi), P(sk,

xi)) � (e(v
􏽑

n
j�1d

j,bi
j , wc), v

􏽑
n
j�1d

j,bi
j ).

(3) +e adversaryA sends a challenge point x∗ such that
x∗ ≠xi for all i ∈ [Q(λ)].

(4) +e challenger checks if Hu(x∗) � 0. If not, the game
aborts. Else, the challenger computes skx∗⟵ iO

(C2) and h(x∗) � b∗1 , . . . , b∗n , sets y0 � e(v
􏽑

n
j�1dj,b∗

j ,

wc) and y1⟵GT, and returns (pk, skx∗ , yα) to the
adversary A.

(5) +e adversary A outputs a bit α′ and wins if α′ � α.

Lemma 1. For any PPT adversary A, if A wins with ad-
vantage ϵ in Game 1, then it wins with advantage ϵ/θ(Q(λ))

in Game 2.

Proof. +edifference between Game 1 and Game 2 is that we
add an abort condition in Game 2. From the θ− admissible of
hash function h, we can get that for all x1, . . . , xQ, x∗,
Pru⟵AdmSample(1λ ,Q(λ))[∀i, Hu (xi) � 1∧Hu(x∗) � 0]≥ 1/θ
(Q(λ)). +e two experiments are equal if Game 2 does not
abort. +erefore, ifA wins with advantage ϵ in Game 1, then
it wins with advantage at least ϵ/θ(Q(λ)) in Game 2. □

4.2.3. Game 3. +is game is the same as the previous one
except that the public key and the punctured key are ob-
fuscation of two other circuits defined in Figures 3 and 4,
respectively. On inputs x such that Hu(x) � 1, the public key
and the punctured key use the same secret key sk as before.
However, if Hu(x) � 0, the public key and the punctured
key use a different secret key sk′ which is randomly chosen
from the key space. +e detailed description is given as
follows:

(1) +e challenger runs (N, Gp, Gq, G1, G2, GT, e)⟵
G(1λ), chooses v ∈ G1, w ∈ G2, c ∈ ZN, and (d1,0,

d1,1), . . . , (dn,0, dn,1) ∈ Z2
N, and sets sk � (v, w,

c, ( d1,0, d1,1), . . . , (dn,0, dn,1)) and pk � (w, wc, iO

(C1)). +en, the challenger flips a coin α⟵ 0, 1{ }

and runs u⟵AdmSample(1λ, Q).
(2) +e adversary A makes a evaluation query

xi ∈ 0, 1{ }ℓ(λ). +e challenger checks if Hu(xi) � 1
(recall that Hu(x) � 0 if h(x)j ≠ uj for all j ∈ [n]). If
not, the game aborts. Else, the challenger computes

Table 1: +e differences between each adjacent games.

Game Key generation Challenge answer

Game 1 sk � (v, w, c, (di,0, di,1)􏽮 􏽯
n

i�1) y0 � e(v
􏽑

n
j�1dj,b∗

j , wc)

Game 2 sk � (v, w, c, (di,0, di,1)􏽮 􏽯
n

i�1) If Hu(x∗) � 1, abort, else y0 � e(v
􏽑

n
j�1dj,b∗

j , wc)

Game 3
If Hu(x) � 1, sk � (v, w, c, (di,0, di,1)􏽮 􏽯

n

i�1). Else,
sk′ � (v1, w, c, (ei,0, ei,1)􏽮 􏽯

n

i�1)
If Hu(x∗) � 1, abort, else y0 � e(v

􏽑
n
j�1ej,b∗

j

1 , wc)

Game 4 If Hu(x) � 1, sk � (v, w, c, (di,0, di,1)􏽮 􏽯
n

i�1). Else,
sk′ � (v1, w, c, (ei,0, ei,1)􏽮 􏽯

n

i�1) where ei,b � ei,0′ · a, if Hu(x∗)i � b
If Hu(x∗) � 1, abort, else y0 � e(v

􏽑
n
j�1ej,b∗

j

1 , wc)

Game 5 If Hu(x) � 1, sk � (v, w, c, (di,0, di,1)􏽮 􏽯
n

i�1). Else,
sk′ � (V, w, c, (ei,0′ , ei,1′ )􏽮 􏽯

n

i�1) where V � (v1, va
1 , . . . , van− 1

1 )
If Hu(x∗) � 1, abort, else y0 � e(v

an
􏽑

n
j�1ej,b∗

j

′

1 , wc)

Game 6 If Hu(x) � 1, sk � (v, w, c, (di,0, di,1)􏽮 􏽯
n

i�1). Else,
sk′ � (V, w, c, (ei,0′ , ei,1′ )􏽮 􏽯

n

i�1) where V � (v1, va
1 , . . . , van− 1

1 )
If Hu(x∗) � 1, abort, else y0 � T

􏽑
n
j�1ej,b∗

j

′
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h(xi) � bi
1, . . . , bi

n and outputs (F(sk, xi), P(sk,

xi)) � (e(v
􏽑

n
j�1d

j,bi
j , wc), v

􏽑
n
j�1d

j,bi
j ).

(3) +e adversaryA sends a challenge point x∗ such that
x∗ ≠xi for all i ∈ [Q(λ)].

(4) +e challenger checks if Hu(x∗) � 0. If not, the game
aborts. Else, the challenger chooses v1 ∈ G1, (e1,0,

e1,1), . . . , (en,0, en,1) ∈ Z2
N, sets sk′ � (v1, w, c, (e1,0,

e1,1), . . . , (en,0, en,1)), computes pk′ � (w, wc, iO

(C3)), skx∗⟵ iO(C4) and h(x∗) � b∗1 , . . . , b∗n , and

sets y0 � e(v
􏽑

n
j�1ej,b∗

j

1 , wc) and y1⟵GT. +en, it
returns (pk′, skx∗ , yα) to the adversary A.

(5) +e adversary A outputs a bit α′ and wins if α′ � α.

Lemma 2. Assuming iO is a secure indistinguishability
obfuscator and the assumption 1 holds, Game 2 and Game 3
are computationally indistinguishable.

<is proof is given in Section 4.3.

4.2.4. Game 4. +is game is the same as the previous one
except that the generation way of secret key sk′ is different.
We make some elements of secret key sk′ to contain a factor
a, for use on inputs x where Hu(x) � 0. +e detailed de-
scription is given as follows:

(1) +e challenger runs (N, Gp, Gq, G1, G2, GT, e)⟵
G(1λ), chooses v ∈ G1, w ∈ G2, c ∈ ZN, (d1,0, d1,1),

. . . , (dn,0, dn,1) ∈ Z2
N, and sets sk � (v, w, c, (d1,0,

d1,1), . . . , (dn,0, dn,1)) and pk � (w, wc, iO(C1)).

+en, the challenger flips a coin α⟵ 0, 1{ } and runs
u⟵AdmSample(1λ, Q).

(2) +e adversary A makes a evaluation query
xi ∈ 0, 1{ }ℓ(λ). +e challenger checks if Hu(xi) � 1
(recall that Hu(x) � 0 if h(x)j ≠ uj for all j ∈ [n]). If

not, the game aborts. Else, the challenger computes
h(xi) � bi

1, . . . , bi
n and outputs (F(sk, xi), P(sk,

xi)) � (e(v
􏽑

n
j�1d

j,bi
j , wc), v

􏽑
n
j�1d

j,bi
j ).

(3) +e adversaryA sends a challenge point x∗ such that
x∗ ≠ xi for all i ∈ [Q(λ)].

(4) +e challenger checks if Hu(x∗) � 0. If not, the game
aborts. Else, the challenger chooses v1 ∈ G1, a ∈
ZN, (e1,0′ , e1,1′ ), . . . , (en,0′ , en,1′ ) ∈ Z2

N. Set ei,b � ei,b
′ · a,

if h(x∗)i � b, else ei,b � ei,b
′ . Let sk′ � (v1, w, c, (e1,0,

e1,1), . . . , (en,0, en,1)), compute pk′ � (w, wc, iO

(C3)), skx∗⟵ iO(C4), and h(x∗) � b∗1 , . . . , b∗n and

set y0 � e(v
􏽑

n
j�1ej,b∗

j

1 , wc) and y1⟵GT. +en, it
returns (pk′, skx∗ , yα) to the adversary A.

(5) +e adversary A outputs a bit α′ and wins if α′ � α.

Lemma 3. <e outputs of Game 3 and Game 4 are statis-
tically indistinguishable.

Proof. Recall that the difference between Game 3 and Game
4 is the manner in which ei,b􏽮 􏽯

i∈[n],b∈ 0,1{ }
are chosen. In Game

3, ei,b􏽮 􏽯
i∈[n],b∈ 0,1{ }

are chosen randomly from ZN, while in
Game 4, the challenger first chooses ei,b

′ ⟵ZN and
a⟵ZN and sets ei,b � ei,b

′ · a, if h(x∗)i � b, else ei,b � ei,b
′ .

Since a ∈ ZN which is invertible with overwhelming
probability, ei,b � ei,b

′ · a is a uniform element in ZN. Hence,
the two experiments are statistically indistinguishable. □

4.2.5. Game 5. +is game is the same as the previous one
except that the hardwire of circuits C3 and C4 is changed.
+e two circuits contain some constants vai

1􏽮 􏽯
n− 1
i�1 . When

Hu(x) � 0, the related function values are computed using

Input: a value x
Constants: v, wγ, (d1,0, d1,1), ... ,(dn,0 , dn,1), h, the secret key sk′ = (v1, w, γ, (e1,0, e1,1), ... ,(en,0, en,1)), and the
random string u ∈ {0, 1, ⟂}n

(a) compute h(x) = b1, ... , bn;
(b) if Hu(x) = 0, then output D(x) = e(v1

пn
j=1

 
dj,bj , w);

(c) else, output D(x) = e(vпn
j=1

 
dj,bj , w)

Figure 3: Circuit C3.

Input: a value x
Constants: the secret key sk, the puncturable value x∗ ∈ {0, 1}ℓ(λ), the secret key
sk′ = (v1, w, γ, (e1,0, e1,1), ... ,(en,0, en,1)), and the random string u ∈ {0, 1, ⟂}n

(a) compute h(x) = b1, ... ,bn;
(b) if x = x∗, output (⟂, ⟂);
(c) else if Hu(x) = 0, output y = e(vпn

j=1
 
ej,bj , wγ), π = v1

пn
j=1

 
ej,bj ;

(d) if Hu(x) = 1, output y = e(vпn
j=1

 
dj,bj , wγ), π = vпn

j=1
 
dj,bj .

Figure 4: Circuit C4.
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the constants vai

1􏽮 􏽯
n

i�1. +e detailed description is given as
follows:

(1) +e challenger runs (N, Gp, Gq, G1, G2, GT, e)⟵
G(1λ), chooses v ∈ G1, w ∈ G2, c ∈ ZN, and (d1,0,

d1,1), . . . , (dn,0, dn,1) ∈ Z2
N, and sets sk � (v, w, c,

(d1,0, d1,1), . . . , (dn,0, dn,1)) and pk � (w, wc, iO

(C1)). +en, the challenger flips a coin α⟵ 0, 1{ }

and runs u⟵AdmSample(1λ, Q).
(2) +e adversary A makes an evaluation query

xi ∈ 0, 1{ }ℓ(λ). +e challenger checks if Hu(xi) � 1
(recall that Hu(x) � 0 if h(x)j ≠ uj for all j ∈ [n]). If
not, the game aborts. Else, the challenger computes
h(xi) � bi

1, . . . , bi
n and outputs (F(sk, xi), P(sk,

xi)) � (e(v
􏽑

n
j�1d

j,bi
j , wc), v

􏽑
n
j�1d

j,bi
j ).

(3) +e adversaryA sends a challenge point x∗ such that
x∗ ≠xi for all i ∈ [Q(λ)].

(4) +e challenger checks if Hu(x∗) � 0. If not, the game
aborts. Else, the challenger chooses
v1 ∈ G1, a ∈ ZN, (e1,0′ , e1,1′ ), . . . , (e1,0′ , en,1′ ) ∈ Z2

N. Set

V
⟶

� (v1, va
1 , . . . , van− 1

1 ). Let sk′ � ((v1, w, c, (e1,0,

e1,1), . . . , (en,0, en,1)), compute pk′ � (w, wc, iO

(C5)), skx∗⟵ iO(C6), h(x∗) � b∗1 , . . . , b∗n , and

Dx∗ �e(v
an

􏽑
n
j�1ej,b∗

j

′

1 , w). Set y0 � e(v
an

􏽑
n
j�1ej,b∗

j

′

1 ,w) and
y1⟵GT, where the descriptions of C5 and C6 are
given in Figures 5 and 6, respectively.+en, it returns
(pk′, skx∗ , yα) to the adversary A.

(5) +e adversary A outputs a bit α′ and wins if α′ � α.

Lemma 4. Assuming iO is a secure indistinguishability
obfuscator, Game 4 and Game 5 are computationally
indistinguishable.

Proof. We will introduce an intermediate experiment 4A

and prove that Game 4 and 4A are computationally in-
distinguishable and Game 4A and Game 5 are computa-
tionally indistinguishable.

+e experiment 4A is the same as Game 5 except that skx∗

is generated by obfuscating the circuit C4 in Step 4. Assume
that there exists a PPT adversary A that distinguishes the
outputs of Game 4 and Game 4A, we construct a PPT ad-
versary B that breaks the iO security with the same
probability. B runs Step 1 and Step 3 as in experiment 4. If
the experiment does not abort, B chooses values to con-
struct the circuits: v1 ∈ G1, a⟵ZN, (e1,0′ , e1,1′ ), . . . ,

(en,0′ , en,1′ ) ∈ Z2
N. Set ei,b � ei,b

′ · a, if h(x∗)i � b, else ei,b � ei,b
′ .

Let sk′ � (v1, w, c, (e1,0, e1,1), . . . , (en,0, en,1)), V
⟶

� (v1, va
1 ,

. . . , van− 1

1 ), and sk″ � (v1, w, c, (e1,0′ , e1,1′ ), . . . , (en,0′ , en,1′ )). B
constructs circuits C0 � C3 and C1 � C5, where sk′ is
replaced by sk″. +en, he sends C0 andC1 to the iO

challenger and gets pk′ � iO(Cβ). B computes

skx∗ � iO(C4), h(x∗) � b∗1 , . . . , b∗n , y0 � e(v
􏽑

n
j�1ej,b∗

j

1 , wc),

andy1⟵GT and returns (pk′, skx∗ , yα) to the adversary
A. A outputs α′, if α � α′ and B outputs 0, else outputs 1.

+e circuits C0 and C1 have identical functionality. We
observe that for any string x, h(x) � b1, . . . , bn:

(i) For any x ∈ 0, 1{ }ℓ such that Hu(x) � 1, both cir-
cuits output D(x) � e(v

􏽑
n
j�1dj,bj , w)

(ii) For any x ∈ 0, 1{ }ℓ such that Hu(x) � 0, x≠x∗, we

have C0(x) � (v
􏽑

n
j�1ej,bj

1 , w) � ((van(x)

1 )
􏽑

n
j�1ej,bj
′

, w) �

C1(x), where n(x) � | i : bi � b∗i􏼈 􏼉|

(iii) For any x ∈ 0, 1{ }ℓ such that Hu(x) � 0, x � x∗, we

have C0(x) � (v
􏽑

n
j�1ej,bj

1 , w) � Dx∗ � C1(x)

+erefore, if there exists an adversary A that distin-
guishes the outputs of Game 4 and Game 4A with advantage
ϵ, then there exists an adversaryB that breaks the security of
iO with the same advantage.

+e indistinguishability of Game 4A and Game 5 is
similar to the previous one (Game 4 and Game 4A). □

4.2.6. Game 6. +is game is the same as the previous one
except that e(van

1 , wc) is replaced by a random element from
GT. Formally, the challenger chooses a random element

T⟵GT, and uses y0 � T
􏽑

n
j�1ej,b∗

j

′
to replace y0 �

e(v
an

􏽑
n
j�1ej,b∗

j

′

1 , wc).

Lemma 5. If there exists an adversary A that distinguishes
Game 5 and Game 6 with advantage ϵ, then there exists an
adversary B that breaks assumption 2 with advantage ϵ.

Proof. We observe that the difference between Game 5 and
Game 6 is that the element e(van

1 , wc) in Game 5 is replaced
by a random element in Game 6. B receives an instance
(N, Gp, G1, G1, G2, GT, e, g1, ga

1, . . . , gan− 1

1 , g2, g
c
2, T), where

T is either equal to e(gan

1 , g
c
2) or a random element of GT.

+en, B simulates Game 5 except that yα � T
􏽑

n
j�1ej,b∗

j

′
. A

outputs α′,. If α � α′, B outputs 0, which indicates that
T � e(gan

1 , g
c
2); else, B outputs 1, which implies that T is a

random element from GT.
We observe that bothy0 andy1 are chosen randomly from

GT in Game 6. +is completes the proof of +eorem 1. □

4.3. Proof of Lemma 2. +e major difference between Game
2 and Game 3 is the ‘challenge partition’ inputs x where
Hu(x) � 0. +erefore, in order to show that for any PPT
adversary A, the outputs of Game 2 and Game 3 are in-
distinguishable; we give a sequence of subexperiments Game
2A to Game 2F and prove that any PPT attacker’s advantage
in each game must be negligible close to the previous one.
We omit the previous experiment Game 2 and describe the
intermediate experiments. In the first game, we change the
secret key such that the circuit computes the output in a
different manner and the output is the same as in the original
circuit. Next, using the weak bilinear Diffie–Hellman in-
version assumption, we modify the constants hardwired in
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the program such that the output of all challenge partition
inputs is changed. Essentially, a different base for the
challenge partition is used in the two programs, respectively.
Finally, using Subgroup Hiding Assumption and Chinese
Remainder +eorem, we can change the exponents for the
challenge partition and ensure that the original circuit (in
Game 2) and final circuit (in Game 3) use different secret
keys for the challenge partition.

4.3.1. Game 2A. In this game, we modify the secret key di,b

for j ∈ 1, . . . , n{ } and b ∈ 0, 1{ }. It is easy to verify that the
two experiments are statistically indistinguishable. +e de-
tailed description is given as follows:

(1) +e challenger flips a coin α⟵ 0, 1{ } and runs
u⟵AdmSample(1λ, Q). +en, the challenger runs
(N, Gp, Gq, G1, G2, GT, e)⟵G(1λ), chooses v ∈ G1,

w ∈ G2, a, c ∈ ZN, and (d1,0′ , d1,1′ ), . . . , (dn,0′ , dn,1′ ) ∈
Z2

N, sets di,b � di,b
′ if ui � b, else di,b � a · di,b

′ , and
sk � (v, w, c, (d1,0, d1,1), . . . , (dn,0, dn,1)) and pk �

(w, wc, iO(C1)).

(2) +e adversary A makes an evaluation query
xi ∈ 0, 1{ }ℓ(λ). +e challenger checks if Hu(xi) � 1
(recall that Hu(x) � 0, if h(x)j ≠ uj for all j ∈ [n]). If
not, the game aborts. Else, the challenger computes
h(xi) � bi

1, . . . , bi
n and outputs (F(sk, xi), P(sk,

xi)) � (e(v
􏽑

n
j�1d

j,bi
j , wc), v

􏽑
n
j�1d

j,bi
j ).

(3) +e adversaryA sends a challenge point x∗ such that
x∗ ≠xi for all i ∈ [Q(λ)].

(4) +e challenger checks if Hu(x∗) � 0. If not, the game
aborts. Else, the challenger computes skx∗⟵ iO

(C2) and h(x∗) � b∗1 , . . . , b∗n , sets y0 � e(v
􏽑

n
j�1dj,b∗

j ,

wc) and y1⟵GT, and returns (pk, skx∗ , yα) to the
adversary A.

(5) +e adversary A outputs a bit α′ and wins if α′ � α.

Lemma 6. <e outputs of Game 2 and Game 2A are sta-
tistically indistinguishable.

Proof. We observe the difference between Game 2 and
Game 2A is the manner in which di,b are chosen. In Game 2,
di,b are chosen randomly from ZN, while in Game 2A, the
challenger first chooses di,b

′ ⟵ZN and a⟵ZN and sets
di,b � di,b

′ , if ui � b, else di,b � di,b
′ · a. Since a ∈ ZN, which is

invertible with overwhelming probability, di,b � di,b
′ · a is a

uniformly random element in ZN. +erefore, the two ex-
periments are statistically indistinguishable. □

4.3.2. Game 2B. +is game is the same as the previous one
except the hardwire of the circuit is changed. +e domain is
divided into two disjoint sets by the admissible hash
function. When Hu(x) � 0, all elements di,b used to com-
pute function values y contain a factor a. +erefore, the
related function values can be computed by v′ � van . On the
other hand, only some elements di,b used to compute
function values y contain the factor a when Hu(x) � 1.
+erefore, the related function values can only be computed
by (v, va, . . . , van− 1

).

(1) +e challenger flips a coin α⟵ 0, 1{ } and runs
u⟵AdmSample(1λ, Q). Let m(x) � | i : ui ≠ h􏼈

(x)i}|. +en, the challenger runs (N, Gp, Gq, G1,

G2, GT, e)⟵G(1λ), chooses v ∈ G1, w ∈ G2, a,

c ∈ ZN, and (d1,0′ , d1,1′ ), . . . , (dn,0′ , dn,1′ ) ∈ Z2
N, sets

di,b � di,b
′ if ui � b, else di,b � a · di,b

′ , and D � ((d1,0′ ,

d1,1′ ), . . . ,(dn,0′ , dn,1′ )), V
⟶

� (v, va, . . . , van− 1
), v′ � van ,

and pk � (w, wc, iO(C7)), where the description of
C7 is given in Figure 7.

(2) +e adversary A makes an evaluation query
xi ∈ 0, 1{ }ℓ(λ). +e challenger checks if Hu(xi) � 1
(recall that Hu(x) � 0, if h(x)j ≠ uj for all j ∈ [n]). If
not, the game aborts. Else, the challenger computes

Input: a value x
Constants: v,wγ, (d1,0, d1,1), ... ,(dn,0, dn,1), h, the puncturable point x∗ ∈ {0, 1}ℓ(λ), the vector
V = (v1, va

1, ... , v1
an−1), the secret key sk′ = (v1, w, γ, (e′1,0, e′1,1), ... ,(e′n,0, e′n,1)), the random string

u ∈ {0, 1, ⟂}n, and the value Dx∗

(a) compute h(x) = b1, ... , bn, and h(x∗) = b∗
1, ... , b∗

n, let n(x) = |{i :bi = b∗
i }|;

(b) if Hu(x) = 0, x ≠ x∗, then output D(x) = e((v1
an(x)

)пn
j=1

 
ej,bj , w);

(c) if Hu(x) = 0, x = x∗, then output Dx∗;
(d) if Hu(x) = 1, output D(x) = e(vпn

j=1
 
dj,bj , w).

Figure 5: Circuit C5.

Input: a value x
Constants: the secret key sk, the puncturable point x∗ ∈ {0, 1}ℓ(λ), the secret key sk′ =
(v1,w,γ, (e1,0, e1,1), ... ,(en,0, en,1)), the vector V = (v1, va

1, ... ,v1
an−1), and the random string u ∈ {0, 1, ⟂}n

(a) compute h(x) = b1, ... ,bn, and h(x∗) = b∗
1, ... ,b∗

n, let n(x) = |{i :bi = b∗
i }|;

(b) if x = x∗, output(⟂, ⟂);
(c) else if Hu(x) = 0, then output y = e ((v1

an(x))пn
j=1

 
dj,bj , wγ), π = (v1

an(x))пn
j=1

 
dj,bj ;

(d) if Hu(x) = 1,output y = e(vпn
j=1

 
dj,bj , wγ), π = vпn

j=1
 
dj,bj .

Figure 6: Circuit C6.
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h(xi) � bi
1, . . . , bi

n and outputs (F(sk, xi), P(sk,

xi)) � (e(v
􏽑

n
j�1d

j,bi
j , wc), v

􏽑
n
j�1d

j,bi
j ).

(3) +e adversaryA sends a challenge point x∗ such that
x∗ ≠xi for all i ∈ [Q(λ)].

(4) +e challenger checks if Hu(x∗) � 0. If not, the game
aborts. Else, the challenger computes skx∗⟵
iO(C8) and h(x∗) � b∗1 , . . . , b∗n , sets y0 � e

(v
􏽑

n
j�1dj,b∗

j , wc) and y1⟵GT, and returns (pk,

skx∗ , yα) to the adversaryA, where the description of
C8 is given in Figure 8.

(5) +e adversary A outputs a bit α′ and wins if α′ � α.

Lemma 7. Assuming iO is a secure indistinguishability
obfuscator, Game 2A and Game 2B are computationally
indistinguishable.

Proof. +e proof method is similar to Lemma 4. □

4.3.3. Game 2C. +is game is the same as the previous one
except that v′ is chosen randomly from G1 in Step 1, and

y0 � e((v′)
􏽑

n
j�1dj,b∗

j

′
, wc) in Step 4.

Lemma 8. If there exists an adversary A that distinguishes
the Game 2B and Game 2C with advantage ϵ, then there exists
an adversary B that breaks assumption 2 with advantage ϵ.

Proof. We observe that the difference between Game 2B and
Game 2C is that the term van is replaced by a random element
of G1. +is proof is similar to the proof of Lemma 5. □

4.3.4. Game 2D. +is game is the same as the previous one
except that v is chosen randomly from the subgroup Gp, and
v′ is chosen randomly from the subgroup Gq in Step 1.

Lemma 9. Assuming assumption 1 holds, Game 2C and
Game 2D are computationally indistinguishable.

Proof. We introduce an intermediate experiment 2C1
and

show that Game 2C1
and 2C are computationally in-

distinguishable. Similarly, Game 2C1
and Game 2D are

computationally indistinguishable.
Game 2C1

is the same as Game 2C except that v is chosen
from Gp. Suppose that there exists an adversaryAwhich can
distinguish Game 2C1

and 2C, we construct an adversary B

that breaks assumption 1. B receives (N, Gp, Gq, G1, G2,

GT, e, T), where T⟵G1 or T⟵Gp. B sets v � T,
chooses v′⟵G1, w⟵G2, a, c ∈ ZN, and (d1,0′ , d1,1′ ), . . . ,

(dn,0′ , dn,1′ ) ∈ Z2
N, and computes V

⟶
, D, andpk as in Game

2C. +en, B runs the rest steps as in Game 2C. At last, A
outputs α′, if α � α′ and B guesses T ∈ G1, else B guesses
T ∈ Gp. Note that B simulates exactly Game 2C when
T ∈ G1, and B simulates exactly Game 2C1

when T ∈ Gp.
+erefore, if there exists an adversary A that distinguishes
the outputs 2C and 2C1

with advantage ϵ, then there exists an
adversary B that breaks the assumption 1. □

4.3.5. Game 2E. +is game is the same as the previous one
except that the secret key is divided into two parts sk and
sk′. If Hu(x) � 0, the related function values are computed
by sk′. Else, the related function values are computed by
sk.

(1) +e challenger flips a coin α⟵ 0, 1{ } and runs
u⟵AdmSample(1λ, Q). Let m(x) � | i : ui ≠ h􏼈

(x)i}|. +en, the challenger runs (N, Gp, Gq, G1, G2,

GT, e)⟵G(1λ), chooses v ∈ Gp, v′ ∈ Gq, w ∈ G2,

a, c ∈ ZN, and (d1,0, d1,1, . . . , (dn,0, dn,1)) ∈ Z2
N, and

sets sk � (v, wc, (d1,0, d1,1), . . . , (dn,0, dn,1)), sk′ �
(v′, wc, (d1,0, d1,1), . . . , (dn,0, dn,1)), and pk � (w, wc,

iO(C3)).

(2) +e adversary A makes an evaluation query
xi ∈ 0, 1{ }ℓ(λ). +e challenger checks if Hu(xi) � 1
(recall that Hu(x) � 0 if h(x)j ≠ uj for all j ∈ [n]). If
not, the game aborts. Else, the challenger computes
h(xi) � bi

1, . . . , bi
n and outputs (F(sk, xi), P(sk,

xi)) � (e(v
􏽑

n
j�1d

j,bi
j , wc), v

􏽑
n
j�1d

j,bi
j ).

(3) +e adversaryA sends a challenge point x∗ such that
x∗ ≠ xi for all i ∈ [Q(λ)].

(4) +e challenger checks if Hu(x∗) � 0. If not, the game
aborts. Else, the challenger computes skx∗⟵ iO

(C4) and h(x∗) � b∗1 , . . . , b∗n , sets y0 � e

((v′)
􏽑

n
j�1dj,b∗

j

′
, wc) and y1⟵GT, and returns (pk,

skx∗ , yα) to the adversary A.
(5) +e adversary A outputs a bit α′ and wins if α′ � α.

Lemma 10. Assuming iO is a secure indistinguishability
obfuscator, Game 2D and Game 2E are computationally
indistinguishable.

Input: a value x
Constants: the element w ∈ G2, v′ ∈ G1, D = ((d′1,0, d′1,1), ... , (d′n,0, d′n,1)), the random string u ∈ {0, 1, ⟂}n, and
V = (v,va, ... ,van−1)
(a) compute h(x) = b1, ... ,bn, and m(x) = |{i :ui ≠ h(x)i}|;
(b) if Hu(x) = 0, output D(x) = e((v′)пn

j=1
 
dj,bj , w);

(c) if Hu(x) = 1, output D(x) = e((vam(x)
)пn

j=1
 
dj,bj , w).

Figure 7: Circuit C7.
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Proof. We introduce two intermediate experiments 2D1
and

2D2
and show that Game 2D and 2D1

are computationally
indistinguishable, Game 2D1

and Game 2D2
are computa-

tionally indistinguishable, and Game 2D2
and Game 2E are

computationally indistinguishable.
First, we define the experiments 2D1

and 2D2
. In ex-

periment 2D1
, the challenger samples v, v′, w, a, c, anddi,b

′ as
in Game 2D, sets di,b � di,b

′ if ui � b, else di,b � a · di,b
′ .+en, it

answers the evaluation queries of A exactly as in Game 2D.
For the challenge queries, it sets v″ � (v′)1/a

n

and computes

y0 � e((v″)
􏽑

n
j�1dj,b∗

j , wc) andy1⟵GT. +e public key pk is
computed by the circuit C3, where sk � (v, wc, (d1,0,

d1,1), . . . , (dn,0, dn,1)) and sk′ � (v″, wc, (d1,0, d1,1), . . . ,

(dn,0, dn,1)). +e constrained key skx∗ is computed as in
Game 2D.

Game 2D2
is the same as the game 2D1

, except that the
constrained key skx∗ is computed by the circuit C4. □

Claim 1. Assuming A is a secure indistinguishability
obfuscator, Game α′ and Game α′ � α are computationally
indistinguishable.

Proof. We construct a PPT adversary iO that uses 2A to
break the security of 2B. 2C runs Step 1 and Step 3 as in Game
v′. On receiving the challenge point G1, y0 � e

((v′)
􏽑

n
j�1dj,b∗

j

′
, wc) sets A and 2B as in 2C and constructs

circuits B and 2B. +en, he sends 2C to the van challenger
and receives G1. 2D computes Gp as in Game v′ and sends Gq

to 2C. 2D returns 2C1
, if 2C1

, 2C outputs 0, else outputs 1.
Next, we only show that the circuit 2C1

and 2D have the
identical functionality. For any 2C1

such that 2C. For any Gp

such that A. +erefore, the two circuits are functionally
equivalent. Hence, if there exists an adversary that can
distinguish the two games, then we can construct an ad-
versary 2C1

that breaks the 2C security. □

Claim 2. Assuming B is a secure indistinguishability
obfuscator, GameB and Game (N, Gp, Gq, G1, G2, GT, e, T)

are computationally indistinguishable.

Proof. +e proof method is similar to the previous one. □

Claim 3. Game T⟵G1 and Game T⟵Gp are statisti-
cally indistinguishable.

Proof. +e difference between Game B and Game v � T is
the chosen way of v′⟵G1, w⟵G2, a, c ∈ ZN. In

addition, (d1,0′ , d1,
′ ), . . . , (dn,0′ , dn,

′ ) ∈ Z2
N is replaced by the

value V
⟶

, D, andpk in Game 2C. Since B, a is invertible
with overwhelming probability. +erefore, 2C is a uniform
element from A and α′ is also a uniformly random element
from α � α′ in GameB. It follows that the two experiments
are statistically indistinguishable. □

4.3.6. Game 2F. +is game is the same as the previous one
except that the generation way of secret key sk′ is different to
the one of sk.

(1) +e challenger flips a coin α⟵ 0, 1{ } and runs
u⟵AdmSample(1λ, Q). Let m(x) � | i : ui ≠􏼈

h(x)i}|. +en, the challenger runs (N, Gp, Gq, G1, G2,

GT, e)⟵G(1λ), chooses v ∈ Gp, v′ ∈ Gq, w ∈ G2,

a, c ∈ ZN, (d1,0, d1,1), . . . , (dn,0, dn,1) ∈ Z2
N, and

(e1,0, e1,1), . . . , (en,0, en,1) ∈ Z2
N, and sets sk � (v, wc,

(d1,0, d1,1), . . . , (dn,0, dn,1)), sk′ � (v′, wc, (e1,0, e1,1),

. . . , (en,0, en,1)), and pk � (w, wc, iO(C3)).

(2) +e adversary A makes an evaluation query
xi ∈ 0, 1{ }ℓ(λ). +e challenger checks if Hu(xi) � 1
(recall that Hu(x) � 0 if h(x)j ≠ uj for all j ∈ [n]). If
not, the game aborts. Else, the challenger computes
h(xi) � bi

1, . . . , bi
n and outputs (F(sk, xi), P(sk,

xi)) � (e(v
􏽑

n
j�1d

j,bi
j , wc), v

􏽑
n
j�1d

j,bi
j ).

(3) +e adversaryA sends a challenge point x∗ such that
x∗ ≠ xi for all i ∈ [Q(λ)].

(4) +e challenger checks if Hu(x∗) � 0. If not, the game
aborts. Else, the challenger computes skx∗⟵ iO

(C4) and h(x∗) � b∗1 , . . . , b∗n , sets y0 � e

((v′)
􏽑

n
j�1dj,b∗

j

′
, wc) and y1⟵GT, and returns (pk,

skx∗ , yα) to the adversary A.
(5) +e adversary A outputs a bit α′ and wins if α′ � α.

Lemma 11. Game 2E and Game 2F are statistically
indistinguishable.

Proof. +e only difference between Game 2E and Game 2F is
the chosen way of the secret key sk and sk′. In Game 2E, the
challenger chooses v ∈ Gp, v′ ∈ Gq, w ∈ G2, c, di,b ∈ ZN and
sets sk � (v, wc, (d1,0, d1,1)), . . . , (dn,0, dn,1)) and sk′ � (v′,
wc, (d1,0, d1,1), . . . , (dn,0, dn,1)). While the challenger choo-
ses di,b, ei,b ∈ ZN and sets sk � (v, wc, (d1,0, d1,1),

. . . , (dn,0, dn,1)) and sk′ � (v′, wc, (e1,0, e1,1), . . . , (en,0, en,1))

in Game 2F. Using Chinese remainder theorem, the

Input: a value x
Constants: the puncturable value x∗, the element wγ ∈ G2,v′Gt, D = ((d′1,0, d′1,1),···,(d′n,0, d′n,1)), the random
string u ∈ {0, 1, ⟂}n, and V = (v,va, ... ,van−1)
(a) compute h(x) = b1, ... ,bn, and m(x) = |{i :ui ≠ h(x)i}|;
(b) if x = x∗, output (⟂, ⟂);
(c) else if Hu(x) = 0, output y = e((v′)пn

j=1
 
d′j,bj , wγ), π = (v′)пn

j=1
 
d′j,bj ;

(d) if Hu(x) = 1, output D(x) = e((vam(x))пn
j=1

 
d′j,bj , wγ), π = (vam(x))пn

j=1
 
d′j,bj , wγ

Figure 8: Circuit C8.
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distributions xmodp, xmodq : x⟵ZN􏼈 􏼉 and xmodp,􏼈

ymodq : x, y⟵ZN} are statistically indistinguishable.
+erefore, Game 2E and Game 2F are statistically
indistinguishable. □

Lemma 12. Assuming assumption 1 holds, Game 2F and
Game 3 are computationally indistinguishable.

Proof. +e proof method is similar to Lemma 9. □

5. Constrained Verifiable Random Function

In this section, we give our construction of constrained
verifiable random function with polynomial size of the
constrained set. We embed the puncturable VRFs in the
constrained VRFs. Informally, our algorithm works as fol-
lows: +e setup algorithm is the same as the puncturable
VRFs. +e constrained key skS for the subset S is a circuit
which has the secret key sk hardwired in it. On input a value
x, the circuit computes the function value and proof by the
puncturable VRFs if x ∉ S. +e verifiable algorithm is the
same as the puncturable VRFs. When proving the pseu-
dorandomness, we translate puncturable VRFs into con-
strained VRFs with polynomial size of the constrained set by
means of hybrid argument. Once the adversary queries the
constrained key for the polynomial set S1, the challenger can
guess the challenge point x∗ with a probability of 1/|S1|.
Subsequently, the secret key sk can be replaced by a con-
strained key skx∗ of puncturable VRFs. Via a hybrid argu-
ment, we reduce pseudorandomness of puncturable VRFs to
the pseudorandomness of constrained VRFs.

Let F : K × X⟶Y be a puncturable VRF
(Setup, Puncture,Prove, andVerify), and P : K × X⟶
G1 be a function of generation proof. We construct con-
strained VRFs (F.Setup, F.Constrain, F.Prove, andF.

Verify) by invoking the puncturable VRFs:

(i) F.Setup(1λ)⟶ (pk, sk) : Run the algorithm (pk1,

sk1)⟵ Setup(1λ). Set pk � pk1 and sk � sk1.
(ii) F.Constrain(sk, S)⟶ skS : +is algorithm takes

the secret key sk and the constrained set S as inputs,
where |S| � poly and computes an obfuscation of a
circuit Csk,S defined as in Figure 9. Csk,S has the
secret key, the function descriptions F and P, and
the constrained set S hardwired in it. Sets
skS⟵ iO(Csk, S) where Csk,S is padded to be of
appropriate size.

(iii) F.Prove(skS, x)⟶ (y, π) or (⊥,⊥) : +e con-
strained key skS is a program that takes x as the
input. Define F.Prove(skS, x) � skS(x).

(iv) F.Verify(pk, x, y, π)⟶ 0, 1{ } : +is algorithm is
the same as Verify.

+e provability and uniqueness follow from the punc-
turable VRFs. We omit the detailed description. Next, we
show that this construction satisfies the pseudorandomness
defined in Section 3.

Theorem 2. Assuming iO is a secure indistinguishability
obfuscator and (Setup, Puncture,Prove, and Verify) is a se-
cure puncturable VRF. <en, the construction defined above
satisfies the pseudorandomness.

Proof. Without loss of generality, we assume the adversary
makes q1 evaluation queries and q2 constrained queries. We
present a full description of each game and underline the
changes from the presented one to the previous one. □

5.1. Game 1. +e first game is the original security game for
our construction. Here, the challenger first chooses a pair
constrained VRF key (pk, sk). +en, A makes evaluation
queries and constrained key queries and outputs a challenge
point. +e challenger responds with either a VRF evaluation
or a random element.

(i) +e challenger chooses b⟵ 0, 1{ } and then gen-
erates (pk, sk) by running the algorithm F.Setup
(1λ)

(ii) +e adversary makes evaluation queries or con-
strained queries:

(1) If A sends an evaluation query xi, then output
(F(sk, xi), P(sk, xi))

(2) IfA sends a constrained key query for Sj, output
the constrained key skSj

⟵ iO(Csk,Sj
)

(iii) A sends a challenge query x∗ such that x∗ ≠xi for
all i≤ q1 and x∗ ∈ Sj for all j≤ q2. +en, the chal-
lenger sets y0 � F(sk, x∗) andy1⟵Y and out-
puts (yb, pk)

(iv) A outputs b′ and wins if b � b′

5.2. Game 2. +is game is the same as the previous one
except that we introduce an abort condition. When the
adversary A makes the first constrained query S1, the
challenger guesses a challenge query x′ ∈ S1. If the last q2 − 1
queries Sj does not contain x′, the experiment aborts. In
addition, the experiment aborts if x′ ≠ x∗, where x∗ is the
challenge query.

(i) +e challenger chooses b⟵ 0, 1{ } and then gen-
erates (pk, sk) by running the algorithm F.Setup
(1λ).

(ii) +e adversary makes evaluation queries or con-
strained queries: For the first constrained query S1,
the challenger chooses x′⟵ S1 and output
skS1
⟵ iO(Csk,S1

). For all evaluation queries xi

before the first constrained query, the challenger
outputs (F(sk, xi), P(sk, xi)). For all queries after
the first constrained query, the challenger does as
follows:

(1) If A sends an evaluation query xi such that
xi � x′, the experiment aborts. Else, if xi ≠x′,
output (F(sk, xi), P(sk, xi))
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(2) If A sends a constrained key query for Sj such
that xi ∉ Sj, the experiment aborts. Else, output
skSj
⟵ iO(Csk,Sj

).

(iii) A sends a challenge query x∗ such that x∗ ≠xi for
all i≤ q1, and x∗ ∈ Sj for all j≤ q2. If x∗ ≠ x′, the
experiment aborts. Else, the challenger sets y0 �

F(sk, x∗) andy1⟵Y and outputs (yb, pk).
(iv) A outputs b′ and wins if b � b′.

Lemma 13. For any PPT adversary A, if A wins with ad-
vantage ϵ in Game 1, then it wins with advantage ε/|S1| in
Game 2.

Proof. According the pseudorandomness defined in Section
3, the challenge point belongs to the constrained set.+e two
experiments are equal if Game 2 does not abort. Since the
challenger guesses correctly with probability 1/|S1|, ifAwins
with advantage ϵ in Game 1, then it wins with advantage
ε/|S1| in Game 2. □

5.3.Game2i. For 0≤ i≤ q2, the experiment is the same as the
previous one except that the constrained queries use skx′
instead of sk in the first i experiment. We observe that the
Game 20 is equal to the Game 2.

(i) +e challenger chooses b⟵ 0, 1{ } and then gen-
erates (pk, sk) by running the algorithm F.Setup
(1λ).

(ii) +e adversary makes evaluation queries or con-
strained queries: For the first constrained query S1.
+e challenger chooses x′⟵ S1, computes
skx′ ⟵ iO(Csk

x′ ,S1
) and π′ � Puncture(sk, x′), and

outputs skS1
⟵ iO(Csk

x′ ,S1
), where the description

of the circuit Csk
x′ ,S1

is given in Figure 10. For all
evaluation queries xi before the first constrained
query, the challenger outputs (F(sk, xi), P(sk, xi)).
For all queries after the first constrained query, the
challenger does as follows:

(1) If A sends an evaluation query xi such that
xi � x′, the experiment aborts. Else, if xi ≠ x′,
output (F(sk, xi), P(sk, xi)) � Prove(skx′ , xi)

(2) If A sends a constrained key query for Sj such
that xi ∉ Sj, the experiment aborts. Else, if j≤ i

output skSj
⟵ iO(Csk

x′ ,Sj
), else output skSj

⟵
iO(Csk,Sj

), where the description of the circuit
Csk

x′ ,Sj
is given in Figure 10.

(iii) A sends a challenge query x∗ such that x∗ ≠xi for
all i≤ q1 and x∗ ∈ Sj for all j≤ q2. If x∗ ≠x′, the

experiment aborts. Else, the challenger sets
y0 � F(sk, x∗) andy1⟵Y, computes, and out-
puts (yb, pk).

(iv) A outputs b′ and wins if b � b′.

Lemma 14. Assuming iO is a secure indistinguishability
obfuscator, Game 2i− 1 and 2i are computationally
indistinguishable.

Proof. We observe that the difference between Game 2i− 1
and 2i respond to the i′th constrained query. In Game 2i− 1,
skSi
⟵ iO(Csk,Si

), while in Game 2i, skSi
⟵ iO(Csk

x′ ,Si
).

In order to prove that the two games are indistinguishable,
we only need to show that the circuit Csk,Si

and Csk
x′ ,Si

are
functionally identical.

(i) If x ∈ Si, both circuits output (⊥,⊥)
(ii) For any input x ∉ Si, Csk,Si

(x) � Prove(sk,

x) � Prove(skx′ ,Si
, x) � Csk

x′ ,Si
(x)

+erefore, by the security of iO, the two experiments are
indistinguishable. □

5.4.Game3. +is game is the same as game 2q2
except that y0

is replaced by a random element from Y.

(i) +e challenger chooses b⟵ 0, 1{ } and then gen-
erates (pk, sk) by running the algorithm
F.Setup(1λ).

(ii) +e adversary makes evaluation queries or con-
strained queries: For the first constrained query S1,
the challenger chooses x′⟵ S1 and output
skS1
⟵ iO(Csk,S1

). For all evaluation queries xi

before the first constrained query, the challenger
outputs (F(sk, xi), P(sk, xi)). For all queries after
the first constrained query, the challenger does as
follows:

(1) If A sends an evaluation query xi such that
xi � x′, the experiment aborts. Else, if xi ≠x′,
output (F(sk, xi), P(sk, xi))

(2) If A sends a constrained key query for Sj such
that xi ∉ Sj, the experiment aborts. Else, output
skSj
⟵ iO(Csk,Sj

)

(iii) A sends a challenge query x∗ such that x∗ ≠xi for
all i≤ q1 and x∗ ∈ Sj for all j≤ q2. If x∗ ≠x′, the
experiment aborts. Else, the challenger sets
y0⟵Y and y1⟵Y and outputs (yb, pk).

(iv) A outputs b′ and wins if b � b′.

Input: a value x ∈ X
Constants: the function description F and P, the secret key sk, the constrained set S ∈ X

1. if S ∈ X, output (⟂, ⟂);
2. else, output y = F(sk, x), π = P(sk, x).

Figure 9: Circuit Csk,S.
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Lemma 15. Assuming the puncturable VRFs are secure,
Game 2q2

and Game 3 are computationally indistinguishable.

Proof. We prove that if there exists an adversary A that
distinguishes the Game 2q2

and Game 3, then there exists
another adversaryB that breaks the security of puncturable
VRFs.

B can simulate perfect experiment for A. For each
evaluation query x before the first constrained key query,B
sends x to the puncturable VRFs′ challenger and returns
(y, π) to A. When A queries the constrained key S1, B
chooses x′ ∈ S1, sends x′ to the challenger, and receives
(skx′ , pk, andy). +en, B uses skx′ to respond the
remaining queries. On receiving the challenge input x∗, B
checks x′ � x∗ and outputs y.B outputs the response ofA.
We observe that if y is chosen randomly, then B simulates
Game 3, else it simulates Game 2q2

. +erefore, Game 2q2
and

Game 3 are computationally indistinguishable.
We observe that both y0 and y1 are chosen randomly

from Y. +erefore, for any PPT adversary A, it has negli-
gible advantage in Game 3. +is completes the proof of
+eorem 2. □

6. Conclusion

In this work, we construct a novel constrained VRF for
polynomial size set and give the proof of security under a
new secure definition which is called semiadaptive security.
Meanwhile, our construction is based on bilinear maps,
which avoid the application of multilinear maps. Although it
does not satisfy full adaptive security, it has solved some
problems compared with selective security, which allows the
adversary to query the evaluation oracle before it outputs the
challenge point. To construct a fully adaptive security
constrained VRFs is our future work.
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Side-channel attacks on cryptographic chips in embedded systems have been attracting considerable interest from the �eld of
information security in recent years. Many research studies have contributed to improve the side-channel attack e�ciency, in
which most of the works assume the noise of the encryption signal has a linear stable Gaussian distribution. However, their
performances of noise reduction were moderate. �us, in this paper, we describe a highly e�ective data-preprocessing
technique for noise reduction based on empirical mode decomposition (EMD) and demonstrate its application for a side-
channel attack. EMD is a time-frequency analysis method for nonlinear unstable signal processing, which requires no prior
knowledge about the cryptographic chip. During the procedure of data preprocessing, the collected traces will be self-
adaptably decomposed into sum of several intrinsic mode functions (IMF) based on their own characteristics. And then,
meaningful IMF will be reorganized to reduce its noise and increase the e�ciency of key recovering through correlation
power analysis attack. �is technique decreases the total number of traces for key recovering by 17.7%, compared to
traditional attack methods, which is veri�ed by attack e�ciency analysis of the SM4 block cipher algorithm on the FPGA
power consumption analysis platform.

1. Introduction

A safe encryption system must be reliably realized for every
section from the initial design to the �nal implementation.
In the last decades of 20th century, cryptologists empha-
sized their research studies on the safety of mathematic
structures and characteristics for encryption algorithms.
However, the safety of implementation was omitted until
Paul Kocher proposed a side-channel attack technique in
1996 [1]. Keys were successfully acquired through mea-
suring the leaked physical information from the encrypted
device or chip while they were running encryption algo-
rithms. Since then, the page for encryption attack and
defense has been turned. Side-channel attack embraced a
rapid development in the past decades; many new tech-
niques have emerged, such as timing attack [1], power

consumption attack [2], electromagnetic attack [3], fault at-
tack [4, 5], template attack [6], combinational attack [7–9],
and machine learning attack [10–14], resulting in signi�cant
safety hazards to encryption system implementations.

Due to limitations of technology, developing new
methods for a side-channel attack has reached the bot-
tleneck. More research studies have turned their focus onto
improving the attack e�ciency. As we know, the amount of
the traces needed for correctly recovering the keys is an
important indicator for attack e�ciency. �e higher the
signal-to-noise ratio (SNR), the less the amount of traces is
needed, leading to higher e�ciency. In detail, not only
higher SNR for a single trace is needed, but also the noise
introduced between the traces, such as alignment, should
also be eliminated. �is work takes the abovementioned
two requirements into consideration and comes up with a
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thorough method for data preprocessing to increase attack
efficiency.

/e remainder of this paper is arranged as follows. In
Section 2, the state of the art for data preprocessing including
raising SNR and alignment is briefly reported. Section 3
describes the preliminaries of power analysis and EMD
algorithm. /e proposed scheme of a highly effective data
preprocessing in a side-channel attack using EMD is illus-
trated in Section 4. /en, the measurement setup and result
of demonstrating experiments are shown in Section 5. At
last, Section 6 concludes the paper.

2. Related Works

Data preprocessing is normally applied to collected traces in
the real side-channel attack scenario by the attacker, to
reduce the noise and increase attack efficiency. /e existence
of noise within the traces is significant, including artificially
introduced noise [15] (e.g., unstable clock, random delay,
and inaccurate triggering) and intrinsic noise of the signal as
two main sources.

In terms of analyzing artificially introduced noise,
Clavier et al. utilized the method of sliding window DPA
[16] to counter the noise problem introduced by random
process interrupts. Charvet and Pelletier implemented
the wavelet transform [17] to improve the attack effi-
ciency by analyzing clock frequency randomization of the
encrypted circuit and resynchronizing the clock. Homma
et al. proposed a high-resolution waveform matching
method using a phase-only correlation (POC) function to
address the displacement problem between waveforms
[18]. And Plos et al. discovered DFA, a powerful, fast, and
time-invariant analysis which even works in harsh en-
vironments with misaligned traces caused by noise and
randomization [19]. While regarding minimizing in-
trinsic noises, van Woudenberg et al. applied the elastic
alignment algorithm onto the encrypted power con-
sumption traces to diminish the effect of intrinsic noise
and improve attack efficiency [20]. And Le et al. gener-
alized all the noises as Gaussian white noises, and by
using the fourth-order cumulant, the noises have been
reduced [21].

Nevertheless, most of the abovementioned data-pre-
processing methods for noise reduction approximately as-
sume the side-channel traces and their noises as linear stable
signals, performing time-frequency analysis with Fourier
transform to decrease noises. Since Fourier transform is a
global transform, sectional time-frequency characteristics
cannot be highlighted, leading to negligence of meaningful
encryption information.

/is work proposed a data-preprocessing method based
on EMD algorithm, separating and reorganizing meaningful
traces at different frequencies in the time domain. It simply
depends on characteristics of the input traces without any
prior knowledge of the encryption devices, which is com-
pletely independent of base function. Experimental results of
the block cipher algorithm (SM4) with FPGA power con-
sumption analysis platform are reported to have higher
efficiency than the traditional attacks without our scheme.

3. Preliminaries

3.1. Power Analysis. Power analysis includes simple power
analysis (SPA), differential power analysis (DPA), and
correlation power analysis (CPA).

Simple power analysis directly measures power con-
sumption of encryption devices or chips while they are
running encryption algorithms and then corresponds the
power consumption data with related execution in-
structions and operands to recover keys with a small
amount or even a single power consumption trace. SPA
requires fewer experimental conditions and has simple
operations; however, the application is limited because it
requests prior knowledge of the target’s algorithm, spe-
cifically, its branches, conditional statements, and se-
quence of execution instructions.

Differential power analysis is a side-channel attack
method, proposed by Paul Kocher et al. in 1999 with the
model based on Hamming weight. /e method is built on
the fact that power consumption for storing “0” is different
from that of “1” in the registers, resulting in leakage of
power consumption information. DPA employs the sta-
tistical difference technique to recover keys, without
having any prior knowledge of the algorithm, at a cost of
collecting and analyzing more power consumption traces.

Correlation power analysis is published by Brier et al.
on CHES conference in 2004 [22]. Its main background
for attack is having sufficient plaintext and able to acquire
corresponding power consumption traces with different
plaintexts. Intermediate state can be calculated by the
known plaintext and assumed encryption key after
exhausting part of the key. According to the Hamming
weight model, the corresponding power consumption is
proportional to the Hamming weight of the intermediate
state. Function (1) is used to calculate the correlation
coefficient of power consumption and its Hamming
weight:

W � aH(W) + b, (1)

where a is the fixed scalar parameter, H(W) is the Hamming
weight of the intermediate state, b is the noise independent
of the signal, and W is the power consumption of the in-
termediate state. Finally, correct key is obtained as the
correlation coefficient reaches maximum.

3.2. EMD Algorithm. Fourier transform is a signal pro-
cessing method widely used for linear stable signals in the
field of signal analyzing and processing. Overall spec-
trum of the signal can be obtained through Fourier
transform; characteristic spectrum of the target signal is
analyzed to help filter out noises from the overall
spectrum to achieve noise reduction. But, Fourier
transform is not suitable for the side-channel attack
because the physical information generated during the
processing of encryption devices or chips, such as power
consumption and electromagnetic fields are nonlinear
unstable signals, and signal frequencies related to key are
not fixed as well.
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Hereafter, signal processing methods, such as short-time
Fourier transform, bilinear time-frequency distribution, and
wavelet transform, have been raised to describe nonlinear
unstable signals in different aspects, which greatly make up
for the shortcomings of Fourier transform. And yet, these
methods still belong to global analysis; their analysis ca-
pabilities of these methods are directly influenced by the
selection of base functions, specifically, the more compatible
between the signal and the selected base function, the better
analysis result there will be.

While in reality, signal profile varies from one to
another; it is extremely difficult to find one base function
compatible to all the signals. Under the circumstances, in
1998, Huang et al. from NASA put forward an empirical
mode decomposition algorithm [23], a new adaptive time-
frequency signal analysis method, which extracts intrinsic
mode functions from the signal depends on its own
characteristics. /is method can be applied to effectively
analyze nonlinear unstable encryption signals, which is
considered to be a breakthrough in the traditional linear
stable time-frequency signal analysis method, as we
mentioned before.

4. Our Scheme

In this section, detailed description of the proposed
power consumption data-preprocessing method based on
the EMD algorithm is given below, together with the
power consumption analysis of the SM4 block cipher
algorithm, applying chosen plaintext attack introduced in
[24, 25].

4.1. Data Preprocessing Based on EMD. Since EMD algo-
rithm assumes that any signal consisted of several finite
intrinsic mode functions (IMF), the single signal x1(t) of
the first acquired encryption power consumption trace can
be decomposed into intrinsic mode functions by steps (1)
to (5):

(1) Finding out all the maximum points of x1(t) and
obtaining the envelope of them (e+(t)) by fitting
with the cubic spline function. Similarly, search for
all the minimum points of x1(t) and also obtain the
envelope of them (e− (t)) by fitting with the cubic
spline function. m1(t) is the average of two
envelopes:

m1(t) �
e+(t) + e− (t)

2
. (2)

(2) Subtracting m1(t) from x1(t) and removing low
frequency signal, h1

1(t) can be acquired:

h
1
1(t) � x1(t) − m1(t). (3)

(3) In general, h1
1(t) is an unbalanced signal, which does

not satisfy the definition of the intrinsic mode
function. /us, repeat the first two steps for K times,
until hk

1(t) satisfies the definition of the intrinsic

mode function. Component of the first-order in-
trinsic mode function:

c1(t) � imf1(t) � h
k
1(t). (4)

(4) Subtracting c1(t) from x1(t) and removing high-
frequency signal, r1(t) can be acquired:

r1(t) � x1(t) − c1(t). (5)

(5) Repeat the similar steps of achieving c1(t) from h1
1(t)

to calculate the component of the second-order
intrinsic mode function c2(t) from r1(t). /ese
processes are continued Until two conditions fol-
lowed: firstly, component of the nth order intrinsic
mode function cn(t) or its residue rn(t) is less than
the predefined value; secondly, the residue rn(t) is a
monotonic function or a constant. x1(t) will be
decomposed by EMD into

x1(t) � 􏽘
n

i�1
ci(t) + rn(t), (6)

where c1(t), c2(t), . . . , cn(t) are components of the
1st to nth order intrinsic mode functions, respectively.
Workflow of finding IMF is shown in Algorithm 1.

Moreover, to perform noise reduction on x1(t), re-
construct components of the 1st to nth order intrinsic
mode functions depending on their correlations with the
encryption device. /ose ones having higher correlations
are selected to generate the new trace x1(t)′:

x1(t)′ � 􏽘
i�select

ci(t) + rn(t), (7)

in which select is the set of components having high cor-
relation with the encryption device and x1(t)′ is the first
power consumption trace preprocessed by the EMD
algorithm.

Finally, iterate the steps from (1) to (6) for all the col-
lected power consumption traces to have x1(t)′, x2(t)′, . . . ,

xm(t)′.

4.2.CorrelationPowerAnalysis in theChosenPlaintextAttack.
SM4 block cipher algorithm is one of the standard com-
mercial encryption algorithm designed independently in
China. Selected as an analysis object, SM4 algorithm is
analyzed in this section with correlation power analysis in
the chosen plaintext attack, combining the proposed EMD
data-preprocessing method.

Structure diagram of the SM4 algorithm is illustrated in
Figure 1. Linear transformation L spreads round key into
multiple digits of round output, connecting round input and
key with every bit of round output, which makes the output
become intermediate data of the attack.

However, during power consumption analysis attack, all
the 32 bits of round output will be used as intermediate data,
leading to a [0, 232 − 1] round key search domain. /e
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minimum number of power consumption traces needed to
be collected and processed is 232, which makes the idea of
using round output as attack intermediate data and per-
forming power consumption analysis attack impractical,
considering the attack complexity and data processing
difficulty. Consequently, the chosen plaintext attack method
introduced in [24, 25] is employed in this work for power
consumption analysis on SM4 encryption key. /e analysis
procedures are demonstrated as follows.

First of all, (X0, X1, X2, X3) � (00000000h, 00000000h,

00000000h, XX000000h) is the particularly chosen plaintext,
in which X represents variable data. Performing encryption
operation and collecting power consumption signal data, the
intermediate calculation expression is

X4 � F X0, X1, X2, X3, rk0( 􏼁 � T XX000000h⊕ rk0( 􏼁.

(8)

In function (8), since T transformation is the series of τ
transformation and L transformation, τ transformation
needs to calculated beforehand, which is depicted in

B0 � τ A0( 􏼁 � τ XX000000h⊕ rk0( 􏼁 � τ a0,0
���� a0,1

���� a0,2
���� a0,3􏼐 􏼑

� b0,0, b0,1, b0,2, b0,3􏼐 􏼑,

(9)

b0,1, b0,2, and b0,3 are fixed constants, but b0,0 is a variable.
/en, calculate L transformation, which is demonstrated in
Figure 2 with X representing variable data and other
characters standing for fixed data.

In Figure 3,

c0,0 � b0,0 ⊕ b0,0≪ 2􏼐 􏼑⊕ b0,1≫ 6􏼐 􏼑⊕ b0,1≪ 2􏼐 􏼑⊕ b0,2≫ 6􏼐 􏼑

⊕ b0,2≪ 2􏼐 􏼑⊕ b0,3≫ 6􏼐 􏼑⊕ b0,3,

(10)

Input: x1(t)

Output: 􏽐
n
i�1ci(t) and rn(t)

(1) find all the maximal value of x1(t)

(2) e+(t)⟵ Spline [vmax 1, vmax 2, . . . , vmaxp]

(3) find all the minimal value of x1(t)

(4) e− (t)⟵ Spline [vmin 1, vmin 2, . . . , vminp]

(5) m1(t) � (e+(t) + e− (t))/2
(6) h1

1(t) � x1(t) − m1(t)

(7) c1(t) � imf1(t) � hk
1(t)

(8) r1(t) � x1(t) − c1(t)

(9) repeat 8 Compute IMF from imf2(t) to imfn(t) [c2(t), c3(t), . . . , cn(t)]

(10) then x1(t) � 􏽐
n
i�1ci(t) + rn(t)

(11) return 􏽐
n
i�1ci(t) and rn(t)

ALGORITHM 1: Workflow of finding IMF.
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Figure 1: Structure diagram of the SM4 algorithm.

4 Security and Communication Networks



in which (b0,1≫ 6)⊕ (b0,1≪ 2)⊕ (b0,2≫ 6)⊕ (b0,2≪ 2)⊕
(b0,3≫ 6)⊕ b0,3 are fixed values and marked as Mask0,0;
similarly, Mask0,i stands for the fixed value operation result
of c0,i in L transformation. c0,i can be written as b0,0 ⊕
(b0,0≪ 2)⊕Mask0,0, and the intermediate data calculation
expression of the attack changes into equation (11). During
the attack, higher byte (rk0,0) of round key in the first round
can be acquired with the power consumption model, which
is built based onHamming weight and Hamming distance of
X4,0 and the principle of power consumption analysis attack.

X4,0 � c0,0 � b0,0 ⊕ b0,0≪ 2􏼐 􏼑⊕Mask0,0. (11)

5. Measurement Setup and
Experimental Results

5.1. Measurement Setup. Power analysis system based on
FPGAwas designed and implemented to verify the proposed
EMD data-preprocessing method in our lab. /e overall
architecture mainly includes a PC for analyzing power
consumption data, an oscilloscope, signal acquisition
module, power supply, and other miscellaneous equipment,
such as a serial cable used for interconnection, MMCX
power consumption signal transport cable, electromagnetic
probe, nternet cable, power cable, and so on. Detailed
structure is shown in Figure 3.

/e platform of the power analysis system is organized
by Labview on host PC. Oscilloscope and signal acquisition
module are controlled through internet and serial cables to
collect power consumption traces generated by the en-
cryption chip. /en, the recorded data are transferred back

to host PC and analyzed by the signal processing module
using the side-channel attack method to recover the key. An
overview of all the equipment used and their models are
listed in Table 1.

5.2. Experiments and Results. In this section, we show the
results of the proposed EMD data-preprocessing method
compared with the state-of-the-art attack method as in
[24, 25] through SM4 power consumption attack
experiments.

Firstly, SM4 block cipher encryption algorithm was
implemented in FPGA, obtaining m power consumption
traces with the power consumption analysis method as
explained in Section 4.1. All traces are presented in Figure 4.

In Figure 4, depending on the algorithm design, one
complete encryption is composed of 33 setup rounds (1 data
input round and 32 encryption key generation rounds) and
33 encryption rounds (1 data input round and 32 encryption
iteration rounds). It is obvious that the key generation
domain is from around 1500 to 4800 unit-time-points, while
encryption iteration domain falls at around 5500 to 8800
unit-time-points.

Each power consumption trace undergoes the process of
the proposed EMD data-preprocessing method. One of the
processed trace’s intrinsic mode components are illustrated
in Figure 5.

/ere are 14 power consumption traces in Figure 5,
among which the first trace is the original encrypted single
power consumption trace x(t), traces 2–13 are 1st–12th order
intrinsic mode components [c1(t), c2(t), . . . , c12(t)] of x(t),
respectively, and the last one is the residue r12(t). It can be
concluded that the frequency of the intrinsic mode com-
ponent trace decreases if the order of it increases, which
matches with the theory in Section 4.1. Besides, it is shown in
the figure that, among the traces of the 1st order intrinsic
mode component IMF1, the high-frequency noise discon-
tinuously occurs with time. /us, the encrypted signals are
proven to be nonlinear unstable signals.

Based on experiences, lower order of intrinsic mode
components correspond to high-frequency noises. /us,
after a large amount of simulation verifications, the 1st and
2nd order intrinsic mode components are removed for noise
reduction, and the 3rd to 12th order intrinsic mode com-
ponents are recovered by function (7). Comparison of the
single power consumption trace in the first 5 rounds (1 data
input round and 4 encryption iteration rounds) before and
after EMD decomposition are shown in Figures 6 and 7.

High-frequency noises exist at the peaks of the trace after
each round of encryption (Figure 6); however, after
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Figure 2: Process diagram of L linear transformation for the SM4
algorithm.
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RS232
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EN
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Figure 3: Architecture diagram of the power analysis system.

Table 1: Implementation environment.

Experimental equipment and
instruments Model

PC Lenovo /inkpad X240s
Oscilloscope Tektronix MSO5204B, 2GHz
Power supply DH1719A-3

FPGA ALTERA Cyclone IV
EP4CE115F2317N
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Figure 5: Intrinsic mode components of one power consumption trace processed with the EMD data-preprocessing method.
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removing 1st and 2nd order intrinsic mode components with
the EMD process, the high-frequency noises at the peaks of
trace are absent (Figure 7).

Next, higher bytes (rk0,0) of round keys in the first round
of SM4 algorithm are recovered from both with and without
EMD processed power consumption traces using the chosen
plaintext power consumption attack method mentioned in

Section 4.2. Analysis of both efficiencies is explicated in
Figures 8 and 9.

From above, to separate correct key from incorrect
ones, 252 power consumption traces are needed for the
data without EMD data preprocessing, while only 195
power consumption traces are required for the data pre-
processed by the EMD method. /erefore, the proposed
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Figure 6: Single power consumption trace before EMD decomposition.

5600 5700 5800 5900 60005500
Time

–0.2

–0.15

–0.1

–0.05

0

0.05

0.1

0.15

V
ol

ta
ge

Figure 7: Single power consumption trace after EMD decomposition.
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EMD data-preprocessing method increases the analysis
efficiency, reducing the required power consumption traces
by 22.6%.

Applying the abovementioned method to recover all
bytes of keys for the first four rounds are recovered as
rk0,rk1, rk2, and rk3; the required amount of power con-
sumption traces is all listed in Table 2. For the power
consumption analysis of the data without EMD data pre-
processing, in total, 3,654 traces are needed to recover round
keys of the first four rounds (i.e., master key). Comparing to
the analysis with proposed EMD data preprocessing, only
3,007 power consumption traces are expected, which have
reduced the amount by 17.7%, indicating higher efficiency of
the proposed method.

5.3. Comparison. To fully demonstrate the high efficiency of
the proposed data-preprocessing method based on the EMD
algorithm, two traditional solutions of noise reduction fil-
tering have been selected for comparison. Results of the
experiments have been analyzed, and the conclusions are
illustrated below:

5.3.1. Data-Preprocessing Method Based on the FIR Filter.
FIR filter (finite impulse response filter), also known as the
nonrecursive filter, is the most fundamental element of the
digital signal processing system. Not only does it keep

amplitude-frequency characteristics but also has strict linear
phase-frequency characteristics with a finite length of unit
sampling response, which makes it a stable system. In this
section, a FIR filter is designed in Matlab to reduce the high-
frequency noise in the encrypted signals.

5.3.2. Data-Preprocessing Method Based on the Mini-Circuit
Analog Filter. Analog filtering is achieved by running the
signals through filters made of analog circuits before sam-
pling, to improve the signal quality and reduce the workload
and difficulty of data preprocessing. A 50MHz low pass filter
is used in the experiments (BLP-50+, Mini-Circuits,
ISO9001).

Results of the experiments are shown in Table 3.
In Table 3, as for the power consumption analysis with

FIR filter data preprocessing, 3,320 power consumption
traces are needed to recover the round keys of the first four
rounds (i.e., master key), 9.1% less compared to analysis
without the data-preprocessing algorithm. And for the
power consumption analysis with the analog filter, 3,342
power consumption traces are required to perform the same
task, and it is only 8.5% less. However, the proposed EMD
data-preprocessing algorithm uses much less power con-
sumption traces (3,007) than these two methods. /us,
according to the comparison, the EMD data-preprocessing
algorithm is proven to have a much higher efficiency for
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Figure 9: Efficiency of correlation power analysis after the EMD process.

Table 2: Comparison of analysis efficiencies.

rk0 rk1 rk2 rk3 Total

Before data preprocessing 894 911 921 922 3654
After data preprocessing 711 753 745 798 3007

Table 3: Comparison between EMD and other methods of analysis efficiencies.

rk0 rk1 rk2 rk3 Total

Before data preprocessing 894 911 921 922 3654
After FIR filter 798 811 865 846 3320
After analog filter 786 792 871 893 3342
After EMD 711 753 745 798 3007
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power consumption analysis. In addition, both data-pre-
processing methods of the FIR filter andMini-Circuit analog
filter require the clock frequency of the encrypted chip
(50MHz FPGA in this work) in advance to perform the
targeted data preprocessing. However, the proposed method
does not require that; this is why EMD is advantageous over
other techniques.

6. Conclusion

In this paper, we have explored a general technique to reduce
high-frequency noise of power consumption traces pro-
duced from our laboratory platform in CPA attack. /is
technique is a data-preprocessingmethod based on the EMD
algorithm, which is one the most profound time-frequency
analysis method for nonlinear unstable signals. It adaptively
decomposes the collected encryption traces, based on their
own characteristics, into the sum of several intrinsic mode
functions without having any prior knowledge of the en-
cryption chip./en, it reorganizes the trace with meaningful
intrinsic mode components selected by simulation verifi-
cations to reduce signal noises. Proposed technique is
verified by experimentations of the SM4 block cipher al-
gorithm, proving to have a 17.7% reduction on the number
of power consumption traces for recovery of the master key,
compared to the original CPA method.
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