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A novel robotic exoskeleton for fingers rehabilitation is developed, which is driven by linear motors through Bowden cables. For
each finger, in addition to three links acting as phalanxes, two more links acting as knuckles are also implemented. Links are
connected through passive joints, by which translational and rotary movements can be realized simultaneously. Either flexion
or extension motion is accomplished by one cable of adequate stiffness. This exoskeleton possesses good adaptability to finger
length of different subjects and length variations during movement. The exoskeleton’s kinematics model is built by the
statistics method, and piecewise polynomial functions (PPF) are chosen to describe the relationship between motor
displacement and joint variables. Finally, the relationship between motor displacement and the finger’s total bending angle is
obtained, which can be used for rehabilitation trajectory planning. Experimental results show that this exoskeleton achieves
nearly the maximum finger bending angle of a healthy adult person, with the maximum driving force of 68.6N.

1. Introduction

The human hand is one of the most sophisticated human
body parts performing many activities of daily living, so the
life quality of patients suffering impairments in hand function
is badly affected. Due to the huge amount of patients after
stroke or spine injury, the demand for rehabilitation therapy
to regain normal hand strength and capabilities is huge [1, 2].
In past, such a rehabilitation process was executed manu-
ally by physiotherapists. As technology improves, robot-
aided hand rehabilitation or assisting devices have conveyed
a lot of interest and have been proven to be good as or even
better than conventional therapy because of providing high-
intensity and repetitive therapy [3, 4]. With help of robots,
patients could practicemore easily at their ownwill and handle
functional daily living tasks at ease.

Some prototypes or even commercial products have been
developed, which can be categorized into three major types,
that is, based on end-effector, exoskeleton, or just a glove,
respectively. With the former one, it is usually impossible to

control each joint involved in the motion [5], so most current
systems are in the form of exoskeleton. The exoskeleton is
generally a mechanism that can be placed around a part of
the human body to mechanically guide or actuate it without
impeding the joint’s natural motion [5]. Exoskeletons can
be categorized into different types depending on various cri-
teria, comprehensive categorization with respect to exoskele-
ton is provided in [6]. Major criteria include actuator type,
intention sensing method, purpose, and power transmission
methods. According to the actuator type, an exoskeleton
can be driven by electric motors, pneumatic pistons, pneu-
matic air chambers, pneumatic artificial rubber muscles
(PARMs), series elastic actuators (SEA), shape memory alloy
(SMA), and hydraulics for active systems. According to the
power transmission method, structures can be driven directly
by actuators or with the aid of linkage, belt, cable-driven ten-
don, or cable with linkages together [4]. Obviously, there are
much more combinations than the above-listed categories,
for instance, the torque exerted via linkage can be from either
an electric motor or SMA.
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Linkage is the most conventional way consisting an exo-
skeleton [7–10]. The essential weakness is that the structure
is bulky, especially on the dorsal side. To adapt to various
finger sizes, a linkage exoskeleton was developed, whose
mechanism’s active joint axes do not have to coincide with
the finger joint axes of human hands [11], with the cost of
an extreme bulky mechanical structure.

To modulate mechanic length to adapt finger flexion/
extension, a sliding mechanism is adopted. A three-layered

sliding spring mechanism is developed to realize large defor-
mation [5]. For each joint, when the inner spring bends, the
center and outer springs bend and actively and passively slide,
respectively, forming a circular sector. This structure is quite
complicated and the stiffness of springs should be chosen
carefully. Another common way to adapt different lengths
of patients’ fingers is implementing passive prismatic joints
in addition to active rotary joints [2, 12–15]. Such structure
is also helpful to align finger joints and rotary centers.

Figure 1: Mechanical structure of the finger rehabilitation exoskeleton.
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Figure 2: Definition of links and coordinate frames for one finger.
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A slider-crank-like mechanism is proposed to transmit
driving torque onto the metacarpophalangeal (MCP) joint,
while proximal interphalangeal (PIP) and distal interphalan-
geal (DIP) are driven by the Bowden cable. Shell-like struc-
tures are fastened on fingers and palms by Velco straps.
Two passive translational joints are involved to adapt the
finger length of different subjects after manually adjusting
such joints are blocked by the screw [2]. A similar linkage
structure can be also actuated by SMA instead of electric
motors [16].

The principle of remote center of motion (RCM) is
another way to fit the mechanical rotation center to human
joints. This can be realized by multiparallelogram linkages
[17], arc-shaped sliders [18], N-shaped linkages [19], or even
more complicated structures consisting of 2 four-bar link-
ages and 3 five-bar linkages [20]. The common drawback
is still that the mechanical structure is bulky and
complicated.

Cable is an attractive way of mimicking the tendon’s
physiological function, while just unidirectional torque
can be exerted by one cable [21]. To exert bidirectional
torque on one finger, either two independent cables [22]
or a pulley is implemented [23]. To replace the pulley, a

U-shaped tube can also be implemented to guide wires
as tendons for extension and flexion [24], while extension
wires are attached to linear springs to generate extension
force. The Bowden cable–based series elastic actuation
(SEA) is developed allowing bidirectional torque control
[1]. Although low reflected inertia is realized to offer min-
imal resistance to finger motion, the dimension is still big.
Sliding joints are implemented as the interface between
finger phalanx and exoskeleton links, which can be quickly
adjusted, that is, it is still needed adjusting for the individ-
ual subject. An exoskeleton driven by cable can cover more
than 70% of a healthy hand workspace, and it can achieve
forces at the fingertips sufficient for activities of daily liv-
ing [25]. HX-β, an index finger-thumb exoskeleton is
driven by series-elastic actuators via cables, realized
robot-user joint alignment, and flexible actuation for users
of various hand sizes [26]. In a prototype named “RELab
tenoexo,” sleek mechanisms are designed, which can gen-
erate the four most frequently used grasp motions [27].
A SEA-based prototype is developed which incorporates
five passive and two actively actuated joints and provides
active control of MCP and PIP joints. But the structure
is still bulky; therefore, only the part for index finger is
realized [28].

To obtain force feedback in an exoskeleton, whose orig-
inal purpose is for virtual reality, two cables are imple-
mented, one cable for driving and another one for force
feedback [29].

Pneumatic actuators are widespread because of advan-
tages such as high weight–power ratio, compressibility, low
heat generation, and clean energy, while a primary drawback
is that only unidirectional force/torque can be exerted. A
McKibben type pneumatic artificial muscle (PAM) is imple-
mented for actuation [30], to overcome the unidirectional
drawback, it is combined with a constant force spring.
PARMs are also adopted in grip amplified glove, which
achieves power-assist grasping motion [31], but are unhelp-
ful for flexor hypertonia.

Since many patients have flexor hypertonia and finger
extensor weakness, a passive exoskeleton, which can exert
only unidirectional extension torque, is also developed.
Series of elastic cords [32], passive leaf springs, and elastic
tension cords [33] are adopted against excessive involuntary
flexion torques due to impairments. To apply such a device,
offset force should be manually adjusted in advance.

Bio-signals are a way to detect the users’ intentions by
measuring electrical muscle activity in the forearm or motor
functions in the brain. Surface electromyography (SEMG)
can be used as a sensor to control the exoskeleton or observe
and get feedback from the progress of training. SEMG sig-
nals combined with kinematic information from exoskele-
ton’s encoders can be introduced to a torque-controlled
hand exoskeleton [34].

The glove is an intuitive and compact embodiment of
the wearable device. A polymer-based tendon-driven wear-
able robotic hand permits adjustment to different hand sizes
and ventilation [35].

The soft robot is also an attractive way. A prototype
made of molded elastomeric bladders with anisotropic fiber

L
rigid plastic tube

Bowden cable

sleeve

connecting rod

force sensor

motor

L

Figure 3: Mechanical structure to guarantee cable stiffness.
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reinforcement was built, which can produce specific bend-
ing, twisting, and extending trajectories upon fluid pressuri-
zation [36, 37]. It can be quickly custom-designed to fit the
anatomy of individual users, that is, soft actuators were
mechanically programmed to match and support the range
of motion of individual fingers. Given the condition that soft
devices tend to lack well-understood models and traditional
rigid devices are always with excessive stiffness, a hybrid
soft-rigid exoskeleton (HSRexo) is presented, adopting the
simplified three-layered sliding spring (sTLSS) mechanism
that combines the intrinsic compliance and comprehensible
kinematics [38].

As a common difficulty is that, without correct align-
ment, the exoskeleton will feel uncomfortable in use, or even
unusable [39], a feasible solution is proposed to automati-
cally align exoskeleton axes to human anatomical axes by
decoupling joint rotations from translations [40].

In most existing exoskeletons, the adaptability to differ-
ent patients’ fingers is deficient. For some devices, the fin-
ger’s total bending angle is still inadequate, besides the
wearing procedure is a burdensome task, which may last
for 30 minutes.

To summarize, there are still several challenges to over-
come, that is, an ideal exoskeleton should be:

Table 1: Geometrical parameters corresponding to the forefinger.

Constant/variable Value/range Unit

d1 Variable [18.5, 24.5] mm

d2 Constant 30 mm

d3 Variable [−4, 0.5] mm

d4 Variable [11.5, 16.0] mm

d5 Constant 20 mm

θ1 Variable [−20, 0] Degree

θ2 Variable [−20, 0] Degree

θ3 Variable [−60, 0] Degree

θ4 Variable [−30, 0] Degree

θ5 Variable [−50, 0] Degree

link No. 0 Bowden cable
link No. 1

link No. 2

link No. 3Y3

Y2
Y1

Y0

X0

X1

θ1

d1

X1

y

u

v

x

X2

X3

tunnel

Figure 5: Definition of some kinematics variables.
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COM1

COM2 Force feedback

Host
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Figure 4: Control system structure.

4 Applied Bionics and Biomechanics



(i) compact in size to minimize the interference
between the thumb and fingers

(ii) easy to wear

(iii) adaptable to different patients’ finger lengths

(iv) adjustable in length during flexion/extension to
minimize the slippage between the finger phalanx
and exoskeleton links

To overcome such drawbacks, a novel exoskeleton is
developed, for which each finger is driven by an individual
linear motor through a Bowden cable. For each finger, two
more links are implemented as knuckles. Links are con-
nected by passive joints; therefore, rotational and transla-
tional movements can be realized simultaneously. For
human knuckles, wrinkles play a vital role to modulate skin
tension during movement. In this exoskeleton, knuckle links
will lead to adaptability to different subject finger lengths
and motion diversity. Compared to the combination of
active rotary joint and passive prismatic joint, the designed
passive joint can realize rotary and translational movements
simultaneously. As a consequence, the mechanical structure
is more compact. For this structure, a finger’s configuration
is described by eight variables. With a cable possessing ade-
quate stiffness, finger flexion/extension is achieved by cable
push/pull action. Since there is only one active input, this
exoskeleton performs as a typical single input–multiple out-
put system. Theoretically, given a determinate motor dis-
placement, there are infinite possible finger configurations.
To build a feasible direct kinematics model for control pur-
poses, the statistic method is implemented. As a conse-
quence, the piecewise polynomial function is adopted to
describe the mapping from motor displacement to those
variables.

The rest of this article is organized as follows. The hard-
ware structure is introduced in the next section, followed by
the kinematics model and parameter estimation process;
afterward, experimental results are provided, and finally,
the conclusion is given.

2. Hardware Structure

Based on an investigation of patients’ demand and feeling,
two issues are recognized as important. First, slippage
between the finger and exoskeleton during movement
should be minimized. Second, the exoskeleton should adopt
different patients’ finger lengths and length variations during
movement. Motivated by those issues, a novel exoskeleton is
designed, which consists of a palm platform and five finger
assemblies. Then, a textile glove will be adhered to the exo-
skeleton’s bottom side by glue. The exoskeleton mechanism
is demonstrated in Figure 1.

2.1. Mechanical Parts. The mechanical structure for one fin-
ger is shown in Figure 2, which is consisted of one fixed link
(no. 0) and five moveable links. Imitating a human being’s
hand, moveable links are categorized as phalanxes (no. 1,
3, 5) and knuckles (no. 2, 4). When the finger is totally
extended, knuckles locate completely inside adjacent pha-
lanxes. On links no. 1 and 3, one and two slots are milled,
respectively. Hinges fixed on adjacent links can move freely
inside those slots, either rotating or translating. Due to such
structure, the exoskeleton can passively adapt to the patient
finger’s geometrical variation, both flexing angle and length.

A path for the Bowden cable is formed by tunnels inside
links no. 0, 2, and 4 (area without section lines in
Figure 2(b)). One end of the cable is connected to a linear
motor (see Figure 3), and another end is fixed inside the fin-
gertip. When the cable is pushed or pulled by the motor, the
finger will be flexed or extended.

To realize both flexion and extension action by one
cable, certain cable stiffness is compulsory. This is ensured
by two aspects: on the one hand, a cable with a diameter of
2.5mm is chosen among cables with different diameters.
More importantly, almost the complete cable is constrained
by surrounding structures: metal sleeve, rigid plastic tube
(see Figure 3), and tunnels mentioned above. The linear
motor’s shaft is connected to a rod, which moves inside a
sleeve. Along the complete cable, the maximum lateral toler-
ance is about 4mm, which takes place inside the tunnel. As a
consequence, adequate stiffness of the cable is achieved to
exert bidirectional torques. A preliminary experiment shows
that given the maximum motor displacement of 80mm, the
maximum displacement error due to cable bending is less
than 2mm.

2.2. Electronic Part. Each finger is driven by an individual
linear motor, whose displacement is directly controlled,
given maximum velocity and acceleration restrictions. Dur-
ing the rehabilitation process, fingers usually move slowly,
and the dynamic characteristics of both finger and mecha-
nism are not considered; in other words, it is adequate to
control the motor in a displacement way, if the motor’s out-
put torque is sufficient.

A dyadic SCN5 series linear motor is adopted, whose
driver communicates with a host computer via RS-485 bus
according to the dyadic Termi-BUS protocol (see Figure 4).
To realize closed-loop control, instructions are sent to motor

marker No. 1

No. 2
No. 3

No. 4

No. 5

Figure 6: A sample image of the robotic exoskeleton with five
markers.
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(a) (b)

(c) (d)

(e) (f)

Figure 7: Images series acquired during the model building process.

Table 2: Some information with respect to volunteers.

Gender Age, years Weight (kg)
Male Female 18–30 31–40 41–50 >50 40–55 56–70 >70

Number 14 10 6 6 6 6 7 12 5

Percentage 5% 58% 42% 25% 25% 25% 25% 29% 50% 21%
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drivers in turn through COM1 port, while the motor posi-
tion and working status are read through COM2 port.

To monitor force through the Bowden cable, a ZNLBM-
VII force sensor (with a resolution of 0.06N in the range of
0–200N) is installed between the motor shaft and the con-
necting rod (see Figure 3). Compared to the solution adopt-
ing another cable for force feedback [22], this method is
more compact and reliable, since force is measured directly
on the drive cable. At the present stage, only motor displace-
ment control is implemented. Cable force will be imple-
mented to realize impedance control in the next step.

3. Kinematics Model

3.1. Definition of Coordinate Frames. Taking the forefinger
as an instance, for each link, a local coordinate frame,
involving x and y axes, is defined (see Figure 2(a)). At initial
configuration, that is, while the finger is totally extended, all
frames’ x and y axes are toward right and up, respectively.
Origins of frames no. 0 and 1 are located at the same posi-
tion, that is, the hinge connecting them. Origins of frames
no. 2, 4, and 5 are located at corresponding proximal hinges.
A little attention should be paid to frame no. 3, because there
is no hinge fixed on link no. 3. The origin locates at the most
proximal position for the distal hinge on link no. 2. Relative
orientation and displacement between adjacent frames can
be described by two quantities θi and di (see Table 1). Angle
θi represents the angle from the axis xi to axis xi−1, counter-
clockwise. di is the displacement of the origin oi+1 along the
axis xi. As instance, θ1 and d1 are depicted in Figure 5. Note,
d2 and d5 are constants, that is, distances between two
hinges on link no. 2 and 4, respectively.

According to the definition of θi and di, the homoge-
neous transformation matrices between consequent link

coordinate frames are given as:

T0
1 =

cos θ1 −sin θ1 0
sin θ1 cos θ1 0
0 0 1

2
664

3
775, ð1Þ

T1
2 =

cos θ2 −sin θ2 d1

sin θ2 cos θ2 0
0 0 1

2
664

3
775, ð2Þ

T2
3 =

cos θ3 −sin θ3 d2 + d3 cos θ3
sin θ3 cos θ3 d3 sin θ3

0 0 1

2
664

3
775, ð3Þ

T3
4 =

cos θ4 −sin θ4 d4

sin θ4 cos θ4 0
0 0 1

2
664

3
775, ð4Þ

T4
5 =

cos θ5 −sin θ5 d5

sin θ5 cos θ5 0
0 0 1

2
664

3
775: ð5Þ

3.2. Direct Kinematics Model. Taking the motor’s displace-
ment as input, as mentioned above, there are eight output
variables, so the finger mechanism acts as a typical single-
input multi-outputs system. Theoretically, there are infinite
solutions, affected by many factors, for example, the patient
finger’s dimension, muscular tension, friction, etc. It is
extremely difficult to find an analytical solution. Preliminary
experiments show that, cooperated with the same subject,
the exoskeleton motion’s repeatability is quite good, which
inspires us implementing statistic characteristics as the
direct kinematics model.

To build the statistic kinematics model, images are
acquisitioned. Given the linear motor’s displacements as
inputs, corresponding image series are taken. Five markers
have been attached to the exoskeleton, which are denoted
by marker no. 1–5 (see Figure 6). Pixel locations correspond-
ing to centers of hinges and markers are read by image edit-
ing software. As mentioned early, d2 is a constant, that is, the
distance between two hinges on link no. 2. Knowing the
ratio between the pixel distance and real length, another
translational displacement can be calculated, for example,
d1 and d4. Again, a little more attention is paid to d3,
because there is no fixing point on link no. 3 corresponding
to the origin of the link coordinate frame no. 3. So, the ori-
gin’s position is determined with help of markers no. 1 and
2, since marker no. 2 is placed at the midpoint of the line
segment connecting marker no. 1 and the origin of frame
no. 3. The marker no. 3 acts as a determinate point in frame
no. 3. Role of the marker no. 5 is similar to marker no. 3.
Displacements d1, d3, and d4 are calculated based on pixel
locations of corresponding hinges.

0 10 20 30 40 50 60 70 80
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Figure 8: Samples and the fitted curve of displacement d1 of
volunteer 1.
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By extracting edges corresponding to the upper boundary
of links no. 0, 1, and 3, angle θ1 and sum θ2 + θ3 can be
obtained. The orientation of frame no. 5 is determined by
markers no. 4 and 5, since there is no straight upper boundary
on link no. 5. The orientation of linear segment connecting
those two markers is calculated based on markers’ pixel loca-
tion, then the sum θ4 + θ5 can be calculated.

Namely, all angular displacements can be directly
extracted. When joints’ angles are small, most parts of links
no. 2 and 4 are obscured by adjacent links, the extraction
precision would be low; therefore, special attention is paid
to angles θ2 and θ4. Given equations (1)–(5), it is easy to
obtain the following transformation matrices by matrices

multiplication as:

T1
3 =

c23 −s23 d1 + d2 cos θ2 + d3c23

s23 c23 d2 sin θ2 + d3s23

0 0 1

2
664

3
775, ð6Þ

T3
5 =

c45 −s45 d4 + d5 cos θ4
s45 c45 d5 sin θ4

0 0 1

2
664

3
775, ð7Þ
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Figure 9: Displacements measured in both forward and backward movements.
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Figure 10: Angular displacements θi measured in both forward and backward movements.
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where c23 and s23 are the abbreviations of terms cos ðθ2 + θ3Þ
and sin ðθ2 + θ3Þ, and other terms possess similar meaning.

Taking matrix T1
3 as an instance, coordinates of a dis-

tinct point in frames no. 3 and 1 are denoted by u, v, x,
and y, respectively (see Figure 5). The relationship between
those quantities can be expressed as:

x

y

" #
= T1

3∙
u

v

" #
: ð8Þ

More explicitly,

x = c23u − s23v + d1 + d2 cos θ2 + d3c23, ð9Þ

y = −s23u + c23v + d2 sin θ2 + d3s23, ð10Þ
where u, v, and d2 are known, variables x, y, d1, and d3 can
be directly read from the image, the sum θ2 + θ3 also can be
extracted with adequate accuracy, then s23 and c23 can be cal-
culated. Finally, θ2 can be obtained as:

θ2 = arctan y + s23u − c23v − d3s23
x − c23u + s23v − d1 − d3c23

� �
: ð11Þ

Due to mechanical constraints, θ2 is valid only in the
fourth quadrant, so there is a distinct solution of the func-
tion arctanðÞ with only one argument.

Similarly, θ4 can be solved as:

θ4 = arctan y + s45u − c45v
x − c45u + s45v − d4

� �
, ð12Þ

where u and v are constants defined in the fifth link coordi-
nate frame, and x and y are expressed in the third link frame.

3.3. Data Fitting Function. Analytical expressions of vari-
ables should be obtained by fitting sample data. Based on
preliminary experiments, piecewise polynomial functions
are chosen. First, switching points are determined intuitively
by observing the data curve, then, in each segment, the
degree and corresponding parameters are obtained by the
nonlinear least square method (LSM) [41]. For the same
data set, a polynomial of degrees from 0 to 3 are imple-
mented as the desired model, then the polynomial with the
minimum squared error is adopted. This will be explained
with examples in the next section.

4. Experimental Results

4.1. Experimental Setup. During the modeling process, the
exoskeleton’s palm is steadily fixed onto a test table, and
the camera is supported by a tripod, so the relative pose
between the camera and the exoskeleton palm is kept invari-
ant. The motor’s step length is 4mm, so there are 20 samples

Table 3: Expression of fitted joint variables.

Forward Backward

d1

18:4     0 < x ≤ 26
0:27x + 11:8 26 < x ≤ 46
24:6    46 < x < 80

8>><
>>:

18:4      0 < x ≤ 8
0:47x + 15    8 < x ≤ 18
24:3      18 < x < 80

8>><
>>:

d3
0:2x − 4:2  0 < x ≤ 24
0:6     24 < x < 80

( −4:1       0 < x ≤ 16
0:16x − 6:5    16 < x ≤ 44
0:5       44 < x < 80

8>><
>>:

d4
0:0091x2 − 0:12x + 11:9 0 < x ≤ 24
15:7         26 < x < 80

( 11:5       0 < x ≤ 26
0:24x + 5:4   26 < x ≤ 42
15:8      42 < x < 80

8>><
>>:

θ1 −0:0019x2 − 0:056x − 0:82
−1:86x + 2:4   0 < x ≤ 6
−9:6      6 < x ≤ 62
−0:446x + 17:8  62 < x < 80

8>><
>>:

θ2 −0:0001x3 + 0:01x2 − 0:47x − 0:4 −0:0001x3 + 0:013x2 − 0:72x − 3:1
θ3 −0:0082x2 − 0:12x − 0:6 −0:0002x3 + 0:02x2 − 1:05x + 4:5

θ4

2:0       0 < x ≤ 40
−0:97x + 42:5   40 < x ≤ 64
−23:8      64 < x < 80

8>><
>>:

−2:3       0 < x ≤ 34
−0:77x + 25:6   34 < x ≤ 62
−23:9      62 < x < 80

8>><
>>:

θ5 0:0044x2 − 0:91x − 0:1 −0:0021x2 − 0:49x + 1:5
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for one-way inside a total motion range of 80mm. Six sam-
ple images are shown in Figure 7.

Twenty-four healthy Asian volunteers are recruited, who
are required to keep the forefinger relaxed to follow exoskel-
eton’s movement. For each volunteer, complete motion
series including forward and backward stages are executed
three times. More information about volunteers is listed in
Table 2.

It is quite easy to wear the glove because of a semiopen
form for the finger part, that is, Velco is implemented to fas-
ten (see Figure 6). For a healthy volunteer, it consumes less
than 1 minute to wear with help of others.

4.2. Original Data and Fitting Functions. The curve of d1 of
volunteer 1 during a forward movement is shown in
Figure 8. The expression is consisted of three parts, with a
form of constant, linear function and constant, respectively.

An interesting phenomenon is observed that for all con-
figuration variables, there are obvious differences between
forward and backward movements, either shift or shape
deformation. To demonstrate this, the original data set
and fitted curves for all eight configuration variables of vol-
unteer 1 are drawn in Figures 9–10. Corresponding expres-
sions are listed in Table 3, where the argument x represents
the motor displacement. It is observed that for translational
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Figure 11: Repeatability with respect to movement of volunteer no. 1.
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displacements d1, d3, and d4, differences are with the form
of relative regular hysteresis. For angular variables, situation
is more complicated. For θ1, shapes corresponding to two
ways are totally different, so do the corresponding expres-
sions. For θ3, expressions even possess different degrees.

Then, the repeatability for an individual volunteer is
verified. As instances, d1 and θ2 of the volunteer 1 are
shown in Figure 11. A similar phenomenon appears for
other variables and volunteers. It can be seen that the
repeatability is quite good, that is, data can be fitted by sim-
ilar expressions.

Difference between volunteers is also analyzed. As an
instance, the standard deviation of d1 and θ5 are shown in
Figure 12. It can be found that the maximum for d1 takes
place in the middle part, which is mainly caused by shift
(see Figure 11(a)). And the standard deviation of θ5
increases with it. A similar phenomenon appears in rest var-
iables. If necessary, the model for different volunteers can be
described by the same type of expressions with different
parameter values.
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Figure 12: Standard deviation of variables d1 and θ5 of all volunteers.
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Figure 13: Finger’s total flexing angle of volunteer 1.
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The relationship between the motor’s displacement and
the total flexing angle of the exoskeleton for volunteer 1 is
shown in Figure 13. It can be observed that the nonlinearity
is obviously weaker than relationships between motor dis-
placement and most intermediate variables, and so does
the difference between forward and backward movements.
By LSM, the relationship can be described by:

θ xð Þ = −0:013x2 − 1:05x − 3:14,  forward
−0:0083x2 − 1:33x − 8:52,  backward

(
, ð13Þ

where the total flexing angle is denoted by θ. Equation (13)
can be employed as a kinematics model for rehabilitation
trajectory generation or control purposes.

The standard deviation of θðxÞ for all volunteers is
shown in Figure 14. Similar to an individual angle, the stan-
dard deviation increased with θðxÞ, and the maximum

reaches about 12 degrees, while the bending angle is nearly
−160 degrees (see Figure 7). The ratio between standard
deviation and the bending angle itself is shown in
Figure 14(b). In the beginning, a big ratio is due to that the
bending angle itself is small; therefore, the influence of noise
is significant. With increasing θðxÞ, this ratio convergence to
low level, that is, about 0.1. This phenomenon demonstrates
that the exoskeleton possesses a good generality to volun-
teers. From a hardware point of view, it adapts to different
finger lengths and length variations during movement. From
a software point of view, it will be easy to “customize” a dis-
tinct finger model by calibration.

5. Conclusion

A robotic exoskeleton for fingers rehabilitation is intro-
duced, which possesses the following characteristics:
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Figure 14: Finger’s total flexing angle of all volunteers.
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(i) two links mimicking knuckles are implemented

(ii) links are connected by passive joints

(iii) bidirectional torque is exerted by one Bowden cable
with help of a sleeve

(iv) the maximum bending angle approaches nearly
−160 degrees

Because of those characteristics, it possesses good adapt-
ability to finger length of different subjects and length varia-
tion during movement while keeping the structure compact.
Piecewise polynomial functions are chosen as the direct
kinematics model. Experimental results show that this robot
possesses adaptability to different subjects and has achieved
nearly the maximum finger bending angle of a healthy adult
person. It will be easy to customize a distinct finger model by
calibration for the individual patient, individual finger, or
during different therapy stages, to satisfy rehabilitation
requirements.
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The purpose of this study was to better apply artificial intelligence algorithm to load forecasting and effectively improve the
forecasting accuracy. Based on the long short-term memory neural networks, a combined model based on whale bionic
optimization is proposed for short-term load forecasting. The whale bionic algorithm is used to solve the problem that the
long short-term memory neural networks are easy to fall into local optimization and improve the accuracy of parameter
optimization. The original signal is decomposed into multiple characteristic components by set empirical mode decomposition.
Each feature component is input into the bionic optimized combination model for prediction. Finally, get the load forecasting
results. Compared with the prediction results of EEMD-ARMA model, RNN model, LSTM model, and WOA-LSTM model,
the combined prediction model optimized by whale bionics has less prediction error and higher prediction accuracy.

1. Introduction

Due to the intelligence and progressiveness of artificial intel-
ligence technology, artificial intelligence technology has been
applied in aerospace, medical and health, power system, and
many other fields. The application of artificial intelligence
technology in power system and power enterprises can opti-
mize the stability and security of power system. Due to the
increasing complexity of power system load, power load
forecasting has become a key technology for the stable oper-
ation of the system. The development of short-term load
forecasting has also changed from basic mathematical
methods to artificial intelligence forecasting. The prediction
accuracy is improved by combining artificial intelligence
algorithm.

There are three kinds of short-term power load forecast-
ing methods: traditional forecasting method, modern fore-
casting method, and combined forecasting model method.
Traditional prediction methods include regression predic-
tion method [1], exponential smoothing method, [2], and
time series method [3]. The prediction accuracy of regres-
sion prediction method is low, but the fitting speed is fast.

It is a basic prediction model. Exponential smoothing
method can get the contribution of all data to the prediction
data through different weights. Exponential smoothing
method has poor ability to judge the turning point of data.
The advantage of time series method is that it can eliminate
random fluctuations. The disadvantage is that the time series
method is greatly affected by the original data, and the fitting
accuracy is poor when the amount of data is large.

Modern prediction methods include grey prediction
method, fuzzy prediction method, and neural network
method. Jin et al. [4] proposed a new grey relational compe-
tition model for short-term power load forecasting. When
the amount of data of load series increases and the degree
of dispersion increases, the prediction accuracy of grey pre-
diction method will decrease. Cevik and Cunkas [5] pro-
posed a short-term load forecasting model based on fuzzy
logic and adaptive neuro fuzzy inference system (ANFIS).
The fuzzy control algorithm based on fuzzy logic and fuzzy
mathematics in fuzzy theory is often used in the field of
power load. However, this method has high dependence on
experience, poor adaptive learning ability, and poor predic-
tion effect on nonlinear data. Neural networks (NNs) are
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the most widely used prediction methods [6–8], and build a
multifunctional computing model. In neural network model,
radial basis function and error back propagation algorithm
are widely used. Various neural network structures have
been proposed to improve the prediction effect [9–11]. With
the rapid development of artificial intelligence, many experts
and scholars have proposed deep neural network. Compared
with traditional neural network, deep neural network
(DNN) [12] has multiple hidden layers, which enhances
the sensitivity to the correlation of temporal data.

Typical deep neural networks include convolutional
neural network (CNN), deep confidence network, and recur-
rent neural network (RNN). RNN is proposed to better pro-
cess sequence information [13]. LSTM evolved from RNN
[14] and was first developed by Hochreiter [15], which
solves the problems of gradient disappearance and gradient
explosion that are easy to occur in RNN and can retain
short-term and long-term memory in the network [16].
LSTM has also been successfully applied in many research
fields [17], such as phoneme classification [18], traffic pre-
diction [19], language subtitles [20], and action recognition
[21]. LSTM can effectively learn the law information in the
historical sequence information. In the above research fields,
LSTMmodel has achieved high accuracy, and it is a very effi-
cient neural network model.

A single neural network prediction algorithm is easy to
fall into local optimization during testing. The complexity
of power load also leads to the fact that a single prediction
method cannot ensure the accuracy of prediction. Combined
prediction model is proposed to solve the problem of predic-
tion accuracy. The combination of different types of artificial
neural network models is a research hotspot to solve the
problem of short-term power load forecasting. Santra and
Lin [22] proposed a combined model of genetic algorithm
(GA) and long-term and short-term memory (LSTM). GA
is used to optimize the parameters of LSTM to improve
the robustness of short-term load forecasting. However, at
present, the selection of parameters of genetic algorithm
mostly depends on experience, such as crossover rate and
mutation rate. And the genetic algorithm is slow to deal with
the feedback information of the network, and the search
speed of the algorithm is slow. Hong et al. [23] proposed a
short-term load forecasting model based on deep neural net-
work and iterative ResBlock to learn the correlation between
different power consumption behaviors. Compared with the
traditional convolutional neural network, iterative ResBlock
can transmit low-level information and make the network
training deeper. But the deeper network structure needs bet-
ter GPU to train, and the requirements for hardware are
higher. Moradzadeh et al. [24] proposed a combined model
of improved support vector regression (SVR) and long-term
and short-term memory (LSTM), which achieved good pre-
diction results. However, support vector regression is not
suitable for large data sets. When the number of features of
each data point exceeds the number of training data samples,
support vector regression performs poorly. And when the
data set is noisy, it is easy to cause the target classes to over-
lap. He et al. [25] proposed a combined prediction model
based on variational modal decomposition and long-term

and short-term memory networks. The original input signal
is processed by variational modal decomposition, which
reduces the interference of noise. However, the parameter
selection of LSTM will affect the prediction accuracy of the
whole combined model. Meng et al. [26] proposed a long-
term and short-term memory neural network model combin-
ing empirical mode decomposition and attention mechanism.
The performance of LSTMneural network is optimized. How-
ever, empirical mode decomposition (EMD) has a serious
mode aliasing phenomenon, which requires high require-
ments for the original data. Set empirical mode decomposition
(EEMD) is proposed to solve the mode aliasing phenomenon
in EMD.

To sum up, consider the raw data processing and param-
eter selection. The set empirical mode decomposition is used
to process the original signal to overcome the phenomenon
of modal aliasing. The whale bionic optimization algorithm
is used to optimize the parameters. In this paper, we propose
an LSTM neural network model optimized by whale bionic
algorithm for short-term load forecasting. The model com-
bines bionic algorithm with artificial intelligence algorithm.
The data is decomposed into modal components of different
scales as the input of the model through set empirical mode
decomposition. WOA layer optimizes LSTM parameters
according to whale algorithm. The LSTM layer is used to
model historical data. Based on the historical load data of a
company, the artificial intelligence method is evaluated.
Compared with RNN model, LSTM model, EEMD-ARMA
model, and WOA-LSTM model, the proposed prediction
method has higher accuracy.

The remainder of this article is summarized as follows.
The second section introduces the basic principles of LSTM
neural network, whale algorithm, and EEMD. The third sec-
tion introduces the combined forecasting model and error
evaluation index. The fourth section gives the relevant exam-
ple analysis. The fifth section makes a summary.

2. Algorithm Preparation

2.1. LSTM. When ordinary recurrent neural network (RNN)
processes complex data, improper parameter selection is
easy to lead to gradient disappearance and gradient explo-
sion. Compared with RNN, LSTM neural network adds logic
gate control mechanism and state transfer unit, so that it not
only retains the correlation with time but also increases the
dependence between distant information. Figure 1 shows
the cell unit of LSTM neural network. xt in the figure is
the input data at time t. ht−1 is the output of the hidden layer
at time t − 1. ct−1 is the state of cell unit at time t − 1. ct is the
state of cell unit at time t. σ represents the sigmoid function.
Output value ht of LSTM neural network and unit status ct
at the current time are determined by the input value xt at
the current time and output value of hidden layer at last time
ht−1 and unit status ct−1 shared decision.

The calculation formula is

f t = σ Wf · ht−1, xt½ � + bf
� �

, ð1Þ
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it = σ Wi · ht−1, xt½ � + bið Þ, ð2Þ

~ct = tanh Wc · ht−1, xt½ � + bcð Þ, ð3Þ

ct = f t ∗ ct−1 + it ∗~ct , ð4Þ

ht = σ Wo ht−1, xt½ � + boð Þ ∗ tanh ctð Þ: ð5Þ
In the formula, f t , it , ~ct , ct , and htare forgetting gate,

input gate, input node, cell state, and output layer, Wf , Wi,
Wc, Wo and bf , bi, bc, bo is the weight matrix of forgetting
gate, bf is the weight matrix and offset term corresponding
to forgetting gate, input gate, input node, and output gate,
and σ is the sigmoid function.

2.2. Whale Optimization Algorithm. Bionic intelligent algo-
rithms have developed rapidly, such as particle swarm opti-
mization, leapfrog algorithm, and fish swarm algorithm.
Mirjalili and Lewis creatively put forward whale optimiza-
tion algorithm in the field of bionic intelligent algorithm
[27]. Compared with other algorithms, whale algorithm is
an intelligent optimization algorithm with simple operation,
few parameters, and good optimization performance. By
simulating the whale predation mechanism to represent
the optimization process of the algorithm, the global and
local search capabilities are better weighed and quantified.
The flow chart is shown in Figure 2.

In WOA, search particles are initialized in space. When
jAj < 1, WOA enters local search; when jAj > 1, WOA enters
the global search. The formula is as follows:

a tð Þ = 2 − 2t
T
, ð6Þ

A tð Þ = 2a tð Þr − a tð Þ, ð7Þ

C tð Þ = 2r: ð8Þ
In the formula, t represents the current number of itera-

tions and T represents the maximum number of iterations. r
is any value between ½0, 1�. In the whole iterative process, a
gradually decreases from 2 to 0. A is a random number
belonging to ½−a, a�.

WOA enters the local search phase. One is the shrink
surrounding method and the other is the spiral update
method. The formula for the contraction phase is as follows:

X
!

t + 1ð Þ = X∗�!
tð Þ − A tð Þ ·D! tð Þ, ð9Þ

D
!

tð Þ = C tð Þ · X∗�!
tð Þ − X

!
tð Þ

��� ���: ð10Þ

D
!

stands for random distance, which is the distance
between the target and the search particle. The spiral update
method formula is as follows:

X
!

t + 1ð Þ = D′
�!

tð Þ · ebl · cos 2πlð Þ + X∗�!
tð Þ, ð11Þ

D′
�!

tð Þ = X
!∗

tð Þ − X
!

tð Þ
��� ���: ð12Þ

X∗ represents the optimal solution so far. D
!

represents
the random distance between the target prey and the search

particle. D′
�!

represents the distance between the optimal
solution and the search particle, b is a constant coefficient,
and l is a random number in [-1,1]. p is a probability ran-
domly generated from [0,1].

When jAj > 1, WOA enters the global search phase. The
formula is as follows:

X
!

t + 1ð Þ =Xrand
��! − A tð Þ ·D! tð Þ, ð13Þ

D
!

tð Þ = C tð Þ ·Xrand
��! − X

!
tð Þ

��� ���: ð14Þ

Xrand
��!

represents the search particles randomly selected
from the population.

The optimization process of whale optimization algo-
rithm is as follows:

(1) Initialize the whale population

(2) In the process of evolution, whales update their posi-
tion according to the optimum

𝜎𝜎 𝜎 tanh

tanh

ct−1

ht−1 ht

ct

xt

Figure 1: LSTM neural network unit.
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(3) Determine the whale position update method
according to p

(4) Iterate until the whale algorithm meets the termina-
tion requirements

The whale algorithm is used to optimize the parameters
of LSTM model. In this paper, MAPE is used as the loss

function of whale algorithm. When the loss value meets
the requirements, the optimized parameter value is obtained.
The definition formula of fitness function Training Loss is as
follows:

Training Loss =MAPE h, yð Þ = 1
n
〠
n

i=1

h ið Þ − y ið Þ
y ið Þ

����
����: ð15Þ

Update A and C according to
formulas (7) and (8)

Update individual 
position according to 

formula (11)
Update individual 
position according 

to formula (13)

Update individual 
position according 

to formula (9)

Update A and C according to 
formulas (7) and (8)

End

Yes

No

No
Yes

Yes

No

Start

Set algorithm
parameters a

Generate the initial population
randomly, let t = 1

Calculate individual fitness value of population

t< T?

Generate random
number p ∈ [0, 1]

p < 0.5? |A|<1?

Figure 2: Flow chart of whale optimization algorithm.
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hðiÞ is the ith predicted value in the predicted results, y
ðiÞ is the ith true value in the data samples, and n is the num-
ber of predicted samples. The more accurate the forecast
value is, the smaller the loss value will be.

The detailed process is as follows:

(1) Initialization of LSTM model parameters

(2) Whale algorithm population initialization. A set of
values composed of these three variables ðn, ε, iterÞ
are input into the whale algorithm as parameters to
be optimized. The three parameters represent the
number of hidden layer nodes, learning rate, and
iteration times, respectively

(3) Take the initialized value as the historical optimal
value to assign and train the parameters of LSTM

(4) Set the Training Loss obtained from the traditional
LSTM training as the system requirement, and cal-
culate the model loss value optimized by the whale
algorithm

(5) If the loss value of the model optimized by whale
algorithm is less than Training Loss, the require-
ments are met, and the final prediction model and
parameter values are output

(6) If the loss value cannot be less than Training Loss or
the number of iterations does not reach the maxi-
mum, update the parameters and retrain. Otherwise,
stop training

2.3. Ensemble Empirical Mode Decomposition. When dealing
with time series problems, EMD decomposition can stabilize
the data. EMD can decompose the nonlinear and nonsta-
tionary signal into a series of IMF components, which are
the local characteristic signals of different scales of the orig-
inal signal.

Mode aliasing may occur in EEM mode decomposition.
EEMD will add Gaussian white noise before decomposition
and then EMD decomposition. In order to minimize the
influence of white noise on the original sequence, repeat
the experiment for many times, and finally, calculate the
mean value of multiple groups of results. The decomposition
steps of EEMD are as follows:

(1) Set the number of decomposition m

(2) The Gaussian white noise is added to the original
sequence x ðTÞ. The standard deviation of the added
white noise is usually 0.2 times of the standard devi-
ation of the original sequence, and the mean value is
0. The sequence formula after adding white noise is
obtained as follows:

x′ tð Þ = x tð Þ + εn tð Þ: ð16Þ

In the formula εnðtÞðn = 1, 2,⋯,mÞ is random Gaussian
white noise, and m is the length of the original sequence

(3) After the previous step, we obtained all the IMFn
i ðtÞ

ðn = 1, 2,⋯,mÞ; i is the order of IMF

(4) Repeat steps 2 and 3 m times to get all IMF

(5) The noise interference can be eliminated by averag-
ing the m times of IMF. The formula is as follows:

�IMFi =
1
m

〠
m

n=1
IMFi ð17Þ

Unlike EMD, EEMD results are not necessarily the same.
It varies with the magnitude of white noise, so the EEMD
decomposition cannot obtain a unique solution. Even if the
same parameters are selected, the calculated results are still
different due to the randomness of the noise. However, as

Power load data

EEMD

IMF 1 IMF 2 IMF n

Model 1 Model 2 Model n

Linear superposition

Load forecasting results

Model n–1

IMF n–1

Figure 3: EEMD-WOA-LSTM model framework.
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the number of tests increases, the influence can be offset
when calculating the mean value. As long as the number of
tests is enough, the results will tend to be consistent. In addi-
tion to the influence of the magnitude of Gaussian white
noise on the decomposition results, the percentage also has
a great influence on the results. If the percentage is too small,
the effect is small or not. If the percentage is too large, it will
cause interference and large error. At present, the more
effective method to reduce interference is to have enough
average times. Generally, when the average times is hun-
dreds of times, the effect is good.

3. Main Result

3.1. EEMD-WOA-LSTM Combined Model. Figure 3 shows
the framework of the model proposed in this paper. The
EEMD-WOA-LSTM method proposed in this paper
includes three stages: data decomposition, component pre-
diction, and prediction result reconstruction.

EEMD-WOA-LSTM model makes full use of EEMD’s
ability to avoid component mode aliasing and WOA-
LSTM’s long-term memory of data. The three stages are as
follows:

(1) EEMD performs data decomposition. Output multi-
ple modal components with different characteristics

(2) Each IMF subsequence is predicted separately. For
each component, an LSTM network is established
to study its internal dynamic change law. Use
WOA algorithm to update the LSTM network

(3) Normalize the prediction results of each IMF subse-
quence and superimpose the prediction values of
each component

3.2. Prediction and Evaluation Index. In this paper, several
commonly used error evaluation indexes in power load fore-

casting are adopted: mean absolute error (MAE), root mean
square error (RMSE), and mean absolute percent error
(MAPE).

(1) Mean absolute error (MAE):

MAE h, yð Þ = 1
n
〠
n

i=1
h ið Þ − y ið Þj j ð18Þ

(2) Root mean square error (RMSE):

RMSE h, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
h ið Þ − y ið Þð Þ2

s
ð19Þ

(3) Mean absolute percentage error (MAPE):

MAPE h, yð Þ = 1
n
〠
n

i=1

h ið Þ − y ið Þ
y ið Þ

����
���� ð20Þ

In the formula, hðiÞ is the ith predicted value in the pre-
diction result, yðiÞ is the ith true value in the data sample,
and n is the number of prediction samples.

3.3. LSTM Prediction Accuracy Analysis. Select the load data
of one equipment in the factory from April 1, 2018, to May
30, 2018, one sampling point at the same time every day, a
total of 60 load data, as shown in Figure 4.

During this period, the production plan of this equip-
ment is almost the same. The plant has constant temperature
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Figure 5: Comparison of RNN prediction results.
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and humidity throughout the year, so the power consump-
tion is not affected by the external environment, and the data
fluctuation is small. Take the raw data of the next 15 days as
the test set. Through the simulation of RNN and LSTM pre-
diction models, it is verified that LSTM has better prediction
effect than RNN model. The number of hidden layer nodes
of neural network is set as 18, the learning rate is 0.002,
and the number of iterations is 200.

The 15-day power load forecasting results of RNN and
LSTM models are shown in Figures 5 and 6, respectively.

Calculate the regression evaluation index according to
equations (18)-(20), and get the MAE, RMSE, and MAPE
of the two algorithms, as shown in Table 1.

As a whole, the prediction result of LSTM model is
closer to the real curve, while the prediction result of RNN
model deviates greatly. And the three evaluation indexes of
LSTM model in Table 1 are smaller than those of RNN
model.

At present, the method to determine the number of
nodes in the hidden layer depends on experiments. Gener-
ally, some representative nodes are selected for simulation,
and the interval of the optimal solution is determined
through the simulation results, and the experiment is con-
tinued. Select the optimal number of hidden layer nodes as
the final result. Fix other parameters unchanged, select some
representative hidden layer nodes, and get the prediction
result curve as shown in Figure 7. The error values of each
prediction result are shown in Table 2.

The results in Table 2 show that the prediction results
vary with the number of hidden layer nodes. When the

number of hidden layer nodes is less than 10, the three indi-
cators are larger and the prediction accuracy is lower. When
it is 10, the prediction accuracy increases significantly, and
when the number of hidden layer nodes is more than 20,
the accuracy decreases.

The advantages of the LSTM algorithm are as follows:

(1) LSTM has better fitting effect in processing complex
data
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Table 2: Prediction error of nodes in different hidden layers.

Hidden layer nodes MAE RMSE MAPE

5 9.280 11.238 0.720

10 9.117 11.107 0.703

20 11.155 13.395 0.865

30 12.809 15.116 0.995

40 11.265 13.623 0.874
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Table 1: Calculation results of evaluation indicators of two
algorithms.

Algorithm type MAE RMSE MAPE

RNN 12.048 12.806 0.939

LSTM 8.556 9.576 0.665

7Applied Bionics and Biomechanics



(2) LSTM solves the problem of dependence on memory
or forgetting for such information that is far away
from each other

(3) In the prediction comparison of the above two
models, it is found that the MAE, RMSE, and MAPE
of RNN are 12.048, 12.806, and 0.939, respectively,
and the MAE, RMSE, and MAPE of LSTM neural
network are 8.556, 9.576, and 0.665, respectively,
which improves the accuracy by 29.0%, 25.2%, and
29.2%, respectively. Compared with various error

evaluation indicators, LSTM model has better pre-
diction results and can be used as a good model in
the field of power load forecasting

3.4. Combined Forecast Model Data. In this paper, the real
load data of a factory from January 1, 2019, to December
31, 2020, is taken as the original data. The sampling interval
is 24 hours, that is, one sampling point per day. The original
data curve is shown in Figure 8. Through the training of the
data, predict the power consumption data in the next 30
days. In this paper, RNN model, LSTM model, EEMD-
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ARMA model, WOA-LSTM model, and EEMD-WOA-
LSTM model are used for prediction and data analysis.

3.5. Decomposition of Original Load Series. EMD and EEMD
were used to decompose the time series of the plant. The
comparison of EMD and EEMD decomposition data is
shown in Figures 9 and 10.

IMF9 in Figure 9 and IMF9 in Figure 10 are respective
trend items. In Figure 9, mode aliasing occurs. It can be seen
from Figure 10 that EEMD overcomes the problem of modal
aliasing and can decompose the power load signal into dif-
ferent frequencies with distinct characteristics. In order to

achieve better prediction accuracy. We use EEMD for data
decomposition. The decomposed feature components are
input into the prediction model for learning.

3.6. Analysis of Experimental Results. In this paper, the roll-
ing prediction method is used for model training, and RNN
and LSTM prediction models are established for analysis.
The number of hidden layer nodes of neural network is set
as 80, the learning rate is 0.01, and the number of iterations
is 500.

The prediction results of RNN model are shown in
Figure 11. The results predicted by RNN are intuitively more
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accurate than the traditional algorithm. However, for the
extreme points, the RNN algorithm has poor fitting degree
and the result deviation is large.

The LSTM model is used to predict the data. The predic-
tion results are shown in Figure 12. From the visual point of
view, the prediction results by LSTM neural network have
improved the accuracy. The prediction for the data with
small change range is relatively accurate. However, because
the parameters are difficult to determine, the results have a
certain offset for the data near the extreme points, and the
overall prediction accuracy is not too high.

The number of components generated by EEMD decom-
position depends on how many ARMA models need to be
established, and each ARMA model is also different. In fact,
the data samples decomposed by EEMD meet the require-
ments of ARMA modeling, that is to say, they are all stable
sequences. Therefore, the process of stability determination
is omitted. Generally, AIC and BIC are used to determine
the order. However, when selecting the order, there is a large
amount of calculation, so the well-known ergodic method is
usually used. So fixed order modeling is a good method, and
this paper adopts this method. The first step in the EEMD-
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ARMA data prediction process is to use EEMD to decom-
pose the data, then model each component separately for
training, and finally superimpose the prediction results.
The prediction curve is shown in Figure 13.

The WOA-LSTM model was used for analysis. Due to
the large amount of data, the initial population size of whale
algorithm is 50, the initial iteration times is 500, and the ini-
tialization parameters ðn, ε, iterÞ are [10,100], [0.001,0.01],
and [400,1000]. Through the optimization of LSTM neural
network by WOA, the obtained combined model can better

optimize the parameters of LSTM. It can better predict and
fit the whole or at the peak, trough, and inflection point of
extreme points than the previous algorithms, and the predic-
tion accuracy is significantly improved. The prediction
results are shown in Figure 14.

Finally, the EEMD-WOA-LSTM model is used to ana-
lyze and predict the load data. The prediction results are
shown in Figure 15. Compared with WOA-LSTM model,
this model has more accurate prediction results, higher fit-
ting degree with real data, and higher prediction accuracy.
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Figure 13: EEMD-ARMA data comparison chart.
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4. Results

The comparison of prediction results of the five models is
shown in Figure 16. Calculate the regression evaluation
indexes according to formula (18)-(20), and get three error
evaluation indexes of the five models, as shown in Table 3.
The prediction results of each model are shown in Table 4.

For RNN model, LSTM model, and WOA-LSTM model,
the coincidence degree between the predicted value and the
real value curve of the obtained results from high to low is
WOA-LSTM model, LSTM model, and RNN model.
WOA-LSTM model is the closest training model to real data
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Table 3: Calculation results of regression evaluation indexes of
prediction model.

Algorithm type MAE RMSE MAPE

EEMD-ARMA 25.884 35.723 0.083

RNN 24.581 33.011 0.079

LSTM 12.113 15.254 0.039

WOA-LSTM 8.376 10.773 0.027

EEMD-WOA-LSTM 5.812 6.989 0.019
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samples among the three, which shows that LSTM neural
network optimized by whale optimization algorithm has
good training effect for large and small-scale data training
samples.

For all models, in the part where the real curve fluctuates
little, the fitting degree of several algorithms is good, but at
the extreme point, the fitting degree of EEMD-ARMA and
LSTM models is poor. Although the original LSTM model
is better than EEMD-ARMA model on the whole, there is
a certain gap between the extreme point and the real value.
The optimized WOA-LSTM model can fit the real curve well
both in the whole and at the extreme points. EEMD-WOA-
LSTM model has better prediction effect, and the fitting
degree with the original data is the highest among these
models. Compared with the WOA-LSTM model, the MAE
of EEMD-WOA-LSTM model decreased by 30.6%, RMSE
decreased by 35.1%, and MAPE decreased by 29.6%.

5. Discussion

This paper combines bionic algorithm and artificial intelli-
gence algorithm and proposes an EEMD-WOA-LSTM com-
bined model. EEMD is used to decompose the original load
series into multiple characteristic components. The neural
network is optimized by the whale algorithm and used to
predict each component. The components obtained from
the prediction are superimposed to form the final prediction
result. The method is applied to the power load forecasting
of a factory. The simulation results show that, compared
with other methods listed in the paper, the EEMD-WOA-
LSTM model has the lowest prediction error of 0.019
(MAPE) and high prediction accuracy. It is an ideal short-
term load forecasting model. The artificial intelligence
algorithm can be well applied to load forecasting to achieve
efficient and accurate short-term load forecasting.

Table 4: Prediction results of each model.

Sample point Real data EEMD-ARMA RNN LSTM WOA-LSTM EEMD-WOA-LSTM

1 31255.53 31261.36 31265.21 31263.57 31259.36 31253.06

2 31213.88 31267.36 31266.36 31220.99 31210.03 31215.70

3 31245.61 31237.54 31230.25 31238.15 31240.52 31242.01

4 31253.90 31262.31 31243.36 31245.07 31258.33 31255.05

5 31220.98 31265.14 31255.51 31262.04 31246.29 31217.46

6 31263.84 31248.10 31245.36 31245.27 31260.36 31265.36

7 31263.86 31278.23 31250.31 31260.73 31270.58 31266.14

8 31172.79 31280.32 31255.36 31210.84 31190.64 31175.63

9 31248.67 31229.36 31230.31 31239.17 31243.35 31244.65

10 31263.06 31270.56 31275.31 31262.67 31260.25 31267.99

11 31262.59 31283.65 31280.36 31276.22 31268.47 31276.58

12 31263.84 31280.16 31248.36 31254.66 31260.36 31268.73

13 31230.94 31220.66 31250.32 31221.76 31225.74 31226.41

14 31166.04 31223.36 31208.04 31157.22 31177.51 31179.76

15 31124.32 31190.21 31192.34 31149.26 31148.15 31133.88

16 31261.80 31272.38 31210.24 31252.24 31250.85 31256.07

17 31271.93 31300.21 31284.14 31277.48 31280.69 31276.20

18 31288.68 31302.32 31278.34 31298.77 31293.64 31284.17

19 31251.52 31260.12 31236.65 31246.78 31257.12 31247.55

20 31213.71 31230.37 31225.21 31222.19 31221.25 31225.95

21 31250.40 31238.21 31238.64 31241.57 31244.55 31252.89

22 31242.72 31250.14 31231.21 31234.73 31240.89 31247.52

23 31251.60 31230.21 31262.35 31237.27 31245.64 31246.98

24 31243.60 31250.39 31234.36 31240.71 31244.62 31244.58

25 31310.12 31240.14 31223.42 31281.82 31300.66 31303.91

26 31204.21 31270.25 31215.32 31214.91 31231.64 31211.85

27 31262.06 31240.18 31253.36 31248.29 31252.36 31250.82

28 31235.40 31253.21 31242.31 31247.48 31240.25 31248.36

29 31269.14 31260.99 31230.32 31258.01 31254.36 31257.52

30 31214.37 31226.34 31225.36 31207.32 31210.31 31220.65
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Magnetic-driven capsule robot has been widely studied due to its advantages of safety and reliability. However, when doctors carry
out clinical examination, the capsule robot cannot achieve the ideal control effect due to the influence of the external magnetic
field air gap. This paper is based on the kinetic energy theorem, combined with the principle of spiral mechanism in
mechanical design foundation to construct a calculation method of energy utilization and to improve the control effect of
capsule robot, suitable for the human gastrointestinal tract precise control of capsule robot to perform a variety of complex
tasks. By calculating the energy utilization rate of the capsule robot under the control of external magnetic field, the method
can improve the energy utilization rate by improving the equation parameters, so that the capsule robot can run according to
the doctor’s ideal performance in practical application. Based on the analysis of the magnetic driven screw capsule robot, the
model of the utilization rate of the external magnetic field of the capsule robot is established, and the fluid simulation of the
capsule robot is carried out by using the method of computational fluid dynamics. The simulation results and experimental
results show that the control effect of capsule robot can be improved by calculating the energy utilization rate of the robot,
which is of great significance to human clinical examination and treatment.

1. Introduction

Gastroscopy is an essential method for the diagnosis of
internal gastrointestinal diseases. The traditional gastroin-
testinal endoscopy needs a manual operation, which can eas-
ily cause gastrointestinal tissue damage. It may even lead to
infection or gastrointestinal bleeding, causing many people
to give up the diagnosis and treatment of the gastrointestinal
tract by traditional endoscopy [1–3]. The cure rate of gastro-
intestinal diseases is closely related to the time of discovery:
the earlier the discovery, the more conducive to the treat-
ment and recovery of the disease. Capsule robot has been
widely studied because of their advantages, such as being
safer, comfortable, and painless [4–6]. Compared with a tra-
ditional plug-in electronic endoscope, a capsule robot avoids
the hidden dangers such as cross-infection and secondary
trauma of traditional tubular endoscopes, reduces the pain

in the inspection process, and widens the inspection field
and detection breadth [7–9].

Capsule robot detection technology has developed
rapidly; Israeli medical technologies pioneered the “M2A”
capsule robot for gastrointestinal examinations [10–12].
Chongqing Jinshan Technology and Japan’s Olympus have
launched their capsule robots “OMOM” [13] and “Endo
Capsule” [14]. However, these capsule robots can only rely
on intestinal peristalsis to change the position in the body
[15–17], and this passive motion mode cannot accurately
detect the lesions, which is prone to missed diagnosis and
misdiagnosis. Therefore, the capsule robot that can realize
active movement has become the inevitable development
trend of intestinal detection.

Fu et al. studied an external field-driven cable-free
microrobot with bionic swimming characteristics. By chang-
ing the driving frequency of the time-varying oscillating
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Figure 1: (a) Remote control of the system. (b) Overall structure of capsule robot. (c) Internal structure of capsule robot.
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magnetic field, the film tail fin is driven to fluctuate to
achieve more flexible movement in the intestines and stom-
ach full of body fluids [18]. Fu et al. proposed a soft capsule
robot for the continuous and stable control of the capsule
robot in the body. Under the control of the external mag-
netic field, the motion is carried out in the rolling motion
mode so that the motion is stable, continuous, and con-
trolled in the gastrointestinal tract [19]. Fu et al. proposed
a magnetically driven microrobot with a covered propeller
structure, which improved the efficient propulsion perfor-
mance of the capsule robot and reduced the harm to the
stomach [20]. In addition, a new kind of rotating magnetic
field hybrid microrobot is proposed, which combines the
spiral structure with the biomimetic fin tail, so that the two
motions can be controlled independently without interfer-
ence, and the flexible motion with multiple degrees of free-
dom is realized [21]. However, the above literature does
not consider whether the capsule robot can always maintain
accurate and efficient control in a complex environment full
of fluid.

To solve the above problems, this paper proposes a cal-
culation method to improve the control of magnetic-driven
spiral capsule robot, which is used in the visualization
research of capsule robot control and improves the control
effect of capsule robot. According to the kinetic energy the-
orem and the principle of spiral mechanism in mechanical
design, the energy utilization equation is constructed to cal-
culate the actual energy utilization percentage of the capsule
robot. The results are used to reflect and analyse the motion
control effect of capsule robot. This method can verify the
control effect of capsule robot in actual medical process
and adapt to complex gastrointestinal environment.

The structure of this paper is as follows: Firstly, the
structure of the magnetically driven capsule robot is intro-
duced. Then, the dynamic model of the robot is established,
and the method of improving the robot’s motion perfor-
mance is analysed. Then, the feasibility of the method is ver-
ified by simulation and experiment. Finally, this paper
summarizes and looks into the future.

2. System Configuration

Integrated console, display, three-axis Helmholtz coil, and
6 ∗ 6 magnetic sensor array constitute the remote-control
system of the capsule robot (Figure 1(a)) [22]. The three-
axis Helmholtz coil and sensor array actuate and locate the
capsule robot. The integrated console and display are used
for real-time image feedback of the capsule robot working
in the human body.

2.1. Working Principle. When the patient swallowed the
single module or multiple module capsule robot, the capsule
robot arrived at the starting position through gastrointesti-
nal peristalsis. At this point, the doctor can observe real-
time images in the gastrointestinal tract on display and con-
trol the three-axis Helmholtz coil through the integrated
console to generate an external rotating magnetic field to
drive a single or multiple capsule robot forward or back-
wards in the patient [23–25]. The integrated console con-

trols the three-axis Helmholtz coil to generate an external
rotating magnetic field, driving the capsule robot forward
or backwards.

Furthermore, use a 6 ∗ 6 magnetic sensor array as the
positioning system, real-time positioning of the position
and orientation of the capsule robot, to achieve accurate
control of the capsule in the complex gastrointestinal envi-
ronment, complete inspection, treatment, and other tasks.

2.2. Robot Structure. The capsule robot consists of modules
with a polyethene shell and anO-ringmagnet.When swallow-
ing a multimodule capsule robot, based on the previous
research on the motion characteristics of a multimodule cap-
sule robot, the difference of starting and cut-off frequency of
each module can be used to realize its separation or whole
movement [26–28]. The parameters of capsule robots A, B,
and C are used in this paper (Table 1). The overall structure
of capsule robot A is shown in (Figure 1(b)), and its internal
structure is shown in (Figure 1(c)). If the capsule robot rotates
in the patient’s body, it must obtain an axial positive magnetic
moment generated by the three-axis Helmholtz coil. When the
o-type permanent magnet inside the capsule robot rotates, the
magnetic moment generated overcomes the resistance
moment, resulting in a positive magnetic moment to start

Table 1: Capsule robot main parameters.

Symbol Robot A Robot B Robot C

Length of capsule robot (mm) 20 20 20

Radius of capsule robot (mm) 5.5 5.5 5.5

Thread pitch (mm) 10 7 5

Thread height (mm) 2 2 2

Thread width (mm) 2 2 2

Material of body Polythene Polythene Polythene

Weight of magnet (g) 5 5 5

Material of magnet (g) 1.5 1.5 1.5

Magnetization direction Radial Radial Radial

Magnetization direction NdFeB35 NdFeB35 NdFeB35

Intestinal tract

Permanent
magnet

Robot central
axis
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Figure 2: Capsule robot model.
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the robot. The motion state of capsule robot can be expressed
by driving torque T in the following equation:

T = TM − TF , ð1Þ

where TM is the magnetic moment generated by the capsule
robot and TF is the resistance moment generated.

When T > 0, it indicates that the capsule robot is in the
state of start-up or acceleration. When T = 0, it means the
capsule robot is in a static or uniform state. When T < 0, it
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Figure 3: (a) Overall thread structure diagram. (b) Partial thread structure stress analysis. (c, d) Thread section stress analysis diagram.
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Figure 4: Simulation of inlet plane velocity profile of different capsule robots at the same rotational speed.
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indicates that the capsule robot is in the deceleration or stop
state [29].

3. Dynamic Model

3.1. The Analysis of the Force. The dynamics model of the
capsule robot is established in the intestinal tract
(Figure 2). Cartesian coordinate axes are established, and
uc is defined as circumferential velocity and va as axial veloc-
ity. A1 and A2 are, respectively, the thread spacing and
thread width of the capsule robot, and r1 and r2 are the sur-
face rotation radius of the capsule robot. L is the length of
the capsule robot, and p is the pitch of the capsule robot
[30]. The force analysis of the capsule robot is as follows:

The motion state of the capsule robot is by the following
equation:

ma = FP − FD ±G ∓ ρgVD, ð2Þ

where FP is propulsion force, FD is resistance force, G is
gravity acting on the microrobot, g is the acceleration of
gravity, and VD is drainage volume.

The resistance force FD equation is expressed as follows:

FD = CD
1
2 ρv2S + μf N , ð3Þ

where CD is the drag coefficient, v is the velocity of the
capsule robot, S is the cross-sectional area of the simulated
pipe, μf is the kinematic viscosity coefficient, and N is the
normal force.

When the capsule robot rotates, the projection of cir-
cumferential velocity uc and axial velocity va in X and Y
directions is defined by the following equations:

W = uc sin θ − va cos θ, ð4Þ

V = uc cos θ + va sin θ, ð5Þ
where W and V represent the velocity component of the
projection capsule robot relative to the fluid in X and Y
directions, respectively, and θ represents the helix angle.

In order to facilitate calculation, based on previous
research results on capsule robot kinematics [18–22],
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Figure 5: Simulation of intermediate plane velocity profile of capsule robot at the same rotational speed.
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Equations (6) and (7) of axial propulsion force and resis-
tance are derived from Equations (4) and (5):

Fpro = Fy sin θ − Fx cos θ, ð6Þ

Fres = Fy cos θ + Fx sin θ, ð7Þ

where Fpro represents the axial propulsion force in motion
and Fres represents the axial resistance in motion.

In dynamic analysis, axial thrust Fpro decreases with
increasing velocity. When the axial propulsion force is equal
to the axial resistance, the acceleration of the capsule robot is
0, and the speed is the maximum, and it moves stably at
this speed.

3.2. Energy Conversion Formula. According to the law of
energy conservation, the motion performance of the capsule
robot in various complex environments is considered. When
the capsule robot moves from point A to point B, the total
energy W is equal to the change of kinetic energy ΔK, where
point A and point B are two uniform points, as follows:

W =
ðB
A
dW =

ðA
B

�F · d�r = ΔK: ð8Þ

According to the energy conservation law, the equation of
kinetic energy under ideal ΔKi and actual ΔKr conditions is
defined by Equations (9) and (10). It follows that a change in
velocity affects kinetic energy. Not all energy is converted into
kinetic energy in the actual process, and part of the energy will
be converted into heat energy due to resistance [31]:

ΔKi =
1
2mv2iB −

1
2mv2iA, ð9Þ

ΔKr =
1
2mv2rB −

1
2mv2rA: ð10Þ

The percentage of actual energy utilized η by the
capsule robot in the process of movement is shown in the
following equation:

η = ΔKr

ΔKi
× 100%, ð11Þ
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Figure 6: Simulation of exit plane velocity profile of different capsule robots at the same speed.
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The shell of capsule robot adopts screw structure
(Figure 3(a)). So, the principle of screw mechanism in
mechanical design foundation can be used to analyse the cap-
sule robot [32]. Part of the screw structure (Figure 3(b)) and
the force analysis is carried out on the inclined plane of the
screw thread (Figures 3(c) and 3(d)). The work required by
the capsule robot to move forwardWr is shown in the follow-
ing equation:

Wr =G ∗ Sr =G ∗ 2πr1 ∗ tan θ, ð12Þ

where Sr is the actual horizontal movement distance of the
capsule robot.

The work done to make the capsule robot move forward
Wi is shown in the following equation:

Wi =G ∗ Si = G ∗ 2πr1 ∗ tan φs + θð Þ, ð13Þ

where Si is the ideal horizontal movement distance of the
capsule robot and φs is the dynamic friction angle.

Therefore, the energy utilization rate η of the capsule
robot can be deduced to the following equation:

η = Wr
Wi

= Sr
Si

= tan θ

tan φs + θð Þ : ð14Þ

According to Equation (14), the percentage of energy
utilized by the capsule robot during the actual movement
is equal to the percentage of the actual and ideal moving dis-
tance. The actual distance is the horizontal moving distance
of the capsule robot, and the ideal moving distance is a mul-
tiple of the pitch, as shown in the following equation:

η = Sr
Si

= vt
f pt

= v
f p

, ð15Þ

where v is the speed of the capsule robot, f is the frequency,
and p is the pitch of the capsule robot.

4. Dynamic Analysis

When the capsule robot moves in a fluid-filled pipe, because
many variables are affecting the motion, in order to accu-
rately simulate the motion of the capsule robot in the opti-

mal state, a single variable control method is used to
simulate the fluid of the capsule robot. The capsule robot
model has dynamically meshed. Since the human intestine
is similar to a cylinder, we built a cylinder with the same
length as the actual experiment as the intestine in the simu-
lation, about 500mm. The inlet and outlet of the intestine
and the direction of forwarding flow velocity are set. In the
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Figure 8: Capsule robots with different pitch.
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fluid simulation, the horizontal movement of the capsule
robot is studied. In order to reduce the influence of
other factors, vertical forces such as gravity and buoy-
ancy are ignored.

In the fluid simulation, a dynamic model with a rotating
speed range of 0-150 rad/s and geometric parameters of
10 rad/s is established to carry out the whole fluid simulation
at standard atmospheric pressure. Fluid simulation is carried
out for capsule robots A, B, and C in Table 1, respectively,
and the motion states of these three capsule robots in the
pipeline are analysed from dynamics. Due to the different
pitches of the three capsule robots, their cross-section shapes
are different. Considering that the position of the capsule
robot is unchanged in the simulation process, the influence
of resistance can be ignored.

Set capsule robots A, B, and C at the same speed, observe
their water inlet surface, and get the speed simulation dia-
gram (Figure 4). When the three capsule robots rotate at
the same speed, the shorter the pitch, the faster the fluid
around the capsule robot. Observe the velocity simulation
of capsule robots A, B, and C in the middle plane
(Figure 5). It can be seen that at the same speed, the velocity
of the three capsule robots is greater than the inlet surface,
and the shorter the pitch, the greater the fluid velocity of
the middle part of the capsule robot. By observing their out-
let surfaces at the same speed, the velocity simulation dia-
gram (Figure 6), it can be seen that the color distribution
of the capsule robot at the outlet surface of the capsule robot
is not uniform, indicating that the fluid growth rate of differ-
ent parts of the capsule robot is not uniform at the same
speed. By comparing the fluid cloud images of three different
parts of the capsule robot, it can be seen that different parts
of the capsule robot are affected by different fluid velocities
and have different influences on its surroundings. This also
lays a foundation for subsequent experiments, especially
for selecting capsule robots, which can select the corre-
sponding pitch according to different medical tasks [33].
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5. Experimental Results

The experimental platform was used to test the performance
of capsule robot (Figure 7). Themotion direction and rotation
speed of the capsule robot in the liquid-filled pipe are con-
trolled by adjusting the frequency and direction of themagnetic
field. When the upper computer outputs the drive signal, the
three-axis Helmholtz coil generates a uniform rotating mag-
netic field, and the capsule robot placed in the middle of the
magnetic field gets the energy to drive the rotation.

5.1. Robot Kinematic Characteristic Experiment. By observ-
ing the capsule robots, A, B, and C (Figure 8), it can be seen
that the three differences only lie in the pitch, which is
10mm, 7mm, and 5mm, respectively. The capsule robots
are put into the acrylic tube filled with water, respectively,
to conduct the characteristic motion experiment, and the
start-up and cut-off frequencies of capsule robots A, B, and
C under different currents are measured (Figures 9 and
10). The experimental results show that the start-up and
cut-off frequencies of the capsule robot vary with the cur-
rent. In the same current, the shorter the pitch of the capsule
robot, the lower the start-up frequency, the higher the cut-
off frequency. The difference between start-up and cut-off
frequency simultaneously controls of multiple capsule
robots or separate control in the same environment. This
is to achieve the movement control of the multimodular cap-
sule robot in the intestinal tract to better complete the task of
medical treatment.

Adjust the input current to 0.5A, and the velocities of
capsule robots A, B, and C are measured at different fre-
quencies. The external control signal adjusts the frequency
from 0Hz to 25Hz (Figure 11). The experimental results
show that the velocity increases with the increase of fre-
quency. At the same frequency, the larger the pitch of the
capsule robot, the faster the speed, the more energy is con-
verted into kinetic energy, and the less energy is consumed
to overcome resistance.

5.2. Energy Utilization Percentage Experiment of Capsule
Robot. The established capsule robot model is placed in the
simulation environment for experiments. Parameters are
set at standard atmospheric pressure to simulate the move-
ment of the capsule robot, and the velocity of movement at

different frequencies is collected and put into Equation
(15) to calculate the energy utilization rate of the capsule
robot in the simulation environment. Compared with the
energy utilization rate obtained in the actual motion charac-
teristic experiment, the energy utilization rate curve of the
capsule robot in the process of motion is obtained
(Figure 12). The two curves of the simulation experiment
and the actual experiment fluctuate around the starting fre-
quency, but the overall trend is consistent. With the increase
of frequency, the energy utilization rate increases, indicating
that the control effect of the capsule robot is better. Then, the
velocity of capsule robots B and C collected in the motion
characteristic experiment is substituted into the following.

Equation (15) was used to obtain the energy utilization
curve of capsule robots A, B, and C (Figure 13). When the
frequency is constant, the smaller the capsule robot pitch
is, the higher the energy utilization ratio is, which verifies
the feasibility of the energy utilization ratio equation.

The energy efficiency equation reflects the accuracy of
the motion control effect of the capsule robot and is also
related to the flexibility of the motion control of the
capsule robot. When the capsule robot controls the flexi-
bility, the measured velocity is more accurate and the cal-
culated energy utilization rate is more accurate. Therefore,
round-trip movement experiment and multidimensional
space movement experiment should be carried out to
verify that the capsule robot can be flexibly controlled
in human body.

In the round-trip movement experiment (Figure 14), the
control magnetic field is rotated clockwise in the Y‐Z plane
until it stopped at 280mm for 4 s. The counter clockwise
rotation of the magnetic field returns the capsule robot
110mm. The experimental results show that the capsule
robot can start and stop flexibly according to different med-
ical tasks. In the multidimensional space movement
(Figure 15), the feasibility of the capsule robot moving in
multidimensional space needs to be verified by horizontal
movement, vertical movement, and 70° horizontal Y-axis
movement, respectively, due to the complex actual intestinal
environment of human body. The results show that the cap-
sule robot can obtain the propulsion force by adjusting the
rotating magnetic field, which verifies that the capsule robot
can be flexibly controlled in multiple directions of the three-
axis Helmholtz coil.
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6. Conclusion

This paper presents a method to improve the control effect
of magnetic driven spiral capsule robot. The capsule robot
that tested the method is made of a shell made of polyethyl-
ene plastic and an O-ring magnet. By measuring the start-up
and cut-off frequency of the capsule robot, determine the
frequency control range of single or whole movement of
the capsule robot. By comparing the simulation and actual
experiment of capsule robot with the same pitch and the
actual experiment of capsule robot with three different
pitches, the curves obtained all show an upward trend,
which verifies the different energy utilization results with
different parameters in the equation, indicating the feasibil-
ity of this method. According to the experimental results,
the energy efficiency of the capsule robot will be improved
with the change of the size of the capsule robot’s pitch. How-
ever, the increase of the pitch of the capsule robot will affect
the stability of the motion, so in the future precise control of
the capsule robot, the energy utilization equation can be
considered to improve the control of the capsule robot, while
considering the stability of the motion, in order to achieve
the ideal control effect.
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The structure of a photoionization detector was optioned and researched. In order to solve the problem of the photoionization
detector’ lamp surface residue interference, a new structure of the self-cleaning double-UV detector was adopted. At the same
time, the air flow field of the detector was simulated by the finite element method. Through analyzing the results of the
simulation experiment, further optimization of the gas channel for the microdetector was carried out, and the ionization
chamber with axial flow structure was finally chosen. The new nanomaterial, graphene oxide was used to modify the surface of
the collector plate of detector to improve the gas sensitivity and sensitivity of the photoionization detector. Through the
experimental analysis, the performance indexes of detector were described in detail. The minimum detection limit of the
detector is 2:5 × 10−7. The linearity response of the detector was analyzed, and the linear correlation coefficient reaches 0.993.
The experimental results show that the double-UV detector can improve the overall gas sensing characteristics and provide an
ideal detection unit for volatile organic compound (VOC) gas detection.

1. Introduction

Volatile organic compounds (VOCs) is an important part of
air pollution and an important index of quantitative air
pollution. The boiling point of VOCs gas is 50°C-260°C,
and its saturated vapor pressure usually exceeds 133.32 Pa
at room temperature. According to its chemical structure,
VOCs gas can be roughly divided into alkanes, aromatics,
esters, aldehydes, and so on [1, 2]. They exist widely in the
atmosphere, water, and soil. On the one hand, they cause
serious pollution to the environment [3]; on the other
hand, they seriously endanger people’s physical and mental
health. Therefore, the detection of VOCs gas is particularly
important in environmental protection. This paper mainly
researches photoionization detector (PID) [4], which is
the core component of VOCs gas detection, as the main
object to carry out the theoretical and experimental
research.

According to the requirements of VOC detection, a
micro-PID was fabricated using MEMS technology. Differ-
ent types of microchannel were designed. The effects of
different physical and chemical parameters were experimen-
tally investigated. The key parameters affecting the efficiency
of microchannel such as carrier gas pressure [5], tempera-
ture, and flow rate, were experimentally investigated.

Graphene belongs to the category of two-dimensional
materials, which has significant advantages in specific sur-
face area and physical adsorption compared with activated
carbon. In the laboratory, this material is generally obtained
by chemical vapor deposition and other methods. Graphene
oxide (GO) has a large specific surface area, but its structure
is imperfect compared with intrinsic graphene, which is
mainly reflected in unpaired electrons, so it is likely to com-
bine with gas molecules [6]. Besides, there are many oxygen-
containing functional groups in the microstructure of GO,
which is the reason why it has a large specific surface area
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and strong adsorption capacity. Therefore, graphene has
great room for development in the field of VOCs. It can
greatly enhance the gas sensing properties of the plate sur-
face by introducing graphene into the electrode of PID.

2. Materials and Methods

There is an ultraviolet light as the ionization source to ionize
the gas molecules of the material in photo ionization detec-
tor. During the working process of PID, the inert gas in the
UV lamp of PID is excited in the alternating high frequency
electric field to form a plasma. Through releasing photons,
the gas to be measured is ionized [7]. Therefore, the reaction
in the ionization chamber has a great influence on the
photocurrent produced by photoionization. Its ionization
efficiency directly affects the determination of gas concentra-
tion by photoionization detector.

The traditional single-lamp PID detector is basically
divided into one-dimensional structure and two-dimensional
structure. Axial flow (Figure 1(a)) shows orthogonal relation
between UV lamp path, gas path, and collecting plate, and
the gas path diameter is determined to be 1.2mm, and the
electrode width is 1mm [8, 9]. In order to improve ionization
efficiency of photoionization detector for gas and to solve the
problem of self-cleaning of the lamp surface, a new
structure—dual-lamp PID detector—is presented. The com-
parison between the single-lamp and dual-lamp detector
structures is shown in Figure 1.

The traditional PID sensor with single-lamp structure
adopts three-dimensional orthogonal structure, and the gas
is not in direct contact with the UV lamp, which improves
the pollution of the lamp surface because of long-term use
to a certain extent. However, when detecting sulfide and
other easily adsorbable gases for a long time, the baseline will
rise and the response will drop. When the ionization poten-
tial is close to the ionization energy of the UV lamp, the
ionization efficiency decreases obviously. The dual-lamp
structure adopts the structure of two UV lamps facing each
other. On the one hand, the problem of cleaning the lamp
surface can be improved. On the other hand, the luminous
efficiency of the UV lamp can directly affect the performance
of the sensor. But the effective spectral lines are few, there-

fore, the ionization efficiency can be increased when detect-
ing gases with higher ionization potentials.

After determining the structure of the dual-lamp PID, the
structure of the gas path in the ionization chamber is further
optimized by simulation experiments [10]. The structure of
the ionization chamber is shown in Figure 2(a)). Due to the
larger volume of the rectangular ionization region of the sen-
sor and the smaller size of the gas inlet, the convex structure
will be formed when entering the ionization region. Therefore,
the gas circuit structure has been improved. As shown in
Figure 2(b)), the internal gas circuit structure of the sensor
has been processed by the overimprovement of the cone to
reduce the abrupt change in the cross-sectional area of the
gas circuit structure inside the ionization chamber and ensure
the interior of the ionization chamber, which ensures the
internal volume of the ionization chamber and also ensures
the performance of the sensor.

Through theoretical analysis and experiments, we know
that when a rectangular plate is used to excite the UV lamp,
the UV lamp emits a linear beam perpendicular to the two
electrode plates. When a ring plate is used to excite the UV
lamp, the lamp emits a cylindrical beam, and its diameter
is approximately the same as the diameter of the lamp.
The available area of the beam is large so that the gas to be
measured in the chamber will be entirely exposed to ultravi-
olet light. Hence, a strong current signal is generated, the
efficiency of the UV lamp is improved, and the difficulty of
detecting the current signal is reduced. Therefore, gas circuit
simulation results are used in the channel design, which is
shown in Figure 3.

When the electrostatic field is an electric field, the calcu-
lation expression of the electric potential energy of neutral
polarizable molecules is −αEðrÞ2/2 [11], where α represents
the static molecular polarizability, r represents the position
of the molecule, and L and K represent the radial and axial
momentum between the molecule and the plate, respec-
tively. From this, a dependency of the inverse square is
determined. The effective electric potential energy obtained
by its radial motion is [12]

Ur rð Þ = L
2mr2

−
K2

2mr2
: ð1Þ

(a) Single UV (b) Double UV

Figure 1: The PID detector structure.
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According to the above formula, two different ion
motion models can be judged, which are closely related to
the size of L and K . In the case of L > K , the molecule is
finally captured by the graphene oxide layer because the
polarization is greater than the radial potential energy. Oth-
erwise, when L < K , the motion phenomenon of repulsive
radial potential energy caused by the eccentric potential
energy will occur, so we can draw a conclusion that whether
molecules will be captured by the plates depends on the volt-
age between the plates, which indirectly determines the effi-
ciency of plate ionization. Then, the probability formula of
electron tunneling ionization in a strong field [13] is derived
from the Ammosov-Delone-Krainov model, that is, the ion-
ization efficiency formula of gas:

Wa Eð Þ = 4nξ1
n∗Γ 2n∗ð Þ

2ξ0
E

� �2nm−1
exp −

2ξ0
3E

� �
, ð2Þ

where Wa is the gas ionization efficiency, E is the electric
field strength, and ξ1 is the ionization energy required for
gas ionization. Because the ionization energy is determined
by the type of gas, the gas ionization efficiency is only related
to the intensity of the electric field. The higher the voltage,
the higher the ionization efficiency. The response mecha-
nism of PID based on graphene oxide as the collector to
gas is to use the electric field formed by the position of the
nanotip. This tip effect combines with electric field, which
can enhance microcurrent response obviously under equal

voltage condition, thus improving gas sensing properties.
Therefore, this method is beneficial to gas detection [14, 15].

3. Results and Discussion

A mass flow controller (MFC) was used to adjust pump suc-
tion flow, and volume flow is set to 50mL/min [16], when
the system is stable and the background gas is relatively sta-
ble. Low-concentration injection (toluene with a volume
fraction of 500 ppb for single-lamp sensor and dual-lamp
sensor) was carried out, respectively [17]. After processing
response through microcurrent amplifier and then collecting
after I/V conversion, the specific results are shown in
Figure 4.

Voltage response value of dual-lamp sensor is V1 =
0:73V, and voltage response value of single-lamp sensor
is V2 = 0:57V. Response margin is ΔV = 0:16V. Through
experiments, it was found that after low concentration
gas detection, the baseline drift of a single-lamp sensor is
significantly more serious than that of a dual-lamp sensor,
and the required baseline stabilization time is longer than
that of a dual-lamp sensor. After the baseline returns to
zero and stabilizes, high-concentration injections (toluene
with a volume fraction of 2 ppm) were performed for the
single-lamp sensor and the dual-lamp sensor, respectively.
Experimental results are shown in Figure 5.

The voltage response value of dual-lamp sensor is V1 =
2:41V and that of single-lamp sensor is V2 = 2:09V. The
response difference is ΔV = 0:32V. It can be seen that the
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performance of dual-lamp sensor is better than that of
single-lamp sensor in a wide range (volume fraction is
500 ppb-2 ppm). And it can obviously improve the interfer-
ence caused by the lamp pollution of the sensor.

The principle of chemical oxidation is to treat (interca-
late and oxidize) graphite with a strong oxidant to obtain
graphite oxide. The microstructure of this product has func-
tional groups with good hydrophilicity, so that effect of the
layers inside the graphite is reduced. Therefore, the strong
oxidant can destroy the van der Waals force between each
layer of graphite and then make each layer independent.
The single-layer graphite oxide obtained in the above pro-
cess is placed in an ultrasonic environment, separated by

an organic solvent, and finally reduced to a single layer.
The layered graphene [18] is dissolved in the solution and
diluted to a 1mg/mL graphene oxide solution, which is con-
venient for subsequent operation and treatment. Then, the
Cu electrode was soaked in PEG solution of 5mmol/L for
12 hours [19] and dried and soaked in graphene oxide solu-
tion for 5 hours. The amino group in the PEG solution [20]
was combined with the carboxyl group in graphene oxide
solution to make graphene oxide adhere to the surface of
the plate. According to the different soaking times, the gra-
phene oxide electrodes [21, 22] soaked for 1 time, 2 times,
and 3 times were detected, respectively, with 500 ppb isobu-
tene gas. It is concluded that the graphene oxide-covered
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Figure 5: Single lamp-double light sensor response for 2 ppm.
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electrode can effectively improve the gas sensing properties
of the sensor, and the graphene oxide on the surface of the
plate will combine more fully with the increase of soaking
times. The voltage response value is shown in Figure 6.

4. Conclusions

In this article, the influence of single-lamp and dual-lamp on
the signal of PID based on the principle of photoionization
was mainly discussed, and the sensor plate was optimized
by new nanomaterials. According to the principle model of
the sensor, a complete dual-light ionization sensor structure
model was established. Through the analysis of the compar-
ative experimental results of high and low concentration
toluene, the performance improvement of the new PID
was verified. The graphene oxide electrodes with different
immersion times were tested with 500 ppb isobutene, and
the electrode parameters and properties were determined,
which provides a reliable data basis and experience for the
follow-up work. It is inferred from the experiment that there
is a good linear relationship between the voltage response
and the concentration of PID for toluene in the measure-
ment range of 0 ppm-8 ppm, and the lowest detection limit
is 250 ppb. It is concluded from the experiment that the
voltage response and concentration of toluene PID have a
good linear relationship in the measurement range of
0 ppm-8 ppm, and the minimum detection limit is 250 ppb.
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The discharge characteristics of seawater batteries can be used to prolong the working hours of autonomous underwater
observation vehicles. However, the output voltage level of the seawater battery is low, so it cannot directly be used to power
supply underwater observation vehicles. In this paper, a boost converter is proposed based on the seawater batteries to power
supply autonomous underwater observation vehicles. The proposed converter greatly increases the voltage level of the seawater
battery and directly supplies the underwater observation vehicles. Compared with the traditional boost converter, the voltage
gain of the proposed converter is more than ten times higher than it under the same duty ratio condition. Its structure is
asymmetric interleaved parallel, which can enable power devices to obtain lower voltage stress and ensure that the input
current ripple is low. The operating principle and homeostasis property of the proposed converter are analyzed in detail.
Finally, a prototype is built. Through simulation and experiment, the correctness of the theoretical design is verified and
experimental results are analyzed.

1. Introduction

With the improvement of people’s understanding of the
ocean, the exploration and development of Marine environ-
ments covering 70% of the surface has received extensive
attention. Autonomous underwater observation vehicle is an
autonomous underwater equipment suitable for various envi-
ronments, characterized by long working hours and wide
range of activities [1–6]. Therefore, the energy supply require-
ments of this equipment are relatively high. Lithium battery
has the characteristics of high specific energy and long cycle
life [7], began to be applied to the power system of underwater
vehicles in the early 21st century [8–11]. However, with the
extension of the working hours of autonomous underwater
observation vehicle, limited by the volume and weight of the
vehicle itself [12–15], lithium battery cannot meet its require-
ments. Dissolved oxygen seawater battery, with seawater as the
electrolyte, carbonized fibre or graphite are used to cathode,
and active metal as anode, redox reactions with dissolved oxy-
gen in seawater [16]. The reaction principle is as follows:

Anodes:

Mg⟶Mg2+ + 2e− ð1Þ

Cathode:

O2 + 2H2O + 4e− ⟶ 4OH− ð2Þ

The output voltage is 1.2-1.4V, and the battery has an open
structure and does not need to design a water pressure shell,
which is conducive to generate electricity in seawater at differ-
ent depths. Compared with lithium batteries, seawater batteries
do not need to carry electrolyte and cathode active substance,
and the specific energy (318Wh/kg) is higher than lithium bat-
teries (160Wh/kg) [17–20], and they have the characteristics of
long discharge time (3-5 years), safe, and reliable. Therefore, it
is particularly suitable for powering equipment that has been
working under the sea for a long time. However, due to the
low concentration of dissolved oxygen in the ocean, the output
power of dissolved oxygen seawater batteries is low [21, 22],
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and it can only be applied to low-power underwater observa-
tion systems of vehicles. Based on the characteristics of the
two types of batteries, the energy supply system of autonomous
underwater observation vehicle can be designed as shown in
Figure 1, lithium battery supplies power the power system of
the vehicle, and dissolved oxygen seawater battery supplies
power the observation system of the vehicles. Because the
power supply technology of lithium battery is relatively mature,
it will not be mentioned here.

The output voltage level of dissolved oxygen seawater
battery is low, with a rated output of 1.3V [23], and the volt-
age level required for observation system is high, so a high-
gain DC-DC converter needs to be added to the output side
of the seawater battery. The traditional boost converter volt-
age gain is lower; the higher voltage gain will make the duty
cycle close to 1, while power device voltage stress is higher.
So the researchers studied how to improve the voltage gain
of the converter. Literature [24–26] introduces switched
inductors in the boost converter, which increases the voltage
gain, but the effect is insufficient. In literature [27, 28], inter-
leaved parallel and switched capacitor are adopted to achieve
high gain; due to absence of coupled inductors, the voltage
gain of the converter is limited, and the voltage stress of
the MOSFET and diode is high. In literature [29], multiset
switched capacitors are proposed to obtain high-gain con-
verter, but the increase in the number of switched capacitors
undoubtedly increases the cost of circuits, and the efficiency
and reliability of the converter cannot be satisfied. In litera-
ture [30, 31], coupled inductor was used to achieve high-gain
conversion; due to the absence of interleaved parallel, the
increase in voltage gain is still limited.

In this paper, a high-gain DC-DC converter with asymmet-
ric interleaved parallel as a framework is proposed, combined
with coupled inductor and switched capacitor structure. Firstly,
while the converter obtains a higher voltage gain, the voltage
stress obtained by the power device is less. On the other hand,
the input current ripple of the converter can effectively be
suppressed by asymmetric interleaved parallel structure, thus
making the seawater battery power supply system more stable.
Finally, a prototype is built to verify the feasibility of the
proposed converter.

2. Principles of Operation and Analysis

The equivalent topology of the proposed converter is shown in
Figure 2. The two MOSFET in the converter are controlled by
the controller to realize 180° interleaved conduction; the
diodes D2 and D3 and capacitors C2 and C3 constitute the
switch capacitor structure and the output diode D4 as the out-
put of the converter. The input of the converter is a dual
coupled inductor structure, including leakage inductance Lk1
and Lk2, magnetizing inductance Lm1 and Lm2, and two ideal
transformers; the diode D1 and the capacitor C1 form the
clamping circuit. The turn ratio of the two coupled inductors
can be expressed as NS1/Np1 =N1 and NS2/Np2 =N2.

In order to facilitate analysis, it is assumed that the
effects of all parasitic elements are ignored. During a cycle,
there are 8 working modes and the driving signals of S1
and S2 are interleaved 180°. Figure 3 shows the key wave-

forms of the proposed converter, and the transient modes
I, II, V, and VI due to leakage should be ignored. After
ignoring, the modes in a cycle are III, VI, VII, and VIII.
The topological stages of the circuit are shown in Figure 4.

In mode III [t2 − t3], at t2, MOSFET S2 is off, S1 is still
open, diodes D1 and D3 are on, and diodes D2 and D4 are
off, as shown in Figure 4(a). The current on the diode D3
is expressed as

iD3 tð Þ = iD3 t2ð Þ + VC3
n2 Lk1 + Lk2ð Þ t − t2ð Þ: ð3Þ

In mode VI [t5 − t6], at t5, MOSFETs S1 and S2 are in
conduction state, and diodes D1, D2, D3, and D4 are cut
off, as shown in Figure 4(b). The magnetizing inductance
Lm1 current is expressed as

iLm1 tð Þ = iLm1 t5ð Þ + V in
Lm1 + Lk1

t − t5ð Þ: ð4Þ

In mode VII [t6 − t7], at time t6, MOSFET S1 is off, S2 is
on, diodes D2 and D4 are on, and diodes D1 and D3 are off,
as shown in Figure 4(c). Input current is expressed as

iin tð Þ = iin t6ð Þ + VC1 +VC2 + VC3 +Voð Þ −V in
Lk1 + Lm1

+ V in
Lk2 + Lm2

� �
t − t6ð Þ:

ð5Þ

In mode VIII [t7 − t8], at t7, the switch S1 is kept off, S2
remains on, diode D2 is on, and diodes D1, D3, and D4 are
cut off, as shown in Figure 4(d). The energy of leakage
inductance Lk1 is completely transferred to capacitor C2,
and the current iS2 is expressed as

iS2 tð Þ = iLm1 tð Þ + iLm2 tð Þ: ð6Þ

3. Performance Analysis

3.1. Steady-State and Performance Analysis. According to
magnetism chain conservation, the relationship between
magnetizing inductance Lm1 and Lm2 is expressed as

DuLm1−on + 1 −Dð ÞuLm1−off = 0,
DuLm2−on + 1 −Dð ÞuLm2−off = 0:

(
ð7Þ

In the formula, D is the duty ratio of the S1 and S2.
Available in formula (7),

VC1 =
V in
1 −D

,

VC2 =N2k2V in +N1k1V in
D

1 −D
,

VC3 =N1k1V in +N2k2V in
D

1 −D
:

ð8Þ

According to mode VII, the output voltage is expressed as
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Vo =VC1 +VC2 +VC3 +
V in
1 −D

: ð9Þ

The voltage gain is expressed as

MCCM = 2 + k1N1 + k2N2
1 −D

: ð10Þ

In the actual coupling inductance design, because the coef-
ficient of coupling is close to 1, it has little effect on the voltage
gain. In order to facilitate the analysis, the leakage inductance

is not considered in the following case, that is, k1 = k2 = 1. The
ideal voltage gain is expressed as

MCCM = 2 +N1 +N2
1 −D

: ð11Þ

According to formula (11), the ideal voltage gain of the
converter is related to turn ratio n and the duty ratio D. As
shown in Figure 5, when D remains unchanged, the higher n
, the higher the voltage gain of the converter.
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+
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+
–

+
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Seawater battery power supply
system

Lithium-ion battery power
supply module

Figure 1: Energy supply system for autonomous underwater observation vehicles.
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The voltage stress pushed to S1 and S2 is expressed as

VS2 =VC1 =
V in
1 −D

= Vo

2 +N1 +N2
,

VS1 =
V in
1 −D

= Vo
2 +N1 +N2

:

ð12Þ

The voltage stress of the diode D1 is expressed as

VD1 =Vo − VC2 − VC3 =
2V in
1 −D

: ð13Þ

The voltage stress of the diode D4 is expressed as

VD4 =Vo −VC2 −VC3 −VC1 =
V in
1 −D

: ð14Þ

The voltage stress of the diodes D2 and D3 is expressed as

VD2 = VD3 = VC2 +VC3 =
N1 +N2
1 −D

V in: ð15Þ

The ratio curve in Figure 6 is obtained using the ratio
V stress/Vo. It is not difficult to see that the voltage stress of
all power devices is lower than output voltage. MOSFETs
S1 and S2 and diodes D1 and D4 decrease with the increase
of turn ratio n, and diodes D2 and D3 increase with it.

3.2. Comparison. The high-gain converter is proposed in this
paper, fewer power devices are required, and their voltage
stress is lower. To further reflect its advantage, the proposed
converter is compared with many typical topologies in
recent years. The performance parameters are shown in
Table 1.

In order to compare the performance of converter, set
the coupled inductor turn ratio n = 3. The voltage gain com-
parison curve between the proposed converter and the other
four converters is shown in Figure 7, and the proposed con-
verter has a highest voltage gain compared with other typical
of boost converters.

The voltage stress comparison curve of the MOSFET is
shown in Figure 8. The ratio curve is obtained using the ratio
V stress/Vo. Compared with other typical converters, the pro-
posed converter has the lowest voltage stress, so MOSFET
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Figure 3: Key waveforms of the proposed converter.

4 Applied Bionics and Biomechanics



⁎

⁎
D3

D4

D2

D1Lk2

Lk1

NS1

Np1

Np2

NS2

Vin

S2

S1

C2

C1

C4

C3

Lm2

Lm1

(a)

⁎

⁎

D3

D2

D1

D4

Lk2

Lk1

NS1

Np1

Np2

NS2

Vin

S2

S1 

C2

C4

C1

C3

Lm2

Lm1

(b)

Figure 4: Continued.
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Table 1: Comparison of the proposed converter to typical converters.

Topologies No. of switches/diode/capacitors/inductance Voltage gain Switch voltage stress

Ref. [24] 1/5/4/2 4/1 −D Vo/2
Ref. [27] 2/4/4/2 4/1 −D Vo/4
Ref. [29] 4/6/6/1 2n/1 −D Vo/2n
Ref. [30] 1/3/4/2 n + 2/1 −D Vo/n + 2
Proposed 2/4/4/2 2n + 2/1 −D Vo/2n + 2
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devices with lower voltage stress can be selected at work.
Devices with low voltage stress will get smaller loss.

4. Design Considerations

4.1. Coupled Inductor Design. The turn ratio of the coupled
inductor is determined by the voltage gain and the duty
ratio, expressed as follows:

n = Vo 1 −Dð Þ
2V in

− 1: ð16Þ

The value of magnetizing inductance depends on the
acceptability of current ripple on the inductance. At the
same time, due to the limitations of the characteristics of
the seawater cell, the input current ripple large will lead to
the unstable output voltage of the seawater cell. Therefore,
the coupled inductor current ripple of the converter is set

as α%. The value of magnetizing inductance is expressed as

Lm = Lm1 = Lm2 =
V inD

α%Iin f s
= D 1 −Dð ÞVo

2α%I in f s
: ð17Þ

Magnetizing inductance has a great effect on suppressing
current ripple, and the input current ripple coefficient under
different magnetizing inductance can be obtained, as shown
in Figure 9:

The current ripple of the coupled inductor will directly
affect the stability of the system. Therefore, according to
Figure 9, magnetizing inductance value of 7μH can be
selected to suppress the current ripple and improve the sta-
bility of the system.

4.2. Capacitor Design. The capacitance is designed based on
the voltage ripple and the output power, and the voltage ripple
coefficient is μ%. The value of C1 to C4 is expressed as follows:

Table 2: Comparison of capacitance theory and actual values.

Capacitor C1 C2 C3 C4
Theoretical value (μF) 20 60 60 50

Experiment value (μF) 100 100 100 100

Theoretical pressure resistance (V) 6 17.6 17.6 24

Experimental pressure resistance (V) 50 50 50 50
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Figure 10: Control strategy for the seawater battery.
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C1 ≥
2Po

μ%VC1Vo f s
= 2Po 1 −Dð Þ
μ%VC1 f sV in 2n + 2ð Þ ,

C2 ≥
Po

μ%VC2Vo f s
= Po 1 −Dð Þ
μ%VC2 f sV in 2n + 2ð Þ ,

C3 ≥
Po

μ%VC3Vo f s
= Po 1 −Dð Þ
μ%VC3 f sV in 2n + 2ð Þ ,

C4 ≥
Po

μ%VC4Vo f s
= Po 1 −Dð Þ
μ%VC4 f sV in 2n + 2ð Þ :

ð18Þ

According to the above calculation, based on the actual,
the capacitance values of C1 to C4 can be the same; in order
to make the supply system operate stably, considering the
actual circuit parasitic elements, it is necessary to add a certain
margin on the basis of theoretical calculation.

The theoretical values and the experiment values of each
capacitance can be expressed in Table 2:

5. Simulation and Experimental Validation

The designed high-gain converter has a rated power of 10W
and a rated output voltage of 24V. Seawater battery rated
output voltage is 1.3V. In order to verify the correctness of
the above theoretical analysis, the system can be built as
shown in Figure 10:

5.1. Effect of Simulation Parameters on Current Ripple. In
order to further study the working characteristics of the con-
verter, the optimal duty ratio and turn ratio are obtained by
simulation. The input current ripple is related to duty ratio
and turn ratio. When other device parameters are kept
unchanged, the duty ratio of the converter and the turn ratio
of the coupled inductor are changed, and the simulation
results are shown in Figure 11.

(a) The current ripple is when n=3, D=50%, the input
current

(b) The current ripple is when n=2, D=60%, the input
current

(c) The current ripple is when n=4, D=40%, the input
current

According to formula (17), when the duty ratio increases,
the output voltage is kept unchanged, and the current ripple
will change with the duty ratio. Therefore, through simulation,
the optimal combination of turn ratio and duty ratio in Table 3
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Figure 11: Input current ripple under different duty ratio and turn number ratio.

Table 3: Input current ripple coefficient under different turn
number ratio and duty cycle.

n (turn ratio) D (duty ratio) Current ripple coefficient

2 60% 5.3%

3 50% 1.8%

4 40% 12.3%

Table 4: Simulation parameters.

The proposed converter parameters Value

V in (V) 1.3

n (turn ratio) Ns/Np = 1 : 3
Lm1, Lm2 (μH) 7

C1, C2, C3, C4 (μF) 100

f s (KHz) 100

D (duty ratio cycle) 50%
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can be obtained. When the duty ratio is 50%, the current ripple
is the lowest.

After simulation analysis and theoretical analysis, in
order to minimize the input current ripple of the system,
the coupled inductor turn ratio can be set at 1 : 3. The duty
ratio is D = 50%.

5.2. Simulation Verification. According to the theoretical cal-
culation and the above simulation conclusions, the simula-
tion parameters of Table 4 are set, and the model can be
built. The simulation results are as follows.

The simulation waveform of output voltage and S1, S2
voltage is shown in Figure 12. The output voltage is 24V,

V o
 (5

V
/d

iv
)

Time (10us/div)

(a)

V d
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Figure 12: Voltage simulation waveform.
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Figure 13: Diode D1 (a) and D2 (b) voltage waveform.
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Figure 14: Diode D3 (a) and D4 (b) voltage waveform.
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Figure 15: Input current ripple waveform.

Table 5: Simulation results under seawater battery output
conditions.

V in
(V)

Iin
(A)

Current
ripple (A)

S1, S2 voltage
stress (V)

Duty ratio
(%)

Vout
(V)

1.2 8.33 0.31 3.62 55 24

1.25 8.00 0.22 3.54 52 24

1.3 7.69 0.15 3.80 50 24

1.35 7.41 0.18 3.71 45 24

1.4 7.14 0.29 3.76 41 24
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as shown in Figure 12(a) and the voltage stress of switches
S1, S2 is 3.8V, as shown in Figure 12(b). Figures 13 and 14
show the diode voltage simulation waveform, diode D1 volt-
age stress is 5.7V, as shown in Figure 13(a). The voltage
stress of diodes D2 and D3 is 17.8V, and diode D4 voltage

stress is 3.4V. Current simulation waveform is shown in
Figure 15 and the input current ripple value is 0.15A.

In order to fully verify the performance of the power sup-
ply system of the seawater battery under the condition of the
proposed converter, the output voltage range (1.2-1.4V) of

Time (10us/div)

(a) (b)

Figure 16: Stress wave form of input/output voltage and switches voltage.
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Figure 17: Diode voltage stress waveform.
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the seawater battery is simulated. The simulation results are
shown in Table 5:

After simulation, it can be obtained that under the con-
dition that the output voltage range (1.2-1.4V) of the seawa-
ter battery, the input current ripple of the proposed
converter is maintained at 0.15-0.29A, the current ripple is
generally low, the voltage stress of the switching device is
maintained at 3.54-3.76V, and the voltage stress is low and
the fluctuation is small.

5.3. Experiment and Results Analysis. In order to further ver-
ify the correctness of theoretical analysis and simulation
parameters, a prototype is built in the laboratory, and the
experimental waveform is obtained and analyzed.

As shown in Figure 16(a), the load voltage of the converter
is about 24V, which achieves the high gain effect of theoretical
analysis. The voltage stress of the MOSFETs S1 and S2 is about
4V. Due to the influence of the parasitic capacitance in the
MOSFET, the parasitic capacitance discharge generates the
spike voltage shown in Figure 16(b). Because the diode retains
a safety margin for the voltage during the selection process, it
has little impact on the system. The voltage stress of each diode

is shown in Figure 17, the voltage stress of the diode D1 is
about 6V, D4 is about 4V, and D3 is about 18V compared
to the actual voltage of the diode which is low compared to
the theoretical analysis, but the voltage waveform meets the
theoretical analysis and has good performance. Figure 18 is
the input current ripple waveform of the converter. Due to
the existence of parasitic inductance and parasitic resistance
in the actual circuit, the current ripple is somewhat disturbed.
It can be seen from the waveform that the current ripple is
about 0.2A, so the structure effectively reduces the input cur-
rent ripple.

Other output voltage of seawater batteries is tested.
Within the output voltage range of seawater batteries, the
performance of the 1.2-1.4V seawater battery power supply
system is shown in Table 6.

Through the experimental results, it can be obtained that
under the condition of the output voltage of the seawater
battery, the current ripple range of the converter is 0.2-
0.38A, and the actual current ripple is close to the simulated
current ripple. The influence of parasitic elements in the
actual circuit is considered, and the range of current ripples
is acceptable. The voltage stress of the switches is 3.67-4V,
compared with the simulation results, and the results are
acceptable. The efficiency of the seawater battery power sup-
ply system has reached 78.2-84.2%.

Table 6: Experimental results under seawater battery output
conditions.

V in
(V)

Iin
(A)

Current
ripple (A)

S1, S2 voltage
stress (V)

Duty
ratio
(%)

Vout
(V)

Efficiency
(%)

1.2 10.7 0.38 3.84 57 23.6 78.2

1.25 10.1 0.27 3.67 53 23.8 79.1

1.3 9.4 0.2 4.00 50 24.0 81.9

1.35 8.9 0.22 3.92 46 24.0 82.5

1.4 8.5 0.34 3.86 43 24.2 84.2

Table 7: Theoretical loss value.

Element Coupled inductance D1 D2 D3 D4 S1, S2
Ploss (W) 1.57 0.15 0.21 0.21 0.21 0.24

6%
9%

24% 61%

Diode D1 loss

Coupled-inductor
loss

Diode D2, D3, D4
loss

Switching loss

Figure 19: Loss distribution of the converter.
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Figure 18: Input current ripple.
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5.4. Loss Analysis. The main loss in the converter comes
from the heating of the power device, where the power
device is the coupled inductor, diode, and MOSFET.

5.4.1. MOSFET Loss. The on-state loss of the MOSFET
mainly comes from the on resistance RdðonÞ of the switches.
The on-state loss is expressed as follows:

Ploss onð Þ = Rd onð Þ × i2ds: ð19Þ

In formula (19), ids is the effective value of the current
flowing through the DS of the MOSFET.

The shutdown loss of the MOSFETs is not only related
to the frequency f s but also related to the parasitic output
capacitance Coss1; the shutdown loss is expressed as follows:

Ploss offð Þ =
i2ds × t2f × f s
48 × Coss1

: ð20Þ

The tf is the fall time of the switches.
The switching status of the MOSFETs S1 and S2 is the

same, and the total loss of the switches can be expressed as

PS = 2 Ploss−on + Ploss−offð Þ: ð21Þ

5.4.2. Diode Loss. The loss on diode is the product of current
iF and the forward voltage drop VF of diode. The loss of
diode can be expressed as

PD = f s ×
ðTS/2

0
VF × iF tð Þdt: ð22Þ

5.4.3. Transformer Loss. Transformer loss is the main part of
the magnetic component loss. It mainly includes core loss
and winding loss, among which core loss includes hysteresis
loss and eddy current loss.

The hysteresis loss is proportional to B and is expressed
as follows:

Ph = Kh × f s × B1:6 ×V : ð23Þ

Kh is the proportional coefficient related to the material.
The eddy current loss in dynamic alternating magnetic

field is

Pc =
π2 f 2sB

2d2

6ρ : ð24Þ

In formula (24), d is the material density, measured in
unit g/cm3, and ρ is resistivity.

Core loss of the transformer may be expressed as

Pcore = Ph + Pc: ð25Þ

Winding loss mainly comes from the copper loss of the
primary winding and the secondary winding, which is
expressed as Pcu p and Pcu s, including the alternating cur-
rent winding Rac p and Rac s. The ip, is is the current flowing

through, and the losses of the primary side and secondary
side winding are expressed as

Pcu p = i2p × Rac p,

Pcu s = i2s × Rac s:
ð26Þ

The winding loss of a transformer is the sum of the cop-
per loss of the primary and secondary side transformers,
which is expressed as follows:

Pcu = Pcu p + Pcus: ð27Þ

The total transformer loss can therefore be expressed as

PT = 2 Pcu + Pcoreð Þ ð28Þ

5.4.4. Converter Loss Distribution. In fact, there are some
other losses in the converter, such as wire loss and delay loss,
but these losses are often very small and negligible. After cal-
culation, the loss of each power device is shown in Table 7.

The total power loss of the proposed converter can be
expressed as

Ploss = PS + PD + PT : ð29Þ

The loss of each power device is calculated according to
the theory, and percentages are reflected in Figure 19. The pro-
portion of transformer loss is the largest. According to the loss
analysis, winding loss (Pcu) is considered to be the main loss of
the transformer, which is caused by the low rated power of the
converter and the high carry currents of the transformer.

Under the rated state of the converter, the ideal conver-
sion efficiency of the proposed converter can be calculated
from (29), with a result of 83.1%, and the difference is
1.9% compared with the actual conversion efficiency. Due
to the existence of parasitic resistance in the line and the
existence of the parasitic capacitance and the parasitic diode
in the switching, it has a certain impact on the efficiency of
the converter, but the impact is small, and the actual value
is close to the theoretical value.

6. Conclusions

In this paper, the DC/DC converter in the energy supply sys-
tem of the autonomous underwater observation vehicles is
taken as the research object, exploring the improvement of
output voltage level of seawater batteries, through DC/DC
converters, to supply power in the underwater observation
vehicle. The topology of the proposed converter is studied
and verified by simulation and experiment. The main con-
clusions are as follows:

(1) Under the range of output voltage 1.2-1.4V of dis-
solved oxygen seawater battery, DC/DC converters
can improve the voltage level. Under the premise of
maintaining the output voltage of 24V, the efficiency
reaches 78-84%
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(2) Under the asymmetric interleaved parallel structure,
combined with the coupled inductor and clamping
circuit, not only the input current ripple is sup-
pressed, but also the voltage stress of the MOSFETs
is controlled by about 4V

(3) In the study of improving the voltage level, the com-
bination of coupled inductors and switched capaci-
tance in the topology can enable the converter to
obtain higher voltage gain under low duty cycle

7. Future Work

Based on the current theoretical calculation and experimen-
tal results, an experimental platform for mixed power supply
of seawater batteries and lithium batteries will be built. Due
to the large loss of transformers in the proposed converter, it
will be further optimized to improve the efficiency of the sea-
water battery power supply system. Further verify the cor-
rectness of the proposed system.
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available within the manuscript.
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In the lifetime and reliability experiments, the censored samples play a fundamental and important role in order to control time
and cost. The researchers developed the censored sample schemes to solve the problems that arise by applying the previous
methods. Recently, Górny and Cramer (2018) proposed a new general type of censored sample called Type-II unified
progressive hybrid censored sample. In this paper, we present an overview of the Type-II unified progressive hybrid censored
sample. We used this censored sample to compute the maximum likelihood estimates of unknown parameters from the Pareto
distribution, as well as Bayesian estimates for unknown parameters under three different error loss functions. The point and
interval Bayesian predictions one- and two-sample Bayesian predictions from the Pareto distribution are shown. Simulation
studies are carried out to compare the efficacy of the various inference approaches. Finally, real data sets are examined to
determine the applicability of the proposed model and various estimating approaches.

1. Introduction

In order to time and expense constraints, experiments in
reliability analysis frequently end before all units in the test
have failed. In such circumstances, failure information is
only accessible for a portion of the sample, and only limited
information is given on all units that have not failed. Data
that has been censored is referred to as censored data. There
are several different censoring schemes such as Type-I and
Type-II. Since Epstein [1] presented Type-I hybrid censor-
ing, various hybrid censoring modifications have been devel-
oped to address the model’s flaws. Due to the fact that Type-
I hybrid censoring does not guarantee the observation of at
least one of the failures, Childs et al. [2] developed Type-II
hybrid censoring, which ensures the observation of at least
m failures from the n units put on the life test. However,
the main disadvantage of this censoring system is that the
experimenter has not controlled the test time. The disadvan-
tages of both Type-I and Type-II hybrid censoring are miti-
gated by Chandrasekar et al. [3]. In addition, the unified

hybrid censoring methods are even more flexible than
hybrid censoring techniques (see, e.g., Balakrishnan et al.
[4]; Huang and Yang [5]; Park and Balakrishnan [6]). In
unified hybrid censoring method, consider, n identical units
are placed on a life-testing device. Fix the integers k, m ∈ f
1, 2,⋯, ng, and T1 and T2∈ð0,∞Þ such that k <m and T1
< T2: The experiment is stopped at min ðmax ðT1, Ym:nÞ,
T2Þ if the kth failure occurs before time T1: Otherwise, the
experiment is stopped at min ðmax ðYk:n, T2Þ, Ym:nÞ%. We
can guarantee that the experiment will be completed at most
in time T2 with at least k failures, and if not, we can guaran-
tee exactly k failures under this censoring strategy.

If one of these units is inadvertently broken but the
experiment has not yet been terminated, this unit must be
removed from the life test, and the progressive censoring
methodology is the best method for this case. Complete fail-
ures of m units will be observed in Type-II progressive cen-
soring methods. When the first failure occurs, R1 of the n − 1
remaining units is chosen at random and removed from the
lifetime test. R2 of the n − R1 − 2 surviving units is randomly
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selected and eliminated at the second observed failure.
Finally, Rm surviving units are removed after the mth failure,
and the experiment comes to an end. We will denote the m
ordered failure times thus observed by Y1:m:n,⋯, Ym:m:n. It is
evident that n =m +∑m

k=1Rk.
The downsides of the Type-II progressive censoring sys-

tem are that if the units are highly reliable, the experiment
can take a long time. Therefore, Kundu and Joarder [7]
and Childs et al. [8] proposed a progressive hybrid censoring
scheme (PHCS) in which the life-testing experiment is
ended at time min fYm:m:n, Tg, with T ∈ ð0,∞Þ. For more
details, we refer our readers to Tomer and Panwar [9],
Panahi [10], Almarashi et al. [11], and Moihe El-Din et al.
[12, 13]. On the other hand, the disadvantage of the PHCS
is that it cannot be applied when only a few failures are likely
to occur before time T. For this reason, Cho et al. [14] pro-
posed a Type-I generalized PHCS in which the life-testing
experiment is terminated at the time min fmax ðT , Yk:m:nÞ,
Ym:m:ng for prefixed k <mf1, 2,⋯, ng. Moreover, Lee et al.
[15] proposed Type-II generalized PHCS, in which the life-
testing experiment is terminated at time min fmax ðT1,
Ym:m:nÞ, T2g for prefixed T1 < T2ð0,∞Þ. For recent work
on this topic, see, for example, Moihe El-Din and Nagy
[16], Nagy et al. [17, 18], and Nagy and Alrasheedi [19].

While generalized PHCS are superior to Type-I and
Type-II PHSC, they do have significant disadvantages.
Therefore, Górny and Cramer [20] developed a general type
of generalized PHCS, called Type-II unified PHCS to address
some of the shortcomings of these schemes. Under Type-II
unified PHCS, we can guarantee that the lifetime experiment
will be completed at no later than T2 with at least k number
of unit failures; this ensures that the statistical inference is
carried out with more efficiency. For recent work on the
Type-II unified PHCS, see, for example, Górny and Cramer
in [21] and Kim and Lee in [22].

The following is how the rest of the article is structured: Sec-
tion 2 provides an overview of the Type-II unified PHCS. Sec-
tion 3 determines the maximum likelihood estimates (ML) of
unknown parameters, while Section 4 derives the Bayesian esti-
mates for the unknown parameters with three loss functions.
Sections 5 and 6 calculate the point and interval Bayesian pre-
dictions for one- and two-sample Bayesian predictions, respec-
tively. Simulation studies are carried out in Section 7 to
compare the efficacy of the offered inference methodologies.
A real data is utilized to demonstrate the theoretical findings
in Section 8. Finally, the paper is concluded in Section 9.

2. The Type-II Unified PHCS and
Likelihood Function

Consider a life test in which n identical items are put on test.
Then, the Type-II unified PHCS may be described as follows.
Let T1, T2 ∈ ð0,∞Þ and integer k,m ∈ f1, 2,⋯, ng are pre-
fixed such that T1 < T2 and k <m with R = ðR1, R2,⋯, RmÞ
is also prefixed integers satisfying n =m + R1 +⋯ + Rm. At
the time of first failure, R1 of the remaining units are randomly
removed. Similarly, at the time of the second failure R2, of the
remaining units are removed and so on. If the kth failure

occurs before time T1, the experiment is terminated at min f
max ðYm:m:n, T1Þ, T2g. If the kth failure occurs between T1
and T2, the experiment is terminated at min ðYrm:m:n, T2Þ
and if the kth failure occurs after time T2, the experiment is ter-
minated at Yk:n. Under this censoring scheme, we can guaran-
tee that the experiment would be completed at most in timeT2
with at least k failure and if not, we can guarantee exactly k
failures. Let D1 and D2 denote the numbers of observed fail-
ures up to time T1 and T2, respectively. In addition, d1 and
d2 are the observed values of D1 and D2, respectively.

Under the UPHCS described above, we have one of the
following types of observations:

(1) If the kth failure occurs before time T1, the experi-
ment is terminated at min fmax ðYm:m:n, T1Þ, T2g
and then we have the following three subcases:

(a) If the mth failure occurs before T1, i.e., 0 < Yk:m:n <
Ym:m:n < T1 < T2, then instead of terminating the test
by withdrawing the remaining Rm items after themth

failure, we continue to observe failures (without any
further withdrawals) up to the experiment end at
time T∗ = T1. Therefore, the observed failure times
are fY1:m:n<⋯<Yk:m:n<⋯<Ym:m:n<⋯<Yd1:n

g
(b) If the mth failure occurs between T1 and T2, i.e., 0 <

Yk:m:n < T1 < Ym:m:n < T2, then the experiment will
end at T∗ = Ym:m:n and the observed failure times are
fY1:m:n<⋯<Yk:m:n<⋯<Yd1:m:n<⋯<Ym:m:ng

(c) If the mth failure occurs after T2, i.e., 0 < Yk:m:n <
T1 < T2 < Ym:m:n, then the experiment will end at
T∗ = T2 and the observed failure times are fY1:m:n<
⋯<Yk:m:n<⋯<Yd1:m:n<⋯<Yd2:m:ng

(2) If the time T1 pass before the kth, then the experi-
ment will end at min fmax ðYk:m:n, T2Þ, Ym:m:ng
and then we have the following three subcases:

(a) If T2 passes before the kth failure occurs, i.e., 0
< T1 < T2 < Yk:m:n < Ym:m:n, then the experiment
will end at T∗ = Yk:m:n and we will observe f
Y1:m:n<⋯<Yd1:m:n<⋯<Yd2:m:n<⋯<Yk:m:ng

(b) If the mth failure occurs before T2, i.e., 0 < T1 <
Yk:m:n < Ym:m:n < T2, then the experiment will
end at T∗ = Ym:m:n and we will observe fY1:m:n

<⋯<Yd1:m:n<⋯<Yk:m:n<⋯<Ym:m:ng
(c) If the time T2 between Yk:m:n and Ym:m:n, i.e., 0

< T1 < Yk:m:n < T2 < Ym:m:n, then the experiment
will end at T∗ = T2 and the observed failure
times are fY1:m:n<⋯<Yd1:m:n<⋯<Yk:m:n<⋯<
Yd2:m:ng
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Let Y be the Type-II unified progressive hybrid censored
sample from distribution with the probability density func-
tion (PDF) gðyÞ, and the cumulative distribution function
(CDF) GðyÞ, then, based on the Type-II unified PHCS, the
likelihood function is given by

LY Yð Þ =

Yd1
i=1

〠
m

j=1
~Rj + 1
� �" #Yd1

i=1
g yi:m:nð Þ �G yi:m:nð Þ� �~Ri �G T1ð Þ� �~Rt1 in Case 1a,

Ym
i=1

〠
m

j=1
~Rj + 1
� �" #Ym

i=1
g yi:m:nð Þ �G yi:m:nð Þ� �~Ri in Case 1b,

Yd2
i=1

〠
m

j=1
~Rj + 1
� �" #Yd2

i=1
g yi:m:nð Þ �G yi:m:nð Þ� �~Ri �G T2ð Þ� �~Rt2 in Case 1c,

Yk
i=1

〠
m

j=1
~Rj + 1
� �" #Yk

i=1
g yi:m:nð Þ �G yi:m:nð Þ� �~Ri in Case 2a,

Ym
i=1

〠
m

j=1
~Rj + 1
� �" #Ym

i=1
g yi:m:nð Þ �G yi:m:nð Þ� �~Ri in Case 2b,

Yd2
i=1

〠
m

j=1
~Rj + 1
� �" #Yd2

i=1
g yi:m:nð Þ �G yi:m:nð Þ� �~Ri �G T2ð Þ� �~Rt2 in Case 2c,

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
ð1Þ

Therefore, these cases can be combined and obtained as

L θ ∣ Yð Þ
Yd∗
i=1

〠
m

j=1
~Rj + 1
� �" #Yd∗

i=1
g yi:m:nð Þ �G yi:m:nð Þ� �~Ri �G T1ð Þ� �~Rt1 �G T2ð Þ� �~Rt2 ,

ð2Þ

where �G = 1 −G and

Y =

y1:m:n,⋯, yk:m:n,⋯, ym−1:m:n, ym:m:n,⋯, yd1:nð Þ in Case 1a,
y1:m:n,⋯, yk:m:n,⋯, yd1:m:n,⋯, ym:m:nð Þ in Case 1b,
y1:m:n,⋯, yk:m:n,⋯, yd1:m:n,⋯, yd2:m:nð Þ in Cases 1c,
y1:m:n,⋯, yd1:m:n,⋯, yd2:m:n,⋯, yk:m:nð Þ in Case 2a,

y1:m:n,⋯, yd1 ,⋯, yk:m:n,⋯, ym:m:n

� �
in Case 2b,

y1:m:n,⋯, yd1:m:n,⋯, yk:m:n,⋯, yd2:m:nð Þ in Cases 2c,

8>>>>>>>>>>>><>>>>>>>>>>>>:

d∗ =

d1 in Case 1a,
m in Cases 1b and 2b,
d2 in Cases 1c and 2c,
k in Case 2a,

8>>>>><>>>>>:

~R =

R1,⋯, Rk,⋯, Rm−1, 0,⋯, 0, Rt1

� �
in Case 1a,

R1,⋯, Rk,⋯, Rd1
,⋯, Rm

� �
in Case 1b,

R1,⋯, Rk,⋯, Rd1
,⋯, Rt2

� �
in Cases 1c,

R1,⋯, Rd1
,⋯, Rd2

,⋯, Rk∗
� �

in Case 2a,

R1,⋯, Rd1
,⋯, Rk,⋯, Rm

� �
in Case 2b,

R1,⋯, Rd1
,⋯, Rk,⋯, Rt2

� �
in Cases 2c,

ð3Þ

with ~Rk∗ = n − k −∑k−1
j=1 ~Rj,~Rt1

is the number of surviving
units that are eliminated at T1, given by

~Rt1
=

n − d1 − 〠
m−1

j=1
~Rj in Case 1a,

0 in all other cases,

8>><>>: ð4Þ

and ~Rt2
is the number of surviving units that are eliminated

at T2, given by

~Rt2
=

n − d2 − 〠
d2

j=1
~Rj in Cases 1c and 2c,

0 in all other cases:

8>><>>: ð5Þ

Special cases: The Type-II unified PHCS is a generaliza-
tion of many censoring schemes, for example:

(1) If Ri = 0 for all i <m and Rm = n −m, the Type-II
unified PHCS becomes unified HCS

(2) If T2 =∞, the Type-II unified PHCS becomes gener-
alized Type-I PHCS

(3) If k =m, the Type-II unified PHCS becomes general-
ized Type-II PHCS

(4) If T1 = 0 and k =m, the Type-II unified PHCS
becomes Type-I PHCS

(5) If T2 =∞ and k = 0, the Type-II unified PHCS
becomes Type-II PHCS

Note: In order for the experiment to be terminated at
time T1, Rm must be not equal to zero; if Rm is equal to zero
and the mth failure occurs before T1, then the experiment is
terminated at Ym:m:n.

3. The ML Estimation

In this section, we derive the ML inference of the unknown
parameters λ and θ for the Pareto distribution which was
introduced by Pareto [23] as a model for the distribution
of income, based on the Type-II unified PHCS. Using the
exponential form, Pareto distribution has the following den-
sity function (PDF) and distribution function (CDF), respec-
tively, given by

g y ∣ λ, θð Þ = λ

y
exp −λ ln y

θ

� �h i
, λ, θ > 0, y ≥ θ, ð6Þ

G y ∣ λ, θð Þ = 1 − exp −λ ln y%
θ

� 	
 �
, λ, θ > 0, y ≥ θ:%:

ð7Þ
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From (7), (6), and (2), the likelihood function of λ, θ
under the Type-II unified PHCS can be derived as

L λ, θ ∣ Yð Þ =
Yd∗
i=1

〠
m

j=i
~Rj + 1
� �" #

λd
∗

�
Yd∗

i=1

1
yi

 !
exp −λ η y

� �
+ ~Rt1

ln T1 + ~Rt2
ln T2 − n ln θ

h in o
,

ð8Þ

where ηðyÞ =∑d∗

i=1ð~Ri + 1Þ ln yi, and yi = yi:d∗:n for simplicity
of notation.

Since the likelihood function (8) is an increasing func-
tion in θ, but θ is the lower bound of yi for all yi ∈ Y, so its
maximum value will be attained at the maximum value y1
of θ. From (8), the log-likelihood function of ðλ, θÞ is given
by

ln L λ, θ ∣ Yð Þ½ �∝ d∗ ln λð Þ
− λ η% y

� �
+ ~Rt1

ln T1 + ~Rt2
ln T2 − n ln θð Þ

h i
:

ð9Þ

To maximize relative to λ, differentiate (9) with respect
to λ and solve the equation

∂ ln L λ, θ ∣ Yð Þ½ �
∂λ

= 0, ð10Þ

so the ML estimator bλML of λ is obtained as

bλML =
d∗

η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n ln y1:nð Þ
: ð11Þ

3.1. Approximate Confidence Intervals for λ and θ. For large
d∗, the observed Fisher information matrix of the parame-
ters λ and θ is given by

I bλ , bθ� �
=

−
∂2 ln L λ, θ ∣ Yð Þ

∂λ2
−
∂2 ln L λ, θ ∣ Yð Þ

∂λ∂θ

−
∂2 ln L λ, θ ∣ Yð Þ

∂θ∂λ
−
∂2 ln L λ, θ ∣ Yð Þ

∂θ2

26664
37775 bλML ,bθML

� �,

ð12Þ

where

∂2 ln L λ, θ ∣ Yð Þ
∂λ2

= −
d∗

λ2
,

∂2 ln L λ, θ ∣ Yð Þ
∂θ2

= −
nλ

θ2
,

∂2 ln L λ, θ ∣ Yð Þ
∂λ∂θ

= −
n
θ
,

ð13Þ

and a 100ð1 − αÞ% two-sided approximate confidence inter-
vals for the parameters λ and θ are then

bλ − zα/2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
V bλ� �r

, bλ + zα/2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
V bλ� �r� 	

,

bθ − zα/2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
V bθ� �r

, bθ + zα/2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
V bθ� �r� 	

,
ð14Þ

respectively, where VðbλÞ and VðbθÞ are the estimated

variances of bλML and bθML, which are given by the first

and the second diagonal element of I−1ðbλ , bθÞ, and zα/2
is the upper ðα/2Þ percentile of the standard normal
distribution.

4. Bayesian Estimation

In this study, we investigate three forms of loss functions for
Bayesian estimation. The first is the squared error loss func-
tion (SELF), which is a symmetric function that values over-
estimation and underestimation equally when estimating
parameters. The LINEX loss function (LLF), which is asym-
metric and offers different weights due to overestimation
and underestimation, is the second option. The generaliza-
tion of the entropy loss function is the third loss function
(GELF).

Under the assumption that both parameters λ and θ are
unknown, we can use the joint prior density function of λ
and θ proposed by Lwin [24] and generalized by Arnold
and Press [25] for Bayesian Estimations. The generalized
Lwin prior is given by

π λ, θð Þ∝ λa1

θ
exp −λ ln a2 − b1 ln θð Þ½ �, λ > 0, 0 < θ < d,

ð15Þ

where a1, b1, a2, b2 are positive constants and bb12 < a2.
Upon combining (8) and (15), given UPHCS, the poste-

rior density function of λ, θ is obtained as

π∗ λ, θ ∣ Yð Þ = L λ, θ ∣ Yð Þπ λ, θð ÞÐ∞
0 L λ, θ ∣ Yð Þπ λ, θð Þdλdθ

= I−1λd
∗+a1θ−1 exp −λη y

� �
+ ~Rt1

ln T1
hn

+ ~Rt2
ln T2 − n + b1ð Þ ln θ + ln a2

io
,

ð16Þ
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where

I =
ðδ
0

ð∞
0
λd

∗+a1θ−1 exp −λ η y
� �

+ ~Rt1
ln T1

hn
+ ~Rt2

ln T2 − n + b1ð Þ ln θ + ln a2
io

dλdθ

= Γ d∗ + a1ð Þ
n + b1

η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2
h

− n + b1ð Þ ln δ + ln a2
i− d∗+a1ð Þ

,

ð17Þ

with δ =min ðy1:n, b2Þ.
4.1. The Bayesian Estimation under SELF. A commonly used
loss function is the squared error loss function (SELF)
defined as follows:

LBS bβ , β� �
∝ bβ − β
� �2 ð18Þ

The Bayesian estimate bβBS for the unknown parameter β

, relative to the squared error loss function, is given by

bβBS = Eπ∗ β½ � ð19Þ

By using (16), the Bayesian estimator of λ under the
squared error loss function is the mean of the posterior den-
sity function, given by

bλBS =
ðδ
0

ð∞
0
λπ∗ λ, θ ∣ Yð Þdλdθ: ð20Þ

Hence, the Bayesian estimator of λ under the squared
error loss function is obtained as

bλBS =
d∗ + a1

η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln δ + ln a2
,

ð21Þ

and the Bayesian estimator of θ under the squared error loss
function is obtained as

where

Φ y, yð Þ =
ð∞
0

tye−t

t + y
dt: ð23Þ

A partial tabulation of ψðy, yÞ = ðy/ΓðyÞÞΦðy − 1, yÞ has
been provided by Arnold and Press in [25].

4.2. The Bayesian Estimation under GELF. Another com-
monly used asymmetric loss function is the general entropy
(GE) loss function given by

LBE bβ , β� �
∝

bβ
β

 !ω

− ω ln
bβ
β

 !
− 1: ð24Þ

For ω > 0, a positive error has a more serious effect than
a negative error, and for ω < 0, a negative error has a more
serious effect than a positive error. In this case, the Bayesian

estimate bβBE relative to the GE loss function is given by

bθBE = Eπ∗ β½ �−ωf g−1
ω , ð25Þ

provided that the involved expectation Eπ∗ ½β�−ω is finite. It
can be shown that, when ω = 1, the Bayesian estimate in
Eq. (25) coincides with the Bayesian estimate under the
weighted squared error loss function. Similarly, when ω = −
1, the Bayesian estimate in Eq. (25) coincides with the Bayes-
ian estimate under the SE loss function.

bθBS = ðδ
0

ð∞
0
θπ∗ λ, θ ∣ Yð Þdλdθ = I−1δ

ð∞
0

λd
∗+a1

λ n + b1ð Þ + 1 exp −λ η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln δ + ln a2
h in o

dλ

= I−1δ
n + b1ð Þ η y

� �
+ ~Rt1

ln T1 + ~Rt2
ln T2 − n + b1ð Þ ln δ + ln a2

h i− d∗+a1ð Þ

×
ð∞
0

td
∗+a1e−t

t + η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln δ + ln a2
h i

/ n + b1ð Þ
dt

= δ

Γ d∗ + a1ð ÞΦ d∗ + a1,
η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln δ + ln a2
h i

n + b1ð Þ

0@ 1A,

ð22Þ
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By using (16), the Bayesian estimator of λ under GELF is
given by

and the Bayesian estimator of θ under GEF is obtained as

4.3. The Bayesian Estimation under LLF. Under the assump-

tion that the minimal loss occurs at bβ = β, the LINEX loss
function can be expressed as

LBL bβ , β� �
= exp ε bβ − β

� �h i
− ε bβ − β
� �

− 1 ð28Þ

where ε ≠ 0. The sign and magnitude of the shape parameter
v represent the direction and degree of asymmetry, respec-
tively. It is easily seen the (unique) Bayesian estimator of θ,
denoted by θ̂Lunder the LINEX loss function, and the

valuebβLwhich minimizesEπ∗ ½LLðbβ , βÞ�is given by

bβBL =
−1
ε

ln Eπ∗ exp −υβð Þ½ �f g, ð29Þ

provided that the involved expectation Eπ∗ ½exp ð−υβÞ� is
finite.

By using (16), the Bayesian estimator of λ under LLF is
given by

and the Bayesian estimator of θ under LLF is obtained as

bλBE =
ðδ
0

ð∞
0
λ−ωπ∗ λ, θ ∣ Yð Þdλdθ


 �−1
ω

=
Γ d∗ + a1 − ωð Þ η y

� �
+ ~Rt1

ln T1 + ~Rt2
ln T2 − n + b1ð Þ ln δð Þ + ln a2ð Þ

h i d∗+a1ð Þ

Γ d∗ + a1ð Þ η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln δð Þ + ln a2ð Þ + ε
h i d∗+a1−ωð Þ

8><>:
9>=>;

−1
ω ð26Þ

bθBE =
ðδ
0

ð∞
0
θ−ωπ∗ λ, θ ∣ Yð Þdλdθ


 �−1
ω

= I−1
ðδ
0

Γ d∗ + a1 + 1ð Þ
θ1−ω

η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln θð Þ + ln a2ð Þ
h i d∗+a1+1ð Þ

dθ

 �

:

ð27Þ

bλBL =
−1
ε

ln
ðδ
0

ð∞
0

exp −υλð Þπ∗ λ, θ ∣ Yð Þdλdθ

 �

= −1
ε

ln
η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln δð Þ + ln a2ð Þ
h i d∗+a1ð Þ

η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln δð Þ + ln a2ð Þ + ε
h i d∗+a1ð Þ

8><>:
9>=>;,

ð30Þ

bθBL =
−1
ε

ln
ðδ
0

ð∞
0

exp −υθð Þπ∗ λ, θ ∣ Yð Þdλdθ

 �

= −1
ε

ln I−1
ðδ
0

Γ d∗ + a1 + 1ð Þ
θ

exp −υθð Þ



× η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln θð Þ + ln a2ð Þ
h i d∗+a1+1ð Þ

dθ
�
:

ð31Þ
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5. One-Sample Bayesian Prediction

For q = 1, 2,⋯, ~Rj, let Yq:~Rj
denote the qth order statistic out

of ~Rj removed units at stage j. Then, the conditional density
function of Yq:~Rj

, given the observed Type-II unified PHCS,

is given, see Basak et al. [26], by

g Yq:~Rj
∣ Y

� �
= g y ∣ Yð Þ

=
~Rj!

q − 1ð Þ! ~Rj − q
� �

!

G yð Þ − G yj
� �h iq−1

1 − G yð Þ½ �~Rj−qg yð Þ

1 −G yj
� �h i~Rj

, y > yj,

ð32Þ

where

j =

1,⋯, k,⋯,m − 1, t1 in Case 1a,
1,⋯, k,⋯, d1,⋯,m in Case 1b,
1,⋯, k,⋯, d1,⋯, t2 in Cases 1c,
1,⋯, d1,⋯, d1,⋯, k∗ in Case 2a,
1,⋯, d1,⋯, k,⋯,m in Case 2b,
1,⋯, d1,⋯, k,⋯, t2 in Cases 2c,

8>>>>>>>>>>><>>>>>>>>>>>:
ð33Þ

with yt1 = T1 and yt2 = T2.
By using (6) and (7) in (32), given Type-II unified PHCS,

the conditional density function of Yq:~Rj
is then given as fol-

lows:

g y ∣ Yð Þ = 〠
q−1

h=0
Ch

λ

y
exp −λ ϖh ln y − ln yj

� �h in o
, y > yj,

ð34Þ

where Ch = ð−1Þh q − 1
h

 !
~Rj!/ðq − 1Þ!ð~Rj − qÞ! and ϖh = h

+ ~Rj − q + 1 for h = 0,⋯, q − 1:.
Upon combining (16) and (34), the Bayesian predictive

density function of Yq:~Rj
, given UPHCS, is obtained as

y ∣ Yð Þ = I−1 〠
q−1

h=0
Ch

ðδ
0

ð∞
0

λd
∗+a1+1

θy
exp

� −λ η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2 − n + b1ð Þ ln θ + ln a2
h in o

× exp −λ ϖh ln y − ln yj
� �h in o

dλdθ

= I−1Γ d∗ + a1 + 1ð Þ
n + b1ð Þ 〠

q−1

h=0

Ch

y
η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2
h

− n + b1ð Þ ln δ + ln a2 + ϖh ln y − ln yj
� �i− d∗+a1+1ð Þ

:

ð35Þ

The Bayesian predictive survival function of Yq:~Rj
, given

Type-II unified PHCS, is given as

�G∗ t ∣ Yð Þ =
ð∞
t
g∗ y ∣ Yð Þdy = I−1Γ d∗ + a1ð Þ

n + b1ð Þ 〠
q−1

h=0

Ch

ϖh

� η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2
h
− n + b1ð Þ ln δ + ln a2 + ϖh ln t − ln yj

� �i− d∗+a1ð Þ
:

ð36Þ

The Bayesian point predictor of Y under the squared
error loss function is the mean of the predictive density,
given by

Ŷq:~Rj
=
ð∞
0
yf ∗ y ∣ Yð Þdy, ð37Þ

where g∗ðy ∣ YÞ is given as in (35). The Bayesian predictive
bounds of 100ð1 − αÞ% two-sided equi-tailed (ET) interval
for Ys:n can be obtained by solving the following two equa-
tions:

�G∗ LET ∣ Yð Þ = α

2 and �G∗ UET ∣ Yð Þ = 1 − α

2 , ð38Þ

where �G∗ðt ∣ YÞ is given as in (36), and LET and UET denote
the lower and upper bounds, respectively.

6. Two-Sample Bayesian Prediction

Let Y1:ℓ:m ≤ Y2:ℓ:N ≤⋯≤ Yℓ:ℓ:N be a future independent pro-
gressive Type-II censored sample from the same population
with censoring scheme S = ðS1,⋯, SℓÞ. In this section, we
develop a general procedure for deriving the point and inter-
val predictions for Ys:ℓ:N , 1 ≤ s ≤ ℓ, based on the observed
UPHCS. The marginal density function of Ys:ℓ:N is given
by Balakrishnan et al. [27] as

gYs:ℓ:N
ys ∣ θð Þ = CN ,s 〠

s−1

h=0
ch,s−1 1 −G ysð Þ½ �Wh,s−1g ysð Þ, ð39Þ

where 1 ≤ s ≤ q,

CN ,s =NðN − S1 − 1Þ⋯ ðN − S1 ⋯−Ss−1 + 1Þ,Wh,s =N − S1
−⋯− Ss−h−1 − s + h + 1,and ch,s−1 = ð−1Þh
f½Qh

u=1∑
s−h+u−1
%ε=s−h ðSε + 1Þ�½Qs−h−1

u=1 ∑s−h−1
ε=u ðSε + 1Þ�g−1:.

Upon substituting (7) and (6) in (39), the marginal den-
sity function of Ys:ℓ:N is then obtained as

gYs:ℓ:N
ys ∣ θð Þ = CN ,s 〠

s−1

h=0
ch,s−1

λ

ys
exp −λ Wh,s ln

ys
%θ

� �h in o
,

ys > 0:
ð40Þ
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Table 1: The values of MSE and EB of ML and Bayesian estimates for λ based on the different Type-II unified PHCSs.

n,m, kð Þ Sch. T1, T2ð Þ bλML

bλBbλBS
bλBE

bλBL
IP NIP IP NIP IP NIP

MSE

(50,20,10)
1

(5,10)

0.2637 0.2075 0.2341 0.1954 0.2191 0.1999 0.2247

2 0.2823 0.2215 0.2516 0.2083 0.2353 0.2133 0.2414

(50,30,15)
1 0.2192 0.1891 0.2053 0.1837 0.1989 0.1851 0.2006

2 0.2193 0.1899 0.2064 0.1854 0.2010 0.1861 0.2020

(50,40,20)
1 0.2009 0.1794 0.1920 0.1768 0.1889 0.1768 0.1890

2 0.1996 0.1782 0.1904 0.1751 0.1869 0.1755 0.1873

(50,20,10)
1

(10,20)

0.2382 0.1868 0.2107 0.1759 0.1972 0.1799 0.2022

2 0.1949 0.2158 0.2333 0.1875 0.2118 0.1920 0.2406

(50,30,15)
1 0.1503 0.1331 0.1420 0.1326 0.1412 0.1314 0.1400

2 0.1672 0.1452 0.1555 0.1419 0.1516 0.1425 0.1523

(50,40,20)
1 0.1672 0.1452 0.1555 0.1419 0.1516 0.1425 0.1523

2 0.1877 0.1676 0.1779 0.1633 0.1732 0.1647 0.1747

(50,20,10)
1

(15,30)

0.2144 0.2300 0.2474 0.2531 0.2724 0.2356 0.2534

2 0.1754 0.1942 0.2100 0.2186 0.2363 0.2005 0.2165

(50,30,15)
1 0.1208 0.1320 0.1396 0.1193 0.1271 0.1183 0.1260

2 0.1098 0.1173 0.1241 0.1311 0.1387 0.1208 0.1278

(50,40,20)
1 0.1505 0.1307 0.1400 0.1277 0.1364 0.1283 0.1371

2 0.1770 0.1581 0.1674 0.1539 0.1627 0.1554 0.1643

EB

(50,20,10)
1

(5,10)

0.1102 0.0459 0.0547 0.0086 0.0131 0.0326 0.0397

2 0.1178 0.0516 0.0618 0.0141 0.0199 0.0382 0.0465

(50,30,15)
1 0.0669 0.0265 0.0299 0.0006 0.0021 0.0175 0.0202

2 0.0642 0.0232 0.0261 0.0033 0.0024 0.0140 0.0162

(50,40,20)
1 0.0515 0.0167 0.0184 0.0065 0.0064 0.0088 0.0099

2 0.0527 0.0187 0.0205 0.0039 0.0036 0.0110 0.0122

(50,20,10)
1

(10,20)

0.0992 0.0413 0.0492 0.0077 0.0118 0.0293 0.0357

2 0.1060 0.0464 0.0556 0.0127 0.0179 0.0344 0.0419

(50,30,15)
1 0.0319 0.0030 0.0025 0.0005 0.0019 0.0111 0.0111

2 0.0480 0.0113 0.0130 0.0030 0.0022 0.0030 0.0041

(50,40,20)
1 0.0464 0.0150 0.0166 0.0051 0.0061 0.0079 0.0089

2 0.0474 0.0168 0.0185 0.0035 0.0032 0.0099 0.0110

(50,20,10)
1

(15,30)

0.2071 0.2243 0.2417 0.2484 0.2677 0.2303 0.2480

2 0.1674 0.1884 0.2040 0.2138 0.2314 0.1950 0.2111

(50,30,15)
1 0.0287 0.0027 0.0023 0.0244 0.0254 0.0100 0.0100

2 0.0470 0.0102 0.0117 0.0119 0.0119 0.0027 0.0037

(50,40,20)
1 0.0520 0.0233 0.0254 0.0044 0.0054 0.0168 0.0184

2 0.0510 0.0225 0.0245 0.0036 0.0046 0.0160 0.0176
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Table 2: The values of MSE and EB of ML and Bayesian estimates for θ based on the different Type-II unified UHCSs.

n,m, kð Þ Sch. T1, T2ð Þ bθML

bθBbθBS
bθBE

bθBL
IP NIP IP NIP IP NIP

MSE

(50,20,10)
1

(5,10)

0.0820 0.0604 0.0673 0.0671 0.0674 0.0544 0.0598

2 0.0911 0.0671 0.0674 0.0672 0.0675 0.0604 0.0664

(50,30,15)
1 0.0771 0.0569 0.0634 0.0570 0.0572 0.0512 0.0563

2 0.0857 0.0632 0.0635 0.0633 0.0636 0.0569 0.0626

(50,40,20)
1 0.0758 0.0602 0.0604 0.0603 0.0605 0.0542 0.0596

2 0.0842 0.0601 0.0603 0.0602 0.0604 0.0541 0.0595

(50,20,10)
1

(10,20)

0.0738 0.0544 0.0606 0.0604 0.0607 0.0489 0.0538

2 0.0820 0.0604 0.0607 0.0605 0.0608 0.0544 0.0598

(50,30,15)
1 0.0694 0.0512 0.0631 0.0513 0.0515 0.0461 0.0507

2 0.0771 0.0630 0.0631 0.0631 0.0633 0.0567 0.0623

(50,40,20)
1 0.0682 0.0600 0.0601 0.0601 0.0602 0.0540 0.0594

2 0.0758 0.0600 0.0601 0.0600 0.0602 0.0540 0.0594

(50,20,10)
1

(15,30)

0.0664 0.0489 0.0545 0.0544 0.0546 0.0440 0.0484

2 0.0738 0.0544 0.0546 0.0544 0.0547 0.0489 0.0538

(50,30,15)
1 0.0625 0.0461 0.0568 0.0461 0.0464 0.0415 0.0456

2 0.0694 0.0567 0.0568 0.0568 0.0570 0.0510 0.0561

(50,40,20)
1 0.0614 0.0540 0.0541 0.0600 0.0542 0.0486 0.0535

2 0.0682 0.0599 0.0600 0.0540 0.0601 0.0486 0.0593

EB

(50,20,10)
1

(5,10)

0.0555 0.0005 0.0010 0.0006 0.0021 0.0004 0.0005

2 0.0617 0.0006 0.0009 0.0005 0.0020 0.0005 0.0006

(50,30,15)
1 0.0519 0.0034 0.0048 0.0045 0.0059 0.0031 0.0034

2 0.0577 0.0037 0.0052 0.0048 0.0063 0.0034 0.0037

(50,40,20)
1 0.0526 0.0031 0.0045 0.0041 0.0056 0.0028 0.0030

2 0.0584 0.0029 0.0043 0.0039 0.0053 0.0026 0.0028

(50,20,10)
1

(10,20)

0.0500 0.0005 0.0009 0.0005 0.0019 0.0004 0.0005

2 0.0555 0.0005 0.0008 0.0005 0.0018 0.0005 0.0005

(50,30,15)
1 0.0467 0.0031 0.0043 0.0041 0.0053 0.0028 0.0031

2 0.0519 0.0036 0.0049 0.0046 0.0060 0.0032 0.0035

(50,40,20)
1 0.0473 0.0020 0.0033 0.0030 0.0043 0.0018 0.0020

2 0.0526 0.0019 0.0032 0.0029 0.0042 0.0017 0.0019

(50,20,10)
1

(15,30)

0.0450 0.0004 0.0008 0.0005 0.0017 0.0003 0.0004

2 0.0500 0.0005 0.0007 0.0004 0.0016 0.0004 0.0005

(50,30,15)
1 0.0421 0.0028 0.0039 0.0036 0.0048 0.0025 0.0028

2 0.0467 0.0032 0.0044 0.0041 0.0054 0.0029 0.0032

(50,40,20)
1 0.0426 0.0019 0.0031 0.0029 0.0041 0.0017 0.0019

2 0.0473 0.0017 0.0031 0.0026 0.0038 0.0015 0.0017
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Table 3: The ACL of 95% and 99% confidence intervals and corresponding CP for bλML and bλB at the different priors and Type-II unified
PHCSs.

n,m, kð Þ Sch:

95% 99%bλML

bλB bλML

bλB
IP NIP IP NIP

T1, T2ð Þ ACL CP ACL CP ACL CP ACL CP ACL CP ACL CP

(50,20,10)
1

(5,10)

0.988 0.985 0.940 0.979 0.968 0.996 1.391 0.990 1.240 0.979 1.257 1.000

2 0.988 0.977 0.940 0.971 0.968 0.993 1.391 0.986 1.240 0.977 1.253 0.989

(50,30,15)
1 0.800 0.981 0.761 0.973 0.786 0.981 1.134 0.991 1.003 0.988 1.089 0.983

2 0.682 0.985 0.650 0.981 0.654 0.997 0.924 0.986 0.820 0.982 0.869 0.975

(50,40,20)
1 0.532 1.000 0.506 0.979 0.513 0.978 0.758 0.995 0.672 1.000 0.716 0.989

2 0.410 0.986 0.384 0.977 0.509 1.000 0.752 1.000 0.667 1.000 0.711 1.000

(50,20,10)
1

(10,20)

0.677 0.991 0.643 0.988 0.675 0.995 0.954 0.976 0.849 0.980 0.875 0.985

2 0.711 0.986 0.675 0.982 0.707 0.989 1.001 0.977 0.891 1.000 0.917 0.978

(50,30,15)
1 0.789 0.995 0.750 1.000 0.775 0.983 1.109 0.984 0.989 0.974 1.004 0.989

2 0.800 1.000 0.761 1.000 0.786 0.975 1.125 0.986 1.003 0.982 1.018 0.984

(50,40,20)
1 0.601 0.976 0.572 0.980 0.583 0.989 0.813 0.984 0.726 0.979 0.727 0.990

2 0.793 0.977 0.754 0.997 0.777 0.972 1.114 1.000 0.993 0.974 1.006 1.000

(50,20,10)
1

(15,30)

0.541 0.984 0.514 0.974 0.544 0.985 0.764 0.983 0.678 0.974 0.710 0.971

2 0.563 0.986 0.534 0.982 0.564 0.978 0.794 0.991 0.705 0.987 0.737 0.994

(50,30,15)
1 0.681 0.984 0.648 0.979 0.673 0.989 0.938 1.000 0.854 0.988 0.703 1.000

2 0.702 1.000 0.667 0.974 0.692 0.984 0.969 0.978 0.879 0.986 0.751 0.995

(50,40,20)
1 0.793 0.983 0.754 0.974 0.777 0.990 1.114 0.992 0.993 0.992 1.003 0.984

2 0.793 0.991 0.754 0.987 0.777 1.000 1.117 0.975 0.993 1.000 1.032 0.986

Table 4: The ACL of 95% and 99% confidence intervals and corresponding CP for bθML and bθB at the different priors and Type-II unified
PHCSs.

n,m, kð Þ Sch:

95% 99%
bθML

bθB bθB
IP NIP bθML IP NIP

T1, T2ð Þ ACL CP ACL CP ACL CP ACL CP ACL CP ACL CP

(50,20,10)
1

(5,10)

0.269 0.963 0.249 0.943 0.263 0.945 0.405 0.992 0.354 0.990 0.375 0.990

2 0.370 0.963 0.351 0.944 0.354 0.945 0.512 0.991 0.456 0.990 0.466 0.989

(50,30,15)
1 2.447 0.969 2.379 0.950 2.282 0.950 2.699 0.983 2.478 0.983 2.385 0.980

2 2.757 0.953 2.749 0.945 2.503 0.923 3.019 0.965 2.845 0.976 2.595 0.951

(50,40,20)
1 4.188 0.973 4.073 0.955 3.904 0.953 4.536 0.982 4.170 0.982 4.004 0.978

2 4.276 0.978 4.151 0.957 3.994 0.960 4.629 0.984 4.246 0.984 4.093 0.980

(50,20,10)
1

(10,20)

0.326 0.986 0.298 0.965 0.322 0.968 0.505 0.995 0.437 0.993 0.473 0.993

2 0.309 0.982 0.283 0.962 0.305 0.964 0.480 0.995 0.416 0.994 0.449 0.993

(50,30,15)
1 0.294 0.964 0.276 0.942 0.285 0.948 0.428 0.988 0.378 0.986 0.392 0.987

2 0.437 0.962 0.414 0.942 0.418 0.945 0.577 0.988 0.515 0.986 0.525 0.987

(50,40,20)
1 4.574 0.984 4.469 0.963 4.244 0.966 4.944 0.993 4.565 0.991 4.344 0.991

2 4.564 0.987 4.523 0.966 4.169 0.969 4.933 0.996 4.619 0.994 4.269 0.994

(50,20,10)
1

(15,30)

0.395 0.983 0.361 0.965 0.392 0.963 0.609 0.995 0.526 0.994 0.572 0.993

2 0.378 0.985 0.346 0.967 0.375 0.965 0.584 0.995 0.504 0.993 0.548 0.994

(50,30,15)
1 0.280 0.968 0.261 0.948 0.273 0.950 0.423 0.990 0.372 0.988 0.390 0.988

2 0.287 0.967 0.268 0.949 0.279 0.948 0.427 0.990 0.377 0.989 0.393 0.988

(50,40,20)
1 2.774 0.976 2.940 0.956 2.343 0.957 3.041 0.991 3.037 0.989 2.443 0.990

2 2.402 0.973 2.644 0.953 1.931 0.955 2.648 0.991 2.741 0.989 2.031 0.990
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Upon combining (16) and (39), given UPHCS, the
Bayesian predictive density function of Ys:ℓ:N is obtained as

g∗Ys:ℓ:N
ys ∣ Yð Þ =

g∗
1Ys:ℓ:N

ys ∣ Yð Þ, 0 < ys ≤ δ,

g∗
2Ys:ℓ:N

ys ∣ Yð Þ, ys > δ,

(
ð41Þ

where

g∗
1Ys:ℓ:N

ys ∣ Yð Þ =
ðys
0

ð∞
0
gYs:ℓ:N

ys ∣ Yð Þπ∗ λ, θ ∣ Yð Þdλdθ

= I−1Γ d∗ + a1 + 1ð ÞCN ,s 〠
s−1

h=0

ch,s−1
% n + b1 +Wh,sð Þys

× η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2

h
− n + b1ð Þ ln ys + ln a2

i− d∗+a1+1ð Þ
,

g∗2Ys:ℓ:N
ys ∣ Yð Þ =

ðδ
0

ð∞
0
gYs:ℓ:N

ys ∣ Yð Þπ∗ λ, θ ∣ Yð Þdλdθ

= I−1Γ d∗ + a1 + 1ð ÞCN ,s 〠
q−1

h=0

ch,s−1
n + b1 +Wh,sð Þys

× η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2
h

− n + b1 +Wh,sð Þ ln δ +Wh,s ln ys + ln a2�− d∗+a1+1ð Þ:

ð42Þ

From (41), we simply obtain the predictive survival func-
tion of Ys:ℓ:N , given UPHCS, as

�G∗
Ys:ℓ:N

t ∣ Yð Þ =
ð∞
t
g∗ ys ∣ Yð Þdys =

�G∗
1Ys:ℓ:N

t ∣ Yð Þ, 0 < t ≤ δ,
�G∗
2Ys:ℓ:N

t ∣ Yð Þ, t > δ,

8<:
ð43Þ

where

�G∗
1Ys:ℓ:N

t ∣ Yð Þ =
ðδ∞
0t
g∗1Ys:ℓ:N

ys ∣ Yð Þdys +
ð∞∞

0δ
g∗2Ys:ℓ:N

ys ∣ Yð Þdys

= I−1Γ d∗ + a1ð ÞCN ,s 〠
s−1

h=0

ch,s−1
n + b1ð Þ n + b1 +Wh,sð ÞWh,s

× n + b1 +Wh,sð Þ η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2
hn

− n + b1ð Þ ln δ + ln a2
i− d∗+a1ð Þ

−Wh,s η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2
h

− n + b1ð Þ ln t + ln a2
i− d∗+a1ð Þ�

�G∗
2Ys:ℓ:N

t ∣ Yð Þ =
ð∞∞

0t
g∗2Ys:ℓ:N

ys ∣ Yð Þdys

= I−1Γ d∗ + a1ð ÞCN ,s 〠
s−1

h=0

ch,s−1
Wh,s n + b1 +Wh,sð Þ

× η y
� �

+ ~Rt1
ln T1 + ~Rt2

ln T2
h

− n + b1 +Wh,sð Þ ln δ +Wh,s ln t + ln a2�− d∗+a1ð Þ:

ð44Þ

The Bayesian point predictor of Ys:ℓ:N , 1 ≤ s ≤m, under
the squared error loss function is the mean of the predictive
density, given by

Ŷ s:ℓ:N =
ð∞
0
ysg

∗
Ysℓ:N

ys ∣ Yð Þdys, ð45Þ

where g∗Ys:ℓ:N
ðys ∣ YÞ is given as in (41).

The Bayesian predictive bounds of 100ð1 − αÞ% ET
interval for Ys:ℓ:N , 1 ≤ s ≤m, can be obtained by solving the
following two equations:

�G∗
Ys:ℓ:N

LET ∣ Yð Þ = α

2 and �G∗
Ys:ℓ:N

UET ∣ Yð Þ = 1 − α

2 , ð46Þ

where �G∗
Ys:ℓ:N

ðt ∣ YÞ is given as in (43), and LET and UET

denote the lower and upper bounds, respectively.

7. Simulation Study

In this section, we present a simulation study to compare the
performance of the classical ML and Bayesian estimation
procedures under different Type-II unified PHCS. Extensive
computations were performed using the statistical software
maple.

Firstly, we show how we generate Type-II unified PHC
data from Pareto distribution. For given values of n, m, T1,
T2, and R = ðR1,⋯, RmÞ. We will use the transformation
which was suggested by Balakrishnan and Aggarwala in
[28] to generate Type-II progressive censored data from
Pareto distribution. Let the generated Type-II PC data is ð
y1,m,n, y2,m,n,⋯, ym,m,nÞ, if ym,mn < T1, we set Rm = 0 and use
the transformation which was suggested by Ng et al. in
[29] to generate Rm order statistics from left truncated
Pareto distribution with truncated value ym,m,n. Now, we m
Type-II progressive censored data and Rm order statistics
as the following ðy1,m,n, y2,m,n,⋯, ym,m,n, ym+1,n, ym+Rm ,nÞ.
Then, we determined the termination time of the experi-
ment and the corresponding observed Type-II unified PHC
data as shown in Section 2.

Table 5: The real data.

1.2 2.1 2.6 2.7 2.9 2.9 4.8 5.7 5.9 7.0 7.4 15.3 32.6 38.6 50.2
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We simulate Type-II unified PHCS for different combi-
nations for a sample of size n = 50, with different values of
m = 2k, and T2 = 2T1 from the Pareto distribution. For con-
venience, we consider the true values of the unknown
parameters as λ = 1 and θ = 3.

For the point estimate, we computed the ML estimate
and Bayesian estimates of λ and θ, under SELF, LLF
(with ε = 0:5), and GELF (with ω = 0:5) using informative
prior (IP) and non-informative priors (NIP) values for
the mean square error (MSE) and the estimated bias

Table 7: The ML and Bayesian estimates of λ based on the different Type-II unified PHCSs from real data.

Sch: bλML

bλBbλBS
bλBE

bλBL
IP NIP IP NIP IP NIP

1 0.3831 0.3504 0.3192 0.3108 0.2718 0.3458 0.3142

2 0.4320 0.3964 0.3780 0.3620 0.3378 0.3919 0.3730

3 0.5140 0.4641 0.4569 0.4280 0.4143 0.4586 0.4505

4 0.4898 0.4493 0.4408 0.4177 0.4043 0.4446 0.4355

Table 6: The different Type-II unified HPCS with ðm, kÞ = ð9, 6Þ and different choices of T1 and T2.

Scheme1

t1, t2ð Þ = 2, 4ð Þ
T∗ = Xk:m:n

d∗ = 6
Y = 1:2,2:1,2:6,2:7,2:9,4:8ð Þ

~R = 0,0,2,0,0,7ð Þ
~Rt1

, ~Rt2

� �
= 0, 0ð Þ

Scheme2

t1, t2ð Þ = 3, 6ð Þ
T∗ = t2
d∗ = 7

Y = 1:2,2:1,2:6,2:7,2:9,4:8,5:7ð Þ
~R = 0,0,2,0,0,2,0ð Þ
~Rt1

, ~Rt2

� �
= 0, 4ð Þ

Scheme3

t1, t2ð Þ = 6, 12ð Þ
T∗ = Xm:m:n

d∗ = 9
Y = 1:2,2:1,2:6,2:7,2:9,4:8,5:7,7:0,7:4ð Þ

~R = 0,0,2,0,0,2,0,0,2ð Þ
~Rt1

, ~Rt2

� �
= 0, 0ð Þ

Scheme4

t1, t2ð Þ = 10, 20ð Þ
T∗ = t1
d∗ = 9

Y = 1:2,2:1,2:6,2:7,2:9,4:8,5:7,7:0,7:4ð Þ
~R = 0,0,2,0,0,2,0,0,0ð Þ

~Rt1
, ~Rt2

� �
= 2, 0ð Þ
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(EB) for each estimate. We construct also the average
confidence length (ACL) and the coverage probabilities
(CP) of the 90% and 95% asymptotic confidence intervals
and Bayesian credible intervals for λb and θb, using 1,000
simulations.

We take the different censoring schemes as follows:

(1) Scheme 1 Rm = Rk = n −m/2, Ri = 0 for all i ≠ k,m.

(2) Scheme 2 R1 = Rm = n −m/2, Ri = 0 for all i ≠ 1,m..

The average estimates, MSE and EB for ML and Bayesian
estimates of λ and θ, have been reported in Tables 1 and 2,
respectively, also, Tables 3 and 4 are present the ACL of 90
% and 95% confidence intervals with corresponding CP forbλ and bθ , respectively.

8. Numerical Example

In this section, we use the real data set to show the perfor-
mance of the inferential results established for the Pareto
distribution based on the Type-II unified PHSC, in addi-
tion to comparing ML and Bayesian estimates through
Monte Carlo simulations. This real data set contains the
failure times (in hours) of one plane’s ac system from a
pair of real data sets collected by Bain and Engelhardt
[30]. Moreover, Guo and Gui [31] demonstrated that these
data sets closely matched the inverse Pareto distribution.
For further proceeding, before using these data, we ran
Kolmogorov-Smirnov (KS) goodness of fit tests to see if
they followed the Pareto distribution or not. For these data
sets, the KS test statistics with their related p-values are

Table 10: The 95% and 99% confidence intervals estimates of θ based on the different Type-II unified PHCSs from real data.

Sch:

95% 99%bθML

bθB bθML

bθB
IP NIP IP NIP

LB UB LB UB LB UB LB UB LB UB LB UB
1 0.4985 1.3143 0.5297 1.1950 0.3840 1.1937 0.3126 1.3189 0.3126 1.1990 0.1676 1.1987

2 0.4985 1.3143 0.5297 1.1950 0.3840 1.1937 0.3126 1.3189 0.3126 1.1990 0.1676 1.1987

3 0.6346 1.3158 0.6842 1.1962 0.6056 1.1956 0.4961 1.3192 0.4961 1.1992 0.4009 1.1991

4 0.6297 1.3156 0.6792 1.1961 0.6022 1.1954 0.4944 1.3191 0.4944 1.1992 0.4030 1.1991

Table 9: The ML and Bayesian estimates of θ based on the different Type-II unified PHCSs from real data.

Sch: bθML

bθBbθBS
bθBE

bθBL
IP NIP IP NIP IP NIP

1 1.2000 1.0093 0.9623 0.9092 0.8674 1.0009 0.9499

2 1.2000 1.0093 0.9623 0.9092 0.8674 1.0009 0.9499

3 1.2000 1.0551 1.0317 0.9501 0.9292 1.0501 1.0251

4 1.2000 1.0522 1.0284 0.9475 0.9262 1.0471 1.0217

Table 8: The 95% and 99% confidence intervals estimates of λ based on the different Type-II unified PHCSs from real data.

Sch:

95% 99%
bλML

bλB
bλB

IP NIP bλML IP NIP
LB UB LB UB LB UB LB UB LB UB UB

1 0.2494 0.7597 0.1362 0.6639 0.1037 0.6539 0.1474 0.8618 0.0973 0.7995 0.0688 0.8041

2 0.3453 0.9182 0.1774 0.7020 0.1520 0.7052 0.2308 1.0328 0.1339 0.8299 0.1100 0.8456

3 0.3453 0.9182 0.2186 0.8005 0.1972 0.8237 0.2308 1.0328 0.1683 0.9395 0.1468 0.9785

4 0.3113 0.7802 0.2209 0.7575 0.2016 0.7721 0.2175 0.8740 0.1728 0.8834 0.1534 0.9100
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more than 0.05, so we can assume that these data sets fol-
low Pareto distribution at a 0.05% level of significance.
This real data are ordered in Table 5.

We will use these data to generate the Type-II unified
PHCS, suppose m = 9, k = 6, Ri = 2 for i = 3,6,9, and Ri = 0
otherwise with different values of T1 and T2 with T2 = 2T1.
Table 6 shows different Type-II unified PHCSs.

After generating the Type-II unified PHC data with the
different unified PHCS, we ran KS goodness of fit tests for all
Type-II unified PHC data to see if they followed the Pareto
distribution or not. For all these Type-II unified PHC data sets,
the KS test statistics with their related p-values are more than
0.05, so we can assume that these data and all generated Type-

II unified PHC data sets from it follow Pareto distribution at a
0.05% level of significance.

Based on the Type-II unified PHCS and two different
choices IP and NIP priors, the ML and Bayesian estimates
for the unknown parameters λ and θ are presented in
Tables 7 and 8. Moreover, the 95% and 99% asymptotic con-
fidence intervals and the credible intervals are presented in
Tables 9 and 10. Finally, Tables 11 and 12 present the point
predictor with 95% and 99% Bayesian prediction bounds of
Ys:ℓ:N from the future progressively censored sample of size
ℓ = 10 from a sample of size N = 20 with progressive censor-
ing scheme S = ð0,2,0,2,0,2,0,2,0,2Þ for four different choices
of censoring schemes.

Table 11: Bayesian point predictor with 95% and 99% ET prediction intervals for Yq:~Rj
for q = 1,⋯, ~Rj, with j = 1,⋯, d∗,~Rt1

, and ~Rt2
.

Sch: j q
95% 99%

X̂q:R∗
j

IP NIP
X̂q:R∗

j

IP NIP
LB UB LB UB LB UB LB UB

1

3 1 5.22 1.883 8.561 1.695 9.417 7.830 3.305 12.354 2.975 13.590

2 7.61 4.271 10.948 3.843 12.043 10.217 5.692 14.741 5.123 16.215

6 1 8.33 4.993 11.671 4.494 12.838 10.939 6.415 15.464 5.773 17.010

2 12.19 8.851 15.529 7.966 17.082 14.798 10.273 19.322 9.246 21.255

3 18.09 14.750 21.427 13.275 23.570 20.696 16.172 25.221 14.555 27.743

4 22.24 18.903 25.581 17.013 28.139 24.849 20.325 29.374 18.292 32.311

5 26.79 23.449 30.127 21.104 33.139 29.396 24.871 33.920 22.384 37.312

6 33.63 30.295 36.972 27.265 40.669 36.241 31.716 40.765 28.545 44.842

7 62.51 59.169 65.847 53.252 72.431 65.116 60.591 69.640 54.532 76.604

2

3 1 7.39 4.046 10.724 3.642 11.796 9.993 5.468 14.517 4.921 15.969

2 10.90 7.557 14.234 6.801 15.658 13.503 8.979 18.028 8.081 19.830

6 1 12.58 9.242 15.920 8.318 17.512 15.189 10.664 19.713 9.598 21.684

2 18.88 15.546 22.224 13.992 24.446 21.493 16.968 26.017 15.271 28.619

t2 1 11.78 8.444 15.122 7.600 16.634 14.391 9.866 18.915 8.880 20.807

2 17.16 13.822 20.499 12.440 22.549 19.768 15.244 24.293 13.719 26.722

3 23.07 19.726 26.404 17.754 29.044 25.673 21.148 30.197 19.033 33.217

4 30.68 27.337 34.014 24.603 37.416 33.283 28.759 37.808 25.883 41.589

3

3 1 9.04 5.706 12.384 5.136 13.622 11.653 7.128 16.177 6.415 17.795

2 14.43 11.093 17.770 9.983 19.547 17.039 12.514 21.563 11.263 23.720

6 1 10.44 7.105 13.783 6.395 15.161 13.052 8.527 17.576 7.675 19.334

2 15.41 12.070 18.747 10.863 20.622 18.016 13.492 22.541 12.142 24.795

9 1 16.66 13.325 20.002 11.993 22.003 19.271 14.747 23.796 13.272 26.175

2 26.15 22.815 29.492 20.533 32.441 28.761 24.236 33.286 21.813 36.614

4

3 1 23.13 19.791 26.468 17.811 29.115 25.737 21.212 30.261 19.091 33.287

2 38.14 34.798 41.475 31.318 45.623 40.744 36.220 45.269 32.598 49.796

6 1 17.79 14.453 21.131 13.008 23.244 20.400 15.875 24.924 14.288 27.417

2 26.71 23.369 30.046 21.032 33.051 29.315 24.790 33.839 22.311 37.223

t1 1 31.14 27.800 34.477 25.020 37.925 33.746 29.222 38.271 26.299 42.098

2 36.99 33.648 40.325 30.283 44.358 39.594 35.070 44.119 31.563 48.530
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Table 12: Bayesian point predictor with 95% and 99% ET prediction intervals for Ys:10 for s = 1,⋯, 10.

Sch: s
95% 99%

Ŷs:10
IP NIP

Ŷ s:10
IP NIP

LB UB LB UB LB UB LB UB

1

1 1.225 0.629 2.026 0.389 3.037 1.343 0.484 2.185 0.231 3.694

2 1.573 0.740 3.088 0.479 5.541 2.532 0.600 3.665 0.310 8.146

3 2.438 0.873 5.082 0.591 11.350 7.103 0.744 6.832 0.417 21.238

4 4.613 1.018 8.538 0.720 23.780 19.710 0.906 13.182 0.548 57.920

5 12.188 1.193 16.670 0.881 62.358 59.551 1.105 30.852 0.720 214.386

6 32.653 1.382 34.263 1.062 174.841 151.749 1.320 77.551 0.921 878.949

7 111.072 1.633 96.664 1.290 789.276 431.175 1.595 290.979 1.181 6816.226

8 322.752 1.956 311.634 1.536 4.3E+03 1.0E+03 1.940 1.3E+03 1.467 6.9E+04

9 1.4E+03 2.547 2.9E+03 1.856 4.4E+03 3.3E+03 2.570 2.2E+04 1.839 6.0E+06

10 4.8E+03 3.582 5.6E+04 2.504 5.7E+04 8.6E+03 3.683 9.3E+05 2.497 6.2E+06

2

1 1.206 0.700 1.860 0.484 2.545 1.187 0.598 1.908 0.363 2.732

2 1.431 0.797 2.612 0.566 4.036 1.454 0.698 2.782 0.441 4.653

3 1.793 0.913 3.885 0.667 6.960 1.995 0.819 4.345 0.539 8.782

4 2.373 1.040 5.853 0.780 12.137 3.163 0.954 6.914 0.653 16.897

5 3.790 1.194 9.924 0.921 25.074 6.966 1.120 12.597 0.799 39.717

6 7.234 1.362 17.479 1.079 54.221 17.287 1.302 24.036 0.966 99.035

7 21.806 1.586 39.621 1.279 168.944 59.018 1.538 61.060 1.184 378.186

8 69.039 1.873 99.508 1.502 599.893 179.077 1.833 174.902 1.430 1.7E+03

9 427.945 2.388 591.669 1.803 7.7E+03 881.013 2.358 1.3E+03 1.766 3.3E+04

10 2.0E+03 3.269 6.2E+03 2.135 8.0E+03 3.3E+03 3.257 1.9E+04 2.139 3.5E+04

3

1 1.200 0.764 1.733 0.565 2.238 1.180 0.686 1.743 0.467 2.303

2 1.379 0.851 2.295 0.642 3.258 1.367 0.775 2.348 0.542 3.471

3 1.641 0.953 3.184 0.734 5.067 1.656 0.880 3.334 0.633 5.649

4 2.000 1.063 4.458 0.835 7.939 2.094 0.995 4.793 0.735 9.305

5 2.660 1.195 6.877 0.959 14.269 3.082 1.133 7.660 0.863 17.860

6 3.871 1.338 10.937 1.096 26.567 5.320 0.261 12.676 0.261 35.781

7 7.978 1.526 21.416 1.268 66.594 14.177 0.388 26.261 0.328 99.524

8 20.791 1.762 45.575 1.457 185.146 41.922 0.262 59.676 0.262 312.094

9 135.939 2.175 198.062 1.710 1.5E+03 250.632 2.118 291.317 8.937 3.1E+03

10 7.5E+02 2.857 1.4E+03 1.992 1.5E+03 1.2E+03 2.783 2.4E+03 1.970 3.2E+03

4

1 1.200 0.758 1.744 0.562 2.250 1.179 0.681 1.753 0.467 2.306

2 1.383 0.845 2.314 0.637 3.266 1.369 0.769 2.361 0.540 3.449

3 1.650 0.947 3.213 0.728 5.058 1.654 0.874 3.347 0.629 5.550

4 2.010 1.059 4.500 0.830 7.878 2.063 0.989 4.797 0.730 9.016

5 2.651 1.195 6.943 0.954 14.051 2.896 1.131 7.634 0.857 16.999

6 3.762 1.343 11.034 1.093 25.919 4.621 1.288 12.564 1.000 33.356

7 3.762 1.343 11.034 1.093 25.919 11.211 1.491 25.852 1.186 90.282

8 18.076 1.791 45.946 1.468 176.052 32.499 1.742 58.240 1.398 273.941

9 121.989 2.232 200.630 1.740 1.4E+03 212.132 2.180 281.921 1.694 2.6E+03

10 7.2E+02 2.969 1.4E+03 2.051 1.4E+03 1.1E+03 2.906 2.2E+03 2.035 2.7E+03
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Since R1 = 0, then y1 = 1:2 is not removed from censored

data in all Type-II unified PHCS, and since bθML = y1 so thatbθML = 1:2 in all four Type-II unified PHCS.

9. Conclusions and Discussion

From Tables 1 and 2, we observe that the MSEs of the Bayes-
ian estimates based on the LINEX, GE, and SE loss functions
are smaller than those of the ML estimates. Furthermore, the
MSEs and EBs of all estimates decrease with increasing m
and k when T1 and T2 are fixed. Also, the MSEs and EBs
of all estimates decrease with increasing T1 and T2 when
m and k are fixed. Moreover, a comparison of the results
for the informative priors with the corresponding ones for
non-informative priors reveals that the former produces
more precise results.

From the results in Tables 10 and 11, we notice that the
point predictor of mean is between the upper and lower
bounds of the prediction intervals. Additionally, as we would
expect, a comparison of the results for the informative prior
with the corresponding ones for non-informative prior
reveals that the former produces more precise results,
because the interval length in the informative prior case is
short than in non-informative case. Moreover, the 95% pre-
diction intervals seem to be more precise than the 99% pre-
diction intervals, Finally when we use the same value of T1
and T2 but increasing k and m. , the Bayesian prediction
bounds become tighter as expected since the duration of
the life-testing experiment is longer in this case.
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Wearable lower limb hydraulic exoskeletons can be used to augment the human performance in heavy load transportation.
Nonlinear and walking phase-dependent dynamics make the lower limb hydraulic exoskeleton become difficult to be modeled.
This paper presents a generalized multiphase dynamic modeling method in which the dynamic model of each walking phase
can all be solved based on a general higher dimensional dynamic model and different holonomic constraints. Compared to
traditional lower limb exoskeleton modeling methods where the modeling of each walking phase is done independently, the
proposed method is simple and applicable to arbitrary walking phases, especially for double leg support phase (closed-chain
dynamics). Based on the established dynamic models, MIMO adaptive robust cascade force controllers (ARCFC) are designed
both for double leg support phase and single leg support phase to effectively address high-order nonlinearities and various
modeling uncertainties in hydraulic exoskeletons. An additional torque allocation method is proposed to deal with the
overactuated characteristic in double leg support. Comparative simulations are conducted to verify the excellent human-
machine interaction force control performance of the proposed scheme.

1. Introduction

Wearable lower limb exoskeletons are intelligent human-
machine integrated devices used to augment the performance
of the wearer in heavy load transportation [1, 2], such as sol-
dier marching, earthquake rescue, and construction site.
Thanks to the large ratio of power-to-weight, it is suitable
to adopt hydraulic actuators in developing such systems
which need to be a small size while providing large force. In
hydraulic lower limb exoskeleton, the wearer provides
motion commands, while hydraulic actuators supply enough
actuation force to support heavy loads. When the exoskele-
ton tracks the human motion precisely, little load force can

be felt by the wearer. Since the human-machine interaction
force is closely related to the trajectory tracking error
between the wearer and exoskeleton, the control objective
can finally be transformed into minimizing the human-
machine interaction force.

As for the interaction force controller design of a walk-
ing hydraulic lower limb exoskeleton system, a number of
challenging issues exist. First, different from 1-DOF or single
leg exoskeleton, there exist multiple walking phases in the
walking lower limb exoskeleton, such single leg support
phase, double leg support phase, and subphases during dou-
ble leg support (like toe off and heel strike). Moreover, for
double leg support phase and its subphases, the two feet
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are landing the ground at the same time leading to a closed-
chain mechanism. Also overactuated conditions exist in
closed chain dynamics. All these make the dynamic model-
ing and controller design of lower limb exoskeleton become
more difficult. Besides, as a nondesired force output source,
high-order nonlinearities and various model uncertainties
exist in hydraulic actuators which make the controller design
of hydraulic lower limb exoskeleton more challenging than
that of motor-driven system.

As for the multiphase dynamic modeling of lower limb
exoskeletons, usually the dynamic model of each walking
phase is established separately. For single leg support phase,
since it is a serial-chain mechanism, the dynamic model is
usually obtained straightforwardly using Lagrangian equa-
tions. In [3], the lower limb exoskeleton in single leg support
is described as serial chain of 7 segments. Using Lagrangian
equations of the second kind, the planar model of single leg
support is obtained. In [4], the Lagrange equations of the
second kind is adopted to model the single leg support phase
of 6-link biped robot. For double leg support phase or its
subphases (such as toe off and heel strike), since it is a
closed-chain mechanism with overactuation, the Lagrangian
of the second kind cannot be applied directly. In [3], the
lower limb exoskeleton in double leg support is partitioned
into two 3-DOF serial manipulators. Lagrangian equations
of the second kind are used to model the dynamics of each
3-DOF manipulator, while Newtonian mechanics is adopted
to describe the relationship of the two parts. In [4], the
Lagrange formulation of the first kind using Lagrange multi-
pliers is adopted for dynamic modeling of biped robot in
double leg support. However, all these methods focus on
the dynamic modeling of each walking phase independently
in which different general coordinates needed to be estab-
lished and different Lagrangian modeling process need to
be conducted for each walking phase. This obviously leads
to a complicated modeling process when there exist various
walking phases. Also, the joint positions may become dis-
continuous due to the role switching of the swing and sup-
port leg [5].

As for the human-machine interaction force controller
design, various control schemes are proposed [6]. One
method is to design the exoskeleton controller without mea-
suring the human-machine interaction force. In [7], an
inverse dynamics-based positive feedback controller is
designed for the Berkeley lower extremity exoskeleton so
that the sensitivity to the human force can be increased. In
[8], first the inverse dynamics of the exoskeleton is adopted
to estimate the joint torque, and then, a fictitious gain is
designed to increase the sensitivity of the human body.
However, these methods ignore the model uncertainties in
computing the inverse dynamics leading to a poor robust
performances. Another line of thought is to design a cascade
force controller based on the measured human-machine
interaction force. Model-free PID controller [9], admittance
controller [10], and human-machine cooperation controller
[9] are often used in the high-level control algorithm design
to generate the desired motion command, while PID [11] or
dynamic model compensation are often used in the low-level
controller design to achieve the motion tracking. In these

cascade force control schemes, the human motion intent is
inferred from the fixed dynamic model or human data
which cannot be generalized to different wearers. Also, the
proposed low-level motion tracking algorithm cannot guar-
antee the fast response and accurate tracking of human
motion in the presence of strongly coupled nonlinearities
and various model uncertainties. Other control methods
have considered the model uncertainties in the controller
design, such as the adaptive impedance control [12], neural
network control [13], sliding mode controller [14, 15], and
robust output feedback-assistive control [16]. However,
these methods are mainly focused on the controller design
of motor-driven exoskeletons which cannot be easily
extended to the control of hydraulic exoskeletons. The rea-
son is that the order of hydraulic exoskeleton dynamics is
higher (it is a three-order dynamics for hydraulic exoskele-
ton in this paper, while it is usually a two-order dynamics
for motor-driven exoskeleton systems). Also, various model
uncertainties exist in the hydraulic actuators, like the load
change, hydraulic parameters variation (e.g., bulk modulus),
external disturbances, and leakage.

Recently, an adaptive robust cascade force control algo-
rithm is proposed for 1-DOF and 3-DOF hydraulic exoskel-
eton system [17, 18]. Robust interaction force control
performance to various model uncertainties is guaranteed.
In this paper, the problem is extended to a walking lower
limb exoskeleton. Compared to the 3-DOF single leg exo-
skeleton, multiple walking phases exist when two legs move,
which makes the human motion intent inference method of
lower limb exoskeleton different from that of single leg exo-
skeleton. Moreover, the closed-chain dynamics and overac-
tuated characteristic in double leg support and its
subphases make the interaction force controller design
become more challenged.

This paper presents a generalized multiphase dynamic
modeling method and a robust interaction force control
scheme for hydraulic lower limb exoskeleton. The principal
contributions can be summarized as follows:

(1) A generalized multiphase dynamic modeling method
is proposed for lower limb exoskeleton which is
applicable to arbitrary walking phase, especially for
double leg support phase (closed-chain dynamics).
Since the generalized coordinates are the same and
the Lagrangian modeling process will only be done
once, the multiphase dynamics modeling process of
a walking lower limb exoskeleton becomes simple

(2) Multiphase adaptive robust interaction force con-
trollers are designed to effectively deal with overactu-
ated characteristic, negative effect of high-order
nonlinearities of hydraulic system, various parame-
ter uncertainties, and modeling errors. Robust inter-
action force control performance is achieved

2. Physical Modeling

Since human dynamics is very complicated and may not be
conveniently applied for exoskeleton controller design, in
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our modeling, we do not establish the human model, and the
humans are just regarded to provide a desired motion trajec-
tory. Then, a human-machine interface dynamic model is
established to describe the relationship between interaction
force and human-exoskeleton motion tracking error. The
whole dynamic model of hydraulic lower limb exoskeleton
includes three parts: rigid body dynamics of lower limb exo-
skeleton, hydraulic actuator dynamics, and human-machine
interface dynamics.

2.1. Rigid Body Dynamics

2.1.1. General Higher Dimensional Dynamic Model. In this
article, a walking lower limb hydraulic exoskeleton in the
sagittal plane with six fully actuated revolute joints is consid-
ered. During the walking process, there are five typical walk-
ing phases, which are left leg support phase, right heel strike
phase, double leg support phase, left toe off phase, and right
leg support phase, as shown in Figure 1.

For a floating exoskeleton in which positions of the two
exoskeleton feet can be changed, as shown in Figure 2, we
can define nine generalized coordinates to completely
describe the positions of such system. Denote

q = xl yl ql q1 q2 q3 q4 q5 q6½ �T ,
Tact = τ1 τ2 τ3 τ4 τ5 τ6½ �T ,

FL = Fxl Fyl Tl
� �T ,

FR = Fxr Fyr Tr
� �T ,

ð1Þ

where xl, yl, and ql represent the left foot positions in the
Cartesian coordinate frame, q1 ∼ q6 represent the joint posi-
tions in the left leg and the right leg, τ1 ∼ τ6 represent the
joint torque from the actuators, and FL and FR represent
ground contact force at the left and right foot.

Using Lagrangian equations, the dynamic model of the
above floating exoskeleton can be described as

M qð Þ€q + C q, _qð Þ _q +G qð Þ = BaTact + JTL FL + JTR FR, ð2Þ

whereMðqÞ, Cðq, _qÞ, and GðqÞ represent the system matrices
and gravity force, Ba represents the joint-torque projection
matrix, and JL and JR represent the Jacobian matrix in the
left and right foot.

2.1.2. Dynamic Model for Each Walking Phase. In different
walking phases, the contact condition between the exoskele-
ton foot and the ground is different which leads to different
holonomic constraints. Combining the same general
dynamic model (Equation (2)) with different holonomic
constraints, we can finally solve the detailed dynamic model
for each walking phase through solving amount of linear
equations. It should be noted that the generalized coordi-
nates and the general high dimensional dynamic model are
the same for the modeling of each walking phase which are
quite different from the traditional multiphase dynamic
modeling method where the generalized coordinates will

be redefined and different Lagrangian modeling process will
be conducted in each walking phase.

Define the following terms:

q = q1p qc
� �T ,

qlp = xl yl ql½ �T ,
qc1 = q1 q2 q3½ �T ,
qc2 = q4 q5 q6½ �T ,
qc = qc1 qc2½ �T ,
U1 = I3×3 03×6½ �,
U2 = 06×3 I6×6½ �,

U3 =
I3×3

03×3

" #
,

U4 =
03×3
I3×3

" #
,

T1 = I2×2 02×1½ �,

T3 =
I4×4

02×4

" #
,

T4 =
04×2
I2×2

" #
,

JRq = − JRU
T
1

� �−1
JRU

T
2 ,

JRq1 = JRU
T
2U3,

JRq2 = JRU
T
2U4,

JRh1 = T1 JRU
T
2T3,

JRh2 = T1 JRU
T
2 T4:

ð3Þ

(1) Left Leg Support Dynamics. For left leg support, as shown
in Figure 1(a), the positions and the rotation angle of the left
foot are fixed. Thus, the following holonomic constraints
exist

xl = Cxl,
yl = Cyl,
ql = Cql,

ð4Þ

where Cxl, Cyl, and Cql are constant values. Besides, since the
right leg is the swing one, there is no ground contact force in
the right foot, namely

FR = 0 0 0½ �T : ð5Þ
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Differentiating (4) while noting (2) and (5), we can obtain

M€q + C _q +G = BaTact + JTL FL + JTR FR,
€qlp = 0 0 0½ �T ,
FR = 0 0 0½ �T :

ð6Þ

Here, there are 15 unknown variables (€q, FL, and FR) and 15
equations (Equation (6)). Using Tact as input, €q, FL, and FR
can be solved. Finally, the dynamics can be obtained as

€qc =M−1
Lsp Tact − CLsp _qc −GLsp

� �
, ð7Þ

where MLsp, CLsp, and GLsp are matrices computed from M,
C, and G, as follows:

MLsp =U2MUT
2 ,

CLsp =U2CU
T
2 ,

GLsp =U2G:

ð8Þ

(2) Right Leg Support Dynamics. For right leg support, the
positions of the right foot are fixed. Thus, the following
holonomic constraints exist:

xr = Cxr ,
yr = Cyr ,
qr = Cqr ,

ð9Þ

where Cxr , Cyr , and Cqr are constant values. Besides, since
the left leg is the swing one, there is no ground contact force
in the left foot, namely

FL = 0 0 0½ �T : ð10Þ

Since _xr _yr _qr½ �T = JR _q, it can be transformed into

_xr _yr _qr½ �T = JRU
T
1 JRU

T
2

� � _qlp

_qc

" #
: ð11Þ

Differentiating (9) while noting (11) and (2), we can obtain

M€q + C _q +G = BaTact + JTL FL + JTR FR,
€qlp = _JRq _qc + JRq€qc,

FL = 0 0 0½ �T :
ð12Þ

Here, there are 15 unknown variables (€q, FL, and FR) and 15
equations (Equation (12)). Treating Tact as input, €q, FL, and
FR can be computed. Finally, the dynamics can be obtained
as

€qc =M−1
Rsp Tact − CRsp _qc −GRsp

� �
, ð13Þ

where MRsp, CRsp, GRsp, MRsp2, CRsp2, and GRsp2 are matrices
computed from M, C, and G, as follows:

MRsp =U2MUT
2 + JTRqU1MUT

1 JRq +U2MUT
1 JRq + JTRqU1MUT

2 ,

CRsp =U2CU
T
2 + JTRqU1CU

T
1 JRq +U2MUT

1 _JRq +U2CU
T
1 JRq

+ JTRqU1MUT
1 _JRq + JTRqU1CU

T
2 ,

(a) (b) (c) (d) (e)

Figure 1: Multiple walking phases. (a) Left leg support. (b) Right heel strike. (c) Double leg support. (d) Left toe off. (e) Right leg support.

y5
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Figure 2: Coordinate frames for a floating exoskeleton (with
positions of the exoskeleton feet changed). ðxl , yl , qlÞ and ðxr , yr ,
qrÞ represent the positions of the left foot and right foot in the
Cartesian coordinate frame, receptively.
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GRsp =U2G + JTRqU1G: ð14Þ

(3) Double Leg Support Dynamics. For double leg support,
both the positions of the right foot and the left foot are fixed.
Thus, the following holonomic constraints exist:

xl = Cxl,
yl = Cyl,
ql = Cql,
xr = Cxr ,
yr = Cyr ,
qr = Cqr:

ð15Þ

Differentiating (15) while noting (11) and (2), we can obtain

M€q + C _q +G = BaTact + JTL FL + JTR FR,
€qlp = 0 0 0½ �T ,
€qlp = _JRq _qc + JRq€qc:

ð16Þ

Here, we have 15 unknown variables (€q, FL, and FR) and 15
equations (Equation (16)). Treating Tact as input, €q, FL, and
FR can be computed.

Finally, the dynamics can be obtained as

€qc1 =M−1
Dsp BDspTact − CDsp _qc1 −GDsp

� �
, ð17Þ

where all the new matrices in (17) can be computed from M,
C, and G.

Define the following terms:

A1 =U3 −U4 J
−1
Rq2 JRq1,

A2 = −UT
4 +UT

4U2 J
T
R UT

3U2 J
T
R

� �−1
UT

3 ,

A3 =U4 −J−1Rq2 _JRq1 + J−1Rq2 _JRq2 J
−1
Rq2 JRq1

� �
:

ð18Þ

MDsp, CDsp, GDsp can be computed as follows:

MDsp = −AT
1U4A2U2MUT

2A1,

CDsp = −AT
1U4A2 U2MUT

2A3 +U2CU
T
2A1

� �
,

GDsp = −AT
1U4A2U2G,

BDsp = −AT
1U4A2:

ð19Þ

(4) Right Heel Strike Dynamics. For right heel strike walking
phase, as shown in Figure 1(b), the positions and the rota-
tion angle of the left foot are fixed. Also, the positions of
the right foot heel are fixed. Thus, the following holonomic

constraints exist:

xl = Cxl,
yl = Cyl,
ql = Cql,

xr = Cxr ,
yr = Cyr ,

ð20Þ

where Cxr and Cyr are constant values. Besides, since the
right leg contact the ground on a point, there is no ground
contact torque in the right foot, namely

Tr = 0: ð21Þ

Differentiating (20) while noting (2) and (11), we can
obtain

M€q + C _q +G = BaTact + JTL FL + JTR FR,
€qlp = 0 0 0½ �T ,
€xr = 0,
€yr = 0:

ð22Þ

Here, there are 15 unknown variables (€q, FL, and FR) and 15
equations (Equation (22)). Treating Tact as input, €q, FL, and
FR can be solved.

Denote

qh1 = q1 q2 q3 q4½ �T ,
qh2 = q5 q6½ �T :

ð23Þ

Finally, the dynamics can be obtained as

€qh1 =M−1
Hs BHsTact − CHs _qh1 −GHsð Þ, ð24Þ

where all the new matrices in (24) can be computed from M,
C, and G.

Define the following terms:

H1 = T3 − T4 J
−1
Rh2 JRh1,

H2 = −TT
4 + TT

4U2 J
T
R TT

3U2 J
T
R

� �−1
TT
3 ,

H3 = T4 −J−1Rh2 _JRh1 + J−1Rh2 _JRh2 J
−1
Rh2 JRh1

� �
:

ð25Þ

MHs, CHs, and GHs can be computed as follows:

MHs = −HT
1U4H2U2MUT

2H1,
CHs = −HT

1U4H2 U2MUT
2H3 +U2CU

T
2H1

� �
,

GHs = −HT
1U4H2U2G,

BHs = −HT
1U4H2:

ð26Þ
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(5) Left Toe Off Dynamics. For left toe off walking phase,
shown in Figure 3(d), the positions and the rotation angle
of the right foot are fixed. Also, the positions of the left foot
toe are fixed. The holonomic constraints are similar to the
right heel strike walking phase. Following the same compu-
tation process as that of right heel strike walking phase, the
dynamic model of toe off walking phase can be obtained.
The detailed computation process is omitted here for
simplicity.

2.2. Hydraulic Actuator Dynamics. The pressure and flow
rate dynamics of hydraulic cylinders can be described as [18]

V1i
βe

_P1i = −A1i
∂xLi
∂qi

_qi +Q1i + ~D31i,

V2i
βe

_P2i = A2i
∂xLi
∂qi

_qi −Q2i + ~D32i,

Q1i = kq1ixvi
ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP1ij j

p
,

Q2i = kq2ixvi
ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP2ij j

p
,

ΔP1i =
Ps − P1i if xvi ≥ 0,
P1i − Pr if xvi < 0,

(

ΔP2i =
P2i − Pr if xvi ≥ 0,
Ps − P2i if xvi < 0,

(
xvi = ui,

i = 1, 2, 3, 4, 5, 6,

ð27Þ

where the definition of all the terms can be seen in the nota-
tion list at the Appendix.

2.3. Human-Machine Interface Dynamics. The model of
human-machine interaction force may be complex; for
example, the model may be uncertain and/or varies. Thus,
it is difficult to obtain a precise model that can describe the
properties of actual human/robot attachment precisely. Also,
a much precise human/robot interface dynamic model may
be much complex to be used for designing the controller.
Thus, in the paper, only the main property of the interface
is considered. Since a belt is often adopted in connecting
the robotic leg with the human leg. Thus, a spring model
with unknown stiffness can describe the main compliant
property of the interface. As for other unmodeled uncer-
tainties, we put them in the lumped disturbance. In the later
part, an adaptive robust control algorithm is proposed to
address the modeling errors in human-machine interface
dynamic model. Thus, the human-machine interface
dynamic model is described as a spring with lumped distur-
bance and unknown stiffness:

Fhm = K xh − xeð Þ + ~D1, ð28Þ

where the definition of all the terms can be seen in the nota-
tion list at the Appendix. Equation (28) is algebraic and
devoid of dynamics. Using the integral of interaction force

Ð t
0Fhmdτ in the controller design, then the following

dynamic model can be obtained:

d
dt

ðt
0
Fhmdt = K xh − xeð Þ + ~D1: ð29Þ

3. Human-Machine Interaction Force
Control Schemes

3.1. Control Objective. Assuming that the wearer is able to
achieve balance and locomotion, the control objective of a
walking lower limb exoskeleton is to design a control law
according to the multi-phase dynamic models that mini-
mizes the human-machine interaction force so that accurate
human motion tracking is achieved.

3.2. Overall Control Structure. Figure 3(a) shows the overall
control structure. Foot switches are mounted at the exoskel-
eton foot to recognize whether the exoskeleton foot contact
the ground or not, which can further help us recognize
which walking phase the exoskeleton lies in. Six-axis force
sensors are fixed at the back and the foot of the lower limb
exoskeleton to measure the interaction force at these places.
For different walking phase, different interaction force com-
ponents are selected for force controller design. Many con-
trol techniques have been developed for hydraulic systems
[19–21]. The ARC is verified to be effective in addressing
various model uncertainties through lots of practical appli-
cations [22–26], especially for multijoint hydraulic manipu-
lator [27, 28]. Thus, it is adopted in the following controller
design. Therefore, it will be adopted in our interaction force
control algorithm design. For each walking phase, an adap-
tive robust cascade force controller (ARCFC) is designed
so that a good robust force control performance can be
achieved, as shown in Figure 3(b).

3.3. ARCFC Design for Double Leg Support. For the walking
phase of double leg support, there are three independent
degree of freedoms, which can be seen from the dynamic
model (17). Thus, in double leg support, we can only control
three independent human-machine interaction force com-
ponents. Since the exoskeleton feet are always in flat contact
with the ground and will not hinder the movement of
human feet, there is no need to reduce the interaction force
at the foot contact points. Finally, three human-machine
interaction force components at the back are minimized.
Since there are six control inputs, the system is overactuated.
In the later force controller design, three independent virtual
control torques are figured out first, and then, a torque allo-
cation method is proposed to specify the desired load force
for six hydraulic cylinders. Finally, six control inputs of the
hydraulic valves can be figured out.

The overall system dynamics for double leg support can
be described by

Fhmub = K xhub − xeubð Þ + ~D1,

qc1 = invkineub xeubð Þ,qc2 = invkiner xer, qc1ð Þ, _qc2 = −J−1Rq2 JRq1 _qc1,
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BDspTact + JTubFhmub =MDsp€qc1 + CDsp _qc1 +GDsp + B _qc1 + ~D2,

qc = qc1 qc2½ �T ,τi = P1iA1i − P2iA2ið Þ ∂xLi
∂qi

,

V1i
βe

_P1i = −A1i
∂xLi
∂qi

_qi +Q1i + ~D31i,
V2i
βe

_P2i = A2i
∂xLi
∂qi

_qi −Q2i + ~D32i,

Q1i = kq1ixvi
ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP1ij j

p
,Q2i = kq2ixvi

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP2ij j

p
,

ΔP1i =
Ps − P1i if xvi ≥ 0,
P1i − Pr if xvi < 0,

(
ΔP2i =

P2i − Pr if xvi ≥ 0,
Ps − P2i if xvi < 0,

(
xvi = ui,
i = 1⋯ 6,

ð30Þ

where K = diag fKubx, Kuby, Kubzg is the stiffness vector of
the human-machine interface and B = diag fB1, B2, B3g is
the damping ratio. The definitions of all the other terms
can be seen in the notation list at the Appendix.

The fifth equation of (30) has three properties:

Property 1.MDsp is a symmetric and positive definite matrix.

Property 2. _MDsp − 2CDsp is a skew-symmetric matrix.

Back & right
foot interaction

force 

u

u

u

Walking phase recognition
Interaction force

selection

Sensor signals at the bottom of each foot 

Ground
Contact ?

Double leg
support Fhm

Fhm

Fhm

Lower limb exoskeleton

q, q, p1, q2, 

Right leg
support 

Left leg
support 

Back & left foot
interaction

force

Back interaction
force 

ARCFC for
left leg

support

ARCFC for
right leg
support

ARCFC for
double leg

support

Human machine interaction
force at the back and foot

Left foot
interaction

force 

Right foot
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force

Back interaction
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Human motion
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qm, qm, qm, qm,High level

q

u
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Figure 3: Control structure of the lower limb walking exoskeleton: (a) overall control structure and (b) structure of the adaptive robust
cascade force controller (ARCFC).

Figure 4: Human-machine interaction force minimized in left leg
support. In this walking phase, six interaction force components
at the back and right foot contact points will be minimized.
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Property 3. MDsp, CDsp, and GDsp can be linearly parameter-
ized in term of the exoskeleton system parameters β, i.e.,

MDsp qcð Þ€qr + CDsp qc, _qcð Þ _qr +GDsp qcð Þ = f0 qcð
, _qc, _qr , €qrÞ + Y qc, _qc, _qr , €qrð Þβ, ð31Þ

where _qr and €qr are any vector and β is the parameter vector
of the exoskeleton.

Define the following unknown parameters and lumped
disturbances:

~Δ1 = xh + K−1~D1,
~Δ3 = −~D2,

~Δ4 =
~D311βeA11

V11
−

~D321βeA21
V21

,
~D312βeA12

V12
−

~D322βeA22
V22

,
~D313βeA13

V13

"

−
~D323βeA23

V23
,
~D314βeA14

V14
−

~D324βeA24
V24

,
~D315βeA15

V15

−
~D325βeA25

V25
,
~D316βeA16

V16
−

~D326βeA26
V26

#
,

~Δi = Δin + Δi, i = 1, 3, 4,

Kθ = 1/Kubx 1/Kuby 1/Kubz
� �T ,

Δ1n = Δ1ubnx Δ1ubny Δ1ubnz
� �T ,
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Figure 5: Simulation results of left leg support for Set1: (a) motion tracking error for the left leg joints, (b) motion tracking error for the
right leg joints, (c) control input for the left leg joints, and (d) control input for the right leg joints.
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Bθ = B1 B2 B3½ �T ,

Δ3n = Δ3n1 Δ3n2 Δ3n3½ �T ,

Δ4n = Δ4n1 Δ4n2 Δ4n3 Δ4n4 Δ4n5 Δ4n6½ �T ,

θF = KT
θ ΔT

1n
� �T ,

θq = βT BT
θ Δ3n

T βe Δ4n
T

� �T ,
θ = θTF θTq

h iT
, ð32Þ

where Δin and Δi are the constant and the time-varying part

of ~Δi. We assume that the bound of the uncertain parameters
and disturbance is known.

Define the following states:

x1 =
ðt
0
Fhmubdt,

x2 = x21 x22½ �T , x21 = qc1, x22 = qc2,
x3 = x31 x32½ �T , x31 = _qc1, x32 = _qc2,

x4 = P1 = P11 P12 P13 P14 P15 P16½ �T ,
x5 = P2 = P21 P22 P23 P24 P25 P26½ �T ,

x = xT1 x21
T x31

T x4
T x5

T
� �T

:

ð33Þ
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Figure 6: Simulation results of double leg support for Set1: (a) motion tracking error for left leg joints, (b) control input for left leg joints, (c)
control input for right leg joints.
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The state space expression of dynamics (30) can be
described as

_x1 = −Kxeub + KΔ1n + KΔ1,
x21 = invkineub xeubð Þ,
x22 = invkiner xer, x21ð Þ,

_x21 = x31,
x32 = −J−1Rq2 JRq1x31,

_x31 =M−1
Dsp BDsphPL + JTubFhmub − CDspx31 − GDsp − Bx31 + Δ3n + Δ3

� �
,

_PL =QLβe − qvx3βe + Δ4n + Δ4,

QL = Kqu, ð34Þ

where

h = diag ∂xL1
∂q1

, ∂xL2
∂q2

, ∂xL3
∂q3

, ∂xL4
∂q4

, ∂xL5
∂q5

, ∂xL6
∂q6

	 

,

A1 = diag A11, A12, A13, A14, A15, A16f g,

A2 = diag A21, A22, A23, A24, A25, A26f g,PL = A1x4 − A2x5,
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Figure 7: Simulation results of left leg support for Set2: (a) human-machine interaction force at the back, (b) human-machine interaction
force at the right foot, (c) parameter estimation of Δ1n at the back, and (d) parameter estimation of Δ1n at the right foot.
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QL = Q11
A11
V11

+Q21
A21
V21

,Q12
A12
V12

+Q22
A22
V22

,Q13
A13
V13

�
+Q23

A23
V23

,Q14
A14
V14

+Q24
A24
V24

,Q15
A15
V15

+Q25
A25
V25

,Q16
A16
V16

+Q26
A26
V26

�T
,

qv = diag A2
11

V11
+ A2

21
V21


 �
∂xL1
∂q1

, A2
12

V12
+ A2

22
V22


 �
∂xL2
∂q2

,
	

� A2
13

V13
+ A2

23
V23


 �
∂xL3
∂q3

, A2
14

V14
+ A2

24
V24


 �
∂xL4
∂q4

,

� A2
15

V15
+ A2

25
V25


 �
∂xL5
∂q5

, A2
16

V16
+ A2

26
V26


 �
∂xL6
∂q6



,

Kq = diag kq11
A11
V11

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP11j j

p
+ kq21

A21
V21

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP21j j

p
, kq12

A12
V12

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP12j j

p	
+ kq22

A22
V22

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP22j j

p
, kq13

A13
V13

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP13j j

p
+ kq23

A23
V23

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP23j j

p
, kq14

A14
V14

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP14j j

p
+ kq24

A24
V24

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP24j j

p
, kq15

A15
V15

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP15j j

p
+ kq25

A25
V25

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP25j j

p
, kq16

A16
V16

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP16j j

p
+ kq26

A26
V26

ffiffiffiffiffiffiffiffiffiffiffiffi
ΔP26j j

p 

:

ð35Þ

The control goal is to synthesize a control input u =
u1 u2 u3 u4 u5 u6½ �T based on (34) that minimizes
the human-machine interaction force Fhmub.

3.3.1. High-Level Human Motion Intent Inference. Treating
xeub as virtual control input, then a control law making the
integral of force tracking error z1 = x1 − x1d converge to zero

or to be bounded is designed as

xm = xma + xms,

xma = −K̂ f _x1d + bΔ1n = −f θF − YθF
bθ F ,

xms = K1z1 + xmsn,
_bθ F = Proj −Γ1Y

T
θF
z1

� �
,

Proji •ið Þ =
0 if bθ Fi = θF max i and •i > 0,

0 if bθ Fi = θF min i and •i < 0,
•i otherwise,

8>><>>:

ð36Þ

where xma is the model compensation term, xms is the robust
feedback term, K1 = diag fK11, K12, K13g is the linear feed-
back gain, Γ1 > 0 is a diagonal adaptation rate matrix, xmsn
is a nonlinear feedback item, K f = K−1, and K f _x1d − Δ1n =
f θF + YθF

θF .
We can treat xm as inferred human motion intent, and

then, the desired joint positions can be obtained as

qc1m = invkineub xmð Þ: ð37Þ

Let z2h = Kineðx21Þ − xm, where Kine means kinematics.
Then, the first error dynamics is given as

Kf _z1 = −K1z1 − z2h + Δ1 + YθF
eθF − xmsn: ð38Þ

Similar to [18], in order to obtain the desired motion tra-

jectories (q̂c1m, b_qc1m, b€qc1m, and q̂ð3Þc1m), a output differential
observer is adopted.
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Figure 8: Simulation results of double leg support for Set2: (a) human-machine interaction force at the back, (b) parameter estimation of
Δ1n at the back.
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3.3.2. Low-Level MIMO Motion Tracking Controller. In low-
level controller design, a motion tracking control algorithm
making the position tracking error z2 = x21 − q̂c1m converge
to zero or to be bounded is proposed with the following
design procedures.

Step 1. Specify the desired torque τactd for BDsphPL that
achieves accurate motion tracking (i.e., x21 ⟶ q̂c1m if BDsp
hPL = τactd).

Treating BDsphPL as the virtual control input in this part,
the control law τactd is given as

τactd = τactda + τactds,

τactda = f0 + Y bβ + YBB̂θ − bΔ3n − JTubFhmub,
τactds = −K3s1z3 + τactdsn,

z3 = _z2 + K2z2,
K3s1 = g3 Γ2ϕ3k k2 + K3,

ð39Þ
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Figure 9: Human-machine interaction force of left leg support for Set3: (a) at the back for FARC+C1, (b) at the right foot for FARC+C1, (c)
at the back for FARC+C2, and (d) at the right foot for FARC+C2.
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where τactda is the term for model compensation, τactds is the
robust feedback item, K3s1 is the gain for linear feedback,
K3 > 0, g3 > 0, Γ2 > 0, and τactdsn is a term for nonlinear
feedback. Bx31 = YBðx31ÞBθ.

Step 2. Torque allocation (i.e., specify the desired load force
PLd for each hydraulic cylinder such that BDsphPLd = τactd).

With τactd given in Step 4, the next task is to figure out
the desired load force for each hydraulic cylinder such that
the combined effort equals τactd. Since the system is overac-
tuated, there is an infinite number of solutions unless addi-
tional constraints can be added. Here, an intuitive scheme
inspired from the CGA data during double stance is used
to allocate the operational force between the two legs with-
out relying on computationally expensive optimization
methods. It is observed that the leg with foot lying closest
to the torso center of mass takes a greater portion of the load
[3]. Thus, the following constraints are added:

J−TubLτL
J−TubRτR

= xTR
xTL

, ð40Þ

where JubL and JubR represent the Jacobian matrix at the
back point in the left leg and in the right leg, respectively.
τL = τ1 τ2 τ3½ �. τR = τ6 τ5 τ4½ �. xTR and xTL repre-
sent the horizontal distance from back to right ankle and
the horizontal distance from back to left ankle. With (40),
PLd can be solved.

Step 3. Specify the desired flowQLd for QL so that the actual
load force tracks the desired load force synthesized in Step 5.

The same as [18], the joint velocity and acceleration used
to compute _PLd for adaptive model compensation are esti-
mated through an adaptive robust observer.

Define the observer errors as

eo1 = x21 − y,
eo2 = _eo1 + Ko1eo1 = x31 − _yr ,
_yr ≜ _y − Ko1eo1:

ð41Þ

Then the nonlinear observer can be designed as

eo1 = x21 − y,
eo2 = _eo1 + Ko1eo1 = x31 − _yr ,
_yr ≜ _y − Ko1eo1,

�MDsp€yr = BDsphPL + JTubFhmub − �CDsp _yr − �GDsp − �B _yr + �Δ3n

+ Tos + Ko2 + Ko2sð Þeo2,

_θq = −Proj Γoϕ
T
o eo2

� �
, ð42Þ

where y and _yr are the estimated joint positions and joint
velocities, Ko1 is any gain matrix, �MDsp, �CDsp, and �GDsp rep-
resent the estimated matrices using new parameter estima-
tion θq, Ko2 is the gain for linear feedback, Ko2s is the gain
for nonlinear feedback, and Tos is the robust feedback term.

Replacing _qc1 with _yr in PLd, the estimated PLd can be

obtained where P̂Ld = PLdðqc1, _yr , bθq, tÞ. Let ẑ4 = PL − P̂Ld.
Treating QL as the control input in this part, the proposed
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Figure 10: Human-machine interaction force of double leg support for Set3: (a) at the back for FARC+C1 and (b) at the back for FARC+C2.
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control law making ẑ4 = PL − P̂Ld converge to zero or
bounded is synthesized as follows:

QLd =QLda +QLds,

QLda =
1bβe

−ϕT4cbθq − hBT
Dspz3 +

∂P̂Ld
∂x2

x3 +
∂P̂Ld
∂ _yr

€yr +
∂P̂Ld
∂t


 �
,

QLds =
1

βe min
−K4s1ẑ4ð Þ +QLdsn,

K4s1 = g4 Γ2ϕ4k k2 + d4
∂PLd

∂bθq

�����
�����
2

+ K4, ð43Þ

where QLda and QLds are the terms for model compensation
and robust feedback, respectively, ϕ4c =
ϕ4c1 ϕ4c2 ϕ4c3 ϕ4c4 ϕ4c5½ �T is the vector with ϕ4c1 =
06×16, ϕ4c2 = 06×6, ϕ4c3 = 06×6, ϕ4c4 = −qvx3, and ϕ4c5 = I6×6,
K4s1 is the linear feedback gain, K4 > 0, g3 > 0, d4 > 0, and
QLdsn is a nonlinear feedback term.
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Figure 11: Simulation results of left leg support for Set4: (a) human-machine interaction force at the back for FARC+C1, (b) human-
machine interaction force at the right foot for FARC+C2, (c) human-machine interaction force at the back for FARC+C2, and (d)
human-machine interaction force at the right foot for FARC+C2.
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Like bθ F , bθq is synthesized as

_bθq = Proj Γθq
ϕ3z3 + ϕ4ẑ4ð Þ

h i
, ð44Þ

where Γθq
> 0 is the adaptation rate matrix.

Ultimately, we can obtain the control voltage of the
valves as

ui =
QLdi

kq1i A1i/V1ið Þ ffiffiffiffiffiffiffiffiffi
ΔP1i

p
+ kq2iA2i/V2i

ffiffiffiffiffiffiffiffiffi
ΔP2i

p , i = 1:::6f g:

ð45Þ

3.4. Main Results. Furthermore, if Δi = 0, i = 3, 4, after a
finite time, zero final tracking error can be achieved; that
is, z2 ⟶ 0, as t⟶∞.Furthermore, if Δ1 = 0 and _Kf = 0
after a finite time, a bounded force tracking error can be
guaranteed with integral converging to zero asymptotically,
i.e., z1 ⟶ 0, as t⟶∞.

Theorem 7. For low-level motion tracking, if the control
gains satisfy λminðKo2Þ ≥ ko2, λminðKo2sÞ ≥ 1/2σ2

e , λminðK3Þ
≥ k3 + 1/2, λminðK4Þ ≥ k4, g3 > 2/4d4, and g4 > 2/4d4,
bounded motion tracking errors and observer errors can be
guaranteed by the control law (45), which is described by

Vs4 tð Þ ≤ exp −λtð ÞVs4 0ð Þ + ε

λ
1 − exp −λtð Þ½ �, ð46Þ

where

Vs4 =
1
2

eTo2MDspeo2 + zT3 MDspz3 + ẑT4 ẑ4
� �

,

λ = 2 min λmin K3ð Þ
supt λmax MDsp tð Þ� �� � , βe

βe min
λmin K4ð Þ, λmin Ko2ð Þ

supt λmax MDsp tð Þ� �� �( )
,

ε = εo + ε3 + ε4: ð47Þ

Theorem 8. For human motion intent inference in high-level
controller, if the zero tracking error z2h = 0 is realized in the
inner loop, a bounded human-machine interaction force
tracking error can be guaranteed by the control law (36),
which is described by

Vs1 tð Þ ≤ exp −λ1tð ÞVs1 0ð Þ + ε1
λ1

1 − exp −λ1tð Þ½ �, ð48Þ

where

Vs1 = 1/2ð ÞzT1 K f z1,

λ1 = 2
λmin K1ð Þ

supt λmax Kf tð Þ� �� � : ð49Þ

Theorems 7 and 8 can be proved using arguments in
[18]. From Theorems 7 and 8, if large controller gains are
selected, the force tracking error can still be small when
the desired trajectory changes.

3.5. ARCFC Design for Left Leg Support. For the walking
phase of left leg support, there exist six independent degree
of freedoms and six control inputs, which can be seen from
the dynamic model (7). Thus, we can control six
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Figure 12: Human-machine interaction force of double leg support for Set4: (a) at the back for FARC+C1 and (b) at the back for FARC+C2.
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independent human-machine interaction force components.
Here, we select to minimize six interaction force compo-
nents at the back and right foot, as shown in Figure 4.

The dynamics of left leg support is a serial chain one,
and there is no overactuated characteristic in the system.
Thus, the torque allocation is not needed in the controller
design for left leg support. Other steps are almost the same
as the ARCFC for double leg support except that the inde-
pendent degrees of freedoms becomes six compared to three
in double leg support. Here, for simplicity, the detail control-
ler design process for left leg support is omitted in this paper.

4. Comparative Simulations

4.1. Simulation Setup. Based on the dynamic model, a simu-
lation model is constructed in MATLAB/Simulink. The sim-
ulation parameters are the same as those in [18]. At first, the
estimates of system parameters are set to be real values. The
lumped disturbances are set to zero. The sampling time is
selected as ts = 0:0001s. The value for desired human-
machine interaction force is set to zero. Considering the
similarity between human body and lower limb exoskeleton,
it is better to use human clinical gait analysis (CGA) data as
desired joint position for simulation. However, the CGA
data is different for people with different height and walking
speed. Since the sinusoid curves are often used as desired
trajectory for simulation of control algorithms. For a prelim-
inary validation of the proposed controller performance, we
choose the desired joint motion trajectory as sinusoid
curves. The amplitude and the frequency of the sinusoid
curves can be selected on the same order of magnitude as
that of CGA data. In the simulation, the following control
algorithms are conducted:

C1: The Low-Level PID Control with Velocity
Feedforward

The control law is given by

u = −Kpz2 − KI

ðt
0
z2dt − Kd _z2 +V f _x2id , ð50Þ

In the simulation, a Z-N method with slight adjustments
is used to obtain the control gains of PID controller. For left
leg support, Kp = diag f10, 10, 10, 10, 10, 10g, KI = diag f10
, 10, 10, 10, 10, 10g, Kd = diag f30, 30, 20, 20, 15, 15g, and
V f = diag f0:1, 0:1, 0:1, 0:1, 0:1, 0:1g. For double leg sup-
port, Kp = diag f10, 10, 10, 10, 10, 10g, KI = diag f10, 10, 10
, 10, 10, 10g, Kd = diag f30, 30, 20, 20, 30, 30g, and V f =
diag f0:1, 0:1, 0:1, 0:1, 0:1, 0:1g.

C2: The Proposed Low-Level Motion Tracking
Controller

According to the gain tuning rules described in [29], for
left leg support, K2 = diag f40, 40, 40, 40, 40, 40g, K3 = diag
f100, 100, 100, 100, 100, 100g, K4 = diag f100, 100, 100, 100
, 100, 100g, Ko1 = diag f40, 40, 40, 40, 40, 40g, and Ko2 =
diag f100, 100, 100, 100, 100, 100g. For double leg support,
K2 = diag f320, 320, 320g, K3 = diag f800, 800, 800g, and

K4 = diag f800, 800, 800, 800, 800, 800g, Ko1 = diag f320,
320, 320g, Ko2 = diag f800, 800, 800g. The adaptive rates
are chosen to be zero for simplicity.

FARC: The High-Level Control Algorithms Proposed in
This Paper

Different high-level controller gains are selected for dif-
ferent low-level controllers. In left leg support walking
phase, for C1, the controller gains are K1 = diag f4, 4, 4, 4,
4, 4g and Γ1 = diag f01×6, 0:21×2, 2,0:21×3g. For C2, the con-
troller gains are K1 = diag f8, 8, 8, 8, 8, 8g and Γ1 = diag f
01×6, 0:251×2, 4, 0:251×3g. In double leg support walking
phase, for C1, the controller gains are chosen as K1 = diag
f4, 4, 4g and Γ1 = diag f01×3, 11×3g. For C2, the controller
gains are K1 = diag f8, 8, 8g and Γ1 = diag f01×3, 4, 15, 4g.

To show the control performance, three sets are
simulated:

Set1: motion tracking control of two low-level
controllers.

Set2: nominal interaction force control.
Set3: interaction force control to load change.
Set4: interaction force control to human-machine inter-

face modeling errors.

4.2. Simulation Results. In Set1, the desired motion trajectory
for left leg support is selected as x2d = ½−2 + 0:2 sin ððπ/2Þt
− π/2Þ, 0:5 + 0:2 sin ððπ/2Þt − π/2Þ,−0:3 + 0:2 sin ððπ/2Þt −
π/2Þ, 0:3 + 0:2 sin ððπ/2Þt − π/2Þ,−0:5 + 0:2 sin ððπ/2Þt − π/
2Þ, 2 + 0:2 sin ððπ/2Þt − π/2Þ�rad. The desired motion trajec-
tory for double leg support is selected as x2d = ½−2 + 0:2 sin
ððπ/2Þt − π/2Þ, 0:5 + 0:2 sin ððπ/2Þt − π/2Þ, 0:2 sin ððπ/2Þt −
π/2Þ�rad. Figures 5 and 6 show the simulation results for
Set1. It is seen that for both left leg support and double leg
support, the proposed low-level controller (C2) achieves a
smaller motion tracking error. The reason is that the con-
troller gains of C1 can only be selected quite limitedly
because of neglecting the strongly coupled dynamics in the
controller design, while the controller gains of C2 can be
selected as larger values due to the consideration of multi-
joint coupling in the control algorithm design so as to
achieve a better motion tracking performance.

For Set2, by passing the sinusoid curves x2d = ½−2 + 0:2
sin ððπ/2Þt − π/2Þ, 0:5 + 0:2 sin ððπ/2Þt − π/2Þ,−0:3 + 0:2
sin ððπ/2Þt − π/2Þ,0:3 + 0:2 sin ððπ/2Þt − π/2Þ,−0:5 + 0:2 sin
ððπ/2Þt − π/2Þ, 2 + 0:2 sin ððπ/2Þt − π/2Þ�rad through the
kinematics equations for left leg support and passing the
sinusoid curves x2d = ½−2 + 0:2 sin ððπ/2Þt − π/2Þ, 0:5 + 0:2
sin ððπ/2Þt − π/2Þ, 0:2 sin ððπ/2Þt − π/2Þ�rad through the
kinematics equations for double leg support, the trajectory
of human motion xh can be finally solved. Without much
performance compromised, only Δ1n is selected to be
adapted. With high-level controller selected as FARC,
Figures 7 and 8 show that FARC+C2 achieve a smaller inter-
action force than that of FARC+C1. It is because a larger
closed loop bandwidth can be achieved by C2 due to consid-
ering all characteristic of system dynamics, which results in
larger high-level controller gains and adaptive rates. Then,
better parameter estimation and force control performance
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can be achieved by FARC+C2.
In Set3, a 2:72kg weight is mounted at the shank to study

the performance of the proposed ARCFC to parameter var-
iation. From Figures 9 and 10, we can see that a consistent
performance can be achieved both for the proposed ARCFC
(FARC+C2) and the PID cascade force controller (FARC
+C1) to load variation. Since the proposed ARCFC achieves
higher closed loop bandwidth and faster parameter adapta-
tion, model uncertainties due to load variation can be com-
pensated more quickly and accurately which leads to a
smaller interaction force and more consistent force control
performance load variation.

In Set4, the human-machine interface dynamics is
described as a spring-damper model which means in Equa-
tion (28), the modeling errors is described as ~D1 = Bhmð _xh
− _xeÞ where Bhm is the damping ratio at the human-
machine interface. From Figures 11 and 12, it can be seen
that a consistent performance can be achieved for the pro-
posed ARCFC (FARC+C2) to human-machine interface
modeling errors both in left leg support phase and double
leg support phase. For PID cascade force controller (FARC
+C1), when adding the damping in the human-machine
interface, the human interaction force becomes chattering.
The reason is that the closed loop bandwidth and param-
eter adaptation rate of PID cascade force controller are
limited leading to a poor disturbance rejection
performance.

In this paper, only simulations are carried out, and also,
the human motion trajectory is generated by sinusoid curves
for a preliminary validation of the proposed controller per-
formance. In the future, comparative experiments will be
conducted on a real lower limb hydraulic exoskeleton plat-
form to further validate the performance of the proposed
interaction force controller in practical applications.

5. Conclusion

In this paper, a generalized multiphase dynamic modeling
method is proposed for lower limb exoskeleton in which
the dynamic model of each walking phase can all be
obtained based on the dynamic model of a floating lower
limb exoskeleton (with positions of the exoskeleton feet
changed) and different holonomic constraints, which signif-
icantly simplify the dynamic modeling process of the multi-
phase lower limb exoskeleton. MIMO adaptive robust
interaction force controllers with high level doing human
motion intent inference while low level conducting human
trajectory tracking are designed both for double leg support
phase and single leg support phase. A torque allocation
method is proposed to deal with the overactuated character-
istic in double leg support. Comparative simulations show
the effectiveness and better performance of the proposed
multiphase human-machine interaction force controller. In
our future research, we will do the modeling and controller
design of underactuated lower limb exoskeleton systems.
Stability analysis of uncontrolled internal dynamics and
adaptive robust force control of underactuated exoskeleton
systems will be conducted.
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The finite-time attitude cooperative control problem for a group of multiple unmanned aerial vehicle systems with external
disturbances and uncertain parameters is discussed in this paper. The dynamics of the systems is described by quaternion
avoiding the singularity. Based on the attitude error and angular velocity error, a novel nonsingular terminal sliding mode
surface is proposed for the controller with event-triggered scheme. The lumped disturbances are estimated by neural networks
with adaptive law. The communication frequency is decreased by the proposed distributed event-triggered based sliding mode
controller. Lyapunov theory is utilized to analyze the stability of the systems, and the Zeno behavior is avoided by rigorous
proof. Finally, simulation examples are presented to illustrate the efficiency of the proposed control algorithm.

1. Introduction

Attitude cooperative control of multiple unmanned aerial
vehicle systems (MUAVs) is significantly important in the for-
mation flying missions. Compared to a single unmanned
aerial vehicle (UAV), MUAVs can accomplish more complex
and dangerous missions by collaboration, such as search and
rescue, forest fire fighting, emergency rescue, low-attitude
reconnaissance, and combat military missions [1–3]. Attitude
cooperative control problem has been of growing interests in
last several years due to its engineering and theoretical impli-
cations. Many scholars proposed different attitude control
scheme to improve the accuracy and stability of the MUAVs.
Variable structure control combined with decentralized com-
munication scheme was proposed for spacecraft formation
flying [4], based on the development of consensus theory,
leader-follower was employed in the multiple aircrafts [5, 6].
As the amount of the MUAVs increases, the communication
burden among each UAVwill increase and may cause the net-
work communication jam, and it would seriously affect the
stability of the systems due to the band width is limited. It is

significant to consider the network communication strategy
ofMUAVswhen designing the attitude cooperative controller.

Even-triggered scheme is employed in the multiagent
systems for considering the limited band width and energy
consumption, instead of continuous control input update,
the controller updates the input depending on the event-
triggered function, which is relevant to the measurement
error, and when the estimation error comes up to the given
threshold value the update of the controller will be updated
[7]. An event-triggered-based controller was proposed in
first-order multiagent systems (MAS) by introducing the
event-triggered mechanism, and the triggered condition
was designed associated with the states of agents [8]. Distrib-
uted rendezvous problem was investigated for second-order
multiagent systems with combinational measurement by
event-triggered mechanism [9]. Based on the measurement
error, the event triggered function was built for linear
MAS, and all the states of the agents reach to consensus
[10, 11]. Event-triggered scheme was employed in many sys-
tem dynamical model which can be described as second-
order dynamics [12]. A distributed sliding mode controller
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based on event triggered finite time mechanism was
designed for formation of multirobot systems [13]. The
event triggered was widely used in attitude control of space-
crafts to save the communication resources [14–16]. How-
ever, the mentioned works with attitude control did not
consider the uncertain parameters. Based on event-
triggered strategy, time-varying formation problem was
investigated for MUAVs under switching topology [17], atti-
tude formation on SO (8) [18], and dynamical consensus
formation problem which was limited by time-varying dis-
turbances [19]. However, external disturbances and inertial
matrix uncertainty cannot avoid in practical environment.
The event-based formation control for MUAVs only guar-
antees asymptotically convergence in the aforementioned
works [17–19]. Finite-time control is a useful tool which
has high accuracy and robustness property, enabling the
control systems to approach the stable region in finite time.
Finite-time control has been extensively utilized in Euler-
Lagrange systems [20–22]. Distributed attitude tracking
problem of spacecrafts was proposed considering distur-
bances and uncertain parameters in finite time [20]. Adap-
tive control was introduced into the finite-time controller
extended the mentioned work [20] for attitude tracking
problem of spacecrafts [21]. Feedback control was employed
in formation control for finite time convergence of nonholo-
nomic wheeled mobile robots [22]. Distributed finite-time
control (FTC) problem was studied for multiple quadrotor
formation with the information of leader not available to
all the followers [23]. However, no external disturbances
were considered. The disturbance was estimated by the
observer, and FTC was investigated for a single quadrotor
[24, 25]. However, attitude cooperative problem was not
considered. There is less work associated with the finite-
time attitude cooperative or formation control with
event-triggered mechanism for MUAVs. Most recently,
FTC based on event-triggered was investigated for quadro-
tor flying control [26, 27]. However, attitude tracking
problem was not considered, and the controller designed
was limited to the specific UAV. So, attitude cooperative
control with FTC theory and event-triggered mechanism
is more interesting.

Motivated by the aforementioned works and analysis,
finite-time attitude cooperative control problem of MUAVs
with event-triggered mechanism is investigated, and the net-
work communication resources are reduced. The contribu-
tion of this paper is illustrated in the following aspects: (1)
external disturbances and uncertain parameters are consid-
ered in the attitude dynamics, and the attitude cooperative
problem is described by the quaternion avoiding the singu-
larity. The attitude tracking consensus errors are measured
by employing a positive error function, a novel integral slid-
ing mode surface is proposed, the FTC is designed for the
closed loop systems, and neural network is utilized to esti-
mate the lumped uncertainties. (2) The communication fre-
quency of the controller among the followers is reduced due
to the event-triggered strategy which is employed in the con-
troller, so the proposed novel event-triggered function saves
the communication burden and energy of each UAV. The
deduced lower bound between triggering intervals guarantee

no Zeno behavior occurs. (3) Fast terminal sliding mode
control is utilized in control law which guarantees that the
attitude achieves the desired value in finite time.

The rest of this paper is organized as follows. In Section
2, preliminaries of graph theory, quaternion-based attitude
dynamics of MUAVs, and some useful lemmas are given,
and Section 3 gives main results. The performance of the
controller is proved by numerical simulation examples in
Section 4. Finally, conclusion is given in Section 5.

2. Preliminaries and Problem Formulation

2.1. Notations. The following convenience notations are
adopted throughout the paper: Rn denotes n × 1 real column
vector, In = ½1, :::1�T denotes n × 1 column vector with each
element being, and In denotes a n × n dimensional identity
matrix. ⊗ stands for Kronecker product. k:k stands for the
induced matrix 2-norm or the Euclidean vector norm. In
addition, for a given vector x ∈ Rn, xi denotes the ith element
of the vector x, sigrðxÞ = sgn ðxÞjxjr .

Graph theory is utilized to describe the communication
flow among the MUAVs. Let G = ðν, ξÞ denotes the graph,
in which, ν = fν1, ν2,⋯, νng is a nonempty set containing
a group number of nodes which denotes the UAV, and ξ
⊆ ν × ν is called edge which is a set of nodes. If there any
two nodes could communicate with each other, the graph
G is called connected graph. A = ½aij�N×N ∈ Rn×n is weighted
adjacency matrix representing the communication between
each node, in which, aii = 0, otherwise, aij = aji ≥ 0. D =
diag fd1, d2,⋯, ng denotes the degree matrix of associated
with weighted graph, the elements of the degree matrix are
di =∑n

j=1aij. The Laplacian matrix of the weighted graph is
denoted by L =D − A, and L is symmetric matrix.

Throughout this paper, leader-follower MUAVs are con-
sidered which contains one leader and n followers. The fol-
lowers are marked as iði = 1,⋯, nÞ, and the leader is
marked as 0. Let �G denotes the topology graph associated
with MUAVs containing one leader and n followers. A diag-
onal matrix B = diag fb1,⋯, bng is utilized to denote the
communication between the follower UAV and the leader
UAV. If bi > 0 means that the ith follower can obtain the
communication flow of the leader, otherwise, bi = 0.

Assumption 1. Consider the MUAVs consisting of N fol-
lowers and one leader, the topology of the MUAVs is
described by �G, and �G is directed connected graph.

Based on Assumption 1 and graph theory, we define a
matrix C = L + B.

Lemma 2 (see [28]). If Assumption 1 holds, then, matrix C is
invertible.

Lemma 3 (see [29]). Consider a system modeled as _z = f ðzÞ
, f ð0Þ = 0, x ∈ℝn, a continuous function VðzÞ ∈ℂ1 which is
defined on a neighbourhood of the origin. If the function Vð
zÞ satisfies that it is positive definite and _VðzÞ ≤ −∇1V

∂ðzÞ,
where ∂ ∈ ð0, 1Þ, ∇1 is positive parameters. The systems
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converge to the origin in finite-time, the converge time T
which depends on the initial state of zð0Þ:

T z 0ð Þð Þ ≤ V1−∂ z 0ð Þð Þ
∇1 1 − ∂ð Þ : ð1Þ

Lemma 4 (see [30]). If there is a real number xi ∈ℝ, i = 1,
⋯, n, α ∈ ð0, 1�, then

〠
n

i=1
∣ xi ∣

 !α

≤ 〠
n

i=1
xij jα ≤ n1−α 〠

n

i=1
∣ xi ∣

 !α

: ð2Þ

For x ∈ℝn, jαj ∈ ð0, 1Þ, then

xαk k ≤ n1−α xk kα: ð3Þ

2.2. Attitude Dynamics Model of MUAVs. Throughout this
paper, the attitude dynamics of UAV is described by quater-
nion which could avoid singular problem and analyze con-
veniently [31].

Ji _ωi = ui − S ωið ÞJiωi + ϑi,

_Qi =
1
2 ϕ Qið Þωi,

ð4Þ

where Qi = ½qi qi0�T represents the attitude of the ith UAV,
qi ∈ℝ

3, qi0 ∈ℝ, Qi ∈ℝ4, Qi ∈ℝ4, jQij = 1, and ωi ∈ℝ3 is
the angular velocity. Ji denotes the inertia matrix of the ith
UAV and is positive definite; ui denotes the control torque
of the ith UAV; ϑi denotes the external disturbances. ϕðQiÞ
is given by

ϕ Qið Þ =
qi0I3 + S qið Þ

−qi
Τ

 !
: ð5Þ

For a vector given as n = ½n1, n2, n3�T ∈ R3×1, SðnÞ is
defined as

S nð Þ =
0 ‐n3 n2

n3 0 ‐n1
‐n2 n1 0

0BB@
1CCA: ð6Þ

Let RðQiÞ denote the rotation matrix which is given as
RðQiÞ = ð2qi02 − 1ÞI3 + 2qiqiT − 2qi0ΠðqiÞ, Qi = ½qi qi0�T for
the attitude control of UAV, the rotation matrix denotes
the inertial frame of the ith UAV into the body frame. The
multiplication between two unit quarternions is given by

Q1 ⊙Q2 =
q10q2 + q20q1 + S q1ð Þq2

q10q20 − qT1 q2

� �
, ð7Þ

where Q1 = ½q1 q10�T and Q2 = ½q2 q20�T .
In the leader-following MUAVs, the followers adjust

itself attitude to be consistent with the attitude of the leader.

The attitude tracking errors and angular velocity errors of
the ith UAV are given as follows

~Qi =Q−1
i ⊙Qd , ð8Þ

~ωi = ωi − R ~Qi

� �
ωd , ð9Þ

where Qd ≜ ½qd , ηd�T denotes the desired attitude which is

given Qd ≜ ½qd , ηd�T , and the desired angular velocity is
denoted by ωd . Based on the definition of the tracking errors,
~ωi and ~Qi represent the attitude velocity tracking error and
angular tracking errors, respectively.

The attitude tracking error systems can be obtained,

J i _~ωi = −ωi
× ⋅ J iωi + ui + T i ⋅ Π ~ωið Þ ⋅ R Qidð Þ ⋅ ωd − R Qidð Þ ⋅ _ωd½ �,

ð10Þ

_~Qi =
1
2 ϕ

~Qi
� �

⋅ ~ωi: ð11Þ

Assumption 5. Three positive constants dm, σ1, σ2 exist and
are satisfying jdij ≤ dm, jωij ≤ σ1, and j _ωij ≤ σ2, respectively.

Assumption 6. The inertia matrix �Ji is known and nonsingu-
lar. ΔJ denotes the uncertainties and is bounded.

Lemma 7 (see [32]). Considering the system formulated as
eqs. (10) and (11), for sliding mode surface κi = ~ωi + r1qi +
r2q

c
i , where 0 < c < 1, r1 > 0, r2 > 0, for i = 1,⋯, n. If the slid-

ing mode surface reaches zero, then, ~ωi = 0, q0,i = 1 and qi =
0 can be reached in finite time, respectively.

3. Main Results

3.1. Event-Triggered Finite-Time Control Design. In this sec-
tion, the control objective is to design a finite-time control
law such that the angular velocity errors ~ωi and the error
quaternions ~Qi of the closed-loop system (10) and (11) can
converge to small regions in finite time, respectively.

First, the sliding mode surface �si is defined as

�si = �Ji ~ωi + k1~qi + k2Τi ~qið Þ½ �, ð12Þ

with Τið~qiÞð~qiÞ = ½Τi1ð~qi1Þ, Τi2ð~qi2Þ, Τi3ð~qi3Þ�T ∈ R3×1,

Τij ~qij
� �

=
sigℓ ~qij
� �

, if s∗ij = 0 or s∗ij ≠ 0, ~qij
��� ��� >ϒ ,

ϖ1~qij + ϖ2sig2 ~qij
� �

, if s∗ij ≠ 0, ~qij
��� ��� ≤ϒ

8><>:
ð13Þ

where i = 1,⋯, n, j = 1, 2, 3, s∗i = ½s∗i1, s∗i2, s∗i3�T , and s∗i = ~wi +
k1~qi + k2sigrð~qiÞ, where k1 and k2 are positive constants.
Define sigιð~qiÞ = ½sigιð~qi1Þ, sigιð~qi2Þ, sigιð~qi3Þ�T , ι ∈ ð0, 1Þ, ϖ1
= ð2 − rÞϒ r−1, ϖ2 = ðr − 1Þϒ r−2, ϒ is a small positive
constant.
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To develop the control law, the following equations are
derived from (10) and (11):

�Ji _~wi + k1 _~qi + k2 _Τi ~qið Þ
� �

= zi + δi + ui, ð14Þ

where

zi = −S wið Þ�Jiwi + �Ji S ~wið ÞR ~Qi

� �
wd − R ~Qi

� �
_wd

� �
+ k1�Ji _~qi + k2�Ji _αi ~qið Þ,

ð15Þ

_αi ~qið Þ =
r diag ~qij

��� ���r−1� �
~qi, if s∗ij = 0 or s∗ij ≠ 0,  ~qij

��� ��� > ϕ,

l1 _~qi + 2l2~qi sgn ~qið Þ _~qi, if s∗ij ≠ 0,  ~qij
��� ��� ≤ ϕ,

8>><>>:
ð16Þ

δi = ϑi − ~Ji _~wi − S wið Þ~Jiwi + ~Ji S ~ωið ÞR ~Qi

� �
ωd − R ~Qi

� �
_ωd

h i
:

ð17Þ
δi is the lumped disturbances containing model uncer-

tainty and external disturbances.
By (12) and (14), we can obtain

_�si = zi + δi + ui: ð18Þ

Based on the sliding mode surface �si = �Ji½~ωi + k1~qi + k2
Τið~qiÞ�, a novel integral sliding mode surface is proposed
which is given as follows

si =�si −
ðt
0
xηi dt, ð19Þ

where xi = −∑j∈Ni
aijð�si −�sjÞ + bi�si, and η ∈ ð0:5, 1Þ is strictly

the ratio of positive odd numbers. The derivative of (19) is

_si = _�si − xηi : ð20Þ

An event-triggered finite-time sliding mode consensus
controller is designed as follows

ui tð Þ = xηi tik
� �

− k3 sign si t
i
k

� �� �
− k4si t

i
k

� �
− zi t

i
k

� �
− bδ i t

i
k

� �
,

ð21Þ

where k3 and k4 are positive constants, respectively. For t
∈ ½tik, tik+1Þ, tik is the latest event-triggered time for the ith
UAV, and the UAV only updates the control protocol at
its own event-triggered time.

An adaptive radial basis function neural networks
(RBFNNs) scheme is proposed for the unknown disturbance
δi, as RBFNNs can estimate the unknown continuous func-
tions δi and ensure tracking error ultimately converges to an
adequately small compact. Illustrated in Figure 1, the adap-
tive RBFNNs can be written as

bδ i = Ŵ
T
i Hi Xinð Þ, ð22Þ

where bδ i ∈ℝ3 is the RBFNNs output vector, Xin =
½~qiT , ~wi

T �T ∈ℝ6 is the input vector of the RBFNNs, Ŵi ∈
ℝ J×3 is the weight vector, J > 1 is the nodes number of mid-
dle hidden layer, Hi = ½hi1,⋯, hiJ �T ∈ℝ J is the basis function
vector, and hiJ is being the commonly used Gaussian func-
tions, which is simplified as

hiJ Xinð Þ = exp −
Xin − ciJ
		 		2

σiJ

 !
, ð23Þ

where ciJ is the center of the receptive field, and σiJ is the
width of the Gaussian function. There exists an optimal vec-
tor W∗

i such that

δi =W∗T
i Hi Xinð Þ + εi, ð24Þ

where εim denotes the maximum value of the RBFNNs esti-
mation error kεik.

Let ~Wi =W∗
i − Ŵi denotes the vector of weight errors,

and the adaptive weight update law are designed as

_̂Wi = AHi Xinð ÞsTi , ð25Þ

where A is a positive-definite symmetric matrix of gains.
The measurement error of the event-triggered mecha-

nism is defined as

ei tð Þ = xηi tik
� �

− xηi tð Þ − k3 sign si t
i
k

� �� �
+ k3 sign si tð Þð Þ

− k4si t
i
k

� �
+ k4si tð Þ − zi t

i
k

� �
+ zi tð Þ − bδ i t

i
k

� �
+ bδ i tð Þ:

ð26Þ

3.2. Stability Analysis. In the following, the stability of the
attitude cooperative under event-triggered adaptive
RBFNNs control law is analyzed in detail.

Theorem 8. On the basis of Assumptions 1, and considering
that the system (10) and (11) under the action of the control-
ler (21) and the adaptive weight update law (25), the follow-
ing event-triggered function is given as follows

Y tð Þ = eik k − k3 − k4 sik k + ρi, ð27Þ

...

...... .

...

Hi(Xin)
ˆWi

Xin
ˆ

δi

Adaptive law

ˆWi
T Hi(Xin)

.
ˆWi = AHi(Xin)si

T

wi˜qi˜

Figure 1: Adaptive RBFNN control.
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where εim < ρi < k3, and when the event-triggered function Y
ðtÞ > 0, that is, keik > k3 + k4ksik − ρi, the event is triggered.
The ith UAV performs information interaction and update
the control protocol at its own event-triggered time. And the
system can achieve finite-time consensus under this action.

Proof. First, selecting the Lyapunov function as follows

V1 =
1
2 s

T
i si +

1
2 tr

~W
T
i A

−1 ~Wi

� �
: ð28Þ

Taking the derivative of (28), substituting (21) and (26)
into the derivative, we can obtain

_V1 = sTi ei − k3 sign sið Þ − k4si + δi − bδ i

� �
+ tr − ~W

T
i A

−1 _̂Wi

� �
≤ sik k eik k − k3 sik k − k4 sik k2 + sTi ~W

T
i Hi + εi

� �
+ tr − ~W

T
i A

−1 _̂Wi

� �
≤ sik k eik k − k3 − k4 sik k + εim

� �
+ tr ~W

T
i His

T
i

� �
+ tr − ~W

T
i A

−1 _̂Wi

� �
:

ð29Þ

By the adaptive weight update law (25), it is obtained
that

_V1 ≤ sik k eik k − k3 − k4 sik k + εim
� �

: ð30Þ

When the event-triggered function YðtÞ ≤ 0, keik ≤ k3 +
k4ksik − ρi,

_V1 ≤ − sik k ρi − εim
� �

< 0: ð31Þ

According to the Lyapunov stability theory, it can be
seen that under the action of the controller (21), the adaptive
weight update law (25), and the event-triggered function
(27), the sliding mode surface si can realize si = 0 and _si = 0
. By lemma 2, the reaching time is given as follows

tr =
ffiffiffi
2

p
V1/2

1 0ð Þ
ρi − εim

: ð32Þ

Then, select the Lyapunov function as

V2 =
1
2
�SΤ L + Bð Þ ⊗ I3½ �Τ L + Bð Þ ⊗ I3½ ��S, ð33Þ

where �S = ½�s1T ,⋯,�snT �T .
Define

pi = 〠
j∈ni

aij �si −�sj
� �

+ bi�si,

P = pΤ1 ,⋯, pΤn
� �Τ = L + Bð Þ ⊗ I3 ⋅ �S:

ð34Þ

Then, we can get

V2 =
1
2 P

ΤP: ð35Þ

Let S = ½s1T ,⋯, snT �T , when _si = 0, we know _�si = xηi ,

then _�S = −½ðL + BÞ ⊗ I3 ⋅ �S�η.
Under Assumption 1 and Lemma 2, it can be obtained

that λminðL + BÞ > 0. And taking the derivative of (35), we
can obtain

_V2 = −PΤ L + Bð Þ ⊗ I3½ � L + Bð Þ ⊗ I3 ⋅ �S
� �η

= −PΤ L + Bð Þ ⊗ I3½ �Pη ≤ −λmin L + Bð ÞPΤPη,
ð36Þ

Since the positive odd ratio parameter η ∈ ð0:5, 1Þ, and
combined with Lemma 3, we can find

_V2 ≤ −λmin L + Bð Þ 〠
3n

i=1
pij j1+η

 !
≤ −λmin L + Bð Þ Pk k2� �1+η/2

≤ −21+η/2λmin L + Bð ÞV1+η/2
2 :

ð37Þ

According to Lemma 1, under the action of the control-
ler (21), the state of the system can reach and remain on the
sliding mode surface �S = 0 within finite time. The settling
time is t f .

t f =
V1−η/2

2
21+η/2λmin L + Bð Þ 1 − η/2ð Þ : ð38Þ

When �S = 0, then �si = �Ji½~wi + k1~qi + k2αið~qiÞ� = 0, so ~wi
+ k1~qi + k2αið~qiÞ = 0. According to Lemma 4, we know ~wi
⟶ 0, ~qi ⟶ 0 in finite time will be satisfied.

Next, we need to analyze whether the system has a min-
imum event-triggered time interval strictly greater than zero,
which means that there is no Zeno behavior. When the
event-triggered function (27) satisfies YðtÞ > 0, the event is
triggered. Combining (26), we can see that between any
two adjacent event-triggered moments, keik increases from
zero to k3 + k4ksik − ρi, therefore, when the growth rate is
the fastest, the event-triggered time interval is the smallest.
In this case, when the minimum time interval is a value

1 3

2

0

Figure 2: Communication topology.

5Applied Bionics and Biomechanics



0 5 10 15 20 25 30
Time (s)

–0.5

0

0.5

1

A
tti

tu
de

 tr
ac

ki
ng

q11
q21

q31
q01

(a)

0 5 10 15 20 25 30
Time (s)

–0.5

0

0.5

1

A
tti

tu
de

 tr
ac

ki
ng

q12
q22

q32
q02

(b)

0 5 10 15 20 25 30
Time(s)

–0.5

0

0.5

1

A
tti

tu
de

 tr
ac

ki
ng

q13
q23

q33
q03

(c)

0 5 10 15 20 25 30
Time (s)

0

0.5

1

A
tti

tu
de

 tr
ac

ki
ng

q10
q20

q30
q00

(d)

Figure 3: Attitude tracking.
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Figure 4: Attitude tracking errors.
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greater than zero, it can be guaranteed that there is no Zeno
behavior.☐

Theorem 9. Based on Assumption 1, the system (10) and (11)
under the action of the controller (21), the adaptive weight
update law (25), and the event-triggered function (27), the
system does not have Zeno behavior under any initial
conditions.

Proof. Let βiðtÞ = k3 sign ðsiðtÞÞ + k4siðtÞ + ziðtÞ + bδ iðtÞ,
since the system (10) and (11) can achieve consensus under
the action of the controller (21), the adaptive weight update
law (25), and the event-triggered function (27), k _βiðtÞk have

upper bounds, which are taken as k _βiðtÞkmax. And combin-
ing (26) to derive keik as follows

d eik k
dt

≤
dei
dt

				 				 ≤ d −xηi tð Þ + βi tð Þ
� �

dt

					
					 ≤ d

dt
xηi tð Þ

				 				 + _βi tð Þ
			 			

≤ η xη−1i

			 			 _xik k + _βi tð Þ
			 			

max
:

ð39Þ

Let X = ½xT1 ,⋯, xTn �T , we can obtain _X = −ðL + BÞ ⊗ I3 ⋅ _�S.
When _S = 0, _�S = Xη will be satisfied, so _X = −ðL + BÞ ⊗ I3 ⋅

Xη. And according to Lemma 3, we know

xη−1i

			 			 ≤ Xη−1		 		 ≤ 3nð Þ2−η Xk kη−1,

_xik k ≤ _X
		 		 ≤ L + Bð Þ ⊗ I3 ⋅ X

ηk k ≤ L + Bk k Xηk k
≤ 3nð Þ1−η L + Bk k Xk kη:

ð40Þ

By (38) and (39), we can obtain

d eik k
dt

≤ η 3nð Þ3−2η L + Bk k Xk k2η−1 + _βi tð Þ
			 			

max
: ð41Þ

Due to X = −P and kPk = ffiffiffi
2

p
V1/2

2 ðtÞ ≤ ffiffiffi
2

p
V1/2

2 ð0Þ, we
have

d eik k
dt

≤ 22η−1/2η 3nð Þ3−2η L + Bk kV2η−1/2
2 0ð Þ + _βi tð Þ

			 			
max

:

ð42Þ

For any t ∈ ½tik, tik+1Þ, tik is the latest event-triggered time
for the ith UAV, the time interval Ti

m = tik+1 − tik, and keiðtik
Þk = 0 at the event-triggered moment, and let λi = 22η−1/2η
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Figure 5: Angular velocity tracking.
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ð3nÞ3−2ηkL + BkV2η−1/2
2 ð0Þ + k _βiðtÞkmax, we can obtain

ei tð Þk k − ei t
i
k

� �		 		 = ei tð Þk k ≤ t − tik
� �

λi ≤ Ti
mλi: ð43Þ

When the event-triggered function (27) satisfies YðtÞ > 0
, the event is triggered, we have

ei tð Þk k > k3 + k4 sik k − ρi > k3 − ρi: ð44Þ

Combining (41) and (42), we can know

Ti
m > k3 − ρi

λi
: ð45Þ

It can be concluded from (43) that the event-triggered
time interval is strictly greater than zero, so there is no Zeno
behavior.☐

4. Example Simulation

Considering the system composed of four UAVs includes
three follower UAVs and one leader UAV, and the leader
node is marked as 0. The directed communication topology

is shown in Figure 2. Hence, we have

L =
1 −1 0
0 1 −1
−1 0 1

2664
3775B =

1 0 0
0 1 0
0 0 1

2664
3775: ð46Þ

The actual inertia matrices are assumed to be

J1 =
15 1 1
2 16 0:5
0 0:5 14

2664
3775J2 =

13 0:5 0
1 15 0:5
0 1:5 14

2664
3775J3 =

14 1 2
0 13 0
2 1 15

2664
3775:

ð47Þ

With the existence of model uncertainties and external dis-
turbances, the nominal inertiamatrices of the UAV are given by
�J1 = �J2 = �J3 = diag ð½20 20 20�TÞ. Take the disturbances as

d1 = 0:1 sin tð Þ, 0:2 cos 0:5tð Þ, 0:15 cos 0:7tð Þ½ �T ,
d2 = 0:1 cos tð Þ, 0:2 sin 0:5tð Þ, 0:15 sin 0:7tð Þ½ �T ,
d3 = 0:1 cos tð Þ, 0:2 cos 0:5tð Þ, 0:15 sin 0:7tð Þ½ �T :

ð48Þ

The initial quaternions of the follower UAVs are selected
as Q1ð0Þ = ½1, 0, 0, 0�T , Q2ð0Þ = ½0, 1, 0, 0�T , and Q3ð0Þ =
½0, 0, 1, 0�T , the initial angular velocities of the follower
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Figure 6: Angular velocity errors.
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Figure 7: Continued.
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UAVs are selected as w1ð0Þ = ½0, 0, 1�T , w2ð0Þ = ½0, 0, 1�T ,
and w3ð0Þ = ½0, 0, 1�T . The initial quaternion of the leader
UAV is selected as Q0ð0Þ = ½0, 0, 0, 1�T , and the angular
velocity of the leader UAV is given
asw0ðtÞ = ½0:1 cos ð0:2tÞ,−0:1 sin ð0:2tÞ,−0:1 cos ð0:2tÞ�T .

The controller parameters are chosen with k1 = 1, k2
= 0:001, k3 = 0:01, k4 = 1, r = 0:6, ϕ = 0:1, η = 0:1, and ρi
= 0:009. The adaptive RBFNN controller parameters are
adjusted as J = 7, ci = ½−1:5,−1,−0:5, 0, 0:5, 1, 1:5�, σi = 5,
and A = diag ð½0:5 0:5 0:5�TÞ.

Figures 3 and 4, respectively, show the attitude tracking
Qi and the attitude tracking errors ~Qi of the ith
UAV,i = 1, 2, 3.

Figures 5 and 6, respectively, show the angular velocity
tracking wi and the attitude tracking errors ~wi of the ith
UAV. From Figures 3–6, it can be seen that the attitude
and the angular velocity of all follower UAVs can accurately
track the leader UAV over time under the action of the con-
troller (17) and the event-triggered function (23).

Figure 7 shows the evolution process of the measurement
error norm of the system, where threshold keikmax = k3 + k4k
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Figure 7: Variation trend of measurement error norm keik and thresholdkeikmax.
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Figure 11: Control torques.
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sik − ρi. When the value of keik increases from zero to keikmax,
the event is triggered.

Figures 8–10 show the event-triggered time of the UAV i
, i = 1, 2, 3, and the denser part marked by the rectangular
box is enlarged. At the event-triggered time of the UAV i,
the UAV i interacts with information and updates the con-
troller. Figure 11 shows the control torque ui of the UAV i.

From Figures 7–11, it can be seen that the superior per-
formance of the proposed event-triggered control strategy in
reducing the energy dissipation of the system and the update
frequency of the controller.

The approximation error kεik of the RBFNNs to unknown
lumped disturbance δi is shown in Figure 12. It can be seen
that the RBFNNs can approach δi at a faster speed under the
action of the adaptive weight update law (23).

5. Conclusions

In this paper, a distributed finite time event-triggered control
strategy with RBFNNs is proposed for attitude cooperative
control of MUAVs. Under the leader-following framework,
the tracking errors of attitude converge to zero in finite time,
the communication resources is saved and the Zeno behavior
is excluded by utilizing the event-triggered scheme. Finally,
theory and numerical simulation proof is given for the pro-
posed control law. In the future, we will consider actuator sat-
uration problem by fault-tolerant technology and self-
triggered scheme to be used in finite-time control.
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