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In this paper, we develop amultiattribute group decision-making (MAGDM)method to solve problems with interactive attributes
under interval-valued q-rung orthopair fuzzy set (IVq-ROFS) environment. Firstly, the interval-valued q-rung orthopair fuzzy
Choquet integral average (IVq-ROFCA) operator is proposed to aggregate interval-valued q-rung orthopair fuzzy information.
­en, we investigate the interval-valued q-rung orthopair fuzzy Choquet integral geometric (IVq-ROFCG) operator and o�er
several related properties. More importantly, for handling problems with interdependence between attributes for IVq-ROFS, a
MAGDM method is developed based on the IVq-ROFCA operator. Finally, an example of the warning management system for
hypertension is given to illustrate the proposed method, and parameter analysis and comparison analysis further verify the
feasibility and validity of the proposed method.

1. Introduction

As a powerful and practical approach, fuzzy set (FS) [1] has
been deeply used in various areas, such as medical treatment,
manufacturing, and education .With the increase in people’s
awareness of complex and uncertain issues, fuzzy theories
and methods have received great attention [2–5]. Since
decision-makers need to deal with the possibilities of sup-
port, opposition, and neutrality in real life, Atanassov [6]
proposed the intuitionistic fuzzy set (IFS), that is, the sum of
the membership degree (u) and the nonmembership degree
(v) satis�es u + v≤ 1. In response to the condition u + v> 1,
Yager [7] investigated the Pythagorean fuzzy set (PFS)
(u2 + v2 ≤ 1). As a wider range compared with intuitionistic
fuzzy, Verma and Merigo [8] de�ned a generalized hybrid
trigonometric Pythagorean fuzzy similarity measure and
developed the approach for Pythagorean fuzzy decision-
making; Bakioglu and Atahan [9] addressed the prioriti-
zation of risks involved with self-driving vehicles by the
proposed new hybrid MCDM method based on AHP and
TOPSIS VIKOR under Pythagorean fuzzy environment;
Peng and Yang [10] de�ned interval-valued Pythagorean
fuzzy sets (IVPFSs) and developed two interval-valued

Pythagorean fuzzy aggregation operators to solve MAGDM
problems. Gradually, for dealing with much more compli-
cated problems, Yager [11] proposed the q-rung orthopair
fuzzy set (q-ROFS) (uq + vq ≤ 1, q≥ 1) in 2016 and extended
the fuzzy set to a wider range of applications based on the
di�erent values of q. Researchers have put forward nu-
merous excellent results in recent years. Yager et al. [12, 13]
further deduced the related properties and mathematical
principles of q-ROFS. Liu and Wang proposed several
weighted average operators of q-rung orthopair fuzzy
numbers (q-ROFNs) [14]. Liu and Liu developed the q-rung
orthopair fuzzy Bonferroni mean operator to deal with
problems [15]. Xing et al. [16] developed the q-rung
orthopair fuzzy point weighted aggregation operator and
applied it to q-rung orthopair fuzzy decision-making. Garg
investigated the trigonometric operation-based q-rung
orthopair fuzzy aggregation operator for processing fuzzy
information [17] and introduced a novel concept of the
connection number-based q-rung orthopair fuzzy set (CN-
q-ROFS) [18]. Hussain et al. [19] proposed q-rung orthopair
fuzzy soft weighted averaging, q-rung orthopair fuzzy soft
ordered weighted averaging, and q-rung orthopair fuzzy soft
hybrid averaging operators. Verma [20] de�ned two order-α
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divergence measures for q-ROFS to quantify the informa-
tion of discrimination that determine completely unknown
or partially known attribute weights. Aydemir and Gunduz
[21] presented neutrality average and neutrality geometric
aggregation operators and further designed a general score
function for q-ROFS based on power aggregation operators.
Liu et al. [22] constructed the normalized bidirectional
projection model and generalized knowledge-based entropy
measure under q-rung orthopair fuzzy environment. In
particular, it is better to address strongly uncertain decision-
making problems via IVq-ROFS, such that Garg [23] defined
q-connection numbers (q-CNs) and gave some new q-ex-
ponential operation laws (q-EOLs) and operators over q-
CNs for IVq-ROFS and presented the possibility of com-
parison between IVq-ROFSs [24]. Garg [25] introduced a
novel concept of interval-valued q-rung orthopair fuzzy
preference relations (IVq-ROFPRs) and then proposed
additive consistent of IVq-ROFPR and programming model
to derive the weights of alternatives.

However, attributes are not independent in decision-
making, and there are more mutual influences and cor-
relations that can be appropriately solved by the Choquet
integral [26]. +e Choquet integral comes with decision-
making problems with independent attributes in handy
[27–29], which had been conducted in an in-depth re-
search study Tan and Chen defined the intuitionistic of the
fuzzy measure based on the Choquet integral [30] and
investigated the induced Choquet ordered averaging
operator for aggregating expert evaluation [31]. Tan de-
veloped the generalized interval-valued intuitionistic
fuzzy geometric aggregation (GIIFGA) operator and
combined TOPSIS to deal with MAGDM problems [32].
Xu [33] investigated the intuitionistic fuzzy Choquet
integral average operator and geometric operator, which
are applied to address MAGDM problems with IFS. It is
significant to mention that Grabisch [34] presented a
synthesis on the application of fuzzy integrals and ex-
tended the application of fuzzy integrals in various fields.
Considering the advantages of fuzzy integrals that sim-
ulate the interaction between standards in a flexible way,
scholars have conducted a lot of studies on fuzzy integrals
(including Choquet integral) group decision-making
(GDM) methods to effectively solve decision problems.
Wu et al. [35] extended some operational properties of
intuitionistic fuzzy values (IFVs) and then studied the
aggregation properties of the intuitionistic fuzzy-valued
Choquet integral (IFCI) and the intuitionistic fuzzy-val-
ued conjugate Choquet integral (IFCCI). Xing et al. [36]
developed the Choquet integral based on q-rung orthopair
fuzzy environment and proposed q-rung orthopair fuzzy
decision-making methods, Keikha et al. [37] combined
the Choquet integral and the TOPSIS method to process
fuzzy information, and Teng and Liu [38] developed the
generalized Shapley probabilistic linguistic Choquet av-
erage (GS-PLCA) operator and investigated a method to
solve large group decision-making (LGDM) issues. +e
in-depth study of the fusion application of the Choquet
integral and GDM methods is of practical significance for
solving complex and uncertain problems.

Although the aforementioned studies brilliantly handle
complex decision-making problems, they cannot be applied
to the decision-making problem where attributes are de-
pendent under the interval-valued q-rung orthopair fuzzy
environment. Accordingly, this paper develops two interval-
valued q-rung orthopair fuzzy Choquet integral operators
for aggregating fuzzy information. Subsequently, a
MAGDMmethod is constructed by employing the proposed
IVq-ROFCA operator, where interaction attributes of al-
ternatives among the MAGDM problem are taken into
account. Finally, compared with existing methods, the
practicability and superiority of the proposed method are
demonstrated.

+e remainder of this paper is constructed as follows:
Section 2 reviews the concept of the IVq-ROFS and Choquet
integral operator, Section 3 proposes the IVq-ROFCA op-
erator and the IVq-ROFCG operator and extends several
weighted and ordered operators, Section 4 introduces a
MAGDM method based on the IVq-ROFCA operator,
Section 5 gives an illustrated case and then provides pa-
rameter analysis and comparison analysis, and Section 6
concludes this paper.

2. Preliminaries

In this section, we make a brief review of the IVq-ROFS and
Choquet integral.

Definition 1 (see [11]). Let X � x1, x2, . . . , xn􏼈 􏼉 be a fixed
set, 􏽥a � xi, t􏽥a(xi), f􏽥a(xi)|xi ∈ X􏼈 􏼉 is a q-ROFS, where
t􏽥a: X⟶ [0, 1], fa: X⟶ [0, 1] and the following equa-
tion holds:

0≤ t􏽥a xi( 􏼁( 􏼁
q

+ f􏽥a xi( 􏼁( 􏼁
q ≤ 1, (1)

where q≥ 1. For all xi ∈ X, t􏽥a(xi) is the degree of mem-
bership, f􏽥a(xi) is the degree of nonmembership, and the
degree of indeterminacy π􏽥a(xi) is shown in as follows:

π􏽥a xi( 􏼁 �

�����������������

1 − t􏽥a xi( 􏼁
q

− f􏽥a xi( 􏼁
q

q
􏽱

(q≥ 1). (2)

Definition 2 (see [39]). Given a fixed set
X � x1, x2, . . . , xn􏼈 􏼉, IVq-ROFS a on X is defined as

a � < xi, ta xi( 􏼁, fa xi( 􏼁> |xi ∈ X􏼈 􏼉. (3)

+e membership is represented by interval values
ta(xi) � [t−

a(xi), t+
a(xi)]⊆[0, 1] and the nonmembership is

fa(xi) � [f−
a(xi), f+

a(xi)]⊆[0, 1], 0≤ (t+
a(xi))

q + (f+
a

(xi))
q ≤ 1, (q≥ 1). +e indeterminacy degree of a is shown as

follows:

πa xi( 􏼁 � π−
a xi( 􏼁, π+

a xi( 􏼁􏼂 􏼃

�

���������������������

1 − t
+
a xi( 􏼁( 􏼁

q
− f

+
a xi( 􏼁( 􏼁

q
q

􏽱

,

���������������������
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−
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q
q

􏽱

􏼔 􏼕.

(4)

In particular, IVq-ROFS extends the application of in-
terval-valued fuzzy sets in decision-making problems. When
q� 1, IVq-ROFS would reduce to the interval-valued
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intuitionistic fuzzy set (IVIFS); when q� 2, IVq-ROFS would
transform to IVPFS.

Definition 3 (see [39]). Let a1 � < [t−
a1

, t+
a1

], [f−
a1

, f+
a1

]> and
a2 � < [t−

a2
, t+

a2
], [f−

a2
, f+

a2
]> be two interval-valued q-rung

orthopair fuzzy numbers (IVq-ROFNs), q≥ 1. Equations
(5)–(8) hold

a1 ⊕ a2 � <
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⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, f
−
a1

f
−
a2

, f
+
a1

f
+
a2

􏽨 􏽩> , (5)

a1 ⊗ a2 � < t
−
a1

t
−
a2

, t
+
a1

t
+
a2

􏽨 􏽩,

�������������������������

f
−
a1

􏼐 􏼑
q

+ f
−
a2

􏼐 􏼑
q

− f
−
a1

􏼐 􏼑
q

f
−
a2

􏼐 􏼑
qq

􏽱

,
�������������������������

f
+
a1

􏼐 􏼑
q

+ f
+
a2

􏼐 􏼑
q

− f
+
a1

􏼐 􏼑
q

f
+
a2

􏼐 􏼑
qq

􏽱
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦> , (6)

λa1 � <
�������������

1 − 1 − t
−
a1

􏼐 􏼑
q

􏼐 􏼑
λq

􏽲

,

�������������

1 − 1 − t
+
a1

􏼐 􏼑
q

􏼐 􏼑
λq

􏽲

􏼢 􏼣, f
−
a1

􏼐 􏼑
λ
, f

+
a1

􏼐 􏼑
λ

􏼔 􏼕> , (7)

a
λ
1 � < t

−
a1

􏼐 􏼑
λ
, t

+
a1

􏼐 􏼑
λ

􏼔 􏼕,

��������������

1 − 1 − f
−
a1

􏼐 􏼑
q

􏼐 􏼑
λq

􏽲

,

��������������

1 − 1 − f
+
a1

􏼐 􏼑
q

􏼐 􏼑
λq

􏽲

􏼢 􏼣> . (8)

Definition 4 (see [39]). For the IVq-ROFN
a � < [t−

a , t+
a], [f−

a , f+
a ]> , the score function is defined as

S(a) �
1
2

t
−
a( 􏼁

q
+ t

+
a( 􏼁

q
− f

−
a( 􏼁

q
− f

+
a( 􏼁

q
􏼁􏽨 􏽩, (q≥ 1). (9)

Definition 5 (see [39]). For the IVq-ROFN
a � < [t−

a , t+
a], [f−

a , f+
a ]> , the accuracy function is defined as

H(a) �
1
2

t
−
a( 􏼁

q
+ t

+
a( 􏼁

q
+ f

−
a( 􏼁

q
+ f

+
a( 􏼁

q
􏼁􏽨 􏽩, (q≥ 1). (10)

Definition 6 (see [39]). For two IVq-ROFNs a1 and a2, the
comparison method is defined as follows:

(1) If S(a1)> S(a2), then a1 > a2

(2) If S(a1)< S(a2), then a1 < a2

(3) If S(a1) � S(a2), and if H(a1)>H(a2), then a1 > a2;
if H(a1)<H(a2), then a1 < a2; if H(a1) � H(a2),
then a1 � a2

Definition 7 (see [26]). Let X � x1, x2, . . . , xn􏼈 􏼉 be a uni-
verse of discourse, f be a positive real-valued function, and μ

be the fuzzy measure on X. +en, the discrete Choquet
integral of f on fuzzy measure μ is defined as

􏽚 fdμ � 􏽘

n

i�1
f xσ(i)􏼐 􏼑 μ Bσ(i)􏼐 􏼑 − μ Bσ(i−1)􏼐 􏼑􏽨 􏽩, (11)

where (σ(1), σ(2), . . . , σ(n)) is a permutation of
(1, 2, . . . , n) that satisfies f(xσ(1))≥f(xσ(2))

≥ · · · ≥f(xσ(n)), Bσ(I) � xσ(1), x􏽮 σ(2), . . . , xσ(i)}

(i � 1, 2, . . . , n, Bσ(0) � ∅).

3. Several Interval-Valued q-Rung Orthopair
Fuzzy Choquet Integral Operators

In this section, we investigate IVq-ROFCA and IVq-ROFCG
operators, discuss their properties, and extend their
weighted operators.

3.1. IVq-ROFCA

Definition 8. Let μ be the fuzzy measure on the nonempty
finite set X � x1, x2, . . . , xn􏼈 􏼉 (μ(∅) � 0) and a(xi) �

< [t−
a(xi), t+

a(xi)], [f−
a(xi), f+

a(xi)]> (i � 1, 2, . . . , n) are
IVq-ROFNs. +e IVq-ROFCA operator is defined as

C1( 􏼁 􏽚 adμ � IVq − ROFCA a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁( 􏼁

� 􏽘

n

i�1
μ Bσ(i)􏼐 􏼑 − μ Bσ(i−1)􏼐 􏼑􏽨 􏽩a xσ(i)􏼐 􏼑,

(12)

where (C1) 􏽒 αdμ indicates the Choquet integral, and
(σ(1), σ(2), . . . , σ(n)) denotes a permutation of (1, 2, . . . , n)

that satisfies a(xσ(1))≥ a(xσ(2)) ≥ · · · ≥ a(xσ(n)), Bσ(I) �

xσ(1), xσ(2), . . . , xσ(i)􏽮 􏽯(i � 1, 2, . . . , n, Bσ(0) � ∅).+e IVq-
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ROFCA operator aggregates information according to
the fuzzy measures between attributes, and it is easy to
find that the aggregation results obtained are still IVq-
ROFNs.

Theorem 1. For IVq-ROFNs a(xi) � < [t−
a(xi), t+

a(xi)],

[f−
a(xi), f+

a(xi)]> (i � 1, 2, . . . , n), μ(μ(∅) � 0) is the fuzzy
measure on the nonempty finite set X � x1, x2, . . . , xn􏼈 􏼉, and
the IVq-ROFCA operator can be expressed as

IVq − ROFCA a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁( 􏼁

� <

�������������������������������

1 − 􏽙
n

i�1
1 − t

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽳

,

�������������������������������

1 − 􏽙
n

i�1
1 − t

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙
n

i�1
f

−
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
,

􏽙

n

i�1
f

+
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .
(13)

Proof. Based on Definition 3, we prove equation (13) by
mathematical induction.

If n� 2,

IVq − ROFCA a x1( 􏼁, a x2( 􏼁( 􏼁 � 􏽙

2

i�1
μ Bσ(i)􏼐 􏼑 − μ Bσ(i−1)􏼐 􏼑􏽨 􏽩a xσ(i)􏼐 􏼑

� <

�������������������������������

1 − 􏽙
2

i�1
1 − t

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
q

􏽶
􏽴

,

�������������������������������

1 − 􏽙
2

i�1
1 − t

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
q

􏽶
􏽴

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙
2

i�1
f

−
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
,

􏽙

2

i�1
f

+
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .

(14)

If n� k,

IVq − ROFCA a x1( 􏼁, a x2( 􏼁, . . . , a xk( 􏼁( 􏼁

� <

�������������������������������

1 − 􏽙
k

i�1
1 − t

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
q

􏽶
􏽴

,

�������������������������������

1 − 􏽙
k

i�1
1 − t

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
q

􏽶
􏽴

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙
k

i�1
f

−
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
,

􏽙

k

i�1
f

+
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .
(15)

If n� k+ 1, the results of IVq-ROFCA are as follows:
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IVq − ROFCA a x1( 􏼁, a x2( 􏼁, . . . , a xk+1( 􏼁( 􏼁 � 􏽙
k+1

i�1
μ Bσ(i)􏼐 􏼑 − μ Bσ(i−1)􏼐 􏼑􏽨 􏽩a xσ(i)􏼐 􏼑

� 􏽙
k

i�1
μ Bσ(i)􏼐 􏼑 − μ Bσ(i−1)􏼐 􏼑􏽨 􏽩a xσ(i)􏼐 􏼑⊕ μ Bσ(k+1)􏼐 􏼑 − μ Bσ(k)􏼐 􏼑􏽨 􏽩a xσ(k+1)􏼐 􏼑

� <

�������������������������������

1 − 􏽙
k

i�1
1 − t

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
q

􏽶
􏽴

,

������

1 − 􏽙
k

i�1

q

􏽶
􏽴

1 − t
+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙
k

i�1
f

−
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
,

􏽙

k

i�1
f

+
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

>

⊕<

������������������������������

1 − 1 − t
−
a xσ(k+1)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(k+1)( )− μ Bσ(k)( )
q

􏽲

,

������������������������������

1 − 1 − t
+
a xσ(k+1)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(k+1)( )− μ Bσ(k)( )
q

􏽲

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

f
−
a xσ(k+1)􏼐 􏼑􏼐 􏼑

μ Bσ(k+1)( )− μ Bσ(k)( )
,

f
+
a xσ(k+1)􏼐 􏼑􏼐 􏼑

μ Bσ(k+1)( )− μ Bσ(k)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦>

� <

�������������������������������

1 − 􏽙
k+1

i�1
1 − t

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
q

􏽶
􏽴

,

�������������������������������

1 − 􏽙
k+1

i�1
1 − t

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
q

􏽶
􏽴

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙
k+1

i�1
f

−
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
,

􏽙

k+1

i�1
f

+
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .

(16)

Equation (13) holds, and +eorem 1 holds. □

Example 1. Suppose there are three suppliers x1, x2, x3􏼈 􏼉 to
be chosen. +e core competitiveness of suppliers can be
evaluated by three criteria C1, C2, C3􏼈 􏼉: C1 denotes the level
of technological innovation, C2 denotes the ability of cir-
culation control, and C3 denotes the capability of man-
agement. +e decision matrix A � (aij)3×3 is generated by
evaluation of experts, in which the IVq-ROFN evaluation
values aij � < [t−

aij
, t+

aij
], [f−

aij
, f+

aij
]> (i, j � 1, 2, 3) are rep-

resented in Table 1. Now, it needs to evaluate the core
competitiveness of x1, x2, x3􏼈 􏼉 according to the decision
matrix A � (aij)3×3, which provides the reference for the
manufacturing enterprise to select the best solution. +e
fuzzy measure μ between attributes are set as follows:

μ(∅) � 0,

μ C1, C2, C3􏼈 􏼉( 􏼁 � 1,

μ C1􏼈 􏼉( 􏼁 � μ C2􏼈 􏼉( 􏼁

� 0.4,

μ C3􏼈 􏼉( 􏼁 � 0.3,

μ C1, C2􏼈 􏼉( 􏼁 � 0.5,

μ C1, C3􏼈 􏼉( 􏼁 � μ C2, C3􏼈 􏼉( 􏼁

� 0.8.

(17)

Let q� 3, all the IVq-ROFNs in A satisfy t+
aij

+ f+
aij
≤ 1,

and the results are obtained as follows:

r1 � IVq − ROFCA x1 C1( 􏼁, x1 C2( 􏼁, x1 C3( 􏼁( 􏼁

� <[0.57, 0.77], [0.39, 0.54]> ,

r2 � IVq − ROFCA x2 C1( 􏼁, x2 C2( 􏼁, x2 C3( 􏼁( 􏼁

� <[0.49, 0.70], [0.41, 0.57]> ,

r3 � IVq − ROFCA x3 C1( 􏼁, x3 C2( 􏼁, x3 C3( 􏼁( 􏼁

� <[0.52, 0.72], [0.34, 0.46]> .

(18)

It is easy to find r1, r2, and r3 are IVq-ROFNs. According
to equation (9), S(r1)> S(r3)> S(r2) can be derived, which
indicates that the supplier x1 is better than x2 and x3.

Theorem 2. Suppose ai � < [t−
ai

, t+
ai

], [f−
ai

, f+
ai

]> (i � 1, 2,

. . . , n) are IVq-ROFNs, μ is the fuzzy measure on a nonempty
finite set X � x1, x2, . . . , xn􏼈 􏼉, and then, the following four
properties of the IVq-ROFCA operator hold

(1) Idempotency: for an IVq-ROFN
a � < [t−

a , t+
a], [f−

a , f+
a ]> , if ai � a(i � 1, 2, . . . , n),

then IVq − ROFCA(a1, a2, . . . , an) � a

(2) Boundedness: if amin � < [min(t−
ai

),min(t+
ai

)],

[max(f−
ai

),max(f+
ai

)]> and amax � < [max(t−
ai

),

max (t+
ai

)], [min(f−
ai

),min(f+
ai

)]> , then amin ≤
IVq − ROFCA(a1, a2, . . . , an)≤ amax

(3) Commutativity: suppose (a1′, a2′, . . . , an
′) is a permu-

tation of (a1, a2, . . . , an), then IVq − ROFCA

(a1, a2, . . . , an) � IVq − ROFCA(a1′, a2′, . . . , an
′)

(4) Monotonicity: if βi � < [t−
βi

, t+
βi

], [f−
βi

, f+
βi

]> (i � 1, 2,

. . . , n) are IVq-ROFNs and t−
ai
≤ t−

βi
, t+

ai
≤ t+

βi
, f−

ai
≥
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f−
βi

, f+
ai
≥f+

βi
, then IVq − ROFCA(a1,

a2, . . . , an)≤ IVq − ROFCA(β1, β2, . . . , βn)

�e proof of �eorem 2 is given as follows.

Proof. (1) Because all elements in the ai are equal and
ai � a,

μ xi( 􏼁 �
1
n
and μ Bσ(i)􏼐 􏼑 − μ Bσ(i−1)􏼐 􏼑

�
1
n

,

IVq − ROFCA a1, a2, . . . , an( 􏼁

� <

���������������������������

1 − 􏽙
n

i�1
1 − t

− q
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽳

,

���������������������������

1 − 􏽙
n

i�1
1 − t

+q
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙
n

i�1
f

−
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )

,

􏽙

n

i�1
f

+
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

>

� <

����������������

1 − 􏽙
n

i�1
1 − t

−q
a( 􏼁

(1/n)
q

􏽳

,

����������������

1 − 􏽙
n

i�1
1 − t

+q
a( 􏼁

(1/n)
q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙
n

i�1
f

−
a( 􏼁

(1/n)
,

􏽙

n

i�1
f

+
a( 􏼁

(1/n)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

>

� <

����������
1 − 1 − t

−q
a( 􏼁

q
􏽱

,

����������

1 − 1 − t
+q
a( 􏼁

q
􏽱

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

f
−
a ,

f
+
a

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦>

� <

���
t
−q
a

q
􏽱

,

���

t
+q
a

q

􏽱

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

f
−
a ,

f
+
a

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦>

� a.

(19)

(2) According to equation (9), it can be seen that

S amin( 􏼁 �
1
2

min t
−
ai

􏼐 􏼑􏼐 􏼑
q

+ min t
+
ai

􏼐 􏼑􏼐 􏼑
q

− max f
−
ai

􏼐 􏼑􏼐 􏼑
q

− max f
+
ai

􏼐 􏼑􏼐 􏼑
q

􏽨 􏽩,

S amax( 􏼁 �
1
2

max t
−
ai

􏼐 􏼑􏼐 􏼑
q

+ max t
+
ai

􏼐 􏼑􏼐 􏼑
q

− min f
−
ai

􏼐 􏼑􏼐 􏼑
q

− min f
+
ai

􏼐 􏼑􏼐 􏼑
q

􏽨 􏽩.

(20)

For any t−
ai
, it satisfies

Table 1: Decision matrix A � (aij)3×3.

C1 C2 C3

x1 <[0.7, 0.9], [0.3, 0.5]> <[0.3, 0.4], [0.5, 0.6]> <[0.5, 0.6], [0.4, 0.5]>
x2 <[0.6, 0.8], [0.4, 0.5]> <[0.3, 0.5], [0.5, 0.7]> <[0.4, 0.7], [0.3, 0.5]>
x3 <[0.6, 0.8], [0.3, 0.4]> <[0.4, 0.6], [0.4, 0.5]> <[0.5, 0.7], [0.3, 0.5]>
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min t
−
ai

􏼐 􏼑􏼐 􏼑
q
≤ t

−
ai

􏼐 􏼑
q

≤ max t
−
ai

􏼐 􏼑􏼐 􏼑
q
, 1 − min t

−
ai

􏼐 􏼑􏼐 􏼑
q

≥ 1 − t
−
ai

􏼐 􏼑
q

≥ 1 − max t
−
ai

􏼐 􏼑􏼐 􏼑
q
;

􏽙

n

i�1
1 − min t

−
ai

􏼐 􏼑􏼐 􏼑
q

􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( )

≥􏽙
n

i�1
1 − t

−
ai

􏼐 􏼑
q

􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( )

≥􏽙
n

i�1
1 − max t

−
ai

􏼐 􏼑􏼐 􏼑
q

􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( )

1 − 􏽙
n

i�1
1 − min t

−
ai

􏼐 􏼑􏼐 􏼑
q

􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( )

≤ 1 − 􏽙

n

i�1
1 − t

−
ai

􏼐 􏼑􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( )

≤ 1 − 􏽙
n

i�1
1 − max t

−
ai

􏼐 􏼑􏼐 􏼑
q

􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( )

.

(21)

Namely,

min t
−
ai

􏼐 􏼑􏼐 􏼑
q
≤ 1 − 􏽙

n

i�1
1 − t

−
ai

􏼐 􏼑
q

􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( ) ≤ max t

−
ai

􏼐 􏼑􏼐 􏼑
q
.

(22)

Similarly,

min t
+
ai

􏼐 􏼑
q

􏼐 􏼑≤ − 􏽙

n

i�1
1 − t

+
ai

􏼐 􏼑
q

􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( ) ≤ max t

+
ai

􏼐 􏼑􏼐 􏼑
q
,

min f
−
ai

􏼐 􏼑􏼐 􏼑
q
≤􏽙

n

i�1
f

−
ai

􏼐 􏼑
q

􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( ) ≤ max f

−
ai

􏼐 􏼑􏼐 􏼑
q
,

min f
+
ai

􏼐 􏼑􏼐 􏼑
q
≤􏽙

n

i�1
f

−
ai

􏼐 􏼑
q

􏼐 􏼑
μ Bσ(i)( )− μ Bσ(i−1)( ) ≤ max f

+
ai

􏼐 􏼑􏼐 􏼑
q
,

(23)

sorted out

S amin( 􏼁≤ S IVq − ROFCA a1, a2, . . . , an( 􏼁( 􏼁

≤ S amax( 􏼁,

amin ≤ IVq − ROFCA a1, a2, . . . , an( 􏼁≤ amax.

(24)

(3) According to Definition 8, it can be easily derived
that

IVq − ROFCA a1, a2, . . . , an( 􏼁 �

<

���������������������������

1 − 􏽙
n

i�1
1 − t

− q
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽳

,

���������������������������

1 − 􏽙
n

i�1
1 − t

+q
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙
n

i�1
f

−
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )

,

􏽙

n

i�1
f

+
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

>

� IVq − ROFCA a1′, a2′, . . . , an
′( 􏼁□.

(25)

(4) Based on t−
ai
≤ t−

βi
and Definition 8, it can be found

that

t
−q
aσ(i)
≤ t

−q

βσ(i)
,

1 − t
−q
aσ(i)
≥ 1 − t

−q

βσ(i)
.

(26)

+us,

􏽙

n

i�1
1 − t

− q
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )

≥􏽙
n

i�1
1 − t

− q

βσ(i)
􏼒 􏼓

μ Bσ(i)( )− μ Bσ(i−1)( )
,

���������������������������

1 − 􏽙
n

i�1
1 − t

− q
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽶
􏽴

≤

���������������������������

1 − 􏽙
n

i�1
1 − t

− q

βσ(i)
􏼒 􏼓

μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽶
􏽴

.

(27)

Similarly,
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���������������������������

1 − 􏽙
n

i�1
1 − t

+q
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽶
􏽴

≤

���������������������������

1 − 􏽙
n

i�1
1 − t

+q

βσ(i)
􏼒 􏼓

μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽶
􏽴

,

􏽙

n

i�1
f

−
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )

≥􏽙
n

i�1
f

−
βσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )

,

􏽙

n

i�1
f

+
aσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )

≥􏽙
n

i�1
f

+
βσ(i)

􏼒 􏼓
μ Bσ(i)( )− μ Bσ(i−1)( )

.

(28)

According to Definition 6, it is obviously discovered that
IVq − ROFCA(a1, a2, . . . , an)≤ IVq − ROFCA(β1, β2, . . . ,

βn)□.
For some special relationships that exist between eval-

uation values in decision-making, we then develop the
following operators to facilitate calculation. □

Definition 9. Let μ be the fuzzy measure on the nonempty
finite set X � x1, x2, . . . , xn􏼈 􏼉 (μ(∅) � 0) and
a(xi) � < [t−

a(xi), t+
a(xi)], [f−

a(xi), f+
a(xi)]> (i �

1, 2, . . . , n) be IVq-ROFNs.

(1) If μ(B∪C) � μ(B) + μ(C) for all B, C⊆X, B∩C � ∅,
and it is independent for any elements in X that
means μ(B) � 􏽐xi∈Bμ( xi􏼈 􏼉). +e IVq-ROFCA op-
erator transforms to the interval-valued q-rung
orthopair fuzzy weighted Choquet average (IVq-
ROFWCA) operator, which is expressed as

IVq − ROFWCA a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁( 􏼁 �

<

������������������������

1 − 􏽙
n

i�1
1 − t

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ xi{ }( )q

􏽳

,

������

1 − 􏽙
n

i�1

q

􏽳

1 − t
+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ xi{ }( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙

n

i�1
f

−
a xσ(i)􏼐 􏼑􏼐 􏼑

μ xi{ }( )
,

􏽙

n

i�1
f

+
a xσ(i)􏼐 􏼑􏼐 􏼑

μ xi{ }( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .

(29)

(2) If μ(B) � 􏽐
|B|
i�1 λi for all B⊆X, we have

λi � μ(Bσ(i)) − μ(Bσ(i−1))(i � 1, 2, . . . , n), where λ �

(λ1, λ2, . . . , λn)T and 􏽐
n
i�1 λi � 1(λi ≥ 0). Further-

more, the IVq-ROFCA operator reduces to the in-
terval-valued q-rung orthopair fuzzy order Choquet
average (IVq-ROFOCA) operator that is represented
as

IVq − ROFOCA a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁( 􏼁 �

<

��������������������

1 − 􏽙
n

i�1
1 − t

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

λi
q

􏽳

,

��������������������

1 − 􏽙
n

i�1
1 − t

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

λi
q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙

n

i�1
f

−
a xσ(i)􏼐 􏼑􏼐 􏼑

λi
,

􏽙

n

i�1
f

+
a xσ(i)􏼐 􏼑􏼐 􏼑

λi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .

(30)

(3) If μ(B) � Q(􏽐xi∈B(μ xi􏼈 􏼉) for all B⊆X, where Qis a
basic unit-interval monotonic function, satisfies
monotonicity in [0,1] and follows properties:
(i)Q(0) � 0;(ii)Q(1) � 1;(iii)forx>y, Q(x)≥Q(y).
For wi � μ(Bσ (i)) −μ(Bσ(i−1)) � Q(􏽐j≤iμ( xσ(i)􏽮 􏽯)) −

Q (􏽐j<iμ( xσ(i)􏽮 􏽯))(i � 1,2, . . . ,n), where w � (w1,

w2, . . . , wn)T and 􏽐
n
i�1 wi � 1(wi≥0), the IVq-ROFCA

operator changes to the interval-valued q-rung
orthopair fuzzyorderweightedChoquet average (IVq-
ROFOWCA) operator that is proposed as

IVq − ROFOWCA a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁(

� <

��������������������

1 − 􏽙

n

i�1
1 − t

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

wi
q

􏽳

,

��������������������

1 − 􏽙
n

i�1
1 − t

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

wi
q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽙
n

i�1
f

−
a xσ(i)􏼐 􏼑􏼐 􏼑

wi
, 􏽙

n

i�1
f

+
a xσ(i)􏼐 􏼑􏼐 􏼑

wi⎡⎣ ⎤⎦> .

(31)

Especially, if μ( xi􏼈 􏼉) � (1/n)(i � 1, 2, . . . , n), then the
IVq-ROFOWCA operator reduces to the IVq-ROFOCA
operator. In addition, we develop the IVq-ROFCG operator
in Section 3.2.

3.2. IVq-ROFCG

Definition 10. Let μ be the fuzzy measure on the nonempty
finite set X � x1, x2, . . . , xn􏼈 􏼉 (μ(∅) � 0) and
a(xi) � < [t−

a(xi), t+
a(xi)], [f−

a(xi), f+
a(xi)]> (i �

1, 2, . . . , n) be IVq-ROFNs. +en, the IVq-ROFCG operator
is defined as

C2( 􏼁 􏽚 adμ � IVq − ROFCG a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁( 􏼁

� 􏽙

n

i�1
μ Bσ(i)􏼐 􏼑 − μ Bσ(i−1)􏼐 􏼑􏽨 􏽩a xσ(i)􏼐 􏼑,

(32)

where (C2) 􏽒 adμ indicates the Choquet integral,
(σ(1), σ(2), . . . , σ(n)) is a permutation of (1, 2, . . . n), which
satisfies a(xσ(1))≥ a(xσ(2))≥ · · · ≥ a(xσ(n)), Bσ(i) � xσ(1),􏽮

xσ(2), . . . , xσ(i)}(i � 1, 2, . . . , n, Bσ(0) � ∅).
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Theorem 3. If μ is the fuzzy measure on the nonempty finite
set X � x1, x2, . . . , xn􏼈 􏼉 and a(xi) � < [t−

a(xi), t+
a(xi)],

[f−
a(xi), f+

a(xi)]> (i � 1, 2, . . . n) are IVq-ROFNs, μ(∅) � 0.
�en, the IVq-ROFCG operator is represented by

IVq − ROFCG a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁( 􏼁 �

<

􏽙

n

i�1
t
−
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )
,

􏽙

n

i�1
t
+
a xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

��������������������������������

1 − 􏽙
n

i�1
1 − f

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽳

,

��������������������������������

1 − 􏽙
n

i�1
1 − f

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i−1)( )q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .
(33)

+e proof of +eorem 3 is similar to +eorem 1, and the
proof is omitted.

Theorem 4. If ai � < [t−
ai

, t+
ai

], [f−
ai

, f+
ai

]> (i � 1, 2, . . . , n) is
a set of IVq-ROFNs, μ is the fuzzy measure on the nonempty
finite set X � x1, x2, . . . , xn􏼈 􏼉, then the following properties of
the IVq-ROFC G operator hold:

(1) Idempotency: for an IVq-ROFN a � < [t−
a , t+

a ],

[f−
a , f+

a]> , if ai � a(i � 1, 2, . . . , n), then
IVq − ROFCG(a1, a2, . . . , an) � a

(2) Boundedness: if amin � < [min(t−
ai

),min(t+
ai

)], [max
(f−

ai
), max(f+

ai
)]> and amax � < [max(t−

ai
),

max(t+
ai

)], [min(f−
ai

),min(f+
ai

)]> , then
amin ≤ IVq − ROFCG(a1, a2, . . . , an)≤ amax

(3) Commutativity: suppose that (a1′, a2′, . . . , an
′) is a

permutation of (a1, a2, . . . , an), then
IVq − ROFCG(a1, a2, . . . , an) � IVq −

ROFCG(a1′, a2′, . . . , an
′)

(4) Monotonicity: if βi � < [t−
βi

, t+
βi

], [f−
βi

, f+
βi

]> (i � 1, 2,

. . . , n) is a set of IVq-ROFNs and
t−
ai
≤ t−

βi
, t+

ai
≤ t+

βi
, f−

ai
≥f−

βi
, f+

ai
≥f+

βi
, then IVq−

ROFCG(a1, a2, . . . , an)≤ IVq

−ROFCG(β1, β2, . . . , βn)

+e proof of +eorem 4 is similar to +eorem 2, and the
proof is omitted.

Definition 11. Let μ be the fuzzy measure on the nonempty
finite set X � x1, x2, . . . , xn􏼈 􏼉 (μ(∅) � 0) and
a(xi) � < [t−

a(xi), t+
a(xi)], [f−

a(xi), f+
a(xi)]> (i �

1, 2, . . . , n) be n IVq-ROFNs. +en,

(1) If μ(B∪C) � μ(B) + μ(C) for all B, C⊆X, B∩C � ∅,
and it is independent for any elements in X that
means μ(B) � 􏽐xi∈Bμ( xi􏼈 􏼉). +en, the IVq-ROFCG
operator transforms to the interval-valued q-rung
orthopair fuzzy weighted Choquet geometric (IVq-
ROFWCG) operator that is represented by

IVq − ROFWCG a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁( 􏼁 �

< 􏽙

n

i�1
t
−
a xσ(i)􏼐 􏼑􏼐 􏼑

μ xi{ }( )
, 􏽙

n

i�1
t
+
a xσ(i)􏼐 􏼑􏼐 􏼑

μ xi{ }( )⎡⎣ ⎤⎦,

������������������������

1 − 􏽙
n

i�1
1 − f

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ xi{ }( )q

􏽳

,

������������������������

1 − 􏽙
n

i�1
1 − f

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

μ xi{ }( )q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .
(34)

(2) If μ(B) � 􏽐
|B|
i�1 λi for all B⊆X, we have

λi � μ(Bσ(i)) − μ(Bσ(i−1))(i � 1, 2, . . . , n), where λ �

(λ1, λ2, . . . , λn)T and 􏽐
n
i�1 λi � 1(λi ≥ 0), the IVq-

ROFCG operator reduces to the interval-valued
q-rung orthopair fuzzy order Choquet geometric
(IVq-ROFOCG) operator expressed by

IVq − ROFOCG a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁( 􏼁 �

<

􏽙

n

i�1
t
−
a xσ(i)􏼐 􏼑􏼐 􏼑

λi
,

􏽙

n

i�1
t
+
a xσ(i)􏼐 􏼑􏼐 􏼑

λi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

���������������������

1 − 􏽙

n

i�1
1 − f

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

λi
q

􏽳

,

���������������������

1 − 􏽙

n

i�1
1 − f

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

λi
q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .

(35)
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(3) If μ(B) � Q(􏽐xi∈Bμ( xi􏼈 􏼉) for all B⊆X, where Q is a
basic unit-interval monotonic function, satisfies
monotonicity in [0,1] and follows properties:
(i)Q(0) � 0; (ii)Q(1) � 1; (iii)Q(x) ≥Q(y) for
x>y. +en, we let wi � μ(Bσ(i)) − μ(Bσ(i−1)) �

Q(􏽐j≤iμ( xσ(i)􏽮 􏽯)) − Q(􏽐j<iμ( xσ(i)􏽮 􏽯)) (i � 1, 2,

. . . , n), where w � (w1, w2, . . . , wn)T and
􏽐

n
i�1 wi � 1(wi ≥ 0). +en, the IVq-ROFCG oper-

ator changes to the interval-valued q-rung
orthopair fuzzy order weighted Choquet geo-
metric (IVq-ROFOWCG) operator that is shown
as

IVq − ROFOWCG a x1( 􏼁, a x2( 􏼁, . . . , a xn( 􏼁( 􏼁 �

<

􏽙

n

i�1
t
−
a xσ(i)􏼐 􏼑􏼐 􏼑

wi
,

􏽙

n

i�1
t
+
a xσ(i)􏼐 􏼑􏼐 􏼑

wi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

���������������������

1 − 􏽙
n

i�1
1 − f

−
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

wi
q

􏽳

,

���������������������

1 − 􏽙

n

i�1
1 − f

+
a xσ(i)􏼐 􏼑

q
􏼐 􏼑

wi
q

􏽳

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> .

(36)

Especially, if μ( xi􏼈 􏼉) � (1/n)(i � 1, 2, . . . , n), it is obvi-
ous to find that the IVq-ROFOWCG operator reduces to the
IVq-ROFOCG operator.

4. A MAGDM Method Based on the IVq-
ROFCA Operator

In this section, we develop a MAGDMmethod based on the
IVq-ROFCA operator. For a MAGDM problem,
X � x1, x2, . . . , xm􏼈 􏼉 is the set of alternatives,
C � C1, C2, . . . , Cn􏼈 􏼉 is the set of interaction between at-
tributes, and μ(Cj)(j � 1, 2, . . . , n) is the fuzzy measure of
attributes, e � e1, e2, . . . , et􏼈 􏼉 indicates the set of experts, and

μ(ek)(k � 1, 2, . . . , t) is the fuzzy measure of experts. For
each expert, a decision matrix of different alternatives is
A � (aij)m×n � < [t−

aij
, t+

aij
], [f−

aij
, f+

aij
]> , where aij are IVq-

ROFNs that satisfy (t+
aij

)q + (f+
aij

)q ≤ 1(q≥ 1). For the k th
expert ek, the decision matrix is expressed as
A(k) � (a

(k)
ij )m×n, a

(k)
ij denotes the kth expert’s evaluation of

alternative xi with the attribute Cj. Because of the differences
between physical dimensions of attributes, the decision
matrix needs to be standardized. Correspondingly, Ω1 in-
dicates the benefit type and Ω2 indicates the cost type, and
the standardization processing is shown in equation (37) and
the complement operation of fuzzy numbers is shown in
equation (38):

r
(k)
ij �

a
(k)
ij , a

(k)
ij ∈ Ω1,

a
(k)
ij􏼐 􏼑

c
, a

(k)
ij ∈ Ω2,

(i � 1, 2, . . . , m, j � 1, 2, . . . , n),
⎧⎪⎨

⎪⎩
(37)

a
(k)
ij􏼐 􏼑

c
� < f

−

a
(k)

ij

, f
+

a
(k)

ij

􏼔 􏼕, t
−

a
(k)

ij

, t
+

a
(k)

ij

􏼔 􏼕>(i � 1, 2, . . . , m, j � 1, 2, . . . , n).

(38)

+e steps of the MAGDM method based on the IVq-
ROFCA operator are as follows:

(1) According to the evaluation matrix given by experts,
the appropriate value of q is chosen. When the
amount of data is small, the value of q can be de-
termined by observation. If the amount of data is
large, q can be determined by the traversal method
utilizing (t+

a
(k)

ij

)q + (f+

a
(k)

ij

)q ≤ 1(q≥ 1).
(2) Using equations (37) and (38), the decision matrix

A(k) is converted into the standardize matrix A′
(k).

(3) A′
(k)

� (a
′(k)
ij )m×n is aggregated into R � (rij)m×n

employing the IVq-ROFCA operator, and the col-
lection matrix is derived by

rij � IVq − ROFCA a
′(1)
ij , a
′(2)
ij , . . . , a

′(t)
ij􏼒 􏼓(i � 1, 2, . . . , m, j � 1, 2, . . . , n), (39)

where a
′(t)
ij represents the IVq-ROFNs in the decision

matrix given by the t-th expert.
(4) +en, the collective value ri of xi is derived by

equation (40), which aggregates the fuzzy informa-
tion corresponding to attributes:

ri � IVq − ROFCA ri1, ri2, . . . , rin( 􏼁(i � 1, 2, . . . , m).

(40)

(5) +e score value and the accuracy value of ri are
obtained according to equations (9) and (10), which
determine the ranking of alternatives.

5. Case of the Warning Management
System for Hypertension

5.1. Decision Result by the Proposed MAGDM Method. In
order to improve the management efficiency of doctors, we
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plan to develop a daily follow-up warning management
system for hypertension. +e warning degrees are divided
into five levels that are represented in five colors denoted by
X � x1, x2, x3, x4, x5􏼈 􏼉. x1 indicates that the resident shall
seek treatment immediately, showing red; x2 indicates the
resident needs treatment in time, showing orange; x3 in-
dicates the resident should be treated for the timely follow-
up to promote management, showing yellow; x4 indicates
that blood pressure management may be required in the
future, showing blue; and x5 indicates that the blood
pressure of the resident is normal, and the color is green.+e
warning levels are related to numerous factors of hyper-
tension patients, among which the blood pressure mea-
surements, related diseases, related risk factors, and follow-
up time intervals are represented as the attributes denoted by
C � C1􏼈 , C2, C3, C4}. From a managerial perspective, C1, C2,
and C3 are benefit types, and C4 is the cost type. With
different importance, the fuzzy measures of attributes are
listed in Table 2.

Without taking medicine, a 60-year-old resident has a
measured value and related factors as follows: systolic blood
pressure is 153mmHg, diastolic blood pressure is 98mmHg,
there is no relevant disease record, obesity and family genetic
history, and the doctor had no follow-up record of him.
+ree experts e � e1, e2, e3􏼈 􏼉 are invited to evaluate the
warning degree of this resident using IVq-ROFNs, and the
fuzzy measures of them are μ e1􏼈 􏼉 � μ e2􏼈 􏼉 � μ e3􏼈 􏼉 � 0.4,
μ e1, e2􏼈 􏼉 � μ e2, e3􏼈 􏼉 � μ e1, e3􏼈 􏼉 � 0.7, μ e1, e2, e3􏼈 􏼉 � 1.
Tables 3–5 are the evaluation values of the three experts after
standardization. Subsequently, the decision result is deter-
mined utilizing the proposed MAGDM method.

We set q� 3 via observation, and then, the collective
matrix R is obtained by equation (39) which is presented in
Table 6.

+e comprehensive attribute values of each alternative
are obtained through equation (40), and the results are
obtained as follows:

r1 � <[0.63, 0.74], [0.32, 0.46]> ,

r2 � <[0.67, 0.75], [0.27, 0.38]> ,

r3 � <[0.71, 0.78], [0.32, 0.42]> ,

r4 � <[0.56, 0.64], [0.40, 0.50]> ,

r5 � <[0.47, 0.59], [0.57, 0.68]> .

(41)

+e score of each alternative is determined by equation
(9):

S r1( 􏼁 � 0.53,

S r2( 􏼁 � 0.65,

S r3( 􏼁 � 0.73,

S r4( 􏼁 � 0.25,

S r5( 􏼁 � −0.19.

(42)

+e ranking result of alternatives’ scores is derived as
follows:

S r3( 􏼁> S r2( 􏼁> S r1( 􏼁> S r4( 􏼁> S r5( 􏼁. (43)

+erefore, the ranking of alternatives is
x3 > x2 >x1 >x4 > x5, and x3 is the optimal selection, which
means the doctor is required for timely follow-up to pro-
mote management of blood pressure of this patient who
receives yellow warning.

5.2. Parameter Analysis. For further studying the influence
of q, we analyze different values of q in this subsection, which
are 2, 3, 4, and 5 in this case, and the results are listed in
Table 7 and Figure 1.

It can be seen from Table 7 that the score rankings are
always S(r3)> S(r2)> S(r1)> S(r4)> S(r5), and the early-
warning results are all yellow warnings, which are consistent

Table 2: +e fuzzy measures of attributes.

Fuzzy measures of C1􏼈 , C2, C3, C4}

μ( ∅{ }) � 0 μ( C2, C3􏼈 􏼉) � 0.45
μ( C1􏼈 􏼉) � 0.2 μ( C2, C4􏼈 􏼉) � 0.5
μ( C2􏼈 􏼉) � 0.2 μ( C3, C4􏼈 􏼉) � 0.57
μ( C3􏼈 􏼉) � 0.2 5 μ( C1, C2, C3􏼈 􏼉) � 0.65
μ( C4􏼈 􏼉) � 0.35 μ( C1, C2, C4􏼈 􏼉) � 0.77
μ( C1, C2􏼈 􏼉) � 0.42 μ( C1, C3, C4􏼈 􏼉) � 0.8
μ( C1, C3􏼈 􏼉) � 0.45 μ( C2, C3, C4􏼈 􏼉) � 0.8
μ( C1, C4􏼈 􏼉) � 0.5 μ( C1, C2, C3, C4􏼈 􏼉) � 1.0
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with the results obtained in Table 7. Hence, the decision
result does not change due to the variation in the value of q.
However, with the increase in the q value, it can be dis-
covered that scores of the alternatives are declining com-
pletely but show different trends of downward. Considering
the practical application, there is not much practical sig-
nificance for IVq-ROFNs with the large value of q, which
often does not exceed 5. +erefore, the value of q will not
have an impact on the final decision result.

5.3. Comparison Analysis. In this subsection, the proposed
method is used to solve the case in [32], which is compared

with the method given in [32, 40]. +ere are 5 alternatives
with 4 attributes C1, C2,C3, and C4 for 3 experts e1, e2, and e3
to make a decision, and the evaluation matrices A(1), A(2),
and A(3) of interval-valued intuitionistic fuzzy numbers
(IVIFNs) given are listed in Tables 8–10. Besides, the fuzzy
measures of experts are μ e1􏼈 􏼉 � μ e2􏼈 􏼉 � μ e3􏼈 􏼉 � 0.4,
μ e1, e2􏼈 􏼉 � μ e2, e3􏼈 􏼉 � μ e1, e3􏼈 􏼉 � 0.73, and μ e1, e2, e3􏼈 􏼉 � 1,
and the fuzzy measures of attributes are shown in Table 11.

If μ is the fuzzy measure on the nonempty finite set X �

x1, x2, . . . , xn􏼈 􏼉 (μ(∅) � 0), for an IVIFS
􏽢a(xi) � < [t−

􏽢a
(xi), t+

􏽢a
(xi)], [f−

􏽢a
(xi), f+

􏽢a
(xi)]> (i � 1, 2, . . . ,

n), the GIIFGA operator and the interval-valued

Table 3: Decision matrix A′
(1) by e1.

C1 C2 C3 C4

x1 < [0.7,0.8], [0.2,0.3] > < [0.5,0.6], [0.6,0.7] > < [0.8,0.9], [0.1,0.2] > <[0.1,0.2], [0.8,0.95] >
x2 < [0.8,0.9], [0.1,0.2] > <[0.5,0.55], [0.4,0.5] > <[0.8,0.9], [0.1,0.15] > <[0.1,0.2], [0.8,0.95] >
x3 <[0.9,0.95], [0.1,0.2] > < [0.5,0.6], [0.3,0.4] > <[0.8,0.85], [0.2,0.3] > < [0.1,0.2], [0.8,0.9] >
x4 < [0.6,0.7], [0.4,0.5] > < [0.4,0.5], [0.3,0.4] > <[0.75,0.8], [0.2,0.3] > < [0.2,0.3], [0.7,0.8] >
x5 < [0.1,0.2], [0.8,0.9] > < [0.2,0.3], [0.5,0.6] > <[0.7,0.85], [0.3,0.4] > < [0.2,0.3], [0.6,0.7] >

Table 4: Decision matrix A′
(2) by e2.

C1 C2 C3 C4

x1 <[0.6,0.7],[0.2,0.3]> <[0.6,0.65],[0.4,0.5]> <[0.8,0.9], [0.1,0.2]> <[0.1,0.2],[0.8,0.95]>
x2 <[0.8,0.85],[0.1,0.15]> <[0.5,0.55],[0.4,0.5]> <[0.8,0.85],[0.1,0.15]> <[0.1,0.2],[0.8,0.95]>
x3 <[0.85,0.9],[0.1,0.15]> <[0.5,0.6], [0.3,0.4]> <[0.8,0.85], [0.2,0.3]> <[0.1,0.2],[0.85,0.9]>
x4 <[0.4,0.5],[0.3,0.4]> <[0.4,0.5], [0.3,0.4]> <[0.75,0.8], [0.2,0.3]> <[0.2,0.3],[0.85,0.9]>
x5 <[0.1,0.2],[0.8,0.95]> <[0.2,0.3], [0.5,0.6]> <[0.7,0.85], [0.3,0.4]> <[0.2,0.3],[0.7,0.85]>

Table 5: Decision matrix A′
(3) by e3.

C1 C2 C3 C4

x1 < [0.7,0.8],[0.2,0.3] > <[0.5,0.6],[0.4,0.5] > <[0.8,0.9], [0.1,0.2]> < [0.1,0.2],[0.8,0.95] >
x2 < [0.85,0.9],[0.1,0.2] > <[0.5,0.55],[0.4,0.5] > <[0.8,0.85],[0.1,0.15]> < [0.1,0.2],[0.8,0.95] >
x3 <[0.9,0.95],[0.15,0.2] > < [0.6,0.7], [0.3,0.4] > <[0.8,0.85],[0.2,0.3]> < [0.1,0.2],[0.85,0.9] >
x4 < [0.6,0.7],[0.4,0.5] > < [0.5,0.6], [0.3,0.4] > <[0.75,0.85],[0.2,0.3] > < [0.2,0.3],[0.85,0.9] >
x5 < [0.1,0.2],[0.8,0.9] > < [0.4,0.5], [0.7,0.8] > < [0.75,0.8], [0.3,0.4] > <[0.2,0.3],[0.75,0.85] >

Table 6: Collective matrix R.

C1 C2 C3 C4

r1 <[0.67,0.78], [0.20,0.30]> <[0.54,0.62], [0.47,0.57]> <[0.80,0.90], [0.10,0.20]> <[0.10,0.20], [0.80,0.95]>
r2 <[0.82,0.89], [0.10,0.18]> <[0.50,0.55], [0.40,0.50]> <[0.80,0.87], [0.10,0.15]> <[0.10,0.20], [0.80,0.95]>
r3 <[0.89,0.94], [0.11,0.18]> <[0.54,0.64], [0.30,0.40]> <[0.80,0.85], [0.20,0.30]> <[0.10,0.20], [0.83,0.90] >
r4 <[0.56,0.66], [0.37,0.47]> <[0.44,0.54], [0.30,0.40]> <[0.75,0.82], [0.20,0.30]> <[0.20,0.30], [0.79,0.86]>
r5 <[0.10,0.20], [0.80,0.91]> <[0.29,0.39], [0.55,0.65]> <[0.72,0.84], [0.30,0.40]> <[0.20,0.30], [0.67,0.79]>
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Figure 1: Decision result with q� 2,3,4, and 5.

Table 8: Decision matrix A(1).

C1 C2 C3 C4

x1 < [0.4,0.5],[0.3,0.4] > < [0.4,0.6],[0.2,0.4] > < [0.1,0.3],[0.5,0.6] > < [0.3,0.4],[0.3,0.5] >
x2 < [0.6,0.7],[0.2,0.3] > < [0.6,0.7],[0.2,0.3] > < [0.4,0.7],[0.1,0.2] > < [0.5,0.6],[0.1,0.3] >
x3 < [0.6,0.7],[0.1,0.2] > < [0.5,0.6],[0.3,0.4] > < [0.5,0.6],[0.1,0.3] > < [0.4,0.5],[0.2,0.4] >
x4 < [0.3,0.4],[0.2,0.3] > < [0.6,0.7],[0.1,0.3] > < [0.3,0.4],[0.1,0.2] > < [0.3,0.7],[0.1,0.2] >
x5 < [0.7,0.8],[0.1,0.2] > < [0.3,0.5],[0.1,0.3] > < [0.5,0.6],[0.2,0.3] > < [0.3,0.4],[0.5,0.6] >

Table 9: Decision matrix A(2).

C1 C2 C3 C4

x1 < [0.3,0.4],[0.4,0.5] > < [0.5,0.6],[0.1,0.3] > < [0.4,0.5],[0.3,0.4] > < [0.4,0.6],[0.2,0.4] >
x2 < [0.3,0.6],[0.3,0.4] > < [0.4,0.7],[0.1,0.2] > < [0.5,0.6],[0.2,0.3] > < [0.6,0.7],[0.2,0.3] >
x3 < [0.6,0.8],[0.1,0.2] > < [0.5,0.6],[0.1,0.2] > < [0.5,0.7],[0.2,0.3] > < [0.1,0.3],[0.5,0.6] >
x4 < [0.4,0.5],[0.3,0.5] > < [0.5,0.8],[0.1,0.2] > < [0.2,0.5],[0.3,0.4] > < [0.4,0.7],[0.1,0.2] >
x5 < [0.6,0.7],[0.2,0.3] > < [0.6,0.7],[0.1,0.2] > < [0.5,0.7],[0.2,0.3] > < [0.6,0.7],[0.1,0.3] >

Table 10: Decision matrix A(3).

C1 C2 C3 C4

x1 < [0.2,0.5],[0.3,0.4] > < [0.4,0.5],[0.1,0.2] > < [0.3,0.6],[0.2,0.3] > < [0.3,0.7],[0.1,0.3] >
x2 < [0.2,0.7],[0.2,0.3] > < [0.3,0.6],[0.2,0.4] > < [0.4,0.7],[0.1,0.2] > < [0.5,0.8],[0.1,0.2] >
x3 < [0.5,0.6],[0.3,0.4] > < [0.7,0.8],[0.1,0.2] > < [0.5,0.6],[0.2,0.3] > < [0.4,0.5],[0.3,0.4] >
x4 < [0.3,0.6],[0.2,0.4] > < [0.4,0.6],[0.2,0.3] > < [0.1,0.4],[0.3,0.6] > < [0.3,0.7],[0.1,0.2] >
x5 < [0.6,0.7],[0.1,0.3] > < [0.5,0.6],[0.3,0.4] > < [0.5,0.6],[0.2,0.3] > < [0.5,0.6],[0.2,0.4] >

Table 11: Fuzzy measures of attributes.

Fuzzy measures of attributes
μ C1􏼈 􏼉 � 0.4 μ C2, C4􏼈 􏼉 � 0.43
μ C2􏼈 􏼉 � 0.25 μ C3, C4􏼈 􏼉 � 0.54
μ C3􏼈 􏼉 � 0.37 μ C1, C2, C3􏼈 􏼉 � 0.88
μ C4􏼈 􏼉 � 0.2 μ C1, C2, C4􏼈 􏼉 � 0.75
μ C1, C2􏼈 􏼉 � 0.6 μ C1, C3, C4􏼈 􏼉 � 0.84
μ C1, C3􏼈 􏼉 � 0.7 μ C2, C3, C4􏼈 􏼉 � 0.73
μ C1, C4􏼈 􏼉 � 0.56 μ C1, C2, C3, C4􏼈 􏼉 � 1
μ C2, C3􏼈 􏼉 � 0.68
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intuitionistic fuzzy Einstein geometric Choquet integral
(IVIFEGC) operator are defined as follows:

GIIFGA 􏽢a x1( 􏼁, 􏽢a x2( 􏼁, . . . , 􏽢a xn( 􏼁( 􏼁 �

<

􏽙

n

i�1
t􏽢a

−
xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i+1)( )
,

􏽙

n

i�1
t􏽢a

+
xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i+1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

1 − 􏽙
n

i�1
1 − f􏽢a

−
xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i+1)( )
,

1 − 􏽙
n

i�1
1 − f􏽢a

+
xσ(i)􏼐 􏼑􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i+1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> ,

IVIFEGC 􏽢a x1( 􏼁, 􏽢a x2( 􏼁, . . . , 􏽢a xn( 􏼁( 􏼁 �

<
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n
j�1 t􏽢a
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xσ(i)􏼐 􏼑

μ Bσ(i)( )−μ Bσ(i+1)( )
σ(j)
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n
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−
xi( 􏼁􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i+1)( )
− 􏽑

n
j�1 1 − f􏽢a

−
xi( 􏼁􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i+1)( )

􏽑
n
j�1 1 + f􏽢a

−
xi( 􏼁􏼐 􏼑

μ Bσ(i)( )−μ Bσ(i+1)( )
+ 􏽑

n
j�1 1 − f􏽢a

−
xi( 􏼁􏼐 􏼑

μ Bσ(i)( )−μ Bσ(i+1)( )
,

􏽑
n
j�1 1 + f􏽢a

+
xi( 􏼁􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i+1)( )
− 􏽑

n
j�1 1 − f􏽢a

+
xi( 􏼁􏼐 􏼑

μ Bσ(i)( )− μ Bσ(i+1)( )

􏽑
n
j�1 1 + f􏽢a

+
xi( 􏼁􏼐 􏼑

μ Bσ(i)( )−μ Bσ(i+1)( )
+ 􏽑

n
j�1 1 − f􏽢a

+
xi( 􏼁􏼐 􏼑

μ Bσ(i)( )−μ Bσ(i+1)( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

> ,

(44)

where (σ(1), σ(2), . . . , σ(n)) is a permutation of (1, 2, . . . n)

that satisfies
􏽢a(xσ(1))≤ 􏽢a(xσ(2))≤ · · · ≤ 􏽢a(xσ(n)), Bσ(i) �

xσ(i), xσ(i+1), . . . , xσ(n)􏽮 􏽯(i � 1, 2, . . . , n, Bσ(n+1) � ∅).

In this case, we set q� 1, IVq-ROFNs are equal to
IVIFNs, which are applied to the comparison with existing
methods. +e obtained results of different methods are
shown in Figure 2 and Table 12.

In this case, compared with the method proposed in
[40], the same best and worst solutions are obtained by
the method proposed in this paper, and obvious differ-
ences in the scores of alternatives are discovered.
However, there are differences between x2 and x3, and the
small deviation is derived between them. From the
method proposed in [32], the decision result is com-
pletely different from the other two methods, and the
closeness of each alternative has a few differences. We
analyze the reason as follows.

In this case, the membership degrees of IVIFNs are
generally greater than nonmembership degrees. From the
method proposed in [32], multiple decision matrices are
aggregated by CITOPSIS, which reduces the difference in

the influence of the membership and nonmembership of
each alternative on the results. +us, the deviations of
alternatives are not obvious. Contrarily, the method
proposed in this paper employs IVq-ROFCA to process
fuzzy information, which further highlights the degree of
expert support for the alternatives. +e collective ma-
trices of GIIFGA and IVq-ROFCA of Tables 8–10 are
listed in Tables 13 and 14, respectively. According to
equation (9), the scores of these two matrices are pre-
sented in Figure 3.

From Figure 3, the abscissa in the figure represents the
alternatives with different attributes and the ordinate in-
dicates their scores. It is easy to find there are only few
differences between membership and nonmembership, ex-
cept for the evaluation of x2 with C1. Correspondingly, the
span of the interval in membership with a wide range can be
found in the experts’ evaluation of x2 with C1 from
Tables 8–10, such as [0.2, 0.7]. Considering the above, there
are differences in the selection of x2 between the method
proposed in this paper and the proposed method in [32]. On
the other hand, it reflects that more advantages of the
method proposed in this paper will be discovered, while the
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Figure 2: Ranking of different methods.

Table 12: Results by different methods.

Operators Score or closeness Alternative ranking
Proposed method Score: S(x1) � 0.16S(x2) � 0.71S(x3) � 0.74S(x4) � 0.38S(x5) � 0.77 x5 >x3 > x2 >x4 >x1
IVIFEGC [40] Score: S(x1) � 0.05S(x2) � 0.66S(x3) � 0.65S(x4) � 0.26S(x5) � 0.70 x5 >x2 > x3 >x4 >x1
Choquet integral-based TOPSIS
(CITOPSIS) [32]

Closeness:
r(x1) � 0.4817r(x2) � 0.5465r(x3) � 0.5297r(x4) � 0.4990r(x5) � 0.4958 x2 >x3 > x4 >x5 >x1

Table 13: Collective matrix by GIIFGA.

C1 C2 C3 C4

x1 <[0.3017,0.4645], [0.2685,0.3687]> <[0.4373,0.5650], [0.1282,0.2983]> <[0.2452,0.4685], [0.3257,0.4280]> <[0.3299,0.5720], [0.1911,0.3925]>
x2 <[0.3463,0.5386], [0.2917,0.3925]> <[0.4353,0.6715], [0.1683,0.2983]> <[0.4248,0.6715], [0.1282,0.2283]> <[0.5310,0.7083], [0.1343,0.2616]>
x3 <[0.5712,0.7083], [0.1590,0.2598]> <[0.5720,0.6732], [0.1590,0.2598]> <[0.5000,0.6382], [0.1683,0.3000]> <[0.2751,0.4356], [0.3257,0.4622] >
x4 <[0.3242,0.4996], [0.2283,0.3990]> <[0.5000,0.7083], [0.1282,0.2616]> <[0.1951,0.4306], [0.2260,0.3966]> <[0.3366,0.7000], [0.1000,0.2000]>
x5 <[0.6382,0.7384], [0.1282,0.2616]> <[0.4685,0.6075], [0.1716,0.2982]> <[0.5000,0.6382], [0.2000,0.3000]> <[0.4685,0.5720], [0.2614,0.4280]>

Table 14: Collective matrix by IVq-ROFCA.

C1 C2 C3 C4

x1 <[0.3122,0.4748], [0.3242,0.4248]> <[0.4288,0.5694], [0.1320,0.2944]> <[0.2575,0.4686], [0.3219,0.4278]> <[0.3285,0.5722], [0.1871,0.3977]>
x2 <[0.4152,0.6758], [0.2231,0.3242]> <[0.4632,0.6701], [0.1659,0.2957]> <[0.4288,0.6758], [0.1206,0.2231]> <[0.5292,0.7056], [0.1206,0.2624]>
x3 <[0.5694,0.7043], [0.1437,0.2514]> <[0.5776,0.6818], [0.1552,0.2639]> <[0.5000,0.6299], [0.1516,0.3000]> <[0.3306,0.4524], [0.2928,0.4563]>
x4 <[0.3285,0.5004], [0.2231,0.3787]> <[0.5143,0.7043], [0.1257,0.2689]> <[0.2116,0.4288], [0.1933,0.3456]> <[0.3285,0.7000], [0.1000,0.2000]>
x5 <[0.6435,0.7449], [0.1206,0.2551]> <[0.4614,0.5953], [0.1437,0.2957]> <[0.5000,0.6299], [0.2000,0.3000]> <[0.4614,0.5647], [0.2393,0.4353]>
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Figure 3: +e scores of different matrices obtained by GIFFGA and IVq-ROFCA.
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degree of support of experts for the alternatives is signifi-
cantly higher than that of the opposition.

Above all, the proposed method employs the Choquet
integral to aggregate interval-valued q-rung orthopair fuzzy
information in this paper, which is a powerful tool to deal
with MAGDM problems with dependent attributes.
Moreover, the proposedmethod will highlight the support of
experts for the alternatives and better reflect the superiority
of the optimal alternative. Nevertheless, the proposed op-
erators and the MAGDM method are used to handle de-
cision problems for IVq-ROFNs, which are not able to be
applied to different fuzzy environments. Besides, as a great
impact on decision results remains to be studied, the degree
of consensus among experts needs to be further studied in
the proposed method.

6. Conclusion

+e Choquet integral is an efficient tool to solve decision
problems with interaction between attributes. For addressing
complex MAGDM problems under interval-valued q-rung
orthopair fuzzy information, we develop the IVq-ROFCA
operator and the IVq-ROFCG operator and discuss some
properties of them, including idempotency, commutativity,
monotonicity, and boundedness. Particularly, we further de-
sign Choquet integral weighted and ordered operators for IVq-
ROFS. Subsequently, a novelmethod is devised to process fuzzy
information employing the IVq-ROFCA operator. Finally, a
case of early-warning in the daily management of hypertension
is given to illustrate the proposed method, and the results
obtained are consistent with the actual situation provided by
medical experts. +e feasibility and effectiveness of the pro-
posed method are proved by sensitivity analysis and com-
parative analysis additionally. Ulteriorly, our future research
will focus on consensus models of IVq-ROFS, for instance, the
MAGDM method with the Choquet integral based on con-
sistency and consensus of experts. Moreover, considering the
broad development prospect of fuzzy theory in the era of big
data [41], the integration of the decision-making method,
machine learning and big data are also one of our research
directions in the future.
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With the deepening of digital transformation and upgrading of power grid enterprises, the digital system evaluation method of
power grid enterprises based on experts’ subjective experience has been unable to meet the management needs of modern
enterprises. In this paper, a method based on fuzzy information axiom for dynamic design quality evaluation of digital system in
electric power enterprises is proposed. Firstly, the electric power enterprise digital system dynamic design quality comprehensive
evaluation index system is set up from three aspects, which are achievement degree of target business function, logical relation
rationality, and technical economy of physical model. Secondly, the quantitative and qualitative index values are processed by
using the information calculation formula of minimum information axiom and fuzzy membership function. And then best-worst
method and antientropy weight method are used to form the comprehensive evaluation model. Finally, the feasibility and
e�ectiveness of the design scheme are veri�ed by an example of dynamic design of digital system in power enterprise.

1. Introduction

With the vigorous development of the digital economy and
our country’s vigorous promotion of the “Internet +” and
green energy revolution development strategies, as well as
the change of global market players, power companies are
making full use of cloud computing, big data, mobile In-
ternet, arti�cial intelligence, Internet of �ings, and other
information technologies, actively exploring the energy
Internet, green energy substitution, and assisting the de-
velopment the model of the digital strategic transformation
of power companies. In 2020, China’s power grid enter-
prises have increased their investment in the direction of
digital transformation, and increased their investment in
power grid digital platform, energy big data center, power
big data application, power Internet of things, etc. in 2020,
China’s digital power grid investment exceeded 110 billion
yuan, and the investment scale is expected to reach 158
billion yuan by 2025 [1]. At present, facing the technical

and economic evaluation needs of multiscene and complex
application, multidimensional comprehensive evaluation
and quantitative control dynamic evaluation of digital
construction, the traditional postevaluation method based
on expert subjective evaluation, and manual method
cannot meet the management requirements of modern
enterprises and meet the needs of digital development
under the new situation. Based on this background, this
paper establishes the electric power enterprise digital
system dynamic design quality comprehensive evaluation
index system, and evaluates the digital design schemes
based on comprehensive evaluation model of subjective
and objective combination.

�epaper is organized as follows.�e second part serves
as a literature review. �e third part introduces the es-
tablishment of the index system.�e fourth part sets up the
evaluation model of digital system dynamic design quality.
�e �fth part analyzes the examples. Finally, the eighth part
o�ers conclusion.
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2. Literature Review

(e quality of digital system design is the key to realizing the
effective integration of the underlying driving energy
technology and digital technology, prompting a compre-
hensive transformation of traditional power generation
methods to new power systems, promoting the flexible
configuration of energy supply and demand, and driving the
steady growth of digital emerging strategic industries. To
ensure the quality of digital system design, many scholars
have carried out relevant research on design quality eval-
uation. (e specific literature is shown in Table 1.

From Table 1 we can find that there are few studies on
digital system design quality evaluation of power grid.
(erefore, we summarize the software quality evaluation
methods related to digital design.We find that AHP, Entropy,
and Fuzzy evaluation are themainmethods of comprehensive
evaluation. (e evaluation indexes are mainly set up from
functions, defects, process, and performance. (e above
quality evaluation system cannot fully reflect the dynamic
formation of design quality. Especially, the rapid iteration of
the current power production mode, organization mode,
power dispatch form, function positioning, etc., makes the
dynamic characteristics of the related power digital system in
the design link more significant, that is, while the power en-
terprise digital system is in the design process, based on the
ever-changing internal and external demand information, the
conceptual design, logical design, and functional design are
dynamically adjusted, supplemented, and improved. For

example, based on the software engineering system life cycle,
the literature [15–17] defines the life cycle process of digital
system construction, clarifies the phase characteristics and
internal and external influence factors of the system con-
struction process, and analyzes the impact of standardized
design on digital systems, the importance of the construction
stage, and its design quality evaluation must run through the
whole process of dynamic design. (e literature [18–21]
stipulated and standardized the information architecture of
electric power enterprises and strengthened the overall design
of data element model (conceptual model, logical model,
physicalmodel), technical process (development activity), and
visualization design requirements of the project process (en-
able process). It clarified the relationship between subject
domains (business domain, application domain, data domain,
and technology domain) and the dynamic path of data cross-
domain reuse. However, the existing design quality evaluation
methods fail to design the evaluation index system in the it-
erative process of dynamic design. Its specificity, the reliability,
and practicability need to be further improved.

In summary, based on the software system engineering
theory and enterprise architecture (TOGAF) [22] standard
perspective, this paper takes data as the core evaluation
element of the design quality of digital systems, takes the
characteristics of the agile development cycle of digital
systems as the dynamic evaluation mechanism, and intro-
duces the information axiom [23, 24] in the modernized
design theory, provides a new solution path for the multi-
attribute decision-making problem of complex systems by

Table 1: Research on digital system design quality.

Author Evaluation content Indexes/dimensions Method/model

Fang [1] Design quality of software
systems Control area, coupling degree, degree of condensation AHP method

Ma et al. [2] Software quality Operability, modifiability, and adaptability Fuzzy theory
Enŕıquez
et al. [3] Software quality Concepts, design, production, support/use, general QuEF methodology

Corbin et al.
[4] Software design

Systems engineering, software development, test, quality
assurance, configuration management, data management,

process group
Empirical analysis

Jing et al. [5] Software quality Metering, communication, freezing, event recording, load
curve, reliability Analytic hierarchy process

Liu [6] Software quality Software operation, software modification, software
transfer Grey fixed weight clustering

Li et al. [7] Software quality Response time, database size, accuracy, language number,
special clicks, dead links, update time and format

Fuzzy triangular number fuzzy
neural network

Yue and
Zhang [8] Software quality Maintainability, reliability, reusability Improved TOPSIS method

Jianli et al.
[9] Software quality Functionality, reliability, ease of use and portability Hesitant fuzzy sets and

multiattribute decision making

Yu et al. [10] Software quality Functionality, reliability, ease of use, efficiency,
maintainability, portability

Generalized intuitionistic fuzzy
hybrid weighted averaging

Zhou et al.
[11] Software quality Functionality, reliability, ease of use, efficiency,

maintainability, portability Improved vague set method

Yue [12] Software quality Efficiency, reliability, functionality, maintainability Entropy
Bao and Liu
[13] Software quality General attributes, domain attributes, application attributes Expert method

Akay et al.
[14]

Conceptual design
evaluation of adhesive tape

dispenser
Not about software or digital system Fuzzy information axiom
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integrating the size of the information of each index, and
completes the overall evaluation of the quality of the dy-
namic design of the digital system of the electric power
enterprise. At the same time, due to the network charac-
teristics, scale characteristics, functional diversity, and other
characteristics of the digital system of electric power en-
terprises, the system has complexity and uncertainty in the
design process, which causes a certain degree of human
interference and inaccuracy in the design index evaluation
information. In the process of digital project design quality
evaluation, some indicators are difficult to quantify. Fuzzy
evaluation is an effective way to solve this problem.(e fuzzy
evaluation method was founded by Professor Zadeh, an
American scientist, in the 1960s. It is an evaluation model
and method designed for the fuzziness of a large number of
economic phenomena in reality. It has been constantly
evolving by relevant experts in application practice. And it
has been tested that which has the characteristics of clear
results and strong systematicness. It can better solve the
fuzzy and difficult to quantify problems and is suitable for
solving all kinds of uncertain problems [25]. In this paper,
how to eliminate the subjectivity of evaluation and give full
play to the objective advantages of the fuzzy information
axiom method is also the focus of this article.

3. Dynamic Design Quality Index System of
Power Enterprise Digital System

3.1. ,e Dynamic Design Characteristics of the Digital System
of the Electric Power Enterprise. (e dynamic design of
power enterprise digital system is based on the character-
istics of digital system life cycle, and gives full play to the role
of data as the core production factor. According to the
strategic direction of enterprise digital development and the
new operation and management mode, unify and solidify
the entity, attribute and their relationship, introduce the
standardized enterprise data model, strengthen the design of
digital system data model, through periodic iteration, im-
prove all business concepts and logical rules involved in the

process of enterprise operation and management, and build
an enterprise level digital system under the new power
system. (e dynamic design of the digital system of the
electric power enterprise specifically includes three levels:
conceptual data model design, logical data model design,
and physical data model design. (ey rely on and interact
with each other, with design modularity, cross-domain
closed-loop reuse of data, and multilevel design collabora-
tion features. Characteristics of dynamic design process of
digital system are shown in Figure 1.

3.2. Dynamic Design Quality Evaluation Index System.
According to the characteristics of dynamic design process
in each stage of digital system, this paper establishes the
quality evaluation index system of digital system dynamic
design of power grid enterprises, as shown in Figure 2.

3.2.1. Quality Indexes and Measurement Method of Con-
ceptual Design. Conceptual design is mainly used to de-
scribe the conceptual structure of things, including subject
domain, entity, object, class, domain, generalization, ag-
gregation, combination, dependency, and other specific
design contents. Conceptual design is the communication
bridge between requirements analysts and database de-
signers. (e evaluation indicators of conceptual design
quality mainly involve business compliance, business ar-
chitecture compliance, CIM model compliance, and data
entity accuracy. (e specific indicators are as follows.

(1) Compliance with Business Requirements. Mapping
business requirements to business purposes is one task of
conceptual design, which formulates business goals to meet
certain user behaviors. (is indicator is used to measure the
degree to which the conceptual data model satisfies the
business information required by the user’s behavior. (e
calculation formula for the compliance degree of the busi-
ness requirements is as follows:
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Transformation
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Figure 1: Characteristics of digital system dynamic design flow.
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C1 �
1

N1
􏽘

N1

i�1
Ci

⎛⎝ ⎞⎠ × 100%, (1)

where C1 is the degree of compliance with business re-
quirements; N1 is the number of business requirements in
the digital system; Ci is the state of demand satisfaction. If
the demand is met in the digital system, Ci � 1, if partially
met, Ci< 1, if not met, Ci � 0.

(2) Business Architecture Compliance. Measure whether the
conceptual description of the name, attributes, and model
relationships of the conceptual data model is clear and
readable, that is, concisely reflect the semantics of the object,
reflect the relationship and position of the object in the
system, and facilitate the comparison with the business
architecture design standards, so as to judge the compliance
of the standardized design module. (e calculation formula
is as follows:

C2 �
1

NF2
􏽘

NF2

i�1
CFi +

1
ND2

􏽘

ND2

i�1
CDi

⎛⎝ ⎞⎠/2 × 100%, (2)

where C2 is the concept expressing business architecture
compliance; NF2 is the number of key business activities; CFi

is the business capability comment status, if there is a
comment, then CFi � 1, otherwise CFi � 0; ND2 represents
the number of business processes, CDi represents the legi-
bility of object naming, if the legibility is met, then CDi � 1,
otherwise CDi � 0.

(3) CIM Model Compliance. Measure the percentage of the
conceptual data model contained in a digital system that
belongs to the unified data model of the enterprise. (e
calculation formula is as follows:

C3 �
1

N3
􏽘

N3

i�1
C3i

⎛⎝ ⎞⎠ × 100%, (3)

where C3 is the standardized module adoption rate; N3 is the
number of modules in the digital system; C3i is the adoption

of standardized modules, if standardized modules are used
then C3i � 1, otherwise C3i � 0.

(4) Accuracy of Data Entities. Calculate the accuracy of
business subject analysis of power enterprise digital system
in the conceptual design stage. (e calculation formula is as
follows:

C4 �
1

N4
􏽘

N4

i�1
C4i

⎛⎝ ⎞⎠ × 100%, (4)

where C4 is the accuracy of the data entity; N4 is the number
of topics; Ci is the accuracy of the topic domain, if the topic
domain is accurate then C4i � 1, otherwise C4i � 0.

3.2.2. Logical Design Quality Indicators and Measurement
Methods. Logic design is the further decomposition and
refinement of conceptual design, describing entities, attri-
butes and entity relationships, and mainly solving detailed
business problems. (e design generally follows the “third
paradigm,” which makes the logic of the digital system
clearer, enhances compatibility, and reduces partial iterative
update difficulties. (e specific evaluation indicators are as
follows.

(1) Normative DesignModel. (e standardization of the logic
structure of power enterprise digital system is to overcome
the problems of redundancy and abnormality in the logic
structure. It is evaluated in terms of the number of re-
dundant points, the number of abnormal points, the degree
of satisfaction of the “third normal form,” and the degree of
compliance with the unified model of the digital system.(e
calculation formula is as follows:

L1 � 1 −
1

M1
􏽘

M1

i�1
ri +

1
M1

􏽘

M1

i�1
Ai +

1
M1

􏽘

M1

i�1
Ti

⎛⎝⎛⎝

+
1

M1
􏽘

M1

i�1
ui

⎞⎠/4⎞⎠ × 100%,

(5)

Evaluation Index System of Dynamic Design Quality of Digital System of Electric
Power Enterprise
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Figure 2: Digital system dynamic design quality evaluation index system.
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where M1 represents the number of logical structure points,
ri represents the number of redundancy points, Ai repre-
sents the number of anomaly points, Ti represents the degree
to which the “third paradigm” is satisfied, and ui represents
the unified model of the digital system.

(2) Application Architecture Compliance. (e object-ori-
ented design method is adopted to measure the accuracy of
the entities, attributes and entity relationships of the logical
data model in complying with the application architecture
design standards, and to assess whether the semantics of the
object and the description of the relationship and position of
the object in the system are clear and readable, so as to judge
the compliance of the standardized design module. (e
calculation formula is as follows:

L2 �
1

NF2
􏽘

NF2

i�1
CFi +

1
ND2

􏽘

ND2

i�1
CDi

⎛⎝ ⎞⎠/2 × 100%, (6)

where L2 is the logical expression of application architecture
compliance; NF2 is the number of key applications; CFi is the
comment status of the application, if there is a comment
CFi � 1, otherwise CFi � 0; ND2 represents the number of
associated applications, CDi means the legibility of the object
name, if the legibility is met, then CDi � 1, otherwise CDi � 0.

(3) Adoption Rate of Standardized Modules. Measure the
percentage of the logical data model contained in a digital
system that belongs to the unified data model of the en-
terprise. (e calculation formula is as follows:

L3 �
1

NL3
􏽘

NL3

i�1
CL3i

⎛⎝ ⎞⎠ × 100%, (7)

where L3 is the adoption rate of standardized modules; NL3
is the number of digital system modules; CL3i is the case of
using standardized modules, if standardized modules are
used then CL3i � 1, otherwise CL3i � 0.

(4) Rationality of Logical Relationship. (e rationality of
business logic relationship refers to the clear hierarchical
structure and smooth transmission path between digital
system businesses. (e calculation formula is as follows:

L4 �
1

MH

􏽘

MH

i�1
Hi +

1
MR

􏽘

MR

i�1
Ri

⎛⎝ ⎞⎠/2 × 100%, (8)

where MH represents the number of levels, Hi means the
degree of clarity of each level, if it is clear, Hi � 1, otherwise
Hi � 0; MR means the number of paths, Ri means the
smoothness of the path, if there is no obstruction, Ri � 1,
otherwise Ri � 0.

3.2.3. Physical Design Quality Indicators and Measurement
Methods. Physical design is based on logical design, taking
into account various specific technical realization factors,
and designing digital system structure to provide the most
detailed design for the digital system development. (e

quality of the design at this stage is determined by the system
transformation capability, data processing capability, data
application analysis capability, model stability, and data
reuse degree.

(1) Model Conversion Design Ability. To measure the ability
to be automatically transformed into a physical data model
through a logical data model, this indicator is measured by
the development experience of each logical module.

P1 �
1

K1
􏽘

K1

i

TAi, (9)

where P1 represents the model conversion design capability,
K1 represents the number of function points of the physical
data model, and TAi means the automatic function point
conversion capability. If there is similar development ex-
perience, then TAi � 1, otherwise TAi � 0.

(2) Data Structure Compliance. According to the basic el-
ements required for the initial design and the relationship
between related elements, measure the accuracy of the
storage structure, record the sequence and access mecha-
nism of the physical data model in compliance with the data
architecture design standards, so as to determine the
compliance of the standardized design module, and the
formula is as follows:

P2 �
1

NP2
􏽘

NP2

i�1
CPi +

1
NS2

􏽘

NS2

i�1
CSi

⎛⎝ ⎞⎠/2 × 100%, (10)

where P2 is the compliance degree of the physical repre-
sentation data structure; NP2 is the number of physical data
models; CPi is the comment situation, if there is comment
CPi � 1; otherwise CPi � 0; NS2 means the number of
standard physical data models used, CSi means the integrity
of the physical data model used, if it satisfies CSi � 1, oth-
erwise CSi � 0.

(3) Data Access Integration Capability. (is indicator reflects
the ability of digital systems to integrate different data
sources, supporting both traditional data and big data
platforms and supporting both structured data and un-
structured data access. (e specific calculation formula is as
follows:

P3 �
1

K3
􏽘

K3

i

DAi, (11)

where P3 represents the data access integration capability,
K3 represents the type of data, DAi represents the data access
integration capability. If it can be accessed effectively,
DAi � 1, otherwise DAi � 0.

(4) Accuracy of Indexing Strategy. Measure the physical
design stage to improve the data access speed of database
tables by creating indexes, and improve the accuracy of
queries through strategy settings and algorithms.
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4. Dynamic Design Quality EvaluationModel of
Power Enterprise Digital System

In the dynamic design process of digital system of power grid
enterprises, digital experts play an important role in de-
termining the index weight and estimating the index value.
In this paper, BWM method is introduced to determine the
subjective weight of evaluation indexes, and the antientropy
weight method is selected to overcome the influence of
inconsistent opinions of evaluation experts on the evaluation
results of design quality. Information axiom method can
more systematically and scientifically obtain the evaluation
value of evaluation experts on indicators. (e specific
technical route of the evaluation model is shown in Figure 3.

4.1. Calculation Method of Index Weight

4.1.1. BWM Method. (e BWM method was proposed by
Rezaei in 2015 [26], according to the experience and actual
needs of the project, the expert (decision-maker) selects the
criteria other than the best (most important) and the worst
(least important), and then compares the optimal criteria
with other indicators in turn, and the other indicators with
the worst criteria in turn. After comparing each indicator
with the best (worst) indicator, an integer value of 1∼9
reflecting the relative advantages and disadvantages will be
formed. Finally, the BWM solution can be transformed into
a mathematical programming problem, and the result cal-
culation can be realized by lingo software. (e specific
operation steps are as follows [27–30].

(1) Determine the set of evaluation criteria
Experts (decision makers) discuss and determine the
influencing factors of multicriteria decision-making

problems to be studied, and then determine the set of
evaluation criteria c1, c2, · · · , cn􏼈 􏼉.

(2) Determine the best criterion and the worst criterion
In the criterion set c1, c2, · · · , cn􏼈 􏼉, the optimal cri-
terion CB and the worst criterion CW are determined.
(e optimal criterion is the relatively most important
criterion determined by experts (decision makers)
according to their experience, cognition, and actual
needs of engineering, which has the most prominent
impact on the decision-making results; Similarly, the
worst criterion is the criterion that is relatively least
important and has the least impact on the decision-
making results. If experts (decision makers) believe
that there is more than one optimal (worst) criterion,
they can choose one of these optimal (worst) indexes
without affecting the calculation results.

(3) Compare the preference between the optimal criteria
and all criteria, and construct the judgment vector
AB � (aB1, aB2, · · · , aBn).
(e expert (decision maker) compares the optimal
criteria with other criteria one by one, determines the
preference degree of the optimal criteria relative to
other criteria, scores its preference degree with 1–9,
and successively constructs the comparison vector
AB � (aB1, aB2, · · · , aBn) based on the optimal crite-
ria, where aBi represents the preference degree of the
optimal criteria B compared with the criteria i, and it
is easy to know that ABB � 1. It should be noted that
the scale scoring method of 1–9 actually has the same
meaning as that of AHP. (e degree and meaning of
each scale are very similar. (e biggest difference is
that the comparison vector set constructed by BWM
with 1–9 scale is an integer, while the judgment
matrix constructed by AHP with 1–9 scale is
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Figure 3: Digital system dynamic design quality evaluation model roadmap.
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composed of fraction.(e preference scoring table of
experts (decision makers) based on the optimal
criteria is shown in Table 2.

(4) Compare the preference between all criteria and the
worst criterion, and construct the judgment vector
AW � (a1W, a2W, · · · , anW).
(e expert (decision maker) compares the worst
criteria with other criteria one by one, determines the
preference degree of the worst criteria relative to
other criteria, scores its preference degree with 1–9,
and successively constructs a comparison vector
AW � (a1W, a2W, · · · , anW)T based on the worst cri-
teria, where a represents the preference degree of
criterion i compared with the worst criterion W, and
it is easy to know that AWW � 1. (e preference
scoring table of experts (decision makers) based on
the worst criteria is shown in Table 3.

(5) Constructing mathematical programming problem,
solve the optimal weight (w∗1 , w∗2 , · · ·, w∗n ).

Criterion preference comparison is the comparison of
criterion weights, so the optimal weight should meet the
following conditions: the weight W of any criterion j is j

w.
wB

wj

� aBj,
wj

ww

� ajw. (12)

(erefore, in order to determine the optimal weight, the
following mathematical programming problem can be
constructed:

min max
j

wB

wj

− aBj

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,

wj

ww

− ajw

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
􏼨 􏼩

s.t.

􏽘
j

wj � 1

wj ≥ 0.

(13)

where the objective function is to minimize the largest one of
|WB/Wj − aBj| and |Wj/Ww − ajw| among all j.

For the convenience of solution, mathematical pro-
gramming can be transformed into the following problems:

min ξ

s.t.

wB

wj

− aBj

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤ ξ, for all j

wj

ww

− ajw

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤ ξ, for all j

􏽘
j

wj � 1

wj ≥ 0, for all j.

(14)

(e optimal weight W1(w∗1 , w∗2 , · · · , w∗n ) based on BWM
can be obtained by solving the mathematical programming.

4.1.2. Antientropy Method. According to the basic principle
of information theory, information is a measure of the
degree of system order, and entropy is a measure of the
degree of system disorder. If the system may be in many
different states, and the probability of each state is pi(i� 1, 2,
. . ., m), the entropy of the system is defined as

E � −􏽘
n

i�1
PilnPi , (15)

where 0≤Pi ≤ 1; 􏽐
n
i�1 Pi � 1.

In the digital project evaluation of power grid enter-
prises, the closer the evaluation experts score on a certain
index, it shows that the score consistency is strong, and the
index should be given a high weight, otherwise a low weight.
(erefore, the antientropy weight method is used to cal-
culate the index weight. (is method is based on the idea
that the greater the difference of the index, the greater the
antientropy. (e antientropy calculation formulas are
constructed, as shown in the following.

hi
′ � − 􏽘

n

i�1
Piln 1 − Pi( 􏼁

wi
′ � hi
′/􏽘

n

i�1
hi
′,

(16)

where hi
′ express the antientropy of the index i,wi

′ express the
weight of the index i, and so we can get the weightsW2 of the
indexes system.

4.1.3. Combined Weighting Method Based on Game ,eory.
(e idea of game theory is used to seek agreement or
compromise between weightsW1 andW2 in order to obtain
the most satisfactory weight. Let the comprehensive weight
value composed of any linear combination ofW1 andW2 be
W. (e calculation formula is as follows:

W � λ1W
T
1 + λ2W

T
2 , (17)

where λ1 and λ2 are the linear combination coefficients,
which all over zero.

(1) Determine the objective function

Table 2: Optimal preference scoring criteria.

c1 c2 · · · cn

CB aB1 aB2 · · · aBn

Table 3: Worst preference scoring criteria.

c1 c2 · · · cn

CW a1W a2W · · · anW
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(rough the above formula, the problem of com-
bined weighting is transformed into the change of
coefficients λ, so as to minimize the range between
the comprehensive weight W and the weights W1
and W2. (e calculation formula is as follows:

min W
T

− W
T
1

����
����
2

+ W
T

− W
T
2

����
����
2

􏼒 􏼓

�min λ1W
T
1 +λ2W

T
2 − W

T
1

����
����
2

+ λ1W
T
1 +λ2W

T
2 − W

T
2

����
����
2

􏼒 􏼓.

(18)

(2) Solving objective function
According to the properties of differential matrix, the
first derivative condition of formula (18) optimiza-
tion is

λ1W1W
T
1 + λ2W1W

T
2 � W1W

T
1 ,

λ1W2W
T
1 + λ2W2W

T
2 � W2W

T
2 .

(19)

(3) Calculate weight combination coefficient

(e linear coefficient obtained after normalization is
processed as follows:

λ∗k �
λk

λ1 + λ2
, k � 1, 2. (20)

Final combination weights of the indexes system are ∗W,
which are calculated by the following formula:

W
∗

� λ∗1W
T
1 + λ∗2W

T
2 . (21)

4.2. Index Value Measurement Method

4.2.1. ,e Establishment of Information Axioms. (e in-
formation axiom method can obtain the evaluation value of
the evaluation experts in a more systematic and scientific
manner. After the axioms of information are proposed, they
are widely used in the fields of design plan evaluation,
advanced manufacturing system selection, and control de-
cision-making. (e basic idea of this method is that the
overall amount of information is the smallest is the best.

(1) Conversion of Language Forms. Use fuzzy mathematics to
convert qualitative language phrase descriptions into
quantitative values. (e conversion formula is shown as
follows:

􏽥lq � l
1
p, l

2
p, l

3
p􏼐 􏼑 � max

q − 1
t

, 0􏼚 􏼛,
q

t
, min

q + 1
t

, 1􏼚 􏼛􏼔 􏼕,

q ∈ 0, 1, · · · , t{ }.

(22)

In the formula, 􏽥lq represents the triangular fuzzy
number, l1p, l2p, l3p means the language phrase description, q

means the number of reviews, and t means the number of
reviews.

In this article, n experts will be organized to evaluate the
qualitative index i, and the evaluation index will be evaluated

according to the comment set [Very good (VH), good (H),
fair (M), poor (L), very poor (VL)]. For evaluation, n experts
obtain the evaluation result sequence [vi,1, vi,2, · · · , vi,n] after
completing the evaluation, and then use the triangular
membership function (as shown in Figure 4) to transform
the fuzzy evaluation result into a numerical sequence
[di,1, di,2, · · · , di,n].

According to formula (22), the membership degree for
converting expert comment information into triangular
fuzzy numbers 􏽥sj � (s1j , s2j , s3j) is defined as

uj(x) �

x − s
1
j

s
2
j − s

1
j

, s
1
j ≤ x≤ s

2
j ,

s
3
j − x

s
3
j − s

2
j

, s
2
j ≤ x≤ s

3
j ,

0, else.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(23)

(e information value in the language form index is
extracted through the intersection of the comments of the
review experts, and the specific formula is as follows:

(e SE
j in Figure 5 shows the expected range, that is, the

area enclosed by the expected information of the index 􏽥ej

and the coordinate axis after the conversion. (e expected
range is expressed by the standard value of each index level.

S
E
j � 􏽚
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j
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. (24)
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In the same way, SP
ij is the actual range, that is, the area

enclosed by the converted evaluation information 􏽥pij and
the coordinate axis

S
P
ij � 􏽚

+∞

−∞

u
P
ij(x)dx � 􏽚

p2
ij

p1
ij

x − p
1
ij

p
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1
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p3
ij

p2
ij

p
3
ij − x

p
3
ij − p

2
ij

dx �
p
3
ij − p

1
ij

2
.

(25)

where i ∈M, j ∈ N, Sij represents the common range, that
is, the area SE

j enclosed by the intersection of the expected
range and the actual range SP

ij, Here, when the index eval-
uation is higher than the decision maker’s expectation, the
public range is considered to be equal to the expected range.
(e calculation formula for the public range is as follows:

Sij �

0, p
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e
2
j − e

1
j

dx + 􏽚

p3
ij

ϕ

p
3
ij − x

p
3
ij − p

2
ij

dx, e
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3
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3
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3
j ,
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

, (26)

where ϕ represents the mapping on the x axis of the in-
tersection points on the boundary between the expected
range SE

j and the actual range SP
ij

ϕ �
e
2
jp

3
ij − e

1
jp

2
ij

e
2
j − e

1
j + p

3
ij − p

2
ij

, i ∈M, j ∈ N. (27)

Finally, j calculate the amount of information Ij con-
tained in the indicator, which is the degree to which the
indicator does not meet the expectations, and the calculation
formula is as follows:

Ij �

∞, p
3
ij ≤ e

1
ij,

log2
S

P
ij

Sij

⎛⎝ ⎞⎠, e
1
ij <p

3
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3
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0, e
3
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3
ij,
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(28)

According to formula (28), Ij ∈ [0，∞) can be known.
When Ij � 0, it means that the indicator is completely
consistent with expectations.(e larger the value, the greater
the difference the experts expect. When Ij �∞, the indi-
cator has not reached expectations at all, and adjustments
should be made.

(2) Index Information Extraction in the Form of Numerical
Statistics. (e amount of information (I) of indicators in the
form of numerical statistics is calculated by the probability of
meeting requirements and design standards. (e specific
formula is as follows:

I � − log2 p. (29)
In the formula, p represents the probability of meeting

system requirements and design standards. It is obtained by
evaluation experts or statistical data processed in different ways.

4.2.2. Index Classification. With reference to the CMMI
software quality management theory, combined with the life
cycle characteristics of the software development process quality
of power companies, according to the relevant design standards
and engineering practices of the power company software
engineering in the design phase, three quality levels and ex-
pectations are set for the software design quality as follows.

Level 1: (e designed product has a basic standardized
design process and quality control mechanism, and is
based on and complies with a certain standardized
model. Changes that occur can be tracked, and the
accumulated experience can be used for the develop-
ment of new projects.
Level 2: Design finished products based on and comply
with enterprise-level information, architecture design
specifications, and standardized models, which can
effectively achieve quantitative quality control and can
perform statistics and analysis on the accumulated data,
but further refinement of the design is required to
improve quality stability.
Level 3: On the basis of Level 2, the design product uses
advanced theories and concepts and uses new tech-
nologies to continuously improve the design process. It
can flexibly deploy and operate and maintain for the
realization of business needs and subsequent changes
that may occur to meet the needs of the enterprise and
the overall layout requirements of the level information
architecture.

(e index values of each grade obtained through the
expert scoring method are shown in Table 4.

4.3. Example Analysis. (e digital system of electric power
enterprises is the use of 5G, Internet of (ings, cloud
computing, big data analysis, artificial intelligence, and other
emerging technologies to upgrade and transform traditional
electric power enterprises. It is an effort to empower the

Table 4: Design quality grade value of digital system.

Grade Level 1 Level 2 Level 3
C1 0.7 0.8 0.95
C2 0.7 0.8 0.95
C3 0.7 0.8 0.95
C4 0.7 0.8 0.95
L1 0.7 0.8 0.95
L2 0.7 0.8 0.95
L3 0.7 0.8 0.95
L4 0.7 0.8 0.95
P1 0.7 0.8 0.95
P2 0.7 0.8 0.95
P3 0.7 0.8 0.95
P4 M H VH
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construction of Digital China and build an internationally
leading energy Internet with Chinese characteristics. (e
digital engine built by the enterprise. (is article takes the
dynamic design of the digital system of the provincial power
enterprise as the analysis object, and hires 20 industry ex-
perts to statistically score the 12 indicators of the dynamic
design. (e specific scoring results are shown in Table 5.

First, according to formula (19), the information value of
each numerical statistical form index under different design
quality grade standards is calculated, as shown in Table 6.

(e five-level language form is transformed into trian-
gular fuzzy numbers and the results are shown in Table 7.

(e comment of index P4 is converted based on the
triangular fuzzy number and the conversion result is shown
in Table 8.

According to the design quality grade division value, the
expected values of different grades of the index are calculated
using formulas (14)–(18). (e specific results are shown in
Table 9.

(e average value of the information value of the index at
each level is calculated and the specific results are shown in
Table 10.

Table 5: Score table of digital system dynamic design quality evaluation index of provincial electric power enterprises.

Expert C1 C2 C3 C4 L1 L2 L3 L4 P1 P2 P3 P4
E1 0.95 0.85 0.86 0.81 0.78 0.84 0.86 0.81 0.5 0.76 0.91 VH
E2 0.88 0.93 0.84 0.74 0.71 0.65 0.87 0.82 0.55 0.76 0.85 H
E3 0.99 0.93 0.78 0.67 0.76 0.84 0.8 0.81 0.51 0.78 0.89 M
E4 0.86 0.89 0.89 0.7 0.68 0.85 0.82 0.88 0.56 0.85 0.88 VH
E5 0.8 0.9 0.94 0.68 0.73 0.78 0.8 0.91 0.66 0.78 0.9 H
E6 0.87 0.86 0.85 0.65 0.67 0.85 0.75 0.93 0.66 0.81 0.88 VH
E7 0.9 0.86 0.8 0.7 0.68 0.73 0.89 0.87 0.61 0.85 0.93 H
E8 0.85 0.89 0.8 0.79 0.74 0.66 0.83 0.86 0.53 0.76 0.82 M
E9 0.85 0.93 0.84 0.74 0.73 0.8 0.8 0.82 0.59 0.76 0.89 VH
E10 0.91 0.9 0.87 0.65 0.63 0.7 0.87 0.83 0.65 0.86 0.89 VH
E11 0.8 0.89 0.78 0.71 0.72 0.84 0.76 0.9 0.66 0.77 0.95 H
E12 0.8 0.95 0.88 0.77 0.77 0.68 0.81 0.82 0.67 0.82 0.91 H
E13 0.93 0.9 0.86 0.84 0.64 0.8 0.89 0.83 0.58 0.85 0.83 VH
E14 1 0.94 0.88 0.69 0.66 0.78 0.84 0.86 0.6 0.85 0.81 VH
E15 0.89 0.91 0.85 0.85 0.75 0.84 0.82 0.84 0.51 0.79 0.89 VH
E16 0.83 0.89 0.93 0.78 0.76 0.82 0.88 0.88 0.7 0.79 0.83 H
E17 0.99 0.94 0.9 0.7 0.8 0.79 0.85 0.92 0.68 0.77 0.81 H
E18 0.95 0.91 0.85 0.69 0.63 0.66 0.88 0.87 0.55 0.85 0.87 M
E19 0.92 0.9 0.88 0.76 0.75 0.65 0.84 0.9 0.57 0.82 0.92 VH
E20 0.82 0.9 0.87 0.72 0.71 0.7 0.76 0.94 0.62 0.79 0.84 VH

Table 6: Information values of digital statistics indexes at different
design quality levels.

Grade First level Level 2 Level 3
C1 0.000 0.000 2.000
C2 0.000 0.000 4.322
C3 0.000 0.152 ∞
C4 0.515 2.737 ∞
L1 0.621 4.322 ∞
L2 0.415 1.152 ∞
L3 0.000 0.234 ∞
L4 0.000 0.000 ∞
P1 0.322 1.737 ∞
P2 0.000 1.152 ∞
P3 0.000 0.000 4.322

Table 7: Transformation of language phrases and trigonometric
fuzzy numbers.

Language phrase Triangular fuzzy number
VL [0.00, 0.00, 0.25]
L [0.00, 0.25, 0.50]
M [0.25, 0.50, 0.75]
H [0.50, 0.75, 1.00]
VH [0.75, 1.00, 1.00]

Table 8: Digital system dynamic design quality evaluation infor-
mation based on triangular fuzzy numbers.

Expert P4
E1 [0.75, 1.00, 1.00]
E2 [0.50, 0.75, 1.00]
E3 [0.25, 0.50, 0.75]
E4 [0.75, 1.00, 1.00]
E5 [0.50, 0.75, 1.00]
E6 [0.75, 1.00, 1.00]
E7 [0.50, 0.75, 1.00]
E8 [0.25, 0.50, 0.75]
E9 [0.75, 1.00, 1.00]
E10 [0.75, 1.00, 1.00]
E11 [0.50, 0.75, 1.00]
E12 [0.50, 0.75, 1.00]
E13 [0.75, 1.00, 1.00]
E14 [0.75, 1.00, 1.00]
E15 [0.75, 1.00, 1.00]
E16 [0.50, 0.75, 1.00]
E17 [0.50, 0.75, 1.00]
E18 [0.25, 0.50, 0.75]
E19 [0.75, 1.00, 1.00]
E20 [0.75, 1.00, 1.00]
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Using the BWM, antientropy method, and Game(eory
to calculate the weight of each evaluation index is shown in
Table 11.

(rough calculation, the dynamic design quality of the
power company’s digital system is calculated to be 0.1096,
0.7143, and ∞, respectively. (e probability of the system
design quality reaching the first level is 92.69%, and the
probability of reaching the second level is 60.95%. It does not
meet the third level at all. Based on the comprehensive
judgment, the design system is still at the first-level design
level, and some design indicators have reached the second-
level level.

5. Conclusion

Digital transformation is a new system engineering faced by
enterprises.(edigitalconstructionofpowergridenterprises is
still in the stage of exploration and running in with the actual
operation of enterprise organizational structure, digital system
construction process, and technological innovation capability.
Fromtheperspectiveofsoftwaresystemengineeringandpower
enterprise architecture standards, this paper integrates inter-
disciplinary, interdisciplinaryandinterdisciplinarytechnology
and management knowledge theory systems, makes a struc-
tural analysis on the quality of digital cycle characteristics,
model construction, design process and dynamic design in the
process of power enterprise digital transformation, and puts
forwardaqualityevaluationmethodofpowerenterprisedigital
system dynamic design based on fuzzy information axiom.

(e index system in the evaluation method covers three
aspects: business function achievement degree, logical re-
lationship rationality, and physical model technical econ-
omy, with a total of twelve specific indicators. (e index
value measurement methods are mainly analytical method
and fuzzy information axiom. (e evaluation index division
standard is set by the digital evaluation experts of power grid
enterprises according to their work experience.

(e weight calculation method in the evaluation method
is obtained by using the game theory to deal with the
subjective weight obtained by BWM and the objective
weight obtained by the antientropy weight method. (e
combined weight calculation method realizes the principle
of combining subjective and objective and helps to improve
the reliability of the evaluation results.

Combined with the characteristics and current situation
of the digital transformation of power grid enterprises, this
paper carries out a numerical example analysis of the design
quality evaluation of the digital system of power grid en-
terprises and proves the feasibility of the model.

In the future, with the further deepening of the trans-
formation and development of power grid enterprises to
energy Internet enterprises, the evaluation indicators will be
further deepened. (e indicator system will fully reflect the
digital development trend of power grid enterprises and
truly help the steady and healthy development of new power
systems under the energy Internet.

Data Availability

(is article study the dynamic design of the digital system of
the provincial power enterprise as the analysis object and
hires 20 industry experts to statistically score the 12 indi-
cators of the dynamic design.
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Due to people’s increasing dependence on software, the emergence of software defects will lead to serious consequences. And the
essential cause of software defects is the increasing complexity of software. �e premise of reducing software defects is to
understand the software topology to ensure software quality. �e software topology refers to the connection between the internal
elements of the software, and it has become an important factor a�ecting the quality of the software. In this paper, we use complex
network theory as a tool to analyze the software topology. Firstly, we extract the software structural information from the source
code of the software system and abstract the extracted software structural information with software network theory. Secondly, the
metrics widely used in complex networks are introduced to analyze the built software network. When tracking the values of these
metrics in the software system, we have a deeper understanding of the software topology. �ese results provide a di�erent
dimension to understanding the software topology, which has important guiding signi�cance for the subsequent understanding of
the software and is also very useful for reducing software defects and ensuring software quality.

1. Introduction

Large-scale software systems are composed of countless small
elements (class, process, method, etc.), and every tiny error
may lead to catastrophic consequences, especially for projects
with extremely high software reliability requirements. When
the software system becomesmore andmore complex, how to
recognize and measure the software system has become a
matter of constant concern and urgent solution.

Some researchers have proposed to study existing
software systems from the perspective of software structure.
Software structure analysis [1–4] can help us understand the
speci�c situation of the software system to carry out cor-
responding maintenance and upgrades according to the
characteristics. At present, many achievements in the �eld of
software structure analysis have been published. �e main
software structure analysis approaches are divided into
traditional software structure measurement approaches
and software structure measurement approaches based on
complex networks.

Traditional software structure analysis focuses on
analysis from a single module. For example, the McCabe
method [5], the Halstead method, the C&K metrics pro-
posed by Chidanber and Kemerer and the MOOD method
proposed by Brito all describe the complexity of the software
structure from di�erent aspects but focus on the analysis of
the local structure and properties of functional individuals of
the software system. �erefore, traditional analysis ap-
proaches lack the measurement of the overall software
structure. As a kind of complex system, the overall structure
of the computer software system has a huge impact on its
function, performance, and quality [6].

However, some researchers have introduced the theory
of complex networks into software research [7–10]. By
constructing software networks from software source code,
they can use complex networks to understand, analyze, and
control the system from a global perspective, rather than
from a local perspective. Complex network theory provides
us with a new way to understand the structure of software
systems.
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Based on a weighted network, Wang and Xiao [11] used
the theory and technology of complex networks to explore
the execution process of Linux. Trindade et al. [3] repre-
sented class-level software as Little House.

At present, there is still little research on software net-
works, and the existing research still has the following
shortcomings: (1) Existing research is not accurate enough
for the construction of a software network model. (2) In the
existing research, the metrics used in the software network
analysis and the data sets used in the experiments are not
comprehensive enough. In this paper, we adopt the idea of
interdisciplinary and propose the software topology analysis
approach. Firstly, we extract the software structural infor-
mation from the source code of the software system and
abstract the extracted software structural information with
software network theory. Secondly, the metrics widely used
in complex networks are introduced to analyze the built
software network. By analyzing a series of metrics widely
used in complex networks, we can discover the underlying
laws that, in the software system, only a few classes contain
more important information and have a strong influence,
while most other nodes have little influence. )at is, de-
velopers can quickly locate software defects by finding key
classes in the software system.

)e rest of this paper is organized as follows. Section 2
introduces some preliminary knowledge with a focus on the
framework of the proposed software topology analysis ap-
proach and the formal definition of the software network
model. Section 3 illustrates our approach by analyzing the
experimental results of 6 subject software systems. And we
conclude this paper in Section 4.

2. Related Work

Many results of software system research have been reported
in the past few years. )ese studies can be roughly classified
into two groups, that is, approaches based on traditional
software metrics and approaches based on complex net-
works. For the approaches based on traditional software
metrics, they pay more attention to analyzing software from
a single module. )ere are mainly the following approaches.
)e McCabe method [5] is mainly based on graph theory
and program structure control theory and uses directed
graphs to represent program control flow, thereby repre-
senting the complexity of the network according to the cyclic
complexity in the graph. )e programming complexity
measured using McCabe’s method mainly depends on the
complexity of the structural control flow. )e Halstead
method measures the complexity of the software system by
counting the number of operators and operands in the
program. However, this method only considers the program
data flow but does not consider the control flow, so it can not
reflect the complexity of the program fundamentally. )e
C&K metric proposed by Chidanber and Kemerer is based
on object-oriented metric theory, including six metrics: (1)
the number of subclasses (the number of direct subclasses of
a class); the number of weighted methods of the class; (2) the
depth of the inheritance tree (if it is multiple inheritances,
calculate the maximum depth from the node to the root of

the tree); (3) the number of weighted methods of the class;
(4) the degree of coupling between objects (when a class uses
member variables or methods of other classes, the two
classes are said to be coupled); (5) the number of responses
of the class (the total number of out-of-class methods called
by all methods in the class); (6) the lack of cohesion in the
class method. )e MOOD method proposed by Brito in-
directly measures the inheritance, encapsulation, poly-
morphism, and coupling of object-oriented software
systems. )e traditional software structure measurement
method describes the complexity of the software structure
from different aspects, but it focuses on analyzing the local
structure and properties of functional individuals (classes,
procedures, methods, etc.) in the software system. )ere-
fore, the traditional analysis methods lack the overall
software structure measurement. However, the measure-
ment method based on a single module cannot understand
the software system from the perspective of the overall
structure.

As a kind of complex software system, the overall
structure of the system has a great impact on its function,
performance, and quality. )erefore, compared with ap-
proaches based on traditional software metrics, approaches
based on complex networks have great application potential.
In this work, we mainly discuss research based on complex
network analysis. Based on a weighted network, Wang and
Xiao [11] used the theory and technology of complex net-
works to explore the execution process of Linux. )ey found
that the weight distribution obeys the power-law distribu-
tion, and the process management component of Linux
plays the most important role. Trindade et al. [3] represented
class-level software as Little House. Based on Little House,
they analyzed 81 versions of 6 software systems and found
some software evolution patterns. Šubelj and Bajec [12] used
an Associative Software Graph (ASG) to represent a class-
level software system, where nodes represent classes and
edges represent “inheritance,” “composition,” and “depen-
dency” relationships between classes. Based on ASG, they
calculated the number of communities, the modularity of the
software network, and other network metrics such as
clustering coefficient, average path length, and average de-
gree. )ey then analyzed the correlation between these in-
dicators and the number of defects in the software. )ey
found that medium-sized systems with a community
structure tended to have a greater probability of defects.
Yang et al. [10] proposed an internal class network of the
software system to represent class-level software systems. In
a software network, a class is a node, and the calling rela-
tionship between the methods contained in each pair of
classes constitutes an edge. Based on the software network,
they propose a set of metrics to characterize the software
network structure and use some machine learning algo-
rithms to build a defect prediction model, and their final
results are encouraging. Zakari et al. [13] proposed a soft-
ware network at the statement level, where statements are
nodes and execution trajectories between statements are
edges. )ey calculated two centrality metrics (i.e., degree
centrality and closeness centrality) for defect diagnosis based
on a software network.
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3. Preliminaries

In this section, we show the framework of our software
topology analysis approach (see Figure 1). It mainly consists
of four parts, ① to ④. )e first two parts ① to ② are
detailed in Sections 3.1 and 3.2, and the two parts ③ to④
will be explained in Section 3.

3.1. Data Collection. Data collection is the first step in our
approach. For the reliability of the results, we will select
software that is widely used in software structure-related
research. )us, we conducted our study on 6 well-known
open-source software written in Java from different fields
and different scales: Ant https://ant.apache.org/, GWT
Portlets http://code.google.com/p/gwtportlets/, jEdit http://
jedit.org/index.php, JHotDraw https://sourceforge.net/
projects/jhotdraw/, Maze https://sourceforge.net/projects/
maze/, and Wro4j https://github.com/wro4j/wro4j. Ant is
a tool that provides software automation construction
functions; GWT Portlets is an open-source web framework
for developing GWT (Google Web Toolkit) applications;
jEdit is an open-source text editor written in Java; JHotDraw
is an open-source drawing program developed based on
Java; Maze is an open-source network file system; Wro4j is a
web resource optimization tool.

Table 1 shows the description of the relevant metrics of
the subject software system, such as the number of lines of
code (LOC), the number of packages (#P), the number of
classes (#C), the number of methods (#M), and the number
of attributes (#A). )ese values are calculated based on the
Java code listed in the “Directory” column, not the entire
distribution of the corresponding software.

3.2. Software NetworkModel. After data collection, software
structure extraction [14–16] is the next step in the con-
struction of software network models. )is step aims to
extract various software elements (classes, interfaces, attri-
butes, methods, local variables, etc.) and interactions (class
inheritance, interface implementation, method calls, etc.).

Based on the results of software structure extraction, this
paper introduces the Unweighted Directed Class Coupling
Network (UDCCN). In this network, nodes represent class-
level elements (classes, interfaces, etc.) in the software
system, edges represent the coupling relationship between
elements, and the direction of the edges represents the
coupling direction between elements. In UDCCN, we
considered 7 coupling types:

(i) Inheritance relationship (INR): if class A inherits
from another class B by using the keyword
“extends.”

(ii) Implementation relationship (IMR): if class A
implements interface B by using the keyword
“implements.”

(iii) Parameter relationship (PAR): if one of the
methods of class A has at least one parameter of
class B type.

(iv) Global variable relation (GVR): if class A has at least
one attribute with the type of class B.

(v) Local variable relationship (LVR): if a local variable
with the type of class B is declared in a method of
class A.

(vi) Method call relationship (MCR): if one of the
methods of class A calls a method on an object of
class B.

(vii) Return type relationship (RTR): if one of the
methods of class A has a return type of class B.

If the above seven relationships exist between elements,
we will generate a directed edge in the UDCCN network to
describe this coupling relationship. UDCCN is an un-
weighted directed graph, which is defined as follows:

UDCCD � (V, L), n ∈ V, l ∈ L, l �〈ni, nj〉, (1)

where n represents the class or interface in the software system
and l represents the coupling between the node (class i) and the
node (class j). And the adjacency matrix ψij of UDCCN en-
codes the coupling between every pair of classes:

ψij �
1, 〈ni, nj〉 ∈ L,

0, otherwise.
􏼨 (2)

)at is a |V|× |V| matrix, where |V| returns the number
of classes. ψij is the weight assigned to the link
〈ni, nj〉〈ni, nj〉; if 〈ni, nj〉 ∈ L, then ψij � 1ψij � 1; otherwise
ψij � 0.

To explain UDCCN more clearly, Figure 2(a) shows an
exemplary Java code snippet. For this code segment,
Figure 2(b) shows its corresponding UDCCN. As shown in
Figure 2(b), the coupling relationship between classes in the
Java code fragment in Figure 2(a) includes inheritance re-
lationship, implementation relationship, parameter rela-
tionship, global variable relation, return type relationship,
and method call relationship.

3.3. Complex Network Statistical Metrics. We use a software
network model to abstract the relationships between el-
ements in the software system, which provides a new
perspective for the research of software engineering.
Complex networks have gradually become one of the
focuses of research. Particularly with the discovery of
features such as “small world” and “scale-free,” scientists
have set off an upsurge in studying complex networks
[17–19], covering many fields such as physics, mathe-
matics, and biology. )erefore, we can draw on the above-
mentioned complex network statistical metrics to reveal
the knowledge related to the topology of the software
network [20, 21].

3.3.1. Network Centrality. )e metrics of network centrality
are mainly to find nodes that have important roles in
complex networks and reflect the importance of node lo-
cations. )ese metrics include betweenness centrality, de-
gree centrality, and closeness centrality.
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Figure 1: )e basic framework of the software topology analysis approach.

Table 1: )e description of the subject software system.

System Version Directory LOC #P #C(#E) #M/#A
Ant 1.6.1 Src/main 81515 67 900 7691/4167
GWT Portlets 0.9.5beta Src 8501 10 145 1145/424
jEdit 5.1.0 Src 112492 41 1082 (9) 7601/4085
JHotDraw 6.0b.1 Src 28330 30 544 5205/865
Maze 1 Src 8881 6 63 (6) 563/284
Wro4j 1.6.3 Src 33736 30 567 (9) 3256/1274
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Figure 2: An illustrative exemplary Java code snippet and corresponding UDCCN.
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(1) Betweenness Centrality. )e betweenness is a parameter
that cannot be bypassed when studying complex networks.
)is parameter reflects the influence and importance of
nodes. To understand the definition more intuitively, the
following formula is given:

g(v) � 􏽘
s≠v≠t

ϕst(v)

ϕst

, (3)

where ϕst represents the number of shortest paths from node
s to node t and ϕst(v) represents the number of all paths from
node s to node t and through node v in the network. Be-
tweenness centrality [22] reflects the dependence between
class nodes. )e higher the betweenness centrality of class
nodes, the stronger the importance to the software network.

(2) Degree Centrality. In complex network analysis, degree
centrality is the most direct metric to describe the impor-
tance of nodes. )e higher the degree centrality of a node is,
the more important the node is in the network. Conversely,
if the degree centrality of a node in the network is closer to 0,
it means that the node has less contact with other nodes.

(3) Closeness Centrality. In complex network metrics,
closeness centrality refers to how close a node in the network
is to other nodes. If a node’s closeness centrality is higher,
then it is closer to other nodes. )e closeness centrality of a
node is the reciprocal of the average value of the shortest
path length between the node and all other nodes in the
network, which can be defined as

C(i) �
n

􏽐jd(j, i)
, (4)

where d(j, i) represents the distance from node i to node j
and n represents the number of nodes.

3.3.2. Clustering Coefficient. In graph theory, the clustering
coefficient is used to measure the degree of clustering of
nodes in the graph. It is often used to describe the clustering
characteristics of the network, indicating the closeness of a
node with surrounding nodes [23].)e clustering coefficient
of nodes in the network mainly refers to the ratio of the
number of connections between the node and adjacent
nodes to the maximum number of edges that can be con-
nected between these adjacent nodes. )e clustering coef-
ficient Ci of the node i can be defined as

Ci �
2ei

ki ki − 1( 􏼁
�

􏽐j,maijaimamj

ki ki − 1( 􏼁
, (5)

where ei indicates that the value of the clustering coefficient
Ci of the node i is equal to the number of edges connected by
the neighbor node and ki(ki − 1)/2 represents the maximum
number of edges that may exist. )e clustering coefficient of
the network is the average of the clustering coefficients of all
nodes in the network, which is

C �〈Ci〉 �
1
N

􏽘
i∈V

Ci, (6)

where N is the number of nodes in the network, which
indicates the aggregation trend of nodes in the network and
reflects the local characteristics of the network.

3.3.3. Degree Distribution. )e degree distribution reflects
the most basic characteristics of the complex network to-
pology. )e degree of a node in the network refers to the
number of nodes adjacent to the node, that is, the number of
edges connecting the node. )e greater the degree of the
node, the more the connections between the nodes and the
more important the node in the network. )e degree dis-
tribution P(k) refers to the probability that the degree of an
arbitrarily selected node in the network is exactly k. When
the degree distribution of the network satisfies the power
rate distribution, it can be defined as P(k) ∼ k−r, and then
the network is a scale-free network.

3.3.4. Average Shortest Path Length. )eaverage shortest path
length of the network [24] is defined as the average of the
shortest path length between any two nodes in the network.)e
average shortest path length of the network can be defined as

L �
2

(N(N − 1))
􏽘
i≠j

dij, (7)

where dij represents the number of edges on the shortest
path connecting two nodes i and j in the network and N
represents the number of nodes in the network.

3.3.5. Assortativity Coefficient. It is found that many ob-
servable networks have mixing patterns in degree, that is,
assortative mixing or disassortative mixing. )e so-called
assortative mixing means that nodes with high degrees are
often connected with other nodes with high degrees, and
nodes with low degrees are likely to be connected with other
nodes with low degrees. Disassortative mixing means that
low-degree vertices are more likely to be connected to high-
degree vertices, and vice versa.

)e assortativity coefficient is often used to quantify the
degree of assortative mixing, it is a degree-based Pearson
correlation coefficient, and the calculation formula can be
expressed as

ac �
􏽐y,zyz eyz � mynz􏼐 􏼑

σyσz

, (8)

where eyz represents the ratio of the node with a degree
value of y in the network and the number of its edges to
the total number of all edges, my � 􏽐yexy, nz � 􏽐zeyz,
σy �

������������
E(y2) − E2(y)

􏽰
, and σz �

������������
E(z2) − E2(z)

􏽰
. If ac is

less than 0, it means that the network is disassortative,
while ac being greater than 0 denotes an assortative
mixing network.

3.3.6. Structural Holes. Structural hole theory [25] is a new
theory in interpersonal network theory, which mainly de-
scribes the gaps in social networks. In the social network, an
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individual directly finds contact with some individuals but
does not have direct contact with other individuals. )at is,
there are holes in this social network.

If there is no direct connection between the two and the
connection can only be formed through a third party, then
the acting third party occupies a structural hole in the re-
lationship network. )e structural hole is for the third party.
If there are structural holes in the network, the third party
that connects two actors that are not directly connected has
an information advantage and control advantage.

Generally, the effective size metric in structural hole
theory is used to measure the network. )is metric mainly
describes the effectiveness of the node’s self-network. For-
mally, the effective size of a node, expressed as e(u), is
defined as follows:

e(u) � 􏽘
v∈N(u)/ u{ }

1 − 􏽘
w∈N(v)

Puwmvw􏼡,⎛⎝ (9)

where N(u) is the set of neighbor nodes of u, Puw is the
normalized mutual weight of the (directed or undirected)
edge connecting u and v, and mvw is the mutual weight of the
connecting node v to the node w divided by the v node’s
maximum connection edge weight with its neighbor nodes.
Mutual weight refers to the sum of edge weights connecting
node u and node v (in the case of a weightless network, the
default edge weight is 1).

4. Topological Structure Analysis

In this section, for the illustration purpose, complex network
statistical metrics mentioned above are used to study the
software network topology of the subject software.

4.1. Topological Structure Analysis of Network Centrality

4.1.1. Betweenness Centrality. Betweenness centrality is a
measure of graph centrality based on the shortest path,
generally used to check whether a node is in an important
position in the graph. As shown in Figure 3, we found that,
in the software network of almost all subject software sys-
tems, the betweenness centrality of nearly 90% of the classes
is distributed below 0.05, indicating that only 5% of the
classes are in an important position in the software system,
which has a strong impact on the realization of the software
system function, and most other nodes have little influence.

In the actual development process, the calls between
classes are usually a call chain, and important classes fre-
quently call other classes or are frequently called by other
classes. For example, the key class is usually called frequently
by other classes in the software system to complete the
corresponding function. )erefore, analyzing the between-
ness centrality can provide greater help in identifying the key
classes of the software system.

4.1.2. Degree Centrality. In complex network analysis, de-
gree centrality is the most direct metric to describe the
importance of nodes. )e higher the degree centrality of a

node is, the more important the node is in the network.
Conversely, if the degree centrality of a node in the network
is closer to 0, it means that the node has less contact with
other nodes.

As shown in Figure 4, the degree centrality of the class
nodes in the software network of the six subject software
systems is mostly close to 0, while a few are between 0.01 and
0.05. It shows that only a small number of classes are closely
connected with other classes and have a relatively strong
influence, while most of the classes are not very influential.

In the actual software system, only a few classes will
frequently call other classes or be frequently called by other
classes. Usually in software development, if this class fre-
quently calls other classes or is frequently called by other
classes, it means that this class has a higher status in the
software system, that is, the key class. How to find the key
classes is of great importance to software cost prediction. If
we ignore the importance of key classes, we will underes-
timate the complexity and cost of the software system to be
developed, which may cause great losses to the company.

4.1.3. Closeness Centrality. Closeness centrality reflects the
closeness between a node and other nodes in the network. If
a node is very close to other nodes, then it does not need to
rely on other nodes when transmitting information, indi-
cating that this node is very important. When we calculated
the closeness centrality of the six subject software systems,
we found that, in the four software systems of Ant, jEdit,
JHotDraw, andWro4j, the closeness centrality of most nodes
is close to 0. In the software systems of GWT Portlets, the
closeness centrality of nodes is almost evenly distributed
between 0 and 0.25. And in the software system Maze, the
closeness centrality of most nodes is between 0.1 and 0.2 (see
Figure 5).

If the closeness centrality of the node is 0, it means that
there are a few isolated nodes in the software system, and
these isolated nodes do not have any connection with other
nodes. And the closer the value is to 1.0, the higher the
closeness of the node is. )erefore, the greater the closeness
centrality of a class node is, the closer the node is likely to be
connected with all other class nodes. It also shows that the
location of these class nodes has the best view of the network
and can perceive the dynamics of the entire software net-
work and the direction of information circulation. From the
perspective of the structure of the software network, in
general, the key classes are closely related to other class
nodes; that is, the key class can usually get a higher value of
closeness centrality.

4.2. Topological Structure Analysis of Clustering Coefficient.
)e clustering coefficient of a node indicates how inter-
connected its adjacent nodes are. )e clustering coefficient
distribution of each node in the software network of the six
subject software systems is shown in Figure 6. )e clustering
coefficients of most class nodes in Ant, jEdit, JHotDraw, and
Wro4j are less than 0.5, and only a few nodes have high
clustering coefficients, which are nodes with high clustering
degrees in the software network. For the software GWT
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Portlets and Maze, although the nodes are relatively evenly
distributed in the graph, for the part of the graph with high
clustering coefficients, the number of class nodes is still
relatively small. )e larger the clustering coefficient of a
node, the higher the degree of relationship between the
nodes around the node and the higher the clustering degree
of the group, and the highest value is 1, indicating that all the
points around a node are related.

For the actual software system, only a few class nodes will
have a relatively high clustering coefficient; that is, only a few
classes will use other classes more or are used more by other
classes.)is is in line with the characteristics of key classes of
software systems. In other words, analyzing the clustering
coefficient of a software network is also helpful to identify
key classes in the software system.

4.3. Topological Structure Analysis of Degree Distribution.
In the study of graphs and networks, the degree of a node in
a network is the number of connections it has to other
nodes, and the degree distribution is the probability dis-
tribution of these degrees over the whole network. )e
degree distribution of nodes in the software network of the
six subject software systems is shown in Figure 7. )e
horizontal axis in the figure is degrees, and the vertical axis
is the number of nodes. It can be seen from the figure that as
the degree becomes larger, the number of nodes declines.
And when the software network has more nodes, this trend
becomes more obvious. In software Ant, jEdit, JHotDraw,
and Wro4j, this trend is more obvious than in software
networks with fewer nodes. It can be observed from the
figure that the number of nodes with a degree less than 10
accounts for almost 90% of the nodes in the software
network, and the number of nodes with a degree greater
than 50 is almost zero.

In a software network, most nodes are only connected to
a few nodes, while a few nodes are connected to most of the
nodes, which is in line with the typical characteristics of a
scale-free network.)erefore, in the software system, we can
find that most of the classes only call a few classes or are

called by a few classes, and only a few classes call other
classes or are called by a large number of classes.

4.4. Topological Structure Analysis of Average Shortest Path
Length. )e average shortest path length is a concept in the
network topology that is defined as the average number of
steps along the shortest paths for all possible pairs of net-
work nodes. It is a measure of the efficiency of information
or mass transport on a network. It can be seen from Table 2
that although the size of the subject software is different, the
distance between nodes is stable at about 3. When calcu-
lating the average shortest path length, we found that the
maximum value is 3.379 and the minimum value is 2.806.
)erefore, the software network conforms to the “small
world” effect in the complex network. Research shows that,
in reality, the number of nodes in many networks is very
large, but the average shortest path length of the entire
network is relatively small, such as the World Wide Web, so
formal networks generally have the characteristics of “small
world” in complex networks.

4.5. Topological Structure Analysis of Assortativity Coefficient.
Assortative mixing is a preference for a network’s nodes to
attach to others that are similar in some way. According to
the calculation formula (8), it can be found from Table 3 that
the calculated assortativity coefficients of 6 subject software
systems are all negative, indicating that these software
systems have a disassortative mixing network. )at is to say,
in the software network, nodes with high degrees and nodes
with low degrees have a relatively high connection proba-
bility. And it means that key classes with a high frequency of
use are usually related to classes with a low frequency of use,
instead of being related to each other.

4.6. Topological Structure Analysis of Structural Holes. In the
structural hole theory, the larger the effective size, the greater
the effectiveness of the node. As shown in Figure 8, we can
find that, in the software system, the effective size of most
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nodes is between 0 and 20, while only a few nodes are above
20. )erefore, for the software network, only a few nodes are
very important in the software system. Compared with other
nodes, these nodes have information advantages and control
advantages.

From the perspective of structural hole theory, some key
classes in software systems usually act as a bridge in class
calls. For example, functional aggregation classes are usually
shown as a bridge of some single tool classes in a software
network, and there is no direct connection between tool

classes.)erefore, in the effective size metric, the value of the
key class is larger than that of other common classes.

5. Threats to Validity

In this study, we obtained several important results about the
software topology from our experiments. However, potential
threats to our jobs remain. In our empirical research, we use
6 software systems of different scales as the research objects,
all of which are widely used in the research of software
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Figure 7: )e distribution of degree distribution.

Table 2: Average shortest path length of software network.

Software system Ant GWT Portlets jEdit Maze JHotDraw Wro4j
Average shortest path length 3.178 3.072 3.290 2.806 3.235 3.379

Table 3: Assortativity coefficient of software network.

Software system Ant GWT Portlets jEdit Maze JHotDraw Wro4j
Assortativity coefficient −0.126 −0.098 −0.152 −0.174 −0.165 −0.055
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engineering. However, since the results obtained by these 6
software systems may not be so common, we hope to
continue to do empirical research on more software systems
to further evaluate their effectiveness.

)e software systems we use for empirical research are all
developed based on Java. Java is one of the most widely used
programming languages. )e software developed in Java has
a clear structure, and the components in the software system
are easier to extract. However, since there is no empirical
research on software systems developed in other languages,
this may affect the final results. We hope to continue em-
pirical research on software systems developed in other
languages for further evaluation of their validity, which will
be important work for us in the future.

6. Conclusions and Future Work

In this paper, we proposed an approach to study the to-
pological structure of software using the tool of complex
network theory. For illustration, we conducted case studies
on 6 software systems. Firstly, the software structure in-
formation is extracted from the source code of the software
system, and the Unweighted Directed Class Coupling
Network model is constructed based on this structure in-
formation. Secondly, several aspects of these software net-
works are studied by using the parameters widely used in
complex network theory.

)rough the analysis of software structure, we concluded
that software network has significant characteristics of
“small world” and “scale-free.” )e important structural
features in software network topology help us to provide
valuable insights and different dimensions for our under-
standing of software systems. )rough the analysis of the
experimental results, we found that only a few classes in the
software are key classes, which play a great role in the
function realization of the software. After finding the key
classes, we can make a series of optimizations, such as the
prediction and positioning of software defects.

)ere are a few areas that could be explored in future
research: (1) investigating more software networks to vali-
date the proposed approach, (2) investigating systems
written in other languages to validate the proposed ap-
proach, and (3) using the parameters in other theories to
study the software from different angles.

Data Availability

All data used during the study are available from the cor-
responding author upon request.
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Bipartite graph is widely used to model the complex relationships among two types of entities. Community detection (CD) is a
fundamental tool for graph analysis, which aims to �nd all or top-k densely connected subgraphs. However, the existing studies
about the CD problem usually focus on structure cohesiveness, such as (α, β)-core, but ignore the attributes within the rela-
tionships, which can be modeled as attribute bipartite graphs. Moreover, the returned results usually su�er from rationality issues.
To overcome the limitations, in this paper, we introduce a novel metric, named rational score, which takes both preference
consistency and community size into consideration to evaluate the community. Based on the proposed rational score and the
widely used (α, β)-core model, we propose and investigate the rational (α, β)-core detection in attribute bipartite graphs (RCD-
ABG), which aims to retrieve the connected (α, β)-core with the largest rational score. We prove that the problem is NP-hard and
the object function is nonmonotonic and non-submodular. To tackle RCD-ABG problem, a basic greedy framework is �rst
proposed. To further improve the quality of returned results, two optimized strategies are further developed. Finally, extensive
experiments are conducted on 6 real-world bipartite networks to evaluate the performance of the proposed model and techniques.
As shown in experiments, the returned community is signi�cantly better than the result returned by the traditional
(α, β)-core model.

1. Introduction

A bipartite graph is composed of two disjoint vertex sets, and
there are only edges connecting vertices from di�erent sets.
Due to its proliferation applications like fraudsters detection
[1] and collaboration group maintenance [2], many fun-
damental problems have been investigated to analyze the
bipartite graphs. Among these problems, community de-
tection (CD) aims to �nd all or top-k communities by
leveraging di�erent models like (α, β)-core [3], bitruss [4],
and so on. Due to its unique feature, the (α, β)-core model is
widely adopted in di�erent domains. Given a bipartite
graph, the (α, β)-core is the maximal subgraph where the
degree of each vertex in the upper layer is at least α and the
degree of each vertex in the lower layer is at least β.
Nonetheless, previous models mainly focus on the

cohesiveness structure of the graphs but neglect the attribute
properties with community.

In real applications, the relationships between di�erent
entities often have certain characteristics, which can be
modeled as attribute bipartite graphs. For example, in the
user-movie network of Figure 1, the upper layer denotes a set
of users and the lower layer are the set of movies. Each edge
is associated with a number denoting the score assigned
from a user to a movie. For a discussion group in the
platform, it will have amore harmonious atmosphere if users
have high consistency of preference (e.g., rating the same
score or tag for the same movie). Besides, small discussion
group is more conducive to frequent communication among
users. However, the existing research cannot capture those
properties. Motivated by this, in this paper, we introduce a
novel metric, named rational score, which takes both
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preference consistency and community size into consider-
ation to evaluate a community. Furthermore, we formally
define the problem of rational community detection over
attribute bipartite graphs (RCD-ABG), which attempts to
find the connected (α, β)-core with the largest rational score.
+e following is a motivation example.

Example 1. Reconsider the user-movie network in Figure 1,
where the number on the edge denotes the corresponding
rating for the movie. Note that the scoring mechanism
adopts a five-point system, so the score varies from 1 to 5 in
the network. Suppose α� 2 and β� 2 here. Based on the
definition, the subgraph induced by vertex set
u2, u3, . . . , u8, v2, v3, . . . , v8􏼈 􏼉 is a (2, 2)-core, where the de-
gree of each vertex is at least 2. However, in the (2, 2)-core,
many users have distinct scoring schemes for the same
movie. For example, users u6, u7, and u8 gave three different
scores to the movie v7. Moreover, the community size is too
large to facilitate communication between users. For in-
stance, users u2 and u6 even have not watched the same
movie ever. Given α� 2 and β� 2, the vertices in the orange
rectangle are our identified rational (α, β)-core community.
Note that, due to the complex equation involved, the detailed
definition of rational (α, β)-core community can be found in
preliminaries section. As we can observe, in this community,
most users share the same movie taste and the number of
people in the group is more reasonable.

1.1. Applications. +e RCD-ABG problem can find many
real-world applications. We list some examples as follows.

(i) Discussion Group Mining. In some real-world bi-
partite graphs such as BookCrossing, edges denote
rating relationships between users and books. +ere
are many discussion groups with these platforms.
For users, they are more likely to stay active in a
discussion group if the users inside share the same
taste. Besides, users will prefer to discuss different
topics in a group with appropriate size. +is is be-
cause too many users can make them uncomfortable
and too few will make the discussion difficult to carry
on. Hence, by retrieving the rational group, the
platform can provide group recommendation more
precisely, which is helpful for better user experience.

(ii) Personalized Product Recommendation. In customer-
movie bipartite networks, the customers will rate the
movies based on their personal preference and

movie performance. By retrieving the rational
(α, β)-core, the personalized movie recommenda-
tion can be provided to customers in the rational
community. For instance, in the community found
in the orange rectangle in Figure 1, the platform can
recommendmovie v4 for user u2.+is is because v4 is
given the common score from other customers (i.e.,
u3 and u4). Similarly, movie v2 can be recommended
for user u4.

1.2. Challenges. To our best knowledge, we are the first to
investigate the rational (α, β)-core detection problem in
attribute bipartite graphs. We prove the problem is NP-hard
and we adopt the greedy framework to remove the best
vertex iteratively. However, removing a vertex from the
graph may make many other vertices drop from the result,
which limits the effectiveness of the algorithm. Hence, it is
necessary to develop optimized techniques to address these
challenges.

1.3. Our Solution. Due to the NP-hardness of the problem, a
basic greedy framework is proposed by adopting the greedy
framework. In general, we remove the vertex with the
smallest marginal gain at each iteration and calculate the
remaining (α, β)-core with its rational score. We stop this
process until there is no (α, β)-core and return the
(α, β)-core with the largest rational score as the result. To
address the discussed drawbacks of our basic greedy
framework, we further develop two improved strategies,
namely, 2-hop neighbors-based optimization and followers-
based optimization. Specifically, in 2-hop neighbors-based
optimization, we approximate the marginal score by con-
sidering the 2-hop neighbors of the removed vertex in the
same layer. In our followers-based optimization, we consider
the followers of the removed vertex and modify the marginal
rational score.

1.4. Contributions. +e contributions of this paper are
summarized as follows.

(i) To better capture the properties within bipartite
graph community, we conduct the first research to
propose and investigate the rational community
detection problem over attribute bipartite graphs by
leveraging the novel rational score metric
developed.

441 3 52 2
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Figure 1: A user-movie network.
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(ii) +eoretically, we prove that the problem is NP-
hard, and the rational score function is non-
monotonic and non-submodular.

(iii) +e basic greedy framework is first presented. To
further improve the quality of returned results, two
optimized strategies are proposed, namely, 2-hop
neighbors-based optimization and followers-based
optimization.

(iv) Experiments over 6 real-world bipartite graphs are
conducted to show the superiority of proposed
techniques. Compared with the traditional
(α, β)-core model, our model is much more
effective.

1.5. Roadmap. We organize the rest of this paper as follows.
We first review the related work. +en, we introduce the
problem investigated and the corresponding problem
properties. Next, we will present the basic greedy framework
and two optimized strategies. Finally, we report the per-
formance of our algorithms over real datasets and conclude
the paper.

2. Related Work

In this paper, we conduct the first attempt to propose and
investigate the rational (α, β)-core problem. +us, we will
present the related work from the following two aspects.

Cohesive Subgraphs Mining. In different domains,
graphs are widely used to model the complex rela-
tionships among different entities. As a key problem in
graph analysis, community search has been widely
studied in the literature and different models have been
proposed to measure the cohesiveness of community,
such as k-core, k-truss, and clique. In many real-world
applications, both graph structures and attribute in-
formation are considered. For attribute graph pro-
cessing, community search problem used both link
relationship and attributes because the attributes
usually can make communities more meaningful and
easy to interpret [5]. In [5], Fang et al. proposed at-
tributed community query (or ACQ) problem, which
returned an attributed community (AC) for an at-
tributed graph. +e returned community should satisfy
both structure cohesiveness constraint and keyword
cohesiveness constraint. In [6], Huang and Laksh-
manan considered communities based on topics of
interest and proposed attributed truss communities
(ATC) search problem. +ey aimed to find connected
k-truss subgraphs that contained query vertices with
the largest attribute relevance score. In [7], Zhang et al.
proposed a keyword-centric community search
(KCCS) problem over attribute graphs. +ey tried to
find a community, where the degree of each vertex
should be at least k, and the distance between the vertex
and all query keywords is minimized. Influential
community search has also been studied in [8], where
each vertex is associated with a number denoting its

influence. Its goal was to find communities with the
largest influence.
Bipartite Graph Analysis. Recently, the bipartite graph
has attracted much attention due to its proliferate
applications like online group recommendation and
fraudsters’ detection [2]. In [9], Borgatti and Everett
were the first to investigate the cohesive communities
in bipartite graphs for network analysis. To analyze the
properties of bipartite networks, numerous models
have been investigated, such as (α, β)-core [10], bitruss
[11], and biclique [12]. In [13], the significant
(α, β)-community search problem was proposed and
studied on weighted bipartite graphs, where each edge
is associated with a weight. +ey aimed to find the
significant (α, β)-community that contained query
vertex and maximized the minimum edge weight
within community. In [4], Wang et al. studied the
bitruss model in bipartite graphs. Given a bipartite
graph, the bitruss is the maximal subgraph where each
edge is contained in at least k butterflies. In the liter-
ature, considering the fairness constraints, the fair
clustering problems [14–16] were investigated to find
communities on bipartite graphs. However, none of the
previous studies take the rationality of communities
into consideration.

3. Preliminaries

In this section, we first introduce some necessary concepts
and present the formal definition of the rational community
detection problem over attribute bipartite graphs. Table 1
summarizes the notations that are frequently used in this
paper.

3.1. Problem Definition. We consider an attribute bipartite
graph G � (U, L, E,A) as an undirected graph without
multiple edges and self-loops. U and L are the two disjoint
and independent vertex sets in G; that is, U∩L � ∅. E is the
edge set and each edge e � (u, v) ∈ E connects one vertex
u ∈ U and one vertex v ∈ L; that is, E ⊆ U × L.
A � a1, a2, . . . , at􏼈 􏼉 is the attribute set. Each edge e ∈ E is

Table 1: Summary of notations.

Notation Definition
G � (U, L, E,A) An attribute bipartite graph
U/L +e vertex set
E +e edge set
A � a1, . . . , at􏼈 􏼉 +e attribute set of edges
S � (US, LS, ES,AS) An induced subgraph of G

n Number of vertices in G

m Number of edges in G

u, v Vertex in G

NS(u) +e set of u’s neighbors in S

dS(u) +e degree of u in S

α, β +e degree constraint
xG(v) Consensus score of vertex v ∈ L

xS Consensus score of subgraph S

f(S) Rational score of subgraph S
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associated with an attribute (e.g., number/tag) a(e) ∈ A. We
use n and m to denote the number of vertices and edges in G,
respectively. Given an attribute bipartite graph G, a sub-
graph S � (US, LS, ES,AS) is an induced subgraph of G; if
US ⊆ U, LS ⊆ L, ES � E∩ (US × LS) andAS ⊆ A. For a vertex
u ∈ S, the set of u’s neighbors is denoted by NS(u) (i.e., the
adjacent vertices of u). dS(u) � |NS(u)| denotes the degree
of u in S (i.e., the number of u’s neighbor vertices).

Definition 1 ((α, β)-core). Given a bipartite graph G, a
subgraph S is the (α, β)-core of G, denoted by Cα,β, if it
satisfies the following: (1) degree constraint (i.e., dS(u)≥ α
for each vertex u ∈ US and dS(v)≥ β for each vertex v ∈ LS);
(2​ ) S is maximal; that is, any supergraph S′S is not a
(α, β)-core.

To compute the (α, β)-core, in our paper, we iteratively
remove the vertices in two layers violating the corresponding
degree constraint until there are no unsatisfied vertices in the
graph, the details of which are shown in Algorithm 1. +e
time complexity is O(m) [17]. As discussed before, the
people in a rational discussion group are cohesive and have
consistent preference. In the following, we first introduce the
consensus score of vertex and community, respectively. Note
that we only consider the consensus score of the vertex in
lower (e.g., movie) layer. +e rational (α, β)-core model is
further developed based on the rational score consisting of
the consensus score and community size. +en, we present
the formal definition of our problem.

Definition 2 (Consensus score). Given an attribute bipartite
graph G, the consensus score of each vertex v ∈ L, denoted
by xG(v)/dG(v), where xG(v) is the maximum number of its
adjacent edges in G with the same attribute number. For a
subgraph S of G, its consensus score is defined as
xS � 􏽐v∈LS

xS(v)/dS(v)/|LS|, where 􏽐v∈LS
xS(v)/dS(v) is the

sum of consensus score of all vertices in LS and |LS| is the
number of vertices in the lower layer of S.

Example 2. Considering the vertices in the orange line of the
bipartite graph in Figure 1, the consensus score of v3 is 2/3.
+e consensus score of community in the orange line is 8/9.

To judge a community, we not only want to consider the
consensus but also want to consider the size constraint of it.
+is is because that the traditional study group with not very
large size can facilitate people there to discuss and analyze
problem. So, we also combine the size constraint into our
rational score function, which is expressed as follows:

f(S) � λ
􏽐v∈LS

xS(v)/dS(v)

LS

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

+(1 − λ)
1

US

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 LS

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
, (1)

where λ is a parameter to make the trade-off between the
consensus score and the community size. Based on this
rational score function, we give the definition of rational
community.

Definition 3 (rational (α, β)-core). Given an attribute bi-
partite graph G and two positive integers α and β, a subgraph

S is a attribute (α, β)-core of G, denoted by RCα,β, if it meets
the following three criteria:

(i) Connectivity: S is connected
(ii) Cohesiveness: S is a (α, β)-core
(iii) Rationality: S has the largest rational score f(S)

among subgraphs satisfying the above criteria

3.1.1. Problem Statement. Given an attribute bipartite graph
G and two positive integers α and β, we aim to develop
efficient algorithms to find the rational (α, β)-core (i.e., the
(α, β)-core with the largest rational score).

3.2. Problem Properties. As shown in +eorem 1, the
problem studied is NP-hard. Besides, the rational score
function is nonmonotonic and non-submodular, whose
details are in +eorem 2.

Theorem 1. Given an attribute bipartite graph G, the
problem of computing the rational (α, β)-core is NP-hard.

Proof. When α> 0 and β> 0, we reduce the biclique problem
[17] to RCD-ABG problem. Given an attribute bipartite graph
G � (V � (U∪ L), E,A), where for each vertex in lower layer
L, its adjacent edges have distinct attribute. +is means that
given a subgraph S ofG, the consensus score of each vertex v in
LS is 1/dS(v). Hence, our score function is converted tof(S) �

λ􏽐v∈LS
1/dS(v)/ |LS| + (1 − λ)1/|US||LS|. In order to make the

rational score large, for the first term of function, namely,
λ􏽐v∈LS

1/dS(v)/|LS|, we need to make the numerator be largest
and the denominator be smallest. Due to the degree constraint
of lower layer, the lower bound of dS(v) is β. So, the rational
score function is f � λ|LS|1/β/|LS| + (1 − λ)1/|US||LS|

� λ1/β + (1 − λ)1/|US||LS|. Given the parameter α, β, and λ, to
find rational (α, β)-core with largestf, |US| and |LS| need to be
minimized, which means that |US| and |LS| should be equal to
β and α, respectively. As discussed, each vertex u ∈ US (resp.
u ∈ LS) should satisfy dS(u)≥ α (resp. dS(u)≥ β). +is is a
biclique that each vertex in different layers is connect, which is
NP-hard [17]. +erefore, our problem is NP-hard. □ □

Theorem 2. 6e objective score function f(S) is non-
monotonic and non-submodular.

Proof. Nonmonotonic. By considering the example in
Figure 1, we first prove its nonmonotonicity. Note that we
only keep two decimal places in the following. Suppose
λ � 0.5; we can see that in subgraph denoted by solid line,
that is, S � u2, u3, u4, v2, v3, v4􏼈 􏼉, f(S) � 0.5. After deleting
vertex u2, f(S/ u2􏼈 􏼉) � 0.53. While, by further deleting vertex
u4, the present score is f(S\ u2􏼈 􏼉\ v2􏼈 􏼉) � 0.5. +erefore, the
function is nonmonotonic.

Non-Submodular. Given two sets A and B, f(x) is sub-
modular if f(A∪B) + f(A∩B)≤f(A) + f(B). We show
the inequality does not hold by a counterexample in Fig-
ure 1. Suppose A � (u2, u3, v2, v3)􏼈 􏼉 and B � (u3, u4, v3, v4)􏼈 􏼉.
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We have f(A) � 0.5, f(B) � 0.5, f(A∪B) � 0.5, and
f(A∩B) � 0.75. +us, the equation does not hold and f is
not submodular. □

4. Solution

In this section, a greedy framework is firstly developed to
find the result, which is based on the concept of score
function and marginal gain that we define. Considering the
limitations of the basic method, we further propose two
novel strategies with better quality.

4.1. A Basic Greedy Framework (BGF). Intuitively, to find
the (α, β)-core with largest score, we can delete those vertices
whose deletion will increase the score. Based on this, we
present our basic greedy framework by introducing the
rational marginal gain as follows.

Definition 4. (rational marginal score). Given an attribute
bipartite graph G and a vertex u ∈ G, the rational marginal
gain is defined as

△G(u) �

f(G) − f
G

NG
′(u)∪ u{ }( 􏼁

􏼠 􏼡u ∈ U.

f(G) − f
G

u{ }
􏼠 􏼡u ∈ L,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where NG
′(u) is the set of u’s neighbors in L that violate the

degree constraint after removing vertex u.

4.1.1. 6e Basic Greedy Framework (BGF). +e details of
BGF are illustrated in Algorithm 2, which includes three
main steps. We use G to denote the set of all connected
(α, β)-cores. Step 1. We find all (α, β)-cores of G and store
them into G in Line 2. We use Gi to denote the current
processing (α, β)-core. Step 2. At each iteration, we greedily

peel the vertex v in graphGi providing the smallest marginal
gain △Gi

(v) � f(Gi) − f(Gi/ v{ }) (Line 5), which is called
the best vertex. After removing best vertex, we calculate the
(α, β)-core in the remaining graph. If there are many
connected (α, β)-cores, we push back them into G (Lines
6–8). We continue this process until there is no (α, β)-core
in the graph. Note that the rational marginal gain may be a
negative number, which means the score of function in-
crease. Step 3. We output the result with the largest score
among obtained attribute (α, β)-cores (Line 9).

Example 3. Considering the user-movie network in Fig-
ure 1. Suppose α � 2, β � 2. According the BGF, vertex v6 is
removed firstly and the rational score of the remained
(2, 2)-core is 0.415476. Similarly, we remove vertices v7, v4,
and v3, iteratively. +e corresponding rational score is
0.481667, 0.6, and 0. +erefore, the returned result is
u2, u3, v2, v3􏼈 􏼉 with rational score of 0.6.

4.2. Optimized Strategies. +e basic greedy framework is
simple but suffers from the following drawback. When re-
moving a vertex v from the subgraph S, it may make the
support of some other vertices decrease and lead them to
drop from the community in succession. Note that these
vertices are called the followers of v including v itself,
denoted as FS(v). If the removal vertex has a large number
of followers, it can severely limit the effectiveness of the
algorithm. Hence, we need to consider the effect of each
removal vertex. In the following section, we propose two
improved strategies to handle the limitation.

4.2.1. 2-Hop Neighbors Optimization (OS-I). As observed, if
the removal vertex is in the lower layer, its 2-hop neighbors
in the same layer may violate the degree constraint and be
deleted, which significantly affect the rational score. Based
on this, we use the following equation to approximate
marginal score function △G(u) by 􏽢△G(u),

􏽢△G(u) � f(G) − f
G

NG
′(u)∪ u{ }( 􏼁

􏼠 􏼡u ∈ U, f(G) − f
G

H2G(u)∪ u{ }( 􏼁
􏼠 􏼡, (3)

where H2G(v) is the 2-hop neighbors of v in the lower
layer. +erefore, the best vertex is adjusted as
u⟵ argminv∈Gi

􏽢△Gi
(v) in Line 5 of algorithm 1 and other

steps are the same.

Example 4. Reconsider the user-movie network in Figure 1.
Suppose α� 2, β� 2. According to the OS-I, we remove
vertex v7 firstly and obtain the rational score of the remained
(2, 2)-core. +en, we remove u6 and obtain the corre-
sponding score of 0.6556. After removing u3, the obtained
score is 0. So, we return the result by u2, u3, u4, v2, v3, v4􏼈 􏼉

with a score of 0.6556.

4.2.2. Followers-Based Optimization (OS-II). +e second
idea is motivated by the followers of each removal vertex.
Generally, instead of removing one vertex and calculating
the rational marginal gain, we remove a vertex with its all
followers from the current candidate graph that have the
smallest attribute marginal gain. Hence, the marginal score
is modified as the following equation:

􏽥△ G(u) � f(G) − f
G

FG(u)
􏼠 􏼡, (4)

and the other steps are the same as BGF.
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Example 5. Reconsider the example in Figure 1. Suppose
α� 2, β� 2. According to the OS-II, vertex u7 is removed
firstly and the obtained score is 0.455333. +en, we remove
v5 and calculate the score with 0.65556. After deleting u2, the
score is 0. +erefore, we return the result u2, u3, u4, v2,􏼈

v3, v4} with a score of 0.65556.

4.2.3. Analysis. +e main difference between BGF and
optimized algorithm is the best vertex. In BGF, calculating
themarginal score of a vertex is O(1) time. In OS-II, the time
complexity of identifying the followers of the vertex is O(m),
which may significantly increase the running time.

5. Experiments

5.1. Algorithms. To the best of our knowledge, there is no
existing work for RCD-ABG problem. In the experiments,
we implement and evaluate the following algorithms.

(i) BGF. +e baseline greedy framework is presented in
Algorithm 2, which iteratively peels the graph and
returns the best result during the search

(ii) OS-I. OS-I leverages the baseline framework BGF
and further integrates the proposed 2-hop neigh-
bor-based optimization

(iii) OS-II. OS-II leverages the baseline framework BGF
and further integrates the proposed follower-based
optimization

(iv) ORI. To evaluate the advantage of proposed model,
we also implement the traditional (α, β)-core search
method [10], which iteratively removes the vertex

that violates the degree constraints and returns the
final subgraph

5.2. Datasets and Workloads. We employ 6 real-world bi-
partite graphs. Among these datasets, CiaoDVD and Tri-
pAdvisor can be obtained on KONECT (https://konect.uni-
koblenz.de). Other datasets are publicly available on
GroupLens (https://grouplens.org/datasets/). +e statistics
of datasets are shown in Table 2, where |A| is the number of
attributes in bipartite graphs. HetRec (HR) [18] is a user-
artists network, where the attribute of edges denotes the
number of time that user listens to the music by the artist.
CiaoDVD (CD) and MovieLens (ML) [18] are user-movie
networks of which the attributes of relationships represent
the ratings for movie. TripAdvisor is a user-hotel bipartite
graphs and the attribute of its edges denotes the rating taken
by users.+e BookCrossing (BC) is a user-book network and
the edges of it denote the book-rating taken by user. Due to
the density of graphs, α � β vary from 5 to 25 in HetRec,
CiaoDVD, and TripAdvisor, vary from 15 to 35 in Book-
Crossing and vary from 50 to 250 in MovieLens and Per-
sonality. λ is set as 0.7 because the density of community will

Input: G: a bipartite graph, α, β: degree constraints
Output: +e (α, β)-core of G

(1) While exists u ∈ U with d(u)< α or u ∈ V with d(u)< β do
(2) G⟵G/ u{ }

(3) return G

ALGORITHM 1: Compute (α, β)-core.

Input: G: attribute bipartite graph, α: degree constraint in upper layer, β: degree constraint in lower layer
Output: H: the connected (α, β)-core with the largest rational score
(1) i⟵ 1
(2) G⟵ an empty vector

//Step 1
(3) G⟵ all connected Cα,β(G)

//Step 2
(4) While: G≠∅ do
(5) u⟵ argminv∈Gi

△Gi
(v)

(6) for each connected Cα,β(Gi/u) in Gi\u do
(7) push back Cα,β(Gi/u) into G

(8) i⟵ i + 1;

//Step 3
(9) H⟵ argG′G′∈G

f(G′);

ALGORITHM 2: A basic greedy framework (BGF).

Table 2: Statistics of datasets.

Dataset |U| |L| |E| |A|

HetRec (HR) 2,101 18,746 92,835 5
CiaoDVD (CD) 17,615 16,121 72,345 5
TripAdvisor (TA) 145,316 1,759 175,655 5
MovieLens (ML) 71,535 65,134 855,598 5
BookCrossing (BC) 278,855 270,981 941,148 10
Personality (PY) 1,822 198,118 1,028,751 5
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Figure 3: Effectiveness evaluation by varying parameters α and β. (a) HetRec. (b) CiaoDVD. (c) TripAdvisor. (d) MovieLens.
(e) BookCrossing. (f ) Personality.
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Figure 2: Efficiency evaluation by varying parameters α and β. (a) HetRec. (b) CiaoDVD. (c) TripAdvisor. (d)MovieLens. (e) BookCrossing.
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strengthen with the continuous deletion of vertices; thus, we
focus on consensus score. All the programs are implemented
in standard C++. All the experiments are performed on a
server with an Intel Xeon 2.4GHz CPU and 128GB main
memory.

5.3. Efficiency Evaluation. To evaluate the efficiency, we
report the response time of algorithms by varying α and β in
Figures 2(a)–2(f). As observed, the time cost of OS-I and
OS-II is more than BGF. +is is because OS-I needs to
calculate 2-hop neighbors of vertex in the lower layer and
OS-II needs to calculate followers of vertex. Although the
time complexity of OS-I and OS-II is more complex than
BGF, there is not much difference of response time between
them. We can observe that when α and β increase, the re-
sponse time decreases for all methods. +is is because the
community size decreases.

5.4. Effectiveness Evaluation. To evaluate the effectiveness,
we compare BGF, OS-I, and OS-II with ORI and report the
rational score of the returned community. ORI is based on
the traditional (α, β)-core model. It first computes the
(α, β)-core of the graph and then directly returns the
connected component with the largest rational score. +e
results are shown in Figures 3(a)–3(f). We can observe that
original (α, β)-core has very small rational score. OS-I and
OS-II significantly outperform BGF over all the datasets,
namely, find community with higher score than BGF. +e
score returned by OS-I is at least 0.01 higher than the one
returned by BGF in all datasets. Due to the feature of the
consensus score, the improvement of OS-I is already sig-
nificant for the overall performance. +e rational score
decreases when α and β increase because of tighter degree
constraint.

5.5. Case Study. To further evaluate the advantage of the
proposed model, we conduct a case study on HetRec dataset.

+e results are shown in Figure 4. As shown, the movie and
user are marked with different colors. +e different-color
edges denote different scores. +e community in the solid
line that consists of enlarged vertices and bold edges is the
returned result. As we can see, it can find a more rational
community with a high preference and density structure.

6. Conclusion and Future Work

In this paper, we propose and investigate the rational
(α, β)-core detection problem in attribute bipartite graphs.
We formally define the problem and prove its NP-hardness.
To solve this problem, a basic greedy framework is first
presented, which iteratively removes the best vertex with the
smallest marginal gain and calculate the remaining
(α, β)-core. Two optimized strategies, namely, 2-hop
neighbor-based optimization and follower-based optimi-
zation, are proposed to improve the performance. Experi-
ments are conducted on real bipartite graphs to demonstrate
the advantages of proposedmodel and techniques. As shown
in the experience, the proposed model significantly out-
performs the traditional (α, β)-core model. In real-world
applications, there are also attributes within the vertices of
the graphs. In the further work, we will consider more
complex scenario to design themodel and the corresponding
approaches.
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'e color spot can reflect the skin status and the physiological change. It has been used in the evaluation of skin quality and
medical diagnosis. However, the gray level of the color spot is very similar to that of normal skin. Because the shape, size, and
position of the color spots are irregular. It is difficult to extract the accurate region of the color spot with the traditional methods.
In order to extract the region of the color spot, we propose amultifused enhancement algorithm to enhance the feature of the color
spot and extract the accurate region. 'e multifused enhancement algorithm mainly includes three components: the polarized
image acquirement, the color model transformation, and the wavelet transform and enhancement. 'e color spot, which is in the
intraepidermal basal cell, is captured by the polarized camera with the polarized light. 'e acquired method can remove the
reflective light, covering the color spot. To further enhance the feature of the color spot, we use saturation instead of the gray level
to characterize the color spot. 'e color spot is more conspicuous in the saturation image. 'en, the wavelet transform and
enhancement are used to enhance the feature of the color spot and reduce the effect of uneven illumination. 'e color spot is
extracted by the proposed self-adaptive segmentation method. In addition, we discuss the performance with the different wavelets
to choose the optimal wavelet. 'e actual reason for removing uneven illumination in the proposed algorithm is also analyzed in
this work. 'e experimental results indicate that the proposed algorithm achieves the best accuracy among all the
algorithms compared.

1. Introduction

'e skin is the largest organ of humans. It protects the body
from external harm. 'e functions of thermoregulation,
tactile sensation, and excretion are also realized by the skin
of humans [1–3]. 'e skin’s water content occupies 15% of
the body weight, and the skin is one of the most important
organs in the body. With the change in age and the health
status, the skin will have a physiological change [4–6]. 'e
evaluation of the skin has attracted much attention by the
doctors and the beauty and skin care industries [7–9]. Due to
the importance and complexity of the skin, the analysis of
the skin has some challenges. 'e traditional analysis and
diagnosis of the skin are based on the subjective observation
of the doctors. 'e subjective evaluation cannot provide the
quantitative analysis results of the skin. Furthermore, some
features of the skin cannot be observed by the naked eyes of

the doctors.'us, an objective evaluation method of the skin
is required by current medical diagnosis and cosmetology.

Some indicators can reflect the change of the skin, such
as pore [10], wrinkle [11, 12], roughness [13], and the color
spot [14] of the skin. 'e pore is the porous structure in
which the pelage is deciduous. 'e wrinkle is the small
microgroove generated by the free radical that breaks the
collagen and active substance of the normal cells. 'e
roughness is used to evaluate the texture of the skin. 'e
color spot caused by the accumulation of melanin is the spot
in which the color is different from that of the surrounding
skin [3, 15]. 'ese features of the skin can reflect the change
of the skin due to the aging process [16]. 'e research of the
skin indicators has an important meaning in the objective
evaluation.

'e color spot is one of the most important indicators in
skin evaluation. It includes freckle [17, 18], black spot [19],
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chloasma [20, 21], and age pigment [22]. 'e color spot is a
pigmentary skin disorder caused by the increasing melanin
of the skin [23, 24]. 'e main reason for the freckle gen-
eration is the hereditary factor. Enough exposure to ultra-
violet radiation and the metabolism of the broken skin also
lead to the freckle. Except for the ultraviolet radiation, an
unhealthy lifestyle may result in the black spot. 'e im-
balance of the healthy condition of the body and the increase
of the male progesterone after the pregnancy may cause
chloasma. In addition, some chronic diseases, such as
chronic hepatitis and tuberculosis, maymultiply themelanin
[25, 26]. When the melanin cannot be eliminated from the
body, the melanin may turn into chloasma. Cosmetics
misuse is also the important reason for the black spot and
chloasma. 'e seborrheic keratosis, which is also called age
pigment, is a benign skin tumor. 'e generated reason is the
cell proliferation of the corneum. According to medical
statistics, melanoma’s morbidity and mortality rate con-
stantly improve. 'e melanoma comes from the pigmented
spot that is easy to be ignored by humans. 'e melanoma
may be diagnosed earlier if the color spots can be quanti-
tatively and objectively analyzed. 'e traditional diagnosis
method of the color spot is based on the visual inspection of
the doctors. Hence, the inspected accuracy relies on the
experience of the doctors. 'e subjective and manual
method is not only inefficient but also inaccurate. It is
difficult for a doctor to quantify the size of the area of the
color spot precisely.

'ere are some challenges for the color spot extraction:
(1) the gray-level difference between the color spot and the
normal skin is too small. 'is problem may cause that the
color spot is difficult to be recognized in the spatial and
frequency domains; (2) the illumination is uneven. 'e
uneven illumination may cause the gray-level distribution to
be uneven in the skin. 'e region of the weak illumination
can be falsely recognized as the color spot, and (3) the
captured image cannot obtain the conspicuous information
of the color spot because the images of the color spots are
captured by the camera with a macrolens. 'e obtained
image is fuzzy and cannot provide a conspicuous color spot.
Hence, the color spot is in the intraepidermal basal cell. 'e
camera cannot capture an image that contrasts the color spot
under the normal light. 'us, we propose the multifused
enhancement algorithm to obtain the conspicuous color
spot.

Due to the challenges of color spot extraction, many
existing segmentation algorithms may not work well for
segmenting this type of image. Some methods can be used to
detect and quantify the color spot but cannot achieve good
performance. 'e threshold segmentation [27, 28] is the
most traditional method for image segmentation. However,
the gray level is very similar between the normal skin and the
color spot, and the method cannot achieve good perfor-
mance. According to the characteristic of the color spot, the
method based on HSV [29, 30] can be used to segment the
color spot. Although the performance is better than the
threshold segmentation, the performance is limited by the
uneven illumination of the image. In order to enhance the
color spot from the background in the image, homomorphic

filtering [31–33] is used to enhance the color spot. 'e
method weakens the low-frequency signal and enhances the
high frequency for improving the image detail. However, the
method cannot achieve the preferable performance in
complex circumstances. 'e method of wavelet transform
[34–36], which can obtain the multilevel signal with the
decomposition algorithm, is used to enhance the color spot.
Due to the multivariable parameters used, it is not easy to
obtain stable performance.

In this work, we propose the multifused enhancement
algorithm to extract the color spot. To obtain conspicuous
features of the color spot, we propose three methods to
enhance the weak features of the color spot. 'e polarized
image acquirement, the HSV model, and the wavelet
transform are fused to extract the conspicuous features of
the color spot. 'e experimental results indicate that the
proposed algorithm can achieve excellent performance for
color spot enhancement.

'e remainder of this article is organized as follows:
Section 2 introduces the proposed methods for color spot
enhancement and segmentation. Section 3 shows the ex-
perimental results and analysis of the proposed methods.
Section 4 discusses the significance of the color spot ex-
traction and its possible improvement. 'e conclusion then
follows.

2. Methods

'e key issue of color spot extraction is how to enhance the
color spot. In order to enhance the difference between the
color spot and the normal skin, the three methods are
proposed to obtain the conspicuous color spot. First, we use
the polarized camera with the polarized light to obtain the
conspicuous feature of the color spot. Secondly, the satu-
ration features of the image are used to express the color
spot. 'irdly, the wavelet transform is used to enhance the
feature of the color spot. Finally, the color spot is extracted
by the proposed self-adaptive threshold segmentation. 'e
schematic diagram of the proposed method is shown in
Figure 1.

3. Polarized Image Acquirement

Generally, the color spot is in the intraepidermal basal cell.
'e reflective light of the epidermis will cover the texture of
the color spot. 'us, we adopt the polarized light to remove
the reflective light of the epidermis. 'e horizontally po-
larized light provides the lighting source, and the camera
with a vertically polarized glass is used to capture the image
of the color spot. 'e experimental result is shown in
Figure 2. It is difficult to recognize the color spot in the
ordinary image. But the color spot is conspicuous in the
polarized image.

Under ordinary light, the surface of the skin reflects a
large number of reflective lights, and the captured image has
a large number of reflective lights. When the light is
transformed to the horizontally polarized light, and a ver-
tically polarized glass covers the lens of the camera, the
reflective light from the skin surface is eliminated. 'e
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captured light mainly comes from the subepidermal light,
and the camera can obtain the conspicuous color spot.

4. Color Model Transformation

Although the contrast of the color spot is improved by the
polarized image acquirement, the color spot is still tricky to
be segment. In the gray-level space, the gray-level difference
between the color spot and the normal skin is too little. By
analyzing the different color models, we find that the sat-
uration feature of the color spot is more visible. In our work,
the captured image is transformed to the HSV (hue, satu-
ration, and value) model before processing the image, and
we use the saturation to express the feature of the color spot.

Based on the transformation principle between RGB and
HSV, the conspicuousness of the saturation can be
explained. 'e saturation is obtained by the following
equation:

saturation � 1 − 3∗ min(r, g, b), (1)

where r, g, and b are the normalized value of the R, G, and B

value in the RGB model, respectively. 'e saturation is the
maximum of (1), and the conspicuousness of the saturation
is larger than the gray level.

From Figure 3, the original image, gray-level image,
and saturation image are given. We can obviously observe
that the contrast of the saturation is better than the gray-
level image. 'e result also can be used to verify Equation
(1).

5. Wavelet Transform and Enhancement

'e information of the color spot is usually included in the
high frequency of the image. 'e other information except
the color spot is in the low frequency. 'e color spot may be
enhanced if we enhance the high frequency and waken the
low frequency. In this work, we use the wavelet transform
algorithm to achieve this goal.

Suppose the given image with the size of m × n is
f(x, y), the wavelet decomposition is shown as follows:

Skin

Horizontal
polarized

light RGB image

Wavelet
decomposition

Saturation

Enhancement
factor

Self-adaptive
threshold

segmentation

Weaken
factor

Denoising
processing

Camera with the
vertical

polarized glass

Figure 1: 'e schematic diagram of the proposed method.

(a) (b)

Figure 2: 'e image acquirement with the polarized light. (a) Ordinary image. (b) Polarized image.
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fk+1(x, y) � fk(x, y) + gk(x, y),

gk � g
H
k + g

V
k + g

D
k ,

(2)

where fk(x, y) is the low-frequency component, and the
high frequency is indicated by gk(x, y). 'e horizontal,
vertical, and diagonal components of the high frequency are
indicated by the gH

k , gV
k , and gD

k , respectively. k is the de-
composition level.

According to the principle of the multiresolution
analysis, it has fk(x, y) ∈ Vk and gI

k(x, y) ∈Wk. And
φ(2kx − m, 2ky − n) and ψI(2kx − m, 2ky − n) are the
Riesz base of the space Vk and Wk, respectively. 'e Wk is
the complementary set of Vk. 'e fk(x, y) and gI

k(x, y) can
be described as follows:

fk(x, y) � 􏽘
m,n

εk;m,nφ 2k
x − m, 2k

y − n􏼐 􏼑,

g
I
k(x, y) � 􏽘

m,n

ηI
k;m,nψ

I 2k
x − m, 2k

y − n􏼐 􏼑,
(3)

where φ and ψ are scaling function and wavelet function,
respectively. In addition, I ∈ (H, V, D). 'e coefficients of
the εk;m,n and ηI

k;m,n can be described as the following
equation based on the decomposition algorithm:

εk;m,n � 􏽘
l,j

cl−2m,j−2nεk+1;m,n,

ηI
k;m,n � 􏽘

l,j

δI
l−2m,j−2nεk+1;m,n,

(4)

where ck;m,n and δI
k;m,n are the binary decomposition se-

quences that is generated from the unary decomposition
sequences.

To enhance the color spot and weaken other informa-
tion, we use (5) to enhance the high-frequency information
and weaken the low-frequency information.

Φk;m,n � α∗ εk;m,n, (5)

ΨI
k;m,n � β∗ ηI

k;m,n, (6)

where the weaken factor is α and the β is the enhancement
factor.

Suppose the μl,j and ]I
l,j are the binary decomposition

sequences generated from two unary decomposition se-
quences. 'e reconstruction algorithm is shown in the
following:

εk+1;m,n � 􏽘
l,j

μm−2l,n−2jΦk;l,j + 􏽘
3

i�1
]i

m−2l,n−2jΨ
I
k;l,j

⎛⎝ ⎞⎠. (7)

6. Self-Adaptive Threshold Segmentation

By the enhancement methods, we can obtain the more
conspicuous color spot. To extract the accurate region of the
color spot, we propose the self-adaptive threshold seg-
mentation. First, we calculate the maximum and minimum
of εk+1;m,n, and the self-adaptive threshold is obtained as
shown in the following equation:

MAX � max εk+1;m,n􏼐 􏼑, (8)

MIN � min εk+1;m,n􏼐 􏼑, (9)

THRESHOLD �
MAX + MIN

2
. (10)

'e self-adaptive threshold method can obtain the
threshold without manual adjustment. 'e segmented re-
gion is indicated by the REGION, and the value is the gray
level of the reconstructed image. 'e segmentation algo-
rithm can be described in the following:

REGION �
255, if value⩾THRESHOLD,

0, if value<THRESHOLD.
􏼨 (11)

'e segmented result may include a small amount of
noises, and we use themedian filter to process the segmented
image as shown below:

SPOT � median(REGION, [P, Q]), (12)

(a) (b) (c)

Figure 3: 'e comparison of different lights. (a) Original image. (b) Gray-level image. (c) Saturation image.
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where the SPOT indicates the final region of the color spot,
and [P, Q] is the template of the median filter.

7. Results

To evaluate the performance of the proposed multifused
enhancement algorithm, we design an experimental
platform and verify the proposed algorithm. We use the
camera of the Canon EOS 750D with the lens of the
Tamron 18–200mm to capture the face images. Among
the images captured, the 100 images with the size
512 × 512 are selected for the evaluation of the proposed
algorithm. 'e 50 images are randomly selected for the
performance evaluation.

'ere are some common criteria for evaluating the
segmented accuracy [37]. We choose the true positive
rate (TPR, also called sensitivity, recall, and hit rate),
positive predictive value (PPV, also called precision),
accuracy (ACC), and F1score (is the harmonic mean
of precision and sensitivity) to evaluate the performance
of segmented accuracy. 'ese metrics are defined as
follows:

TPR �
TP

TP + FN
,

PPV �
TP

TP + FP
,

ACC �
TP + TN

TP + TN + FP + FN
,

F1 �
2TP

2TP + FP + FN
,

(13)

where TP is the intersection between ground truth and
segmentation result. TN is the whole image except ground
truth and segmentation result. FP is the segmentation except
the TP. FN is the ground truth except the TP.

8. The Performance of the Different Methods

In order to evaluate the performance of the proposed al-
gorithm, we compare the algorithm with the threshold
segmentation, edge extraction, homomorphic filtering, and
Gabor filtering methods.'e experimental results are shown
in Figure 4.

We use two kinds of images to evaluate the performance.
'e first is the conspicuous and straightforward image of the
color spot, the second has the color spot of large, and the
third is more complicated color spots with many and large
regions. In the simple and conspicuous image, the methods
of edge extraction, Gabor filtering, and our proposed al-
gorithm can extract or indicate the accurate position of the
color spot. Because the gray-level difference between the
color spot and the normal skin is very small, the uneven
illumination is the main problem for the wrong segmen-
tation as shown in Figures 4(d) and 4(l). 'e edge extraction
only obtains the edge of the color spot. Although the edge
extraction method can extract the accurate position of the
color spot in this sample (Figure 4(e)), the method has poor

robustness in the complex image (Figure 4(m)). Homo-
morphic filtering is the classical filter method that reduces
the low-frequency component and enhances the high-fre-
quency component. It can reduce the effect of varying il-
lumination and enhance the detail of the image. In the image
of the color spot, the gray-level difference between the color
spot and the normal skin is very small, and the homo-
morphic filtering is also hard to recognize the precise region
of the color spot. 'e Gabor filtering [38, 39] is a short-time
Fourier transformation that provides the selections of the
orientation and scales. From Figures 4(g) and 4(o), the
selection of the orientationmay cause the deformation of the
extracted color spot. And that the performance is worse in
the complex image. 'e proposed multifused enhancement
algorithm achieves the accurate position of the color spot not
only in the simple circumstance but also in the complex
image.

To further evaluate the accuracy and robustness of the
proposed algorithm, we randomly selected 50 images from
the skin dataset built by our group. 'e images include
simple and complex samples of the color spot. 'e seg-
mented accuracy of the color spot is evaluated by TPR, PPV,
ACC, and F1, and the experimental results are shown in
Figure 5.

'e mean values of TPR, PPV, ACC, and F1 are 0.591,
0.625, 0.995, and 0.581, respectively. 'e segmented results
indicate that all the color spots can be mainly segmented by
the proposed method. Some factors may reduce the seg-
mentation accuracy: (1) the region of color spot occupies a
small proportion in the whole image, the small inaccurate
segmentation may cause a great influence on the TPR, PPV,
and F1, and (2) the denoising algorithm may reduce the
accuracy of the segmented results. Excessive denoising and
insufficient denoising also lead to a large error, (3) some
color spots are difficult to recognize. 'e color spot is
generated by the melanin accumulation, and the accumu-
lation of some region may not reach the standard of the real
color spot, and (4) the region, shape, and size of the color
spots are varied and irregular, and the feature of the color
spots is not discriminative, so the extraction of the color spot
is still a great challenge.

9. The Wavelet Transform with
Different Parameters

In this work, we use the wavelet transform to enhance the
color spot. 'e wavelet is the key factor that should effect
the enhanced performance of the color spot. 'ere are
some wavelets that can be used in the wavelet transfor-
mation, such as haar, daubechies, symlets, coiflets, bio-
rthogonal, reverseBior, dmeyer, and fk. We use these
wavelets to evaluate the performance to choose the optimal
wavelet. 'e main experimental results are shown in
Figure 6.

From the experimental results, we can learn that haar,
bior1.1, and rbio1.1 may be the optimal choices in our work.
While choosing the optimum wavelet, we should consider
the support width, symmetry, vanishing moment, regularity,
and similarity of the wavelet.
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10. The Reduction of the Uneven Illumination

'e uneven illumination is one of the main reasons that
caused the gray level to be uneven in the captured image. In
Figure 7(a), the image includes the conspicuous color spot,
but the region with the low illumination may have a similar
gray level to the color spot. 'e phenomenon is a little bit
difficult for the segmentation of the color spot. In order to
reduce the effect, we use saturation instead of the gray level
to reduce the effect caused by the uneven illumination.
Although the uneven effect is reduced in Figure 7(b), the
features of the color spot for the discrimination are also
reduced.'e proposedmethod uses the wavelet transform to
enhance the features of the color spot. 'e final enhanced

image is shown in Figure 7(c). 'e final result not only
eliminates the uneven effect but also enhances the features of
the color spot.

11. Discussion

'e article proposes a multifused enhancement algorithm
for color spot extraction. We use the imaging technology of
the polarized light to obtain the conspicuous color spot
information and adopt the saturation component instead of
the traditional gray-level image to analyze the color spot.
Finally, the wavelet transform algorithm enhances the color
spot information and reduces the influence of normal skin
information. 'e experimental results indicate that the

(a) (b) (c) (d)

(e) (f ) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Figure 4: 'e comparison of different methods. (a) Simple image. (b) Ground truth. (c) Saturation. (d) 'reshold. (e) Edge. (f ) Ho-
momorphic filtering. (g) Gabor filtering. (h) Our proposed algorithm. (i) Complex image. (j) Ground truth. (k) Saturation. (l) 'reshold.
(m) Edge. (n) Homomorphic filtering. (o) Gabor filtering. (p) Our proposed algorithm.
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Figure 5: 'e accuracy of the proposed algorithm.
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Figure 6: Continued.
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proposed algorithm can accurately and robustly extract the
color spot. In comparison with the traditional methods, the
proposed algorithm can obtain the more conspicuous color
spot with the enhanced methods. 'e algorithm also can
reduce the effect of the uneven illumination by the method
with the polarized light and wavelet transform. In addition,
the proposed algorithm can achieve robust performance on
both simple and complex color spots.

'e key issue of the color spot extraction is how to solve
the nonobviousness of the color spot. 'e traditional
threshold segmentation extracts the color spot without the
color spot enhancement. Hence, the results are noisy and not
accurate. Although the edge extraction does not enhance the
color spot, the obtained positions of the color spots are
accurate in simple circumstances. 'e reason is that the edge
extraction is based on the local gradient feature, and the
uneven gray level cannot influence the performance in
simple circumstances. However, because of the heavy noise

in the complex circumstance, the performance of the edge
extraction is not efficient. Except for the method of the
spatial domain, the method based on the frequency domain
is the primary enhancement method, such as homomorphic
filtering and Gabor filtering. Due to the gray level of the
captured images being uneven, the homomorphic filtering
cannot achieve the preferable performance. 'e Gabor fil-
tering can achieve the accurate color spot in the simple
circumstance, but the obtained shape is distorted on account
of the orientation selection in the algorithm. When the color
spot is complex, the algorithm is also challenging to achieve
the preferable performance. 'e proposed algorithm is the
multifused enhancement algorithm. To reduce the effect of
the uneven illumination and enhance the conspicuousness
of the color spot, we use the polarized image acquirement,
color model transformation, and wavelet transform. 'e
proposed algorithm considers not only the effect of the
uneven illumination but also the local features based on the

600
0

0.2
0.4Va

lu
e 0.6

0.8
1

400 200
0 100 200

LengthWidth
300 400 500 600 0

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1

(a)

600
0

0.2
0.4Va

lu
e 0.6

0.8
1

400 200
0 100 200

LengthWidth
300 400 500 600 0.2

0.25
0.3
0.35
0.4
0.45
0.5
0.55

(b)

600
−0.4
−0.2

0Va
lu
e 0.2

0.4
0.6

400 200
0 100 200

LengthWidth
300 400 500 600

−0.3
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5

00

(c)

Figure 7: 'e reduction of the uneven illumination. (a) Gray-level image. (b) Saturation image. (c) Enhanced image.
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Figure 6: 'e image enhancement with the different wavelets. (a) Original image. (b) Haar. (c) db2. (d) db3. (e) sym2. (f ) sym3. (g) coif1.
(h) coif2. (i) bior1.1. (j) bior1.3. (k) bior1.5. (l) rbio1.1. (m) rbio1.3. (n) dmey. (o) fk4. (p) fk6.
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wavelet transform. 'us, the proposed algorithm can
achieve better performance.

'e color spot has a significant meaning in medical
diagnosis and skin evaluation. 'e pathological features of
the color spots can be used in skin diagnosis. 'e color, size,
and position of the color spots are also used in Chinese
medical diagnoses. With the development of the living
standard, more and more people focus on skin care. 'e
status of the color spot can represent the skin quality. In
addition, the skin quality of the different periods can be used
for the evaluation of skin care products.

It is still a challenge for the precise extraction of the color
spot still has some challenges. A more accurate algorithm of
the color spot should be studied in future work. Although
the proposed algorithm can achieve the preferable perfor-
mance, the extracted region should be further improved. In
addition, as far as we know, it does not exist any intelligent
imaging software to recognize and analyze the spot auto-
matically. A more intelligent algorithm should be studied.

12. Conclusions

'e article proposes a multifused enhancement algorithm
for color spot extraction. In order to extract the accurate
color spot, we use the vertically polarized camera with the
horizontally polarized light to capture the conspicuous in-
formation of the color spot. 'e saturation of the image is
also used to enhance the color spot. Finally, the wavelet
transform is used to enhance the high frequency, which
indicates the information of the color spot. In comparison
with the threshold method, edge extraction, homomorphic
filter, and Gabor filter, the proposed algorithm can achieve
the best accurate and robust performance in simple and
complex circumstances. 'e experimental results indicate
that the proposed algorithm achieves 59.1% and 62.5%
accuracy in terms of TPR and PPV, respectively. In future
work, the larger dataset should be used to verify and improve
the performance of the proposed algorithm.
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With an increasing number of web services on the Web, selecting appropriate services to meet the developer’s needs for mashup
development has become a difficult task. To tackle the problem, various service recommendation methods have been proposed.
However, there are still challenges, including the sparsity and imbalance of features, as well as the cold-start of mashups and
services. To tackle these challenges, in this paper, we propose aMultigraph Convolutional Network enhanced Neural Factorization
Machine model (MGCN-NFM) for service recommendation. It first constructs three graphs, namely, the collaborative graph, the
description graph, and the tag graph. Each graph represents a different type of relation betweenmashups and services. Next, graph
convolution is performed on the three graphs to learn the feature embeddings of mashups, services, and tags. Each node iteratively
aggregates the information from its higher-order neighbors through message passing in each graph. Finally, the feature em-
beddings as well as the description features learned by Doc2vec are modeled by the neural factorization machine model, which
captures the nonlinear and higher-order feature interaction relations between them. We conduct extensive experiments on the
ProgrammableWeb dataset, and demonstrate that our proposed method outperforms state-of-the-art factorization machine-
based methods in service recommendation.

1. Introduction

Service-oriented computing (SOC) has become a significant
paradigm for developing low-cost and reliable software
applications in software engineering and cloud computing
[1]. Web services are the basic building blocks of service-
oriented computing, which encapsulate application func-
tionalities and can be accessed through standard interfaces.
Nowadays, an increasing number of web services, mainly in
the form of RESTful Web APIs, have been published online.
According to the recent statistics of ProgrammableWeb
(https://www.programmableweb.com/), the largest online
Web API registry, there are over 24,000 Web APIs available.
However, the functionality of an individual service is limited
and cannot satisfy the complex requirements of developers.
As a result, it is common for developers to compose existing
services and develop value-added services, also called
mashups [2]. For example, a developer may create a new

mashup that can display ratings and reviews of restaurants
on a regional map by integrating Google Map Service and
Yelp Service. However, creating a mashup can be difficult
and time-consuming for an inexperienced developer due to
the overwhelming number of services on the Internet.
+erefore, it is vital to proactively recommend appropriate
services that can satisfy the developer’s complex require-
ments and reduce the burden of manual selection, especially
in the era of the Internet of +ings and Big Data [3].

A variety of methods have been proposed to recommend
services for mashup development, and they can be divided
into three classes: collaborative filtering-based methods,
content-based methods, and hybrid methods [4]. Different
types of methods focus on modeling different sources of
information. Collaborative filtering-based methods make
use of past composition history of mashups; Content-based
methods make use of user requirements and service de-
scriptions; Hybrid methods are a combination of the two
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methods, and various kinds of additional information are
incorporated, such as tags, categories, developers, QoS, etc.

In this paper, we adopt a factorization machine-based
model, which is a type of hybrid method for service rec-
ommendation. Factorization Machine (FM), first proposed
in [5] by Rendle, is a supervised machine learning algorithm
for classification, regression, and ranking tasks. It achieves
great success and is widely employed for product recom-
mendation as it can model high-dimensional sparse features
and their interactions in an efficient manner [6]. As a result,
it attracts a lot of research attention for service recom-
mendation. For instance, in [7], Cao et al. use FM with topic
similarities, co-occurrence, and popularity as input features
for service recommendation. In [8], Cao et al. propose an
attentional FM model that discriminates the importance of
different feature interactions with an attention mechanism.
In [9], Kang et al. propose a hybrid FMmodel by integrating
a deep neural network to capture the nonlinear and higher-
order feature interactions.

Although previous FM-based models have achieved
great results for service recommendation, there are still
challenges that can limit the performance of the existing
methods:

(i) Feature sparsity and imbalance problems: the per-
formance of the factorization machine-based models
heavily relies on the co-occurrence of different
features. However, the features used for service
recommendation are generally sparse: (1) although
there are numerous services on the web, each
mashup only composes a few services, and most
services are composed by mashups only a few times,
leading to a sparse mashup-service composition
record. Moreover, only a small portion of services
are composed frequently, while the majority of
services are rarely composed, resulting in the im-
balance problem. It is difficult to learn latent factors
for mashups and rarely composed services with
limited data; (2) even if contextual information such
as categories, tags, providers, etc. is incorporated, the
features themselves may suffer from the sparsity and
imbalance problem. For instance, a majority of tags
are used in a few services, while a few popular tags
are frequently used by a majority of services. In this
case, the model suffers from learning informative
latent factors for infrequently used tags, and the
benefit of incorporating tag information into the
model is reduced.

(ii) Cold-start problem: when a new mashup is first
included in the development cycle, it does not
contain any component services. We refer to them as
“cold-start mashups”. As FM can only learn features
that appear in the training data, the latent factors for
the cold-start mashup cannot be learned due to a
lack of composition data. Similarly, we refer to
services that have never been composed by any
mashup as “cold-start services”, and it is impossible

to learn the latent factors of cold-start services. As a
result, when a cold-start mashup or service is en-
countered, FM can only make predictions by setting
the latent factors of the mashup or service to random
values, and relying on the latent factors of contextual
information such as description information.
+erefore, it is unlikely to lead to good recom-
mendation results for cold-start mashups.

To address the aforementioned issues, we aim to learn
informative latent factors for sparse and cold-start mash-
ups and services in FM. To this end, we enhance FM with
Multigraph Convolutional Network (MGCN), which ex-
ploits various relations between mashups and services. We
dub our model the Multigraph Convolutional Network
enhanced Neural Factorization Machine, or MGCN-NFM
for short. In particular, we construct three graphs, namely,
collaborative graph, description graph, and tag graph. Each
graph reflects different types of relations, and different
relations can complement each other to enrich the infor-
mation in a mashup or service. Next, we use graph con-
volution on each graph to further enrich the relational
features. +e intuition is that by exploiting information
from higher-order neighbors, the representations of sparse
nodes can be enhanced. To reduce the computational
complexity, we use a neighbor sampling technique to
maintain a small representative set of neighbors for each
node in the graph convolution process. After graph con-
volution, each mashup or service has three enhanced
feature representations that possess different characteris-
tics. +ese feature embeddings, as well as tag feature em-
beddings learned from the tag graph and the description
features learned from Doc2vec, are used as the input of FM
to capture the fine-grained feature interactions. In this
paper, we adopt the neural factorization machine model
(NFM) proposed in [10]. It enhances vanilla FM by
modeling higher-order and nonlinear feature interactions
with a bilinear interaction pooling layer and several deep
neural network layers. Different from [10], the embedding
layer of NFM is obtained based on the MGCN instead of an
embedding lookup table. Our model effectively reduces the
feature sparsity, imbalance, and cold-start problems due to
the multigraph construction and convolution process. For
sparse features, their embeddings have more chances of
being updated in training as they are connected to more
multihop nodes with different types of relations. For cold-
start mashups or services, since they have (multihop)
connections to other nodes in the description graph and tag
graph, their feature embedding can be learned when
updating the embeddings of their neighbors.

+e contributions of this work can be summarized as
follows:

(i) We introduce a novel framework, MGCN-NFM, for
service recommendation by enhancing the neural
factorization model with a multigraph convolu-
tional network that learns the latent factors for
various features.
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(ii) We alleviate the feature sparsity, imbalance, and
cold-start problems by constructing three graphs
reflecting different types of relations between
mashup and service, and using multigraph convo-
lution to enrich the sparse relations.

(iii) We conduct extensive evaluations of our proposed
model on the ProgrammableWeb dataset, and the
results show that our model achieves better per-
formance than state-of-the-art FM methods for
service recommendation.

+e rest of this article is organized as follows: Section 2
presents the related work of service recommendation.
Section 3 introduces the details of our proposed approach.
Section 4 reports the experimental results and analysis.
Section 5 concludes this paper with future work.

2. Related Work

Recommending web services to developers according to
their mashup requirements is a hot topic in service com-
puting. Most works use the dataset from Pro-
grammableWeb, and they exploit different kinds of auxiliary
information, including functional descriptions, tags, cate-
gories, providers, architectural styles, etc., as the mashup-
service composition record is extremely sparse. Based on the
modeling of the mashup-service composition record,
existing research can be roughly divided into three cate-
gories: neighbor-based collaborative filtering (CF) methods
[11–15], latent factor-based CF methods [6, 16–21] and deep
learning-based methods [8, 9, 22–27].

Neighbor-based CF methods recommend services based
on the identification of similar users (user-based CF) or
similar items (item-based CF). It is widely used in the
scenario of QoS-aware service recommendation, where the
Quality of Service (QoS) information of services is available
[28, 29]. Absent from the QoS information, existing works in
service recommendation for mashups calculate thematching
degree between mashup and service from different infor-
mation sources with different methods and aggregate them
together. As there are multiple types of objects (mashup,
service, content, tag, etc.) and rich relations among those
objects, they usually build a heterogeneous graph to capture
them. In [11], Cao et al. recommend services by building a
social network based on social relationships among mash-
ups, services, and their tags. In [12], Gao et al. propose to use
a generalized manifold ranking algorithm on the graph with
relations among mashups and services. In [13], Liang et al.
measure the meta-path-based similarity between mashups
under different semantic meanings based on a heteroge-
neous information network (HIN). Based on the HIN, in
[14], Xie et al. propose a mashup group preference-based
service recommendation, where mashup group preference is
utilized to capture the rich interactions among mashups. In
[15], Wang et al. design a knowledge graph to encode the
mashup-service relations and exploit random walks with
restart to assess the similarities.

Latent factor-based CF methods aim to learn the latent
factors of mashups and services to discover potential

features.+e twomost widely adopted models are the matrix
factorization-based model (MF) and the factorization ma-
chine-based model (FM). MF models decompose the
mashup-service composition matrix to derive the mashup
feature vectors and service feature vectors (embeddings).
+e key is to build relevant features that are helpful for
improving the recommendation performance. In [16], Xu
et al. propose a social-aware service recommendationmodel,
where a coupled matrix factorization model is used to
predict the multidimensional relations among users,
mashups, and services. In [17], Yao et al. propose a prob-
abilistic MF with implicit correlation regularization, where
they develop a latent variable model to uncover the coin-
vocation patterns of services driven by explicit textual re-
lations and implicit similar or complement relations. In [18],
Gao et al. compute different similarity scores between ser-
vices through heterogeneous functional aspects, and MF is
used to learn the embeddings of mashups and services for
each functional aspect. +e FM model is a generalization of
the linear regression model and the MF model. It is more
powerful than the MF model because it can entail contextual
features and model second-order feature interactions of
various sparse features. In [6], Cao et al. propose a QoS-
aware service recommendation based on relational topic
model (RTM) and FM, where RTM is first used to mine the
latent topics derived from the relations among mashups,
services, and their links, and then FM is used to predict their
link relations. In [19], Li et al. integrate tag, topic, co-oc-
currence, and popularity factors in the FM for service
recommendation, where they exploit the enriched tags and
topics of mashups and services derived by RTM and use the
invocation times and category information of services to
derive their popularity. In [20], Cao et al. extend the de-
scription of services usingWord2vec and derive latent topics
by the hierarchical dirichlet process (HDP). FM is then
applied to train these latent topics for service recommen-
dation. In [21], Xie et al. propose to use FM on the features of
mashups and services learned from different kinds of
metapaths of HIN.

With the rapid development of deep learning in the past
few years, it has become popular to adopt neural networks
for service recommendation. Compared with traditional
methods, deep learning-based methods can perform feature
engineering automatically and provide a more powerful
representation capability. In [22], Zhang et al. cluster the
descriptions of services using Doc2Vec and use the DeepFM
model [30] to mine the higher-order composition relations.
In [23], Chen et al. also adopt the DeepFM model by taking
the features learned from word embedding and the Dirichlet
mixture model (DMM) as input. In [8], Cao et al. propose an
attention FM [31] by employing an attention mechanism
that learns the importance of each input feature interaction
via a neural network model. In [9], Kang et al. further
combine the advantages of the DeepFM model and the
attention FMmodel, and propose the NAFMmodel that can
capture the nonlinear feature interactions with different
degrees of importance. In [24], Xiong et al. adopt three kinds
of similarity feature extractors on textual descriptions by a
variety of pretrained word embeddings and integrate the
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mashup-service composition record and their textual de-
scriptions by using a multilayer perceptron.

Graph Neural Network (GNN) [32] has recently
emerged as a popular deep learning model for extracting
features from graph-structured data, and research has begun
to focus on the use of various GNN models for service
recommendation. In [25], Zhang et al. propose a Semantic
Variational Graph Auto-Encoder model, where they con-
struct the service graph using the composition relations in
the mashup, and use a variational graph autoencoder model
as a link prediction task for service recommendation. In [26],
Lian and Tang propose a service recommendation method
that exploits the higher-order connectivity betweenmashups
and services based on the neural graph collaborative filtering
technique. In [27], He et al. propose a service link prediction
method based on a heterogeneous graph attention network,
where they select five types of neighbors associated with
service links, and two levels of attention are applied to learn
the importance of different nodes and their associations. Our
method is different from theirs in that the constructed
graphs incorporate different kinds of relations, making them
more comprehensive, and the learned features go through
the FM model that can better exploit their hidden
interactions.

3. MGCN-NFM Approach

In this section, we will describe our proposed multigraph
convolutional network enhanced neural factorization ma-
chine model (MGCN-NFM) in detail. First, in Section 3.1,
we describe the problem of service recommendation for the
mashup. Next, we present the overall framework in Section
3.2. +e main components of the model, namely, graph
construction, multigraph convolutional network, and neural
factorization machine, are described in Sections 3.3, 3.4, and
3.5, respectively. Finally, the training process and model
complexity are discussed in Section 3.6.

3.1. Problem Definition. We denote M � m1, m2, . . . , mM􏼈 􏼉

as a set of M mashups, S � s1, s2, . . . , sN􏼈 􏼉 as a set of N

services. Y ∈ 0, 1{ }M×N denotes the mashup-service invo-
cation history, where Yij � 1 means mashup mi has com-
posed service sj in the past, otherwise Yij � 0. Each mashup
and each service are associated with its title, description, and
tags. In particular, titles and descriptions consist of a se-
quence of words. For eachmashup m, we concatenate its title
and description and denote as dm � w1, w2, . . . , w|dm|􏽮 􏽯,
where wi is a word and |dm| is the length of the description.
DM � dm1

, dm2
, . . . , dmM

􏽮 􏽯 denotes the descriptions of all
mashups in M. For each service s, ds can be defined in a
similarly manner, and DS � ds1

, ds2
, . . . , dsN

􏽮 􏽯 denotes the
descriptions of all services in S. We denote
T � t1, t2, . . . , tT􏼈 􏼉 as a set of T tags. MT ∈ 0, 1{ }M×T de-
notes the tagging assignment of mashups, where MTij � 1
means tag tj is tagged by mashup mi, and otherwise
MTij � 0. Similarly, ST ∈ 0, 1{ }N×T denotes the tagging as-
signment of services. +e problem of service recommen-
dation can be defined as follows: givenM,S,T, Y,DM,DS,

MT, and ST that are recorded in the service repository, and a
newly developed mashup with requirement description,
specified tags, and possibly composed services, the goal is to
recommend a list of appropriate services that are likely to be
composed by the new mashup.

3.2. Overall Framework. Figure 1 shows the overall frame-
work of our proposed MGCN-NFM model. It mainly
consists of three modules: graph construction, multigraph
convolutional network, and neural factorization machine. In
the graph construction module, we construct three graphs
capturing the three relations between mashups and services,
namely, collaborative graph, description graph, and tag
graph. In constructing the description graph, the descrip-
tions of mashups and services are transformed to the low-
dimensional description embedding by the Doc2vec tech-
nique. In the multigraph convolutional network module, we
adopt the simplified graph convolution network for each
graph to propagate higher-order information between
mashups and services and output the aggregated feature
representations of each node. In the neural factorization
machine module, the feature representations of mashup,
service, and tags learned in each graph, as well as the de-
scription embedding of mashup and service, are used as
inputs to the neural factorization machine model, which can
model nonlinear and higher-order feature interactions. Fi-
nally, the model outputs a score representing the probability
of a mashup composing a service. For model training, the
predicted score is compared with the actual composition
record, and the error is back-propagated to update themodel
parameters. For service recommendation, the scores of the
mashup and all candidate services are computed and ranked,
and the top-scoring services are recommended.

3.3. Graph Construction. To fully exploit different kinds of
information in mashups and services, we construct three
graphs reflecting diverse relations between mashups and
services: the collaborative graph, the description graph, and
the tag graph. Figure 2 illustrates an example of the three
constructed graphs.

3.3.1. Collaborative Graph. +e collaborative graph reflects
the historical composition relation between mashup and
service. However, each mashup generally only composes a
small number of services, making the composition relation
extremely sparse. Inspired by the idea of collaborative fil-
tering that mashups composed of the same set of services
tend to be similar, we expand the composition relation to
alleviate the sparsity problem by exploiting the collaborative
signal. +e invocation matrix Y can be regarded as a
mashup-service bipartite graph GMS � (M⋃​ S, EMS),
where there is an edge between mashup m and service s, i.e.
(m, s) ∈ EMS if Yms � 1. We also consider the collaborative
relations inside the mashups and services. We build a
mashup-mashup collaborative graph GMM � (M, EMM)

and a service-service collaborative graph GSS � (S, ESS) to
complement the graph GMS. +e mashup-mashup
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collaborative graph is constructed based on the similarity
of mashups measured by the number of commonly
composed services. Specifically, if mashups i and j have
co-composed services, then there is an edge (i, j) ∈ EMM

between them. +e similarities between them are calcu-
lated as the number of co-composed services normalized
by the number of composed services for each mashup, i.e.,
sim(i, j) � Yi · Yj/YiYj, where Yi and Yj denote the i-th
and j-th rows of the matrix Y. +e normalization keeps
the similarity in the range of [0,1]. In a similar manner, the
service-service collaborative graph can be constructed
based on the similarity of services measured by the
number of co-appearing mashups. If services i and j have
both occurred in the same mashup, they are connected by
an edge (i, j) ∈ ESS. +e similarity between them is defined
as sim(i, j) � Y: ,i · Y: ,j/Y: ,iY: ,j, where Y: ,i and Y: ,j denote
the i-th and j-th columns of the matrix Y. With the
constructed mashup-mashup collaborative graph GMM

and service-service collaborative graph GSS, one mashup
can directly utilize the information of the neighboring
mashups, thereby alleviating the sparsity issue with the
mashup-service invocation record. We merge the three
graphs to get an overall collaborative graph
GC � (M⋃ ​ S, EMS⋃​ EMM⋃ ​ ESS).

3.3.2. Description Graph. +e description graph represents
the similarities between mashups and services in terms of
their textual descriptions. We employ the state-of-the-art
Doc2vec technique [33] to measure the description simi-
larity. Doc2vec maps the textual descriptions of mashup dm

and service ds into latent semantic embeddings dm and ds.
Doc2vec follows the idea of word2vec [34] for learning word
representations. Specifically, each document and each word
is mapped to a unique vector. +e model concatenates the
document vector with a sequence of word vectors from the
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Figure 1: Overall framework of MGCN-NFM model.
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document and predicts the following word. It can be seen as
a self-supervised learning task where the input is the context
words and the document, and the label is the target word.
After training on a large number of documents, we can learn
a good document embedding that captures the overall se-
mantics of the document. It has been shown to achieve
superior performance compared to traditional bag-of-words
models such as LDA [35] or HDP [36]. We feed the de-
scriptions of all mashups and services for training the
Doc2vec model, and get the corresponding description
embeddings after training. We calculate the cosine similarity
of the learned embeddings to represent the description
similarity. Specifically, given two nodes i and j that could be
either mashup or service in the description graph, the
similarity between them is calculated as
sim(i, j) � di · dj/didj. However, including all pairs of nodes
as edges brings a lot of noise as most pairs of mashup and
service are irrelevant. We set a threshold τ (empirically set as
0.1) to filter out dissimilar pairs of nodes. +at is, if
sim(i, j)> τ, there is an edge between nodes i and j. In this

way, we get a description graph GD � (M⋃ ​ S, ED), where
ED denotes the filtered edges in the description graph.

3.3.3. Tag Graph. +e tag graph represents the annotated
tags of mashups and services and is denoted as
GT � (M⋃​ S⋃​T, EMT⋃​ EST). Different from the col-
laborative graph and the description graph, it consists of
three types of nodes: mashup, service, and tag. +ere is an
edge between mashup i and tag j, i.e., (i, j) ∈ EMT if
MTij � 1. Similarly, an edge (i, j) ∈ EST exists between
service i and tag j if STij � 1.

3.4. Multigraph Convolutional Network. After constructing
three types of graphs reflecting different relations between
mashups and services, we employ the multigraph con-
volutional network to learn comprehensive mashup and
service features from the three graphs. In particular, it
consists of two steps: (1) Neighbor Sampling, which samples
a fixed number of neighbors for each node in the graph; (2)
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Graph Convolution, which aggregates neighboring nodes,
updates node embeddings at each layer, and combines
embeddings at all layers. Figure 2 illustrates an example of
the whole process.

3.4.1. Neighbor Sampling. In traditional GCN [37], each
node aggregates information from all neighboring nodes in
the graph. However, in the case of the three constructed
graphs, some nodes may be connected to a large number of
nodes, resulting in a large number of neighbors. For in-
stance, in the collaborative graph, a popular service may
connect to a large number of mashups and services, as it may
be composed of many mashups and cocomposed with many
services. Directly aggregating all neighboring nodes may
have several issues: (1) it adds the computational burden of
the graph convolution process as the size of neighbors grows
exponentially with the number of layers; (2) it makes the
learning process excessively focus on the nodes with a large
number of neighbors and ignores the nodes with only a few
neighbors, causing the overfitting issue for the densely-
connected nodes and the underfitting issue for the sparsely-
connected nodes; (3) it causes the oversmoothing issue [38]
when aggregating a large number of neighbors with weak
correlation as the learned embedding for nodes and their
neighbors will become indistinguishable. Hence, we adopt
the neighbor sampling strategy to control the size of the
neighbors before graph convolution. Specifically, for each
node, we sample its neighbors with respect to the similarity
between them. +e sampling probability of each neighbor is
computed as the normalization of their similarity: first, we
get a vector of similarity scores for the target node and its
neighboring nodes. +en, we normalize the vector into a
probability distribution. Finally, we sample the neighbors
with respect to the probability distribution. We use the
standard normalization function defined as

·norm(z)i �
zi

􏽐
K
j�1 zj

#, (1)

where z is the vector of similarity scores. Other normali-
zation functions can be used, such as the softmax function,
although no performance gain is observed. Next, we describe
the neighbor sampling process for each graph in detail. A
graphical illustration of the sampling process for each graph
is shown in Figure 3.

(i) Collaborative graph: for eachmashup node, we keep
all of its service neighbors. If the number of service
neighbors is less than NC, we sample the neighbors
from EMM according to the sampling probability
distribution derived from mashup collaborative
similarity, until the number of neighbors reaches
NC. For each service node, we keep all of its mashup
neighbors. If the number of mashup neighbors is
less than NC, we sample the neighbors from ESS

according to the sampling probability distribution
derived from service collaborative similarity, until

the number of neighbors reaches NC. However, as
some popular services may be composed of a large
number of mashups, if the number of mashup
neighbors is greater than NC, we sample NC

neighboring mashups with a uniform probability
distribution.

(ii) Description graph: for each node, if the number of
neighbors is greater than ND, we sample ND

neighboring mashups and services according to the
sampling probability distribution derived from the
description similarity.

(iii) Tag graph: as mashups and services are only asso-
ciated with a few tags, no sampling is needed for the
mashup and the service node. For the tag node, we
sample NT nodes from its neighboring mashups
and services with a uniform probability distribution.

3.4.2. Graph Convolution. +e core idea behind graph
convolution is to iteratively aggregate feature information
from the local neighbors of each node. A single layer of
convolution aggregates feature information from the node’s
direct neighbors, and by stacking multiple layers, feature
information can be propagated across long ranges and the
node features can be enhanced with sufficient higher-order
neighbor information. +e graph convolution process
consists of three steps: neighbor nodes aggregation, node
embedding update, and layer combination. For each graph,
after sampling the neighbors for each node, the next step is
to aggregate the features of the node neighbors to obtain the
neighbor embedding, and the embedding of the node is
updated by fusing the neighbor embedding. Denote the
center node to be updated as h and the set of neighbor nodes
as Nh, the neighbor aggregation and updating process for
node h in the l-th layer can be abstracted as

e(l+1)
h � f e(l)

h , e(l)
i : i ∈Nh􏽮 􏽯􏼐 􏼑, (2)

where e(l)
h ∈ R

k represents the feature embedding of node h

in the l-th layer, andf(·) is the aggregation function which is
the core of graph convolution. In this paper, we adopt a
simple aggregation function f(·) that drops the feature
transformation and nonlinear activation function used in
the original graph convolution, which has been shown to
achieve better performance with less model complexity [39].
+e graph convolution operation is defined as

e(l+1)
h � 􏽘

i∈Nh

1
��������
Nh

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 Ni

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽱 e(l)
i . (3)

+e aggregation function is a weighted sum of the
neighbor embeddings, and 1/

��������
|Nh||Ni|

􏽰
is the normaliza-

tion term to avoid the scale of embeddings increasing with
graph convolution. By stacking L propagation layers defined
in (3), each node is capable of receiving features from nodes
within L-hops away, and the higher-order relation between
mashups and services can be explored. After L layers of
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graph convolution, we have L + 1 embeddings for node h,
and we average them to obtain the final embedding:

eh �
1

L + 1
􏽘

L

l�0
e(l)

h . (4)

Note that the only model parameters in the simplified
graph convolution are the embeddings at the 0-th layer, i.e.,
ΘMGCN � e(0)

h􏽮 􏽯. Figure 2 illustrates an example of learning the
embedding of service s2 with graph convolutional networks in
the three graphs. All three graphs share the same initial node
embedding for amashup and service, but since different graphs
capture different types of relations, the final embedding of a
mashup and service after the graph convolution will capture
the unique characteristics specific to that relation. We denote
the node embeddings obtained from the collaborative, de-
scription, and tag graphs as eC, eD, and eT, respectively.

3.5. Neural Factorization Machine. After learning the em-
beddings of mashups and services that comprehensively model
different types of relations, we use a neural factorization
machine model to capture both higher-order and nonlinear
interactions between mashups, services, and tags. Figure 4
shows the overall model of the neural factorization machine.
Given a pair of mashup and service as well as their corre-
sponding tags and textual descriptions, NFM models both the
linear interactions between each pair of features like the tra-
ditional factorization machine, and higher-order feature in-
teractions in a nonlinear way.+e input of the NFM consists of
one-hot encoding of the mashup, one-hot encoding of the

service, andmultihot encoding of tags that are annotated by the
mashup and service. We concatenate the three encoding
vectors, and the sparse feature vector is denoted as
x ∈ 0, 1{ }M+N+T, where xi � 1 means the i-th feature exists in
the input. +e linear regression part of NFM is given as

l(x) � w0 + 􏽘
M+N+T

i�1
wixi, (5)

where w0 is the global bias and wi is the weight of feature i.
To incorporate the functional semantics in the textual de-
scriptions, we use the dense embeddings of the mashup and
service learned fromDoc2vec. However, since the features of
mashup, service, and tags are sparse, we need to transform
them into dense representations. Different from the original
neural factorization model in [10], where they build an
embedding lookup table which is a fully connected layer that
projects each feature to a dense embedding, the multigraph
convolution network is used to project the feature to its
embeddings from different graphs. In this way, the mashup
and service have three embeddings, each representing in-
formation from different sources, and the feature interaction
can be performed in a fine-grained manner. Moreover, a
cold-start mashup or service will have a meaningful em-
bedding which is learned from the description graph and/or
tag graph. For tag features, it is also beneficial to learn the tag
embeddings from the tag graph, as long-tailed tags will have
a more meaningful embedding from the higher-order
convolution process of multihop neighbors. With the en-
hanced feature embeddings, the feature interactions in NFM
can be learned more effectively.

Target Node

Neighboring
Nodes

Sampling
Distribution

Sampled
Nodes

�reshold

Collaborative Graph Collaborative Graph Description Graph Tag Graph

s3

s2

s3

s2
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sim(m1 , s2) = 0.15
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m1 
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P(s1) = 0.461
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Figure 3: An illustration of the node sampling process.
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After transforming sparse features of the mashup,
service and tags into dense embeddings, they are fed into
the bi-interaction pooling layer to convert multiple
embedding vectors into one vector. Specifically, the input
of the bi-interaction pooling layer consists of the set V �

eC
m, eD

m,􏼈 eT
m, eC

s , eD
s , eT

s , et,dm,ds}, where et � et1
, et2

, . . .􏽮 􏽯 is a
list of vectors converted from the multihot tag encoding.
+e bi-interaction pooling operation is defined as

fBI(V) � 􏽘
n

i�1
􏽘

n

j�i+1
vi ⊙ vj, (6)

where n is the number of embedding vectors in V, and ·

denotes the element-wise product of two vectors. +e output
of the bi-interaction pooling layer is a k-dimension vector
that encodes the second-order interactions between features.
It is worth noting that in the case of cold-start mashup or
service, they are represented as the initial node embeddings,
i.e., eC

m or eC
s equals e(0)

m or e(0)
s , because there is no con-

nection in the collaborative graph.
Above the bi-interaction layer is a stack of fully con-

nected layers, which learn higher-order interactions between
features:

zH � ReLU WH · · · ReLU W1fBI(V) + b1( 􏼁 · · ·( 􏼁 + bH( 􏼁, (7)

where H denotes the number of hidden layers, Wl denotes
the weight matrix, and bl denotes the bias vector in layer l.
ReLU is the activation function. Finally, the output of the last
layer zH is transformed into the final score:

f(V) � hTzH, (8)

Overall, NFM estimates the target of an instance as the
sum of the first-order linear regression part and the higher-
order nonlinear feature interaction part. Since the target
label is in {0,1}, with 1 indicating that the service is a
component of themashup and 0 otherwise, we transform the
final output with the sigmoid function to output the
probability of the service being recommended to the
mashup. +e sigmoid function, defined as
σ(x) � 1/(1 + e− x), constrains the value between 0 and 1. To
summarize, the formulation of NFM is

􏽢y � σ(l(x) + f(V)), (9)

with parameters ΘNFM � w0, wi􏼈 􏼉, Wl, bl􏼈 􏼉,h􏼈 􏼉.

1 0 0 1 0 0 1 0 1

Mashup Service Tag Mashup
Description

Service
Description

Multi-Graph Convolutional Network  Doc2vec

Layer 1

…

… … … … … …

Layer 2

Layer H

Linear Regression
Part

Bi-Interaction
Pooling

Fully
Connected

Layers

···· ·

w1 w1w2 w2wm ws

ŷ

Figure 4: A framework of the neural factorization machine model.
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3.6. Model Training and Prediction. To train the MGCN-
NFM model, we define the loss function using binary cross-
entropy:

L(Θ) � − 􏽘
i∈T·

y
(i)log 􏽢y

(i)
􏼐 􏼑􏽨

+ 1 − y
(i)

􏼐 􏼑log 1 − 􏽢y
(i)

􏼐 􏼑􏽩 + λ‖Θ‖
2
2,

(10)

where T· is the set of training instances, each instance i

includes mashup, service, tags, mashup description, and
service description. y(i) ∈ 0, 1{ } is the label indicating
whether the mashup and service in instance i have been
composed in the record, and 􏽢y(i) ∈ (0, 1) denotes the
composition probability in instance i predicted by the
model. As the mashup-service composition record is ex-
tremely sparse, the number of negative instances where the
label y(i) � 0 far exceeds the positive instances where the
label y(i) � 1. +erefore, for each positive instance, we
sample 5 negative instances with the same mashup to
mitigate the data imbalance problem. λ controls the strength
of the L2 regularization to prevent overfitting. In addition,
dropout is used in NFM to prevent overfitting, where we
randomly drop ρ percent of the dimensions in the fully
connected layers when training. Θ � ΘMGCN,ΘNFM􏼈 􏼉 de-
notes all trainable model parameters. We use Adaptive
Moment Estimation (Adam) [40], a variant of stochastic
gradient descent, to optimize the model parameters.

Algorithm 1 presents the overall training process of the
MGCN-NFM framework. In line 1, three graphs are con-
structed based on the input data. Line 2 constructs the
training instance setT· including both positive and sampled
negative labeled instances. Each instance includes a mashup,
a service, their tags, and their descriptions. Line 5–7 is a
forward-propagation process to make a prediction for an
instance. +e embeddings of the mashup, service, and tags
are learned through the steps of neighbor sampling and
graph convolution. +e embeddings of the descriptions are
obtained from Doc2vec. +ey are used as the input to NFM
to compute the recommendation probability. Line 8 per-
forms back-propagation and updates the model parameters
based on the loss function in Equation (10).

Once themodel parametersΘ are learned, which contain
the initial embeddings for mashups, services, and tags, a
forward-propagation pass is performed on the multigraph
convolutional network to obtain the final embeddings of all
mashups, services, and tags in the three graphs, which act as
a fixed embedding lookup table. +en, the mashup to be
recommended and each candidate service are used to
construct the input instances of the NFM, with their em-
beddings retrieved from the lookup table. +e NFM outputs
the probability of each candidate service being composed by
the mashup. We rank these prediction values and recom-
mend the top-K services with the largest values to the
mashup.

We analyze the time complexity of MGCN-NFM for
model training and prediction. +e construction of the
collaborative, description, and tag graph takes
O(nnz(Y) + M2 + N2), O((M + N)2), and O(nnz(MT) +

nnz(ST)) respectively, where nnz denotes the number of

nonzero entries in the matrix. +e main time cost of the
MGCNmodel lies in the graph convolution process, and the
time complexity is O(L · k · (|GC| + |GD| + |GT|)), where L

is the number of graph convolution layers, k is the em-
bedding size. |GC|, |GD| and |GT| are the number of edges in
the collaborative, description, and tag graph respectively.
Since we perform neighbor sampling for each node in the
three graphs, the number of edges is upper bounded by
NC · (M + N), ND · (M + N), NT · (M + N + T) for the
collaborative, description, and tag graph respectively.
+erefore, the training cost of MGCN linearly scales with the
number of nodes in the graph. For NFM in both training and
prediction, the bi-interaction pooling layer can be efficiently
computed in O(nk) time with a reformulation of (6). +e
main time cost lies in the hidden layers of the neural net-
work, and the time complexity is O(􏽐

L
l�1 kl−1kl), where kl

denotes the dimension of the l-th hidden layer.

4. Experiments

In this section, we conduct a series of experiments to
evaluate our proposed model in service recommendation
and present the empirical performance. All experiments
were developed in Python and carried out on a personal PC
with Intel Core i7 CPU with 2.5GHz and 16GB RAM,
running on macOS High Sierra. We aim to answer the
following research questions:

(i) How does the proposed MGCN-NFM model per-
form compared with the state-of-the-art factoriza-
tion machine-based service recommendation
methods?

(ii) How much do the collaborative graph, description
graph, and tag graph influence the performance of
the proposed model?

(iii) How much do the various hyperparameters affect
the experiment results of the proposed model?

4.1. Dataset Description. +e experimental dataset is col-
lected from ProgrammableWeb (PW), the largest online web
service and mashup repository. For each mashup, we crawl
its name, description, tags, and composed services. For each
service, we crawl its name, description, and tags (including
the primary and secondary categories).We remove duplicate
services, and the mashups and services without textual
descriptions and tags. +e dataset contains 6,300 mashups
and 21,474 web services, of which only 1,609 services are
composed of at least one mashup. Table 1 shows the detailed
statistics of the dataset.

A five-fold cross-validation is performed to evaluate the
effectiveness of the model. We randomly split the mashup-
service invocation records into five folds, and in each round,
one fold is used as the test set while the remaining four folds
are used as the training set. +e results of the five rounds are
averaged as the final result. In addition, to test models under
different data sparsity levels, we use 1/2/3/4 folds in the
training set, which corresponds to 20/40/60/80% of the
mashup-service invocation records. Figure 5(a) shows the
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statistics of the service distribution of mashup in the full
training set, and Figure 5(b) shows the statistics of the
service distribution of mashup when only 20% of the dataset
is used for training. We can see that for the full training
dataset, 52.3% mashups compose one service, and 91.2%
mashups compose less than 3 services.When only 20% of the
dataset is used for training, 68.6% mashups do not have any
component services, which poses a significant challenge for
the cold-start problem.

4.2. Evaluation Metrics. We adopt two metrics, namely,
recall and Normalized Discounted Cumulative Gain
(NDCG), to evaluate the accuracy of the top-K service
recommendation.

Recall@K is the proportion of the number of services in
the top-K recommendation list that is composed by the
mashup to the number of services in the mashup. It is
defined as:

Recall@K �
1

|M|
􏽘

m∈M

rec(m)∩ ​ truth(m)| |

|truth(m)|
, (11)

where M is the set of mashups in the test set, rec(m) is the
recommendation list of services of size K for mashup m.
truth(m) is the ground truth list of services that are com-
posed by the mashup m in the test set.

NDCG@K considers the ranking position of the rec-
ommended services, and assigns different weights to each
service in the top-K recommendation list. +e higher ranked
service is assigned with a larger weight if it is composed by
the mashup. It is defined as:

NDCG@K �
1

|M|
􏽘

m∈M

􏽐
K
i�1 2

I(i)
− 1/log2(i + 1)

IDCG@K
, (12)

where I(i) indicates whether the service at position i of the
ranking list is in truth(m). IDCG@K is the ideal DCG score
of the top-K services that can be achieved.

4.3. Baseline Methods. We compare MGCN-NFM with the
following baselines that are related to our work:

(i) RTM-FM [7]: this method combines RTM and
FM for service recommendation. It uses RTM to
mine latent topics of mashups and services by
link prediction. In addition, it exploits the co-
occurrence and popularity features of services in
FM.

(ii) TR-FM [19]: this method integrates tag, topic, co-
occurrence, and popularity factors which are
modeled by FM for service recommendation. It uses
the enriched tags and the derived topic information

Input: M, S, T, Y, DM, DS, MT, ST

Output: parameter set Θ
(1) Construct graphs GC, GD, GT;
(2) Construct training instances Tr;
(3) for epoch � 1, . . . , p do
(4) for each instance i composed of mashup m, service s, tag t in Tr do
(5) Compute eC

m, eD
m, eT

m, eC
s , eD

s , eT
s , et with Equation (4);

(6) Obtain dm,ds from Doc2vec model;
(7) Compute 􏽢y(i) with Equation (9);
(8) Update Θ to minimize L in Equation (10) with Adam;
(9) end for
(10) end for
(11) sreturn Θ

ALGORITHM 1: Training algorithm of MGCN-NFM.

Table 1: Dataset statistics.

Statistics Value
Number of mashups 6,300
Number of services 21,474
Number of services composed by mashup 1,609
Number of mashup-service invocation 13,219
Average number of services in mashup 2.07
Sparsity of mashup-service composition matrix 99.87%
Number of tags 312
Average number of tags in mashups 3.62
Average number of tags in services 2.93
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from RTM to measure the similarity between
services.

(iii) ATT-FM [8]: this method uses attentional FM for
service recommendation. It uses functional simi-
larity, tags, and popularity of services as features,
and employs an attention mechanism on feature
interactions to discriminate their importance.

(iv) NAFM [9]: this is the state-of-the-art service rec-
ommendation method based on the FM model.
Besides first-order and second-order linear feature
interactions, it integrates a deep neural network to
capture nonlinear feature interactions and an at-
tention network to capture important feature
interactions.

(v) MGCN-FM: it is a variation of the proposedmethod
where we use the basic factorization machine model
after learning the features of mashup, service, and
tags. +e output of the bi-interaction pooling layer
is summed directly, which is equivalent to setting
H � 0, h � 1 in MGCN-NFM.

4.4. Parameter Settings. To learn the representation of tex-
tual descriptions of mashups and services in Doc2vec, we
aggregate the textual descriptions of all 6300 mashups and
21474 services into one big corpus and perform a series of
preprocessing steps: (1) split sentences into words and
transform them into lower case; (2) remove stop words and
words that appear less than 5 times; (3) transformwords into
their root form. All preprocessing steps are done using the
NLTK library (https://www.nltk.org). After preprocessing,
we use the models.doc2vec API in the gensim library
(https://radimrehurek.com/gensim/) to learn the document
embedding. All parameters are set to the default value of the
gensim API except for the dimension size, which is set to 50
as the length of the description of a mashup and service is
relatively short. +e default values of hyperparameters in
MGCN-NFM are set in Table 2.

4.5. Performance Comparison. To assess the performance of
our method and baseline methods under different data
sparsity levels, we select 20/40/60/80% of the data for
constructing the collaborative graph and learning the pa-
rameters of the model. Table 3 shows the comparisons of
different methods when the number of services recom-
mended for a mashup K� 3/5/10. It can be seen that our
model MGCN-NFM consistently achieves the best perfor-
mance under all percentages of training data in terms of both
Recall and NDCG. TR-FM achieves better performance than
RTM-FM, because it considers the tagging information to
refine the similarity measures of services. ATT-FM achieves
better performance than the twomethods that use the vanilla
factorization model, since it models the feature interactions
in the factorization machine with an attention mechanism
that can discriminate the importance of each feature. NAFM
attains better performance than the aforementioned three
methods, since considering higher-order feature interac-
tions can bring additional improvement. +e MGCN-FM
method achieves better performance than all baseline
methods, but its performance is inferior to that of MGCN-
NFM, especially on training data with high sparsity. +is
shows that introducing nonlinear feature interactions can
improve the expressiveness of FM. Compared with the best
baseline model NAFM, our model obtains 7.28% and 7.14%
improvement in top-3 recommendations for Recall and
NDCG respectively under the full training data. +e per-
formance gain becomes even more significant when the
training data becomes sparser. For instance, when only 20%
of the data is used for training, our model obtains 18.13%
and 14.97% improvements in top-3 recommendations for
Recall and NDCG compared with NAFM. As the percentage
of the training data increases, both Recall and NDCG in-
crease for all methods. However, our method consistently
outperforms baseline methods when the training data be-
comes sparser, while the performance of the baseline
methods drops to a greater extent than our method. It shows
that ourmethod is less sensitive to the sparsity of the training
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Figure 5: Service distribution of mashups. (a) Full dataset. (b) 20% of the dataset.
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data compared with the baseline methods, which could be
explained by the higher-order and nonlinear feature inter-
action modeling in graph convolution and NFM.

4.6. Impact of Different Graphs. In MGCN-NFM, we rep-
resent different sources of information by constructing three
graphs: collaborative graph, description graph, and tag
graph. To demonstrate the effectiveness of utilizing the three
graphs in our model, we design six comparing variants of the
model: (1) CGCN-NFM, where only the collaborative graph
is constructed. In this model, only eC

m and eC
s are computed

in Step 5 of Algorithm 1; (2) DGCN-NFM, where only the
description graph is constructed, and only eD

m and eD
s are

computed; (3) TGCN-NFM, where only the tag graph is
constructed, and only eT

m, eT
s and et are computed; (4)

CDGCN-NFM, where both collaborative graph and de-
scription graph are constructed, and tag graph is omitted; (5)
CTGCN-NFM, where both collaborative graph and tag
graph are constructed; (6) DTGCN-NFM, where only col-
laborative graph is omitted in the original model.

Figure 6 shows the result of the comparison among
different variants. We observe that MGCN-NFM achieves
the best performance, confirming that all three graphs are
necessary for the model, as they are complementary to
each other for enriching different aspects of relations
between mashups and services. When either graph is
dropped from the original model, the performance be-
comes worse, which also suggests that both three graphs
can indeed help improve the model performance. Fur-
thermore, incorporating two graphs into the model is
better than only utilizing one graph in the model, except
for CTGCN-NFM. In this case, we argue that the de-
scription graph is the most important graph for the model
performance, as DGCN-NFM outperforms CGCN-NFM
and TGCN-NFM, and without the description graph,
CTGCN-NFM performs even worse than DGCN-NFM.
+erefore, we conclude that accurately modeling the
functional information of mashups and services in their
descriptions is vital. In addition, the collaborative graph
has a stronger influence on the model performance than
the tag graph, which is exhibited by the fact that CGCN-
NFM outperforms TGCN-NFM and CDGCN-NFM
outperforms DTGCN-NFM.

We further discuss the reason and provide several case
studies of how the three graphs alleviate the sparsity, im-
balance, and cold-start problems in service recommenda-
tion. +e collaborative graph connects services that are
rarely composed to frequently composed ones, which makes
them more densely connected, so that the latent factors can
be updated more frequently. +e description graph and tag
graph connect cold-start services with services that are
composed by mashups, so that the cold-start services can be
discovered and recommended by the FM model. Table 4
shows some actual examples of service recommendation
results. CityPockets Daily Deals is a mashup that aggregates
all daily deals and coupons from various deal sites. Com-
pared with DTGCN-NFM which excludes the collaborative
graph, MGCN-NFM successfully recommends service
8coupons in the Top-5 list, because service Groupon and
service 8coupons have been composed by different mashups
a few times, and it is captured by the collaborative graph.
NearPlace mashup is a free store locator and Google Maps
marker. Compared with CTGCN-NFM which excludes the
description graph, MGCN-NFM successfully recommends
cold-start service MetaLocator in the Top-5 list. Although
MetaLocator has never been composed by any mashups
before, it is a mapping and locator service for stores, vendors,
and ATMs. +erefore, its functionality is similar to popular
services such as geocoder and Google Maps Places, which is
reflected in the description graph. iEnviroWatch is a mashup
that visualizes and queries environmental information in a
geographical area of one’s interest. +e MGCN-NFM suc-
cessfully recommends the EEADiscomap service in the Top-
5 list, because they are both tagged with “Environment”, and
the tag “Sustainability” in the mashup is also close to the tag
“Environment” in the tag graph.

4.7. In-Depth Analysis of Graph Construction

4.7.1. Impact of Mashup-Mashup Graph and Service-Service
Graph in Collaborative Graph Construction. To demonstrate
the superiority of incorporating mashup-mashup collabo-
rative graph and service-service collaborative graph into the
sparse mashup-service collaborative graph, we design three
variants of the model: (1) GMS, where only the mashup-
service collaborative graph is constructed; (2) GMS + GMM,

Table 2: Default value of hyperparameters.

Item Value
Number of convolution layers, L 2
Number of latent dimension, k 64
Number of hidden layers, H 2
Hidden units size, kl (16,16)
Dropout ratio, ρ 0.3
Initialization of parameters N(0, 0.01)

Learning rate 0.001
Regularization coefficient, λ 0.0001
Training epoch, p 100
Neighbor size of collaborative graph, NC 15
Neighbor size of description graph, ND 30
Neighbor size of tag graph, NT 30
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Table 3: Recall and NDCG comparison of recommendation methods.

Method
Dataset density

Recall NDCG
20% 40% 60% 80% 20% 40% 60% 80%

K� 3

RTM-FM 0.2429 0.2940 0.3423 0.3806 0.2392 0.2803 0.3105 0.3271
TR-FM 0.2685 0.3197 0.3628 0.4053 0.2530 0.2930 0.3238 0.3403
ATT-FM 0.3421 0.3955 0.4225 0.4598 0.3013 0.3357 0.3623 0.3759
NAFM 0.3733 0.4256 0.4526 0.4724 0.3127 0.3461 0.3724 0.3862

MGCN-FM 0.4195 0.4652 0.4851 0.5035 0.3402 0.3736 0.3989 0.4116
MGCN-NFM 0.4410 0.4798 0.4931 0.5068 0.3595 0.3859 0.4069 0.4138

K� 5

RTM-FM 0.3807 0.4336 0.4855 0.5084 0.2785 0.3184 0.3583 0.3760
TR-FM 0.4021 0.4548 0.5061 0.5291 0.2913 0.3309 0.3697 0.3863
ATT-FM 0.4492 0.4969 0.5430 0.5611 0.3368 0.3710 0.4030 0.4144
NAFM 0.4650 0.5116 0.5574 0.5755 0.3502 0.3838 0.4152 0.4260

MGCN-FM 0.5071 0.5538 0.5994 0.6173 0.3787 0.4119 0.4432 0.4538
MGCN-NFM 0.5336 0.5711 0.6087 0.6202 0.3979 0.4244 0.4519 0.4567

K� 10

RTM-FM 0.4257 0.4947 0.5346 0.5579 0.2822 0.3461 0.3794 0.3965
TR-FM 0.4472 0.5156 0.5548 0.5770 0.2977 0.3504 0.3835 0.4002
ATT-FM 0.4969 0.5570 0.5917 0.6094 0.3463 0.3920 0.4166 0.4288
NAFM 0.5131 0.5729 0.6073 0.6245 0.3590 0.4048 0.4292 0.4403

MGCN-FM 0.5576 0.6173 0.6512 0.6678 0.3910 0.4366 0.4609 0.4712
MGCN-NFM 0.5769 0.6294 0.6591 0.6721 0.4096 0.4478 0.4673 0.4750
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Figure 6: Comparison of different variants of MGCN-NFM. (a) Recall@K. (b) NDCG@K.

Table 4: Case-study analysis of different graphs where the hit services are marked in bold font.

Mashup Method Top-5 recommendation of services

CityPockets daily deals

DTGCN-
NFM Yelp fusion, amazon product advertising, google maps, facebook, groupon

MGCN-NFM Yelp fusion, amazon product advertising, groupon, google maps, 8coupons
Ground truth Yelp fusion, groupon, 8coupons

NearPlace
CTGCN-NFM Google maps, microsoft bing maps, geocoder, Shopping.com, amazon marketplace
MGCN-NFM Google maps, geocoder, google maps places, Shopping.com, MetaLocator
Ground truth MetaLocator, google maps, WordPress.org, shopify admin, WooCommerce, magento SOAP

iEnviroWatch

CDGCN-
NFM Google maps, twitter, google latitude, facebook, WiserEarth

MGCN-NFM Google maps, twitter, google latitude, AMEE, EEA discomap
Ground truth EEA discomap
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where the mashup-mashup collaborative graph GMM is
fused with GMS; (3) GMS + GSS, where the service-service
collaborative graph GSS is fused with GMS; (4) GC, which is
the original model. Figure 7 shows the results of different
variants. We observe that incorporating GMM and GSS both
achieves better model performance than only using GMS for
the collaborative graph, which verifies the effectiveness of
modeling the collaborative relations between mashups and
between services. Furthermore, the collaborative relation
between mashups has a more significant impact on the
model performance than the collaborative relation between
services. Only by combining both relations can the best
result be achieved.

4.7.2. Impact of Document Embedding Techniques in De-
scription Graph Construction. In this paper, we use Doc2-
vec, which learns a distributed representation of documents
with a self-supervised learning paradigm. We compare
Doc2vec with other document modeling techniques widely
used for service description. +ree variants are considered:
(1) TF-IDF (https://en.wikipedia.org/wiki/Tf-idf), where the
description documents are represented by the TF-IDF
model; (2) LDA, where the topic probability distributions of
description documents are learned by the LDA model; (3)
HDP, where the topic probability distributions of descrip-
tion documents are learned by the HDPmodel; (4) Doc2vec,
which is the original model. +e latent dimensions of LDA
and Doc2vec are set to 50. Figure 8 shows the results of
different variants. We can observe that Doc2vec performs
the best among all methods, indicating its superior modeling
capacity for mashup and service description. HDP follows
behind Doc2vec and performs better than LDA, which
shows that HDP can derive better topic distribution than
LDA as it can automatically infer the number of topics from

data. TF-IDF performs the worst, as it only uses the term-
based vector space model and lexical matching between
documents.

4.8. Impact of Hyperparameters

4.8.1. Impact of the Size of Sampling Neighbors. In the
neighbor sampling process, to control the size of the graph,
we sample a fixed-size set of neighbors for each node. We
vary the number of sampled neighbors for each node in the
collaborative graph NC, description graph ND, and tag
graph NT from 5 to 40 with a step size of 5 to find the
optimal setting. +e experimental results are shown in
Figure 9.We only report Recall@K as NDCG@K performs in
a similar fashion. We can see that the optimal size of
neighbors is different for each graph. For the collaborative
graph, the optimal value of NC is relatively small (NC � 15),
while for the description graph, the optimal value of ND is
larger (ND � 30). When the size of neighbors further in-
creases past the optimal value, the performance begins to
decrease, which verifies the necessity of node sampling
before graph convolution. For the tag graph, we observe that
the performance does not change much as the size of
neighbors grows. We set the optimal value of NT to 30
considering both the training efficiency and recommenda-
tion accuracy.

4.8.2. Impact of the Number of Layers in Graph Convolution.
We evaluate the effectiveness of graph convolution for
learning higher-order mashup and service features. We vary
the number of layers L in the range of {1,2,3,4} and evaluate
the performance. +e experimental results are shown in
Figure 10. We can see that the optimal value of L � 3. In-
creasing layers from 1 to 3 improves the performance as
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Figure 7: Comparison of different methods for collaborative graph construction. (a) Recall@K. (b) NDCG@K.
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Figure 8: Comparison of different methods for description graph construction. (a) Recall@K. (b) NDCG@K.
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Figure 9: Impact of the size of neighbors. (a) NC. (b) ND. (c) NT.
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stacking more layers helps nodes reach multihop neighbors
to enrich mashup and service features. However, stacking
too many layers can make the node features similar and
reduce the performance.

4.8.3. Impact of the Latent Dimension. We evaluate the
impact of latent dimension k on the model performance,
which varies in the range of {8,16,32,64,128}. +e perfor-
mance is shown in Figure 11, from which we can see that the
optimal value of k is 64. Setting the latent dimension too
small will probably constrain the model capacity, and setting
the latent dimension too large not only leads to the over-
fitting issue that hurts the recommendation accuracy, but
also increases the model training time.

5. Conclusions

In this paper, we delve into three issues, namely, feature
sparsity, imbalance, and cold-start when applying factor-
ization machine models for service recommendation, and
propose a novel MGCN-NFMmodel to address those issues.
First, three graphs are built to represent the various types of
interactions between mashups and services: a collaborative
graph, a description graph, and a tag graph. Next, we use the
graph convolutional network to iteratively aggregate higher-
order neighbors to enrich the information of the sparsely-
connected nodes in each graph. +e feature embeddings are
used as latent factors in the neural factorization model,
where it predicts the probability of composition given a pair
of mashup and service, their tags, and textual descriptions.
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Figure 10: Impact of the number of layers in graph convolution. (a) Recall@K. (b) NDCG@K.
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Figure 11: Impact of the latent dimension. (a) Recall@K. (b) NDCG@K.
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We perform extensive experiments on the Pro-
grammableWeb dataset, and the results demonstrate the
superiority of our proposed method. Moreover, our model is
able to incorporate other information from mashups and
services by defining graphs with new relations.

In the future, we intend to investigate other potentially
useful attributes and social information of mashups and
services, such as QoS, developers, followers, etc. In addition,
other more advanced GCN models and FM models can be
explored to further improve the recommendation accuracy.
Finally, as the list of recommended services should be of high
coverage and diversity besides high accuracy, we plan to
investigate and improve the model with respect to the two
metrics.
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-e outbreak of COVID-19 has caused problems such as shortage of workforce, cost increase, cash flow tension, and uncertainty
of supply chain. It has a specific negative impact on the raw material supply, procurement management, production resumption,
logistics, and market of the supply chain, which can trigger cascading failures in supply chain networks. Aiming at the failure of
upstream/downstream firms in supply chain networks due to the decreased product demand/material supply under the COVID-
19, the present study adopted an underload cascading failure model for the supply chain networks. In this model, the hierarchical
supply chain networks were constructed based on the Erdos Renyi (ER) model and Barabasi Albert (BA)model.-e validity of the
model was verified under random attack and target attack. In the random attack mode, the influences of model parameters were
studied, and in the target attack mode, the influence of target protection and random protection measures on enhancing network
invulnerability was also studied. Simulation results showed that the initial load and capacity lower bound of nodes impact
cascading failure size. -e former has a positive correlation with cascading failure size, while the latter negatively correlates with
cascading failure size. Furthermore, random protection measures are more practical to prevent cascading failures.

1. Introduction

-e ongoing COVID-19 pandemic has posed severe dis-
ruptions on global supply chains [1, 2]. After the outbreak of
the COVID-19 pandemic, firms faced more challenges such
as labor shortage, cost increase, cash flow interruption, and
the other uncertain emergencies of the supply chain, which
have negative impacts on rawmaterials supply, procurement
management, production resumption, and logistics and
market in supply chains [3, 4]. A supply chain network is a
functional chain network structure organized by a few
various business entities like suppliers, manufacturers,
distributors, and retailers, realizing from raw material
purchase to finished product production and final sales [5].
As a dynamic network, the fluctuation of any part of the
network can spread quickly in the whole network [6].

Cascading failure is one of the fundamental reasons for
supply chain disruptions. Supply chains must consistently
achieve robustness by trading off efficiency against vul-
nerability [7]. -e international shipping costs have been
rising to more than 400 per cent since the outbreak of
COVID-19, resulting in port congestions and supply chain
postponements all over the world [8]. On the other side,
numerous companies went bankrupt due to COVID-19.
According to statistics released by the Administrative Office
of the U.S. Courts, there were more than one million
bankruptcy filings from 2020 to 2021 [9]. Similarly, there
were more than ten thousand company bankruptcies related
to Japan’s pandemic from 2020 to 2021 [10]. Every company
bankruptcy may become the vulnerable point causing
subsequent bankruptcies and weakening the robustness of
the entire supply chain.
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Cascading failure is a condition of interconnected sys-
tems when failure on one part can lead to a subsequent
failure in corresponding parts and finally cause an overall
failure at the system level [11]. Cascading failures in supply
chain networks have attracted much attention in recent
years. Extant studies mainly focus on network vulnerability
[12], cascading failure model [11], and emergency recovery
mechanism [13]. However, in conventional studies, the
failure is always assumed to be temporary, preidentified,
overloaded, and recoverable. For example, Lu et al. studied
the robust optimization design under the risk of supply
chain network interruption, integrated the emergency
strategy into the supply chain network design, and estab-
lished a robust mixed-integer programming model based on
a multiscenario, multiperiod, and single product [14]. Gao
and Chen established a cascaded failure model of supply
chain networks based on the complex network theory, in
which the weak link of a network was identified, and the
quantitative evaluation method of supply chain vulnerability
was proposed [15]. Yan et al. established the cascade effect
method of supply chain network system detection and gave
the dynamic node importance evaluation method, based on
the theory of complex networks [16]. He and Cheng studied
the repair mechanism of the supply chain based on the
directed weighted complex network, simulated the damaged
situation of the supply chain by adjusting the link weight of
the supply chain network, allocated limited repair resources,
and repaired the supply chain from the global damage and
node damage [17]. Recently, Saura et al. proposed an arti-
ficial intelligence-based model to capture the dynamic
feature of supply chain networks [18].

However, the cascading failure caused by COVID-19 is
quite different from the previous ones. Under the influence
of COVID-19, firms will fail due to the decreased product
demand or raw materials supply, which belongs to under-
load failure. Meanwhile, it is a sudden attack on the supply
chain with a subsequently long-term and continuous dis-
ruption. -ere is a lack of dynamic models for investigating
supply chain disruption under COVID-19. First of all, we
identify the following:

(1) In the traditionally cascading failure models, the
upper bound of node capacity is considered (i.e.,
node failure occurs when the node load exceeds the
upper bound of capacity). At the same time, the firms
under the influence of COVID-19 are faced with the
problem of decreasing product demand or insuffi-
cient rawmaterials supply, whose node failure occurs
when the node load is lower than the capacity lower
bound.

(2) In the traditionally cascading failure models, when
the node load exceeds the upper bound of capacity,
the firm cannot consume many supply orders or
demand orders. It will consider giving these orders to
other firms with a close cooperation relationship.
However, the load of firms in the supply chain
network caused by the COVID-19 will be lower than
the capacity lower bound, and the load of other firms
with close cooperation will be reduced.

We adopt Wang’s underload cascading failure model in
supply chain networks [19]. More specifically, we adapted
the model from three aspects: firm underload failure, firm
capacity lower bound, and load redistribution according to
the business relationship between firms. On the other side,
how does COVID-19 attack the supply chain? How can we
improve the supply chain to mitigate the disruption caused
by COVID-19? To answer these questions, we adopt two
attack strategies: random attack and target attack to test the
model’s performance. By numerical simulating, we find that
it is crucial to maintain close cooperation among supply
chain firms to survive the epidemic. Besides, target pro-
tection and random protection can improve the survivability
of supply chain networks.

Moreover, random protection is more effective than
target protection. It is more effective to protect small- and
medium-sized firms. Our results implicate that enhancing
cooperation relationships within a supply chain network is
an effective method to fight against COVID-19.

-e rest parts of the paper are organized as follows. In
Section 2, we have a brief systematic review of cascading
failure related to supply chain networks. Furthermore, in
Sections 3 and 4, we present the adapted fundamental model
of underload cascading failure and the cascading failure
process due to the COVID-19 pandemic. Several numerical
simulations are conducted in Section 5. Finally, we draw
several conclusions and implications specific to the situation
of COVID-19 in Sections 6 and 7.

2. The Cascading Failure Phenomena in Supply
Chain Network

Each firm has its capacity, inventory, and demand for raw
materials in the supply chain network. When the output of a
firm is lower than the minimum production requirements of
its operation due to the lack of orders or raw materials,
considering the cost problem and profit purpose, the firm
may consider suspending production or closing in severe
cases. Furthermore, other firms with business contacts with
this firm will also be affected, resulting in their output re-
duction. -is process is repeated in the supply chain net-
work, spreading failures and subsequent failures. -e
successive failures in the supply chain network mean that the
failures of one or a few firms will cause the failures of other
firms through the supply-demand connection between firms
and eventually lead to the failures of a considerable part of
the failures of the whole supply chain [20–23].

-e recent outbreak of the COVID-19 has had a specific
impact on the supply of raw materials for firms [24]. -is
negative effect may be due to shortage or interruption of
logistics, especially raw materials or components from high
incidence areas of the COVID-19 and even high trans-
portation areas. Taking the automobile supply chain as an
example, it is a complex and huge system including various
suppliers, manufacturers, logistics providers, distributors,
whose general structure is shown in Figure 1, where each
node represents a supplier, manufacturer, logistics provider,
distributor, and its main body is the material supply system
such as parts and components. -ere are more than 100,000
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Chinese auto parts firms and more than 13,000 firms above
the designated size [24]. More than 10,000 foreign-invested
auto parts firms have already established production and R&
D bases in China. China’s essential auto parts manufacturing
base is the most seriously affected by the COVID-19, Hubei
Province. More than 1,300 auto parts firms are above the
designated size, including Bosch, Delphi, Valeo, Lear,
Honeywell, and many other multinational auto parts firms.
Automobile production involves tens of thousands of parts,
thousands to tens of thousands of employees, and global
materials procurement. Any abnormality in the supply of
automobile parts will affect the production; the suspension
of some or some upstream suppliers will lead to the “chain
break” crisis in the supply chain and cascade failure [25]. At
present, automobile firms are gradually resuming produc-
tion, but the comprehensive recovery of production capacity
needs the efficient operation and synchronous cooperation
of the whole supply chain system. As the parts and com-
ponents firms in Hubei lag the whole country, it has directly
affected many domestic mainstream automobile firms and
even many international automobile firms, resulting in the
closure and suspension of production of some factories or
models.

-e COVID-19 also has an impact on procurement
management. -e procurement supply chain is a network
system, and the procurement bases are often distributed
throughout the country and even around the world.
However, due to the prevention degree of COVID-19 and
the difference of COVID-19 situation in different regions,
the procurement management of firms is faced with sig-
nificant uncertainty and adjustment risk, which significantly
reduces the efficiency of firms. Taking China’s auto parts as
an example, China is the world’s most significant auto
production and sales country and one of the most crucial

auto parts manufacturing and supply bases in the world.
However, many auto parts, materials, and equipment still
need to be imported from abroad: Germany, Japan, South
Korea, the United States, etc. At present, most of these
countries are high-risk countries. If suppliers in the above
countries stop supplying due to the COVID-19, many of the
auto parts they supply cannot be replaced. Even if they can
be replaced, it will take time. At present, many parts
companies and most auto companies in Europe have an-
nounced to stop production or partially stop production.
Besides, core components and semiconductor products
produced by Japan, South Korea, and the United States are
also widely used in the automobile industry. Most of the
vehicle firms have a large stock of imported spare parts. If the
COVID-19 situation worsens, the spare parts firms and
material firms in these countries and regions stop pro-
duction and supply; the domestic firms will be unable to
continue production after the stock is used up. -e pro-
duction of Chinese automobiles and spare parts will face a
direct impact, which directly affects the regular operation of
the whole automotive supply chain network.

-e cascading failure literature has many studies. Zhang
and Liu studied the vulnerability measurement of the lo-
gistics service supply chain, analyzed the interaction law of
internal nodes of the logistics service supply chain, and
determined the network vulnerability measurement index
[12]. Liu et al. constructed a conceptual model for supply
chain vulnerability and discussed the impact mechanism of
various factors on supply chain vulnerability [26]. Yu et al.
studied the complexity and vulnerability of the supply chain
network structure under the modern production mode and
proposed an analysis method based on the weighted im-
proved node contraction method [27]. Zeng and Zhao
proposed a dynamic network load entropy method and

Suppliers Manufacturers Logistics providers Distributors

Figure 1: A general structure of the automobile supply chain.
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discussed the vulnerability of the cluster supply chain net-
work in the process of cascading failure propagation [28].
Du et al. concluded that moral risk, market risk, and de-
cision-making risk would greatly increase the supply chain’s
vulnerability, based on the complexity of supply chain in-
tegration, operation, and environment [29]. Liu analyzed the
supply chain’s vulnerability from the perspectives of supply,
demand, and environment, established the vulnerability
analysis model of the supply chain, and made a statistical
analysis of the vulnerability [30]. Tang et al. studied the
cascading failure mechanism and the associated supply
chain network [31]. Li et al. established a network model
with a uniform degree and random distribution and a
cascaded failure and invulnerability model, according to the
characteristics of the logistics support network [32, 33]. Tang
et al. considered the characteristics of nodes such as recovery
and repeated failure, constructed a cascaded failure model
under the probability propagation mode of fault nodes, and
comprehensively analyzed the performance trade-off be-
tween edge robustness and node robustness [34]. Tang et al.
analyzed the cascading failure characteristics and the ro-
bustness of an interdependent supply chain network, which
is a typically interdependent network composed of an un-
directed cyber-layer network and a directed physical-layer
network [35]. Geng et al. studied the self-organizing elastic
recovery characteristics of the cluster supply chain network
[36]. Wang and Xiao studied the cascading failure in the
cluster supply network and proposed a resilience method to
cascading failures in the cluster supply chain network by
leveraging the social resilience of ant colonies [37, 38]. -e
next sections will employ an underload cascading failure
model to investigate the COVID-19 disruption in supply
chain networks.

3. The Underload Cascading Failure Model

With the outbreak of the COVID-19, the cascading failure
process in the supply chain network is as follows: the up-
stream firms’ products fail due to the decline of demand, and
the downstream firms fail due to the lack of material supply.
Both the decrease in product demand and the shortage of
material supply can be regarded as a load decrease.When the
load decreases below the lower bound of capacity, it will
cause failure, triggering cascading failure. -erefore, the
underload failure model can better describe the level linkage
mechanical behavior in the supply chain network. -e
following definitions are given to describe better the
underload cascading failure in the supply chain network.

In the process of modeling, the supply chain network is
represented as a directed graph structure in the form of
G � (V, E), where V � v1, v2, . . . , vN􏼈 􏼉 is the set of nodes
(representing the firms), and the node types include supplier
node, manufacturer node, distributor node, and retailer
node. E � e1, e2, . . . , eM􏼈 􏼉 is the set of edges (representing
the business relations between firms), if the upstream firm
node vi and the downstream firm node vj has business
relations, node vi and node vj are connected by a directed
edge as 〈vi, vj〉, and the corresponding element in E is
eij � 1; otherwise, eij � 0.

3.1. Initial Load. In the cascading failure model, the allo-
cation of the initial load is based on the importance of nodes.
Generally, two ways are often used to define a node’s initial
load as degree approach [39, 40] and the betweenness ap-
proach [41–43]. Considering that in the supply chain net-
work, the effective operation of a firm is more and more
dependent on other firms, especially its upstream and
downstream firms, which are closely connected through
business relations. -at is to say, a load of a node is naturally
closely related to that of its neighbors. So, we consider the
way in [44] to define the initial node load as follows:

L
0
i � di 􏽘

j∈Ai

dj
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

α

, (1)

where L0
i is the initial load of node vi, di � dIi

+ dOi
is the

degree of node vi, and dIi
is the number of edges from the

upstream neighbor nodes to node vi, dOi
is the number of

edges from node vi to the downstream neighbor nodes. Ai is
the neighbour nodes set of node vi, dj is the degree of the
neighbor node vj of node vi. α is an adjustable parameter
that governs the initial load strength of nodes.

3.2. LowerBoundofNodeCapacity. In the actual network, the
ability of nodes to handle the load (i.e., capacity) is usually
limited by cost and other factors. -e goal of the supply chain
network is to provide products for the end-users, and the
firms in each link are all for the ultimate purpose of making
profits. If the product demand or rawmaterial supply is lower
than a certain level, the firmwill not operate normally and will
eventually suspend production or shut down due to its in-
ability to make profits. -erefore, the load to maintain the
regular operation of the firm must be higher than a specific
bound. Underload will lead to firm failure. Considering that
the failure of the supply chain under the COVID-19 is caused
by underload, this paper only considers the capacity lower
bound of a firm, which is proportional to its initial node load
L0

i [37], and is defined as follows:

Ci � βLi, i � 1, 2, . . . , N, (2)

where Ci is the capacity lower bound of node vi and 0≤ β≤ 1
is the lower bound parameter.

3.3. Redistribution of Load. When the supply or demand of
firms declines, the firms with a closer business relationship
are most affected. In the supply chain network, a load of each
node at first is more significant than the capacity lower
bound, that is to say, a load of any node satisfies: Ci ≤Li, at
this time, the network is in “steady state”; however, in the
COVID-19 environment, the supply and demand of nodes
in the network are slowly decreasing. When Li〈Ci, node
failure occurs, that is, due to the cost and other factors, firms
will choose to stop production, which shows that this node
load will affect the load change of other nodes. -is paper
defines load redistribution according to the business rela-
tionship strength between firms [45], which is expressed as
follows:
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ΔLij � Li

Lj

􏽐m∈Ai
Lm

,

� Li

dj􏽐k∈Aj
dk􏼔 􏼕

α

􏽐
m∈Ai

dm􏽐h∈Am
dh􏽨 􏽩

α
,

(3)

where ΔLij is the reduced load of the upstream or down-
stream nearby node vj of node vi, Ai is the neighbor nodes
set of a failure node vi.

For the node c in Figure 2, if it fails at time t, its upstream
nearby nodes a and b, and downstream nearby nodes d and e
will suffer losses. Taking the downstream node d as an
example, its reduced load is as follows:

ΔLd � Li

Lj

􏽐m∈Ai
Lm

� Lc

Ld

La + Lb + Ld + Le

� Li

dj􏽐k∈Aj
dk􏼔 􏼕

α

􏽐m∈Ai
dm􏽐h∈Am

dh􏽨 􏽩
α

� Lc

dd􏽐k∈Ad
dk􏽨 􏽩

α

da􏽐i∈Aa
di􏽨 􏽩

α
+ db􏽐j∈Ab

dj􏽨 􏽩
α

+ dd􏽐k∈Ad
dk􏽨 􏽩

α
+ de􏽐l∈Ae

dl􏽨 􏽩
α

� Lc

dddc + dddf + dddg􏼐 􏼑
α

dadc( 􏼁
α

+ dbdc( 􏼁
α

+ dddc + dddf + dddg􏼐 􏼑
α

+ dedc + dedg􏼐 􏼑
α.

(4)

And its load currently is Ld(t) � Ld(t − 1) − ΔLd, if
Li(t)〈Cd, then node d will fail at time t+ 1. For upstream
nodes, the same mode of action occurs in the opposite
direction.-e cascading failure ends when no new nodes fail
due to underload.

3.4. Evaluation Index. With the development of COVID-19,
the node load often lies between the initial load and the
capacity lower bound; that is, the node state in the model is
divided into a normal state, underload, and failure state. In
this paper, we consider the way in [46] to define the whole
network efficiency based on node efficiency to measure the
performance of a supply chain network, and the network
efficiency (denoted by EG) is expressed as follows:

EG � 􏽘
N

i�1

egi(t)

N

� 􏽘
N

i�1

siLi(t)/Li

N
,

(5)

where si ∈ [0, 1] indicates the status of each node, of which
the value 0 indicates node failure, the value 1 indicates
regular node operation, and the other values indicate node
efficiency reduction due to underload. In the paper, we
assume that all nodes typically work initially, si � 1. Li(t)

represents the load of the node vi at time t.

4. The Cascading Failure Process

Based on the above definitions, the process of cascading
failure model of supply chain network proposed is as follows:

(1) Initial condition: network G, with N nodes, M edges,
the initial load L0

i of node vi(i � 1, 2, . . . , N), ca-
pacity lower bound Ci(i � 1, 2, . . . , N), node attack
ratio p, and adjustable parameters α and β(0≤ β≤ 1).

(2) Node attack mode: when a random attack or target
attack is carried out on network nodes, the load of
the attacked nodes will be reduced in proportion to p.

(3) Load redistribution of failure nodes: when a load of a
node vi is less than its capacity lower bound, the node
fails, and its load is evenly distributed to its neighbor

La

Lb Le
Lg

LfLd

Lb

a

b

c

d

e

f

g

Figure 2: Illustration of the load redistribution after a node fails.
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nodes. -e load redistribution strategy is used. -at
is, a load of its neighbor node is as follows:

Lj(t + 1) � Lj(t) − ΔLij, eij

� 〈i, j〉.
(6)

(4) For all adjacent nodes vj(j � 1, 2, ..., N) of node vi,
test their load Lj: if Lj〈Cj, it causes cascading failure
of nodes, and then vj⟶ vi, repeat (3), otherwise
keep.

(5) Simulation termination condition: for all nodes
vk(k � 1, 2, ..., N) of the network, if Lk ≥Ck the
simulation is terminated.

5. Simulation and Analysis

Because most supply chain data are confidential or pro-
prietary, building an entire supply chain network is very
difficult. From the perspective of the complex network, the
research on the supply chain network is mostly based on a
typical network model, in which random network (Erdos
Renyi, ER) [47] and scale-free network (Barabasi Albert, BA)
are primary [48]. In this paper, the ER and BA networks are
used to simulate the supply chain network to study its
cascading failure dynamics under the COVID-19. Specifi-
cally, python 3.6 is used to code the ER and BA networks and
the proposed model [49]. -e network consists of 6,000
edges and 2,000 nodes. -ese nodes are divided into four
types: supplier, manufacturer, distributor, and retailer. -e
supplier node is only associated with the manufacturer node,
the manufacturer node is associated with the supplier and
distributor node, and the distributor node is associated with
the manufacturer and retailer node. -e retailer is only
associated with the distributor. Each experiment runs 20
times independently in the experiment, and the average
value is taken as the simulation result [50].

5.1. Effect of Attack Strategies on Cascading Failures. Two
attack strategies are generally adopted to trigger the cascading
failure in the network: random attack and target attack.
Random attack refers to the random selection of a certain
proportion of network nodes for an attack. Target attack refers
to selecting a certain proportion of important nodes in the
network for an attack. In this paper, the random attack
strategy adopted is to randomly select a certain proportion of
nodes to reduce their load, and the target attack strategy is to
select a certain proportion of nodes to reduce their load
according to the descending order of node load.

Figure 3 shows the changes in network efficiency when
the ER network and BA network face random attacks and
target attacks under four kinds of parameter values. We can
see from Figure 3 that EG is descending with the increase of
attack ratio both in the ER network and in the BA network.
Taking Figure 3(c) as an example, when the attack ratio is
20%, the EG of the ER network under random attack and
target attack is 0.2825 and 0.0407, while that of the BA
network under random attack and target attack is, respec-
tively, 0.5127 and 0.7994. When the attack ratio is 50%, the

EG of the ER network under random attack and target attack
is 0.0658 and 0.0322, while that of the BA network under
random attack and target attack is, respectively, 0.1865 and
0.4998. -e results of Figure 3 show that the cascading
failures of the ER network and the BA network are more
easily triggered by random attacks than by target attacks.
Similar conclusions can also be found under other parameter
combinations.

5.2. Effect of Model Parameters on Cascading Failures.
-e random attack is more likely to trigger cascading failure
than the target attack known from Figure 4, so the following
experiments are all carried out under the random attacks.

5.2.1. Effect of α on Cascading Failures. In the experiment,
the other model parameters are β � 0.5, p � 0.4. Figure 4
shows the EG changes of two network models during cas-
cading failures with different α, where α is used to control the
load intensity of nodes. We can see from Figure 4 that EG is
ascending with the increase of α both in the ER network and
in the BA network. -is indicates that the initial load of
nodes defined according to the degree of nodes and the
degree of neighbor nodes makes the network robust to
cascading failure. When α � 0.8 and α � 0.9, the EG of the
ER network changes dramatically after being attacked. It is
shown that the robustness of the ER network against cas-
cading failure is relatively weak under the condition of these
two kinds of parameters. Furthermore, BA network also has
similar performance.

5.2.2. Effect of β on Cascading Failures. In the experiment,
the other model parameters are α � 0.9, p � 0.4. Figure 5
shows the EG changes of two network models during cas-
cading failures with different β, where β is used to control the
capacity low bound of nodes. We can see from Figure 5 that
EG is descending with the increase of β both in the ER
network and in the BA network. It indicates that the higher β
value is set (i.e., the minimum production demand of the
firm), the more likely underload failure will occur, which is
consistent with the actual situation. Furthermore, the lower
the β value, the greater the firm’s risk tolerance, and the longer
the firm can support during the COVID-19. When a node
fails, it will cause a loss to its neighbor nodes. If a load of
neighbor nodes is close to the capacity lower bound, the loss
may cause the further failure of neighbor nodes. -e
neighbour node canmake up for the loss by strengthening the
business relationship with other nodes with the same function
as the failed node to reduce the possibility of its failure.

5.2.3. Effect of p on Cascading Failures. In the experiment,
the other model parameters are α � 0.9, β � 0.6. Figure 6
shows the EG changes of two network models during cas-
cading failures with different p, where p is used to control the
load reduction ratio of the attacked node. We can see from
Figure 6 that EG is ascending with the increase of p both in
the ER network and in the BA network, and the change of
the ER network is more obvious than that of the BA network.
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Figure 3: Continued.
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When p� 0.4, that is to say, the attack node’s load is reduced
to 1 − p � 0.6≤ β of the initial load, then there is no cas-
cading failure, and the network efficiency is the largest at this
time. When p� 0.5, the load of the attacked node is reduced
to 50% of the initial load, i.e., 1 − p � 0.5≤ β1 − p � 0.5≤ β;
node failure occurs and affects the neighbor nodes,

triggering cascading failure. Currently, network efficiency is
the minimum. It shows that the closer the load reduction is
to the capacity lower bound, the more likely the nodes are to
have cascading failures. At this time, if certain supporting
measures are taken for such a firm, the ability of the firm to
resist risks can be enhanced.
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5.3. Effect of Protection Measures on Cascading Failures.
We study the effect of protection measures (such as loans to
enterprises and rent reduction) on cascading failure control of
the network under the target attacks. Two protection mea-
sures are used in the experiment: target protection and
random protection. Target protection refers to selecting a

certain proportion of important nodes in the network for
protection, while random protection refers to randomly
selecting a certain proportion of network nodes for protec-
tion. -e model parameters are set to α � 0.8, β � 0.4, p

� 0.3, and the proportion of nodes to be protected is 10% of
the proportion of attack nodes, that is to say, select 10% of the
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Figure 5: Network efficiency under different β. (a) ER. (b) BA.
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proportion of attack nodes according to the descending order
of node load for target protection, or randomly select 10% of
the proportion of attack nodes for random protection. Fig-
ure 7 shows the EG changes of two network models during
cascading failures with different protection measures. We can
see from Figure 7 that two kinds of protection measures can
also improve the survivability of the ER network and BA
network, and random protection measures are more effective
than target protection measures. It shows that the protective
measures for small- and medium-sized firms are more ef-
fective. Considering the complexity and diversity of business
relationships among firms in the real supply chain network, it
is difficult to measure it accurately. -is conclusion can
provide some reference for supply chain risk management
during the COVID-19 period.

6. Conclusions and Discussion

In the present study, we propose an underload cascading
failure model to investigate the negative outcomes of de-
mand and supply declines caused by the ongoing COVID-19
pandemic. -e extant supply chain network models are
insufficient to explore the complicated and diverse char-
acteristics among firms in the supply chain network. Our
model simulates the actual situations after the outbreak of
COVID-19 by redistributing the loads among connected
nodes. We try to capture the characteristics of the con-
nections among the upstream and downstream firms. -e
numerical simulations present that the network efficiency is
positively related to the firm loads, while the network effi-
ciency is negatively related to the lower bound of production
capacity. -e simulation results show that the loads and
lower bounds’ resilience will enhance the supply chain’s
robustness when preventing the cascading failures during
COVID-19.

In addition, our model emphasises underload failure:
upstream firms fail due to the decline of demand, and
downstream firms fail due to the decrease of supply. Based
on the underload failure, we analyze the effect of model
parameters on the cascading failure of the supply chain
network. -e simulation results show that the adjustable
parameters α and β, respectively, represent the firm’s
strength and the ability to resist risks, which will affect the
spread of cascading failures. During the COVID-19, some
protection measures for some firms will positively enhance
the invulnerability of the entire supply chain network.

Finally, random attack strategies simulate the impact of
failure caused by COVID-19 on the entire supply chain
network composed of firms of variable sizes.-e simulations
of attacking the core nodes with large production scales
show that the protection measures improve network effi-
ciency. Although the core nodes play an essential role in
maintaining the stability of the supply chain network system,
providing protective measures for small- and medium-sized
enterprises has more obvious effects on preventing network
failure and improving network efficiency.

7. Theoretical and Practical Implications

Our study will contribute to the cascading failure literature
on supply chain network systems. COVID-19 poses chal-
lenges to the extant theories of supply chain management.
-e negative outcomes of the COVID-19 are unpredictable
and uncontrollable. We adapt the underload cascading
failure mode to the actual situations of COVID-19, which
have never happened before. -e proposed model will be
valuable for future studies. In addition, our study also has
three practical implications. First, for large enterprises, in-
creasing redundant partners in the supply chain network will
help to reduce the mutual trust costs for temporary
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cooperation purposes. Production capacity exchange with
redundant cooperators will help reduce the failure rate of
enterprise nodes. In addition, enterprises can appropriately
increase the redundancy of rawmaterials and products, such
as increasing inventory and backup products. -ey can also
deal with the changes in demand or supply to maintain the
regular production progress.

Second, our study implicates that we must pay attention
to the production coordination of various small- and me-
dium-sized enterprises in the supply chain. -e problems of
difficult and expensive financing of small and medium-sized
enterprises have been intensively exposed under the impact
of the COVID-19. From the perspective of policy regulation,
policy innovation and system design play an essential role in
improving the quality and efficiency of the supply system.
During the epidemic period, the government took measures
such as economic support and tax reduction for a certain
number of small- and medium-sized enterprises, which
helped the supply chain network coordinate the production
cycle and capital flow cycle as a whole and ensure network
efficiency.

Finally, our study also implicates that we need to actively
adopt new technologies to reduce the cost and risk of supply
chain management. -e new technology can also involve
virus detection and personnel health tracking. Even if there
is a sporadic epidemic, it can respond and deal with it
quickly to provide better safety protection and psychological
protection for enterprise production, contributing to the
resumption of production and solving the problem of labor
shortages during the epidemic. In the future, we will further
study the specific protection measures to enhance the in-
vulnerability of the supply chain network.
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Cross-project defect prediction (CPDP) is a mainstream method estimating the most defect-prone components of software with
limited historical data. Several studies investigate how software metrics are used and how modeling techniques influence
prediction performance. However, the software’s metrics diversity impact on the predictor remains unclear. *us, this paper aims
to assess the impact of various metric sets on CPDP and investigate the feasibility of CPDP with hybrid metrics. Based on four
software metrics types, we investigate the impact of various metric sets on CPDP in terms of F-measure and statistical methods.
*en, we validate the dominant performance of CPDP with hybrid metrics. Finally, we further verify the CPDP-OSS feasibility
built with three types of metrics (orient-object, semantic, and structural metrics) and challenge them against two current models.
*e experimental results suggest that the impact of different metric sets on the performance of CPDP is significantly distinct, with
semantic and structural metrics performing better. Additionally, trials indicate that it is helpful for CPDP to increase the
software’s metrics diversity appropriately, as the CPDP-OSS improvement is up to 53.8%. Finally, compared with two baseline
methods, TCA+ and TDSelector, the optimized CPDP model is viable in practice, and the improvement rate is up to 50.6% and
25.7%, respectively.

1. Introduction

In software engineering, the conventional defect prediction
approach trains a predictor using historical data of the target
project and then uses it to predict defects in the subsequent
version or release. *is process is named as within-project
defect prediction (WPDP). However, the cold-start problem
is fatal for some new projects or inactive WPDP software
projects. Hence, cross-project defect prediction (CPDP)
overcomes this issue and has attracted much attention in
recent years. In general, CPDP refers to predicting defects in
a project using a predictor trained on historical data of other
projects [1–3].

As illustrated in Figure 1, various software metrics such
as static code, process, object-oriented, and network metrics
have been employed for defect prediction. Several studies
have also confirmed the discrepancy in the performance of

WPDP with different metric sets [4, 5]. For example,
Radjenovic et al. [4] highlight that object-oriented and
process metrics perform better among six categories of
software metrics.

As an artifact, the software can also be abstracted into a
coarse-grained network structure based on the dependencies
between classes, namely, a class dependency network (CDN)
scheme. In CDN, each class is considered a node, and the
dependencies between classes are the directed edges. From
the perspective of complex networks, some researchers have
verified that network metrics are better than code metrics in
defect prediction [6, 7]. Additionally, deep learning for
network analysis and specifically network embedding
learning of a graph structure has attracted significant at-
tention. *is strategy aims to find a mapping function to
transform each node into a low-dimensional representation.
Such techniques involve deepwalk [8], node2vec [9], and
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struc2vec [10]. Qu et al. [11] automatically learn the node
representation from the CDN using network embedding for
software defect prediction and achieve quite appealing
results.

Recently, some researchers highlight that in addition to
the features represented by a series of handcraft metrics,
software programs have well-defined syntax, represented by
abstracts syntax trees (ASTs), and rich semantic information
hidden deep in the source code. *e work of [12–14] has
already demonstrated that programs’ semantic information
helps characterize defects and improve defect prediction.
Specifically, the semantic representation automatically
learns from source code, exploiting a deep learning model
that distinguishes code regions of different semantics.

Although some studies have investigated the possible
benefits of including some measures such as static code and
process metrics, none systematically assesses the impact of
using various sets of metrics on defect prediction, especially
CPDP. *e information presented by different software
metric sets commonly exhibits significant differences, es-
pecially in the context of cross-project. In other words,
whether different software metric sets have a significantly
distinct effect on the CPDP performance is still an open
problem.

*is paper focuses on comparative analysis and assesses
the impact of using different metric sets to mitigate such
problems. Furthermore, it also explores the optimal com-
bination of various metrics in CPDP. *e main contribu-
tions of this paper are summarized as follows:

(1) We conduct a series of experiments and verify that
the impact of different types of software metric sets
on the performance of CPDP is significantly distinct,
with the semantic metric being the most appealing,
followed by the structural metric

(2) We find that the predictor built with the combina-
tion OSS (CK-OO, semantic, and structural metrics)
performs best and achieves better performance than
several state-of-the-art methods in terms of the F-
measure metric

*e remainder of this paper is organized as follows.
Section 2 reviews the related work in CPDP. Sections 3 and 4
describe the approach of our empirical study and the de-
tailed experimental setups, respectively, while Sections 5 and
6 analyze and discuss the experimental results. Section 7
presents some threats to validity that may affect our study.
Finally, Section 8 concludes this paper and presents the
directions for future work.

2. Related Work

2.1. Cross-ProjectDefect Prediction. In recent years, the topic
of CPDP has attracted considerable attention from both
academia and industry. *e most fundamental issues are
how to pick the appropriate source projects for a target
project and how to train a more accurate predictor through
various strategies.

Turhan et al. [2] first utilize the nearest-neighbor filtering
technique to prune irrelevant cross-project data, while Porto
et al. [15] propose an instance filtering method by selecting
the most similar instances from the training data set. Ryu
et al. [16] suggest a method of hybrid instance selection using
the nearest neighbor (HISNN). *e results highlight that
instances with solid local knowledge can be identified uti-
lizing nearest-neighbors with the same class label.

To improve the performance of CPDP, Ni et al. [17]
develop the FeSCH method and design three ranking
strategies to choose the appropriate features. He et al. [18]
study CPDP from the perspective of feature simplification
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Figure 1: A simple review of defect prediction.
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and compare the performance between CPDP and WPDP.
Li et al. [19] compare some well-known data filters and
propose an HSBF (hierarchical select-based filter) method.
Li et al. [20] analyze the impact of selection granularity of the
training data on CPDP and propose a multigranularity
selection strategy.

Additionally, Zhang et al. [21] provide an unsupervised
approach entitled MT+ to determine the most suitable
source project for each target project by considering the
impact of various data transformations on the CPDP model.
Kumar et al. [22] built a transfer learning scheme for CPDP
by utilizing machine learning and identifying the best
training data combination. Ryu et al. [23] develop a transfer
cost-sensitive boostingmethod by considering distributional
characteristics and the data imbalance for CPDP. *ey also
[24] propose a multiobjective Naive Bayes learning method
for CPDP by considering the class imbalance contexts. Poon
et al. [25] suggest a credible theory-based Naive Bayes (CNB)
classifier and establish a reweighting mechanism for CPDP
between the source and target projects.

Besides, to address the heterogeneous defect data sets,
He et al. [26] introduce a CPDP-IFS approach based on the
distribution characteristics of both the source and target
projects. Nam et al. [27] suggest an improved method, HDP,
where the metric selection and matching build a defect
predictor. Jing et al. [28] propose a unified metric repre-
sentation for heterogeneous defect data named UMR. Yu
et al. [29] present a feature matching and transfer (FMT)
approach. Muddu et al. [30] tested the robustness of CPDP
experimental research.

Considering CPDP, Herbold et al. [31] replicate 24
approaches proposed between 2008 and 2015 and evaluate
their performance on five data sets. *e authors claim that
CPDP’s model performance is sufficient for practical ap-
plications. Goel et al. [32] summarize independent variables,
modeling techniques, performance evaluation criteria, and
different approaches in building CPDP models but lack a
more in-depth impact analysis.

With the extensive application of deep learning
technology in various fields, its powerful feature gener-
ation ability has also been used for defect prediction
[11–14]. For example, Wang et al. [13] generate the source
code ASTs and automatically learn the program’s hidden
semantic and syntax features through a deep belief net-
work. Li et al. [14] extract the structural information from
ASTs through CNN and combine the semantic features
with standard code features to improve the performance
of software defect prediction. However, ASTs encapsulate
only the abstract syntax structure of the source code,
which cannot represent the program’s execution process.
Phan et al. [33] propose transforming the source code into
program control flow graphs (CFG) to extract deeper
semantic features from the code. Qu et al. [11] leverage a
network embedding technique to automatically learn to
encode the program’s class dependency network structure
into low-dimensional vector spaces to improve software
defect prediction.

2.2. SoftwareMetric. Software quality improvement through
defect prediction has been relying on a wide variety of
software metrics treated as features. To comprehend the
relationship between diverse software metric sets for defect
prediction, Chamoli et al. [34] analyze the performance of
prediction models based on various software metrics and
conclude that software metrics may indeed affect themodels’
defect prediction accuracy.

Madeyski et al. [35] identify that process metrics are
worth collecting and improve the metric-based prediction
models when data sets are collected from a wide range of
software projects. Han et al. [36] combine code and process
metrics as features and confirm that the predictive capa-
bilities of using two features (BD_max and Pre-defects) are
comparable to the results of using all 61 features. Öztürk
et al. [37] suggest that quality metrics are superior in pre-
dicting imbalanced data sets than static code metrics. Xia
et al. [38] search for the most critical software metrics and
conclude that fewer than 10 metrics can better perform than
utilizing 22 or more metrics.

Bluemke et al. [39] describe the process of choosing
appropriate metrics for defect prediction. Accordingly,
Jiarpakdee et al. [40] suggest that researchers should be
aware of redundant metrics before constructing a defect
prediction model to maximize their studies’ internal validity.
Caglayan et al. [41] conclude that the performance of dif-
ferent metric sets in building a defect prediction model
depends on the project’s characteristics and the targeted
prediction level.

Mauša et al. [42] replicate the case study of deriving
thresholds for software metrics using a statistical model
based on logistic regression and analyze a more compre-
hensive set of software metrics. *e results reveal that the
threshold values of some metrics can be used to predict
defect-prone modules effectively. Recently, Zhang et al. [43]
suggest that an aggregation scheme can significantly alter
correlations among metrics and correlations between met-
rics and the defect count through an analysis of 11 aggre-
gation schemes using data collected from 255 open-source
projects.

3. Problem and Method

3.1. Research Question. *is paper defines CPDP as follows:
given a source project Ps and a target project Pt, CPDP aims
to achieve the target prediction in Pt using the knowledge
extracted from Ps, where Ps ≠Ps. Let the source and target
projects share the same feature cardinality and metric sets.
*e goal of CPDP is to learn a model from the selected
source projects (training data) and apply it to the target
project (test data). In the context examined here, project P,
as a defect data set, contains m instances represented as
P � I1, I2, . . . , Im􏼈 􏼉. An instance is Ii � f1i, f2i, . . . , fdi, L􏼈 􏼉,
where fki is the k − th dimension of the representation
vector of instance Ii, and d denotes the total dimensions,
namely, the scale of the metrics. If instance I is buggy, then L

is one; otherwise, L is zero.

Mathematical Problems in Engineering 3



As mentioned in Section 2.2, various metrics can
measure software complexity and quality in practice;
therefore, a defect data set may contain multiple types of
software metrics. According to the statistics, most public
defect data sets contain at least two types of software metrics.
For example, the commonly used AEEEM data set involves
two sets of software metrics. According to the existing
practice [11–13], deep learning technology can provide
structural and semantic metrics. In other words, there are at
least four sets of metrics.

Nevertheless, only a few research works based on these
data sets have explored the impact of different metric sets
and their combinations on the performance of CPDP, es-
pecially for handcrafted and automatically learned metrics.
Spurred by that, this paper aims to find empirical evidence
addressing the following three research questions.

RQ1: Is the impact of different metric sets on the
performance of CPDP significantly distinct?
RQ2: Does CPDP based on hybrid metrics perform
better?
RQ3: Does the optimized CPDP model outperform the
baselines?

3.2. Approach. An effective prediction model affords more
resources to be devoted to the bug-prone instances and
consequently improves the quality of the latter instances.
Existing CPDP models usually aim to improve the learning
algorithm and make the predictor perform better. Hence,
they always ignore the impact of software metrics on pre-
diction performance. To answer the above research ques-
tions, we will consider constructing a CPDP model for two
scenarios (Figure 2).

Scenario 1 considers CPDP modeling utilizing a single
metric set, which is the most straightforward modeling
method. For this case, we will investigate the performance of
the predictor. Scenario 2 considers constructing a CPDP
model based on multitype metric sets. Note that different
colors in Figure 2 distinguish the types of indicator sets. *e
details of this scenario are provided in the following steps.

Step 1: Defect data sets are constructed for each project
according to the software metric types. An instance is
described
as I � f11, f12, . . . , f1d1

, . . . , fn1, fn2, . . . , fndn
, L􏽮 􏽯,

where n is the software metric category cardinality
(n≥ 1). As mentioned in Section 3.1, dn denotes the
dimension of the n-th set of software metrics, f is the
metric value, and L the label.

Step 2: After collecting the defect data sets, we further
determine a series of classification algorithms
employed to learn the predictor, for example, Näıve
Bayes, logistic regression, and J48.
Step 3: *e corresponding CPDP model based on the
selected defect data sets and classification algorithms is
constructed according to the specific scenario
requirement.

4. Experimental Setup

4.1. Data Sets. We investigate our study on the public
AEEEM data set [44], which involves five open-source
projects. Table 1 lists the details of the five projects, where the
second and third columns are the number of the defective
and the clean instances, respectively. Each project refers to
process and CK-OOmetrics. Each instance represents a class
file and comprises software metrics and a dependent variable
labeling defining if bugs exist in this class file. Table 2
presents all metric sets involved in our study.

Note that we expand the set of metrics to the existing data
set, including structural and semantic metrics. *e former is
extracted from a class dependency network employing net-
work embedding learning. Specifically, this paper utilizes the
node2vec method [9] to map each class node to a low-di-
mensional vector. Regarding the semantic metrics, these
adopt the method of [13]. Among the above metrics, the
traditional code metrics are not listed because they have little
effect on CPDP and are not applicable to the current data set.

Data imbalance is a crucial and unavoidable problem in
software defect prediction. In our data set, due to the absence of
defects, the number of nonbuggy samples is far more than the
number of defective samples, with the imbalanced distribution
seriously affecting the prediction accuracy. To overcome this
problem, we balance the data sets with SMOTE. Additionally,
since the scale of the numerical metric values is different in a
data set, we normalize the metric values within the range of
[0, 1] utilizing the z-score method.

Scenario 1

Scenario 2

ResultsMSet

metric set Predictor Results

Predictor

MSet

MSet

Predictor

Predictor

Results

Results

MSet

MSet

...

MSet

MSet

MSet

Predictor Results

Predictor Results

Predictor Results

MSet

MSet

Figure 2: *e two CPDP scenarios examined.
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4.2. Experimental Design. *is section describes the entire
experimental framework according to the previous three
research questions, as illustrated in Figure 3.

First, to conduct an impact analysis among all four
metric sets, the CPDP experiments are conducted in the first
scenario. *is trial analyzes the differences of the software
metric sets under a specific classifier. *en, we expand the
experiments in the following scenario and compare the
average prediction results of six cases involving different
combination patterns. Finally, based on the optimal metric
combination, we further verify the feasibility of the proposed
CPDP model by challenging it against two current models.

Once this process is completed, the answers to the three
research questions of our study will be discussed.

4.3.Classifiers. Machine learning algorithms are widely used
in defect prediction, with the classification algorithms being
able to classify the defective modules correctly. *is paper
utilizes four typical classification algorithms as the primary
learning algorithms.

(i) Logistic regression (LR): A widely used supervised
classification algorithm that essentially solves a
dichotomy problem. Due to its universality and
practicability, several methods employ it for defect
prediction [5, 18, 26].

(ii) Random forest (RF): A classifier that uses multiple
trees to train and predict samples, aiming at re-
ducing variance. RF has a better generalization and
classification capability than typical decision trees
[18].

(iii) Näıve Bayes (NB): *e simplest classifier based on
Bayesian theory and independent hypothetical
testing. It is widely accepted that NB outperforms
other classifiers and thus is frequently used to build
defect prediction models [5, 18, 23].

(iv) J48: A high-efficiency decision tree algorithm that
uses the greedy technique for supervised classifi-
cation, posing an appealing tool for defect predic-
tion [18].

4.4. Evaluation Measures. To predict whether an instance
(class file) is defective, we use binary classification tech-
nology. *e possible results are true positive (TP), false
positive (FP), false negative (FN), and true negative (TN).
*e conventional classification evaluation measures include

Table 1: AEEEM data set.

Project
Attribute

Number of buggy instances Number of nonbuggy instances *e total number of instances Buggy ratio (%)
Eclipse 206 792 998 20.64
Equinox 129 196 325 39.69
Lucene 64 627 691 9.26
Mylyn 245 1,617 1,862 13.16
Pde 209 1,288 1,497 13.96

Table 2: Four types of software metrics will be involved in this paper.

Category Metric description

Process metrics (15-dimension)

numberOfVersionsUntil avgLinesAddedUntil maxLinesAddedUntil
numberOfFixesUntil linesRemovedUntil maxCodeChurnUntil

numberOfRefactoringsUntil maxLinesRemovedUntil avgCodeChurnUntil
numberOfAuthorsUntil avgLinesRemovedUntil ageWithRespectTo

linesAddedUntil codeChurnUntil weightedAgeWithRespectTo

CK-OO metrics (17-dimension)

Coupling between object classes Response for a Class numberOfMethodsInherited
Depth of Inheritance Tree Weighed Methods per Class numberOfPrivateAttributes

Afferent Couplings numberOfAttributes numberOfPrivateMethods
Efferent Couplings numberOfAttributesInherited numberOfPublicAttributes

Lack of Cohesion in Methods numberOfLinesOfCode numberOfPublicMethods
Number of Children numberOfMethods

Structural metrics A d-dimensional space of features (d� 32)
Semantic metrics A d-dimensional space of features (d� 32)

Data set Scenario 1 

Scenario 2 

RQ1: 
Impact analysis 

of different 
software metrics

RQ2: 
Comparison of the 

performance of CPDP 
with hybrid metrcs

Two Benchmarks
(TCA+, TDSelector)

RQ3: 
Feasibility evaluation 
with existing model

Logistic Regression
Random Forest

Naïve Bayes
J48

Figure 3: *e experimental framework according to the three
research questions.
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precision, recall, and F-measure expressed as follows. Given
the contradiction between precision and recall, we use F-
measure to evaluate the prediction performance.

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

F − measure �
2∗Precision∗Recall
Precision + Recall

.

(1)

Additionally, statistical tests assist in understanding
whether a statistically significant difference between two
results exists. *is work utilizes the Wilcoxon signed-rank
test to check whether the performance difference between
the prediction models with different software metrics is
significant. To further examine the effectiveness and fol-
lowing the work of [13, 18, 26], we employ Cliff’s delta (δ) to
measure the effect size of our approach. Cliff’s delta is a
nonparametric effect size measurement scheme that quan-
tifies the difference between the two approaches. Table 3
describes the meanings of various δ values [45].

5. Experimental Results

*is section reports the experimental results aiming at
answering the three research questions formulated in Sec-
tion 3.1.

RQ1: Is the impact of different metric sets on the
performance of CPDP significantly distinct?

*is trial considers Scenario 1, with the corresponding
results presented in Figure 4, and highlights that the F-
measure values obtained using different metric sets are
generally different, implying different levels of influence on
CPDP. On the one hand, the prediction results of CPDP
models based on different metric sets vary when the classifier
is consistent. For instance, in Figure 4(a) and considering the
semantic and process metrics, the medium values of the F-
measure are 0.381 and 0.334, respectively, inferring that the
semantic metric performs much better than the process
metric under the J48 classifier. Additionally, a value of 0.381
is a relatively high index showing that the semantic metrics
perform better than other metrics, whose index values are
0.334, 0.337, and 0.343.

Under different classifiers, the advantages of specific
metrics are also unstable. Considering the semantic metric as
an example, Figure 4(a) indicates that this metric performs
best (0.381), but in Figures 4(c) and 4(d), this advantage is
less obvious. Note that compared with the semantic metrics,
other metrics perform the same instability (approximately
0.3–0.4), sometimes leading to more outliers.

Note: A negative δ value represents that the result of the
latter metric set is better; on the contrary, the former is
better.

To further distinguish the impact of different metric sets
on CPDP, we evaluate the results in terms of the Wilcoxon
signed-rank test (p value) and Cliff’s delta (δ) metric. In this

study, we statistically analyze four types of metrics based on
the null hypothesis, that is, two metric sets have the dis-
tribution of the same results. In Table 4, the Wilcoxon
signed-rank test highlights no significant difference between
the semantic and structural metrics and between process and
CK-OO metrics, as both p values exceed 0.05. However, the
differences between the two groups are statistically signifi-
cant, especially between the CK-OO and semantic metrics (p
value� 0.003).

In Table 4, the effect size δ between the structural and
semantic metrics is small, and the metric is minimal between
the CK-OO and process metrics. Considering the process
and CK-OOmetrics, the dominant effect size of the semantic
metrics tends to be larger due to the negative δ values
(−0.445 and −0.408), while the dominant effect size of
structural metrics tends to be medium (|δ| � 0.295).
*erefore, overall, the semantic metric performs best fol-
lowed by the structural metric and then the CK-OO and
process metrics.

In conclusion, based on the experimental results, the
impact of different metric sets on the performance of CPDP
is distinct, with a significant difference.

RQ2: Does CPDP based on hybrid metrics perform
better?

To answer this research question, we construct a defect
predictor using the logistic regression as described in Sce-
nario 2. To simplify the presentation, we label the CPDP
model with the Process and Semantic metric as CPDP-PS,
OS (CK-OO and Semantic), SS (Structural and Semantic),
OSS (CK-OO, Structural, and Semantic), and POSS (Pro-
cess, CK-OO, Structural, and Semantic). Table 5 presents the
prediction results of each target project in terms of F-
measure values. *e results indicate that CPDP-OSS per-
forms best due to the greater F-measure values. For example,
for Eclipse, the F-measure value of CPDP-OSS is 0.536.
Compared to the remaining combinations, the performance
is higher by 29.22%, 19.73%, 4.93%, and 9.58%, respectively.
Additionally, the improvement increases to 62.62% com-
pared to the previous CPDP involving single semantic
metrics.

Additionally, for Equinox, the performance of CPDP-
OSS exceeds 0.6 when using Eclipse, Lucene, and Pde as the
source project. Note that compared with CPDP-PS and
CPDP-OS, the performance improvement of CPDP-OSS for
Mylyn is more prominent, exceeding 30%. Interestingly, for
Lucene and Pde, their F-measure values of CPDP with single
semantic metrics are more significant than that of CPDP

Table 3: *e mappings between different δ values and their ef-
fective levels.

Effect size |δ|

Very small 0.008
Small 0.147
Medium 0.33
Large 0.474
Very larger 0.622
Huge 0.811
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Figure 4: *e standardized boxplots of the performance of CPDP are achieved by different predictors based on different types of software
metrics and classifiers in Scenario 1. From the bottom to the top of a standardized box plot: minimum, first quartile, median, third quartile,
and maximum. Any data not included between the whiskers are plotted as a small circle. (a) J48, (b) LR, (c) NB, and (d) RF.

Table 4: *e results of the Wilcoxon signed-rank test and Cliff’s effect size (δ).

Process vs.
semantic Structure vs. semantic CK-OO vs.

semantic Structure vs. process CK-OO vs. process CK-OO vs. semantic

Sig. p value (0.05) 0.022 0.49 0.003 0.024 0.5 0.018
δ value −0.445 −0.083 −0.408 0.295 0.00 −0.295

Table 5: Comparison of the CPDP performance in terms of F-measure.

Metrics
Target

Eclipse Equinox Lucene Mylyn Pde
Semantic 0.330 (+62.62%) 0.385 (+55.93%) 0.450 (+0.22%) 0.442 (+12.06%) 0.454 (+4.01%)
PS 0.415 (+29.22%) 0.528 (+13.63%) 0.382 (+18.06%) 0.379 (+30.61%) 0.380 (+24.21%)
OS 0.448 (+19.73%) 0.566 (+6.17%) 0.408 (+10.54%) 0.370 (+33.78%) 0.413 (+14.29%)
SS 0.511 (+4.93%) 0.584 (+2.83%) 0.451 (—) 0.479 (+3.34%) 0.453 (+4.19%)
OSS 0.536 0.601 0.451 0.495 0.472
POSS 0.489 (+9.58%) 0.583 (+3.07%) 0.424 (+6.37%) 0.472 (+4.87%) 0.436 (+8.26%)
Note: *e percentages within the parentheses are the improvement rates of CPDP-OSS, and the boldfaced numbers represent the best results in the same
context.
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with hybrid metrics, except for that of CPDP-OSS. Besides,
the performance of CPDP-SS is very close to that of CPDP-
OSS, even on Lucene, as the F-measure values are the same.
*erefore, it can be concluded that sometimes “more is not
better.”

Overall, the results indicate that CPDP with CK-OO,
structural, and semantic metrics can identify more buggy
instances than the other combinations examined. *erefore,
it is mandatory to consider the effect of hybrid metrics on
CPDP.

RQ3: Does the optimized CPDP model outperform the
baselines?

*e previous results validate that it is still valuable to
consider hybrid metrics during CPDPmodeling. To evaluate
the practicability and usefulness of CPDP-OSS, we built
CPDP models using two existing approaches, that is, TCA+
[46] and TDSelector [47], and perform experiments on the
same data set. Table 6 presents the comparative results
between our approach and the two baselines, where the max
F-measure value per row is in bold. CPDP-OSS outperforms
both baselines, as most boldfaced F-measure values, that is,
12 out of 20, and the average improvement rates of F-
measure values belong to CPDP-OSS.

Compared with TCA+, Table 6 highlights that 6 out of 20
improved rates of our approach exceed 20%, while the
maximum is 50.6%. Regarding TDSelector, four cases pose
an improvement exceeding 20%, and themaximum is 25.7%.
With this evidence, the proposed CPDP-OSS approach is
validated to be beneficial for improving the performance of a
CPDP model.

6. Discussion

RQ1: Our experimental results suggest that the impact of
various metrics sets on the performance of CPDP is distinct
in terms of F-measure. Our findings indicate that the se-
mantic metrics, on average, yield the best CPDP models,
with structural metrics to follow. Meanwhile, according to
Table 2, it is evident that the scale of these two metrics sets in
our defect data sets is more significant, that is, a more ex-
tensive set of metrics may lead to better prediction. *us,
assisted by deep learning technology, deeper information
can be automatically learned from the program.

*e CK-OO metric and the process metrics are the most
frequently used for defect prediction, with the authors in [4]
arguing that the CK-OO metric has a good explanation and
predictive power. Nevertheless, in our trials, both do not
perform so well as expected. A possible explanation is a
difference in the prediction context, leading to the con-
clusion that cross-project defect prediction is different from
the traditional within-project defect prediction.

RQ2: For CPDP, the effectiveness of increasing the
metrics diversity is proven, broadly consistent with some
prior studies’ findings. Considering software metrics,
D’Ambros et al. [43] investigate the prediction based on a
single set of metrics and found that defect prediction models
based on a single set of metrics are unstable. Hall et al. [5]

also found that defect prediction models using a compre-
hensive combination of metrics perform well.

According to the experimental results, overall, using
semantic and structural indicators affords a good prediction
capability. One possible explanation is that when using AST
to extract semantic information from code, the complexity
of the source code has been achieved to a certain extent.
*erefore, when the CK-OO metric is continuously con-
sidered, the improvement is limited.

RQ3: In the proposed CPDP-OSS approach, the ad-
vantage relies on the implicit diversity among software
metrics. In Table 7, although the results show an overall
improvement in the predictive performance of CPDP-OSS,
the advantage is not apparent due to the p values exceeding
0.05 and the small effectiveness levels.

Several factors may prohibit revealing the apparent
advantage of the proposed approach. Additionally, due to
the limitation of the data set, only three/four types of
software metrics are introduced, and we employ the most
basic semantic and structural metrics learning model.
Currently, some improved deep learning models have been
used to solve this task.

To ease the complexity of the proposed approach, instead
of using the complex and representative boosting and
bagging algorithms, we utilize a simple logistic regression.
*erefore, there is much room for improving our approach,
and we believe that the advantages will be more evident after
some improvement.

Although the advantages of the CPDP-OSS approach are
not particularly obvious, it is more efficient than the two
baseline competitor methods. Regarding TDSelector, for
each project, it requires manually calculating 76 metrics.
However, after applying the classification on the semantic
and structural features, we can avoid cumbersome calcu-
lations through machine learning and then reduce the
metrics calculation to 17 + 15+2� 34, which significantly
improves data processing efficiency. From this point of view,
our experimental results still have great application value.

*ese two baselines are currently the most in-depth and
representative baselines in our experimental research. *ere
may be better baselines for comparison, and in future work,
we will continue to follow up and compare them.

7. Threats to Validity

From this work, several meaningful results are obtained, but
potential threats to the validity of our work remain.

*reats to construct validity primarily regard the soft-
ware metrics used in this paper. *e experimental data set
employed from [42] is a public defect data set. According to
the authors’ statement, inevitably, some links between the
bug database and the source code repositories are missing.
However, these data have been applied to numerous prior
studies, and therefore, we argue that our results are credible
and representative.

*reats to internal validity concern any confounding
factor that may affect our results. First, we adopt the
commonly used SMOTE method to preprocess the defect
data sets due to the imbalanced data. As far as we know,
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SMOTE-based oversampling techniques were widely
adopted as the selection to handle the class imbalance
problem in software defect prediction [48–51]. Although
many improved sampling techniques have been proposed, it
is reasonable to believe that it is feasible to use SMOTE-
based oversampling technology in this paper.

Second, any feature selection method is not introduced
during the CPDP modeling, and third, a simple connection
method is directly used to generate the hybrid metrics in
RQ2. Undoubtedly a complex fusion mechanism will result
in better performance and greater calculation time. Fourth,
we train the predictors for each classifier based on the default
parameter settings configured by the Weka API. Hence, we
are indeed aware that the results of our study would change
if we use different settings of the above four factors.

*reats to statistical conclusion validity concern the
relationship between the treatment and the outcome. In
addition to the intuitive comparison of the prediction results
in terms of F-measure, this paper also utilizes the Wilcoxon
signed-rank test and Cliff’s delta effect size to compare the
results. According to the significance criteria and effec-
tiveness levels, the results indicate that the difference of
various software metrics is distinct, and the introduction of
diversity among software metrics is valuable. However, the
advantage of our method is not noticeable compared to the
two baseline methods, indicated by |δ| that is approximately
0.12.

*reats to external validity emphasize the generalization
of the findings. Predictions in this paper are constructed on

five open-source software systems. Although our experi-
ments can be repeated with more open-source projects and
developed with different software metrics, the empirical
results for industrial software projects may differ from our
main conclusions. We minimize this threat by selecting a
data set that consists of parts of Eclipse, an open-source
system with a solid industrial background.

8. Conclusions

*is paper reports a comparative study of software metrics
selection for CPDP, aiming to maximize the CPDP model’s
diversity in terms of metric sets. Four types of software
metrics are considered for modeling, and a series of ex-
periments are conducted on five open-source projects. *e
study consists of (1) the impact analysis of different metric
sets on CPDP, (2) exploration of the metrics’ combination,
and (3) comparison between CPDP built with hybrid metric
sets (CPDP-OSS) and two current state-of-the-art
approaches.

*e results indicate that the impact of different metric
sets on CPDP is significantly distinct. Additionally, our trials
indicate it is helpful for CPDP to increase the diversity of
software metrics appropriately, and there are significant
improvements between CPDP-OSS and the remaining
combinations examined. *e most significant improvement
rate is up to 53.8%. Our results also highlight that CPDP-
OSS outperforms two benchmarks, and the most consid-
erable improvement rate is up to 50.6% and 25.7%,

Table 6: Comparison between the proposed approach and two baseline methods: TCA+ and TDSelector.

Source/target TCA+ TDSelector CPDP-OSS
Eclipse/Equinox 0.600 (+5.9%) 0.514 (+23.7%) 0.636
Lucene/Equinox 0.620 (+4.4%) 0.664 (−2.5%) 0.648
Mylyn/Equinox 0.560 (−11.6%) 0.459 (+7.8%) 0.495
Pde/Equinox 0.600 (+4.0%) 0.610 (+2.3%) 0.624
Equinox/Eclipse 0.540 (−4.5%) 0.519 (−0.7%) 0.516
Lucene/Eclipse 0.560 (−4.5%) 0.594 (−9.9%) 0.535
Pde/Eclipse 0.430 (+27.7%) 0.455 (+20.7%) 0.549
Mylyn/Eclipse 0.480 (+13.5%) 0.510 (+5.9%) 0.545
Equinox/Lucene 0.270 (+50.6%) 0.337 (+20.7%) 0.407
Eclipse/Lucene 0.310 (+26.9%) 0.313 (+25.7%) 0.393
Mylyn/Lucene 0.250 (+32.0%) 0.298 (+10.7%) 0.330
Pde/Lucene 0.330 (−4.9%) 0.314 (+0.0%) 0.314
Equinox/Mylyn 0.230 (+24.7%) 0.264 (+8.6%) 0.287
Eclipse/Mylyn 0.360 (−13.1%) 0.303 (+3.2%) 0.313
Lucene/Mylyn 0.290 (+6.4%) 0.291 (+6.1%) 0.309
Pde/Mylyn 0.290 (−6.1%) 0.300 (−9.2%) 0.272
Equinox/Pde 0.330 (+21.2%) 0.367 (+9.0%) 0.400
Eclipse/Pde 0.380 (+2.8%) 0.391 (+0.0%) 0.391
Lucene/Pde 0.370 (−11.8%) 0.365 (−10.6%) 0.326
Mylyn/Pde 0.370 (+0.4%) 0.371 (+0.0%) 0.371
Average 0.410 (+6.0%) 0.412 (+5.1%) 0.433

Table 7: *e results of the Wilcoxon signed-rank test and Cliff’s effect size (δ).

CPDP-OSS vs. TCA+ CPDP-OSS vs. TDSelector
Sig. p value 0.189 0.096
δ value 0.129 0.134
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respectively. *erefore, it is meaningful to introduce the
diversity of metric sets to improve the performance of
CPDP.

Future work shall mainly focus on collecting more open-
source projects to validate our approach’s generalization and
improve the learning techniques of code semantic and
structural information to provide a more effective CPDP
model for defect prediction. *e results of the p values and
the small Cliff’s delta values in the experiment show that
compared with the two baselines, the effect of CPDP-OSS is
not very significant. We will make improvements in future
work and continue to experiment and test.

Data Availability

We investigate our study on the public AEEEM data set [44],
which involves five open-source projects. Each project refers
to process and CK-OO metrics. Each instance represents a
class file and comprises software metrics and a dependent
variable labeling defining if bugs exist in this class file.
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-is paper presents an in-depth study and evaluation analysis of the effects of the computer-assisted language teaching method on
foreign language learning through its application. Using an empirical research approach, a practical study of computer-assisted
English language teaching was conducted to verify the effects of CALL on oral language learning. In exploring the effects of CALL
on students’ oral learning, including the effects on fluency, accuracy, and complexity of oral expressions, as well as the effects on
learning attitudes, CALL is conducive to improving the fluency of oral expressions, reducing the number of pauses and repetitions
in oral expressions, and enabling students to consciously use articulation words to facilitate smooth expressions. CALL is good for
improving the accuracy of students’ speech, but it does not play a significant role in grammatical accuracy, and the grammatical
errors aremainly in the third person singular of verbs, singular and plural of nouns, and passive voice.-e use of CALL in teaching
oral expressions does not improve the variety of sentences. However, the application of CALL in oral teaching stimulates students’
enthusiasm for learning, improves their interest in learning spoken English, and increases their confidence in oral expression.

1. Introduction

Computer-assisted language learning (CALL) refers to the
use of computer equipment, the Internet, and other com-
puter-related tools for language learning. -e application of
CALL to English as a foreign language (EFL) and Electronic
Sports League (ESL) is accepted and frequently used in the
education industry. In addition, with the development and
educational concept of progress, CALL has been taught all
over the world [1]. And how to integrate new technology
into English-speaking teaching to improve students’ En-
glish-speaking expression ability is a problem that needs to
be solved. -erefore, this study explores the impact of CALL
on junior high school students’ speaking learning by
adopting CALL in English-speaking teaching, to provide
useful insights for optimizing English-speaking teaching
methods and building a reasonable speaking teachingmodel.
In the environment of big data development, foreign lan-
guage communicative ability is an indispensable factor for

participating in social life [2]. -erefore, the cultivation of
foreign language speaking ability has become the purpose of
education, and with the attention of the educational com-
munity to the cultivation of English language ability, foreign
language teaching has gradually become the focus of analysis
and research discussions among experts and scholars [3].
Presence is a representative concept of virtual reality
technology experience perception, but in the study of the
technology acceptance model of virtual reality technology,
there is a lack of in-depth analysis of the structure of
presence; that is, the fact that presence is a complex, mul-
tifaceted psychological perception structure is ignored. -e
existing research on the adoption of virtual reality envi-
ronments usually treats the sense of presence as an overall
concept, without detailed research on the structure of the
sense of presence, and the output results may lack accuracy
and have insufficient reference value for the design of virtual
reality environments. On the other hand, the sense of
presence and 3I features are key features that can represent
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virtual reality technology, but there are few studies to explore
the inner connection between the structure of sense of
presence and 3I features. -is study constructs a theoretical
framework of virtual reality for foreign language speaking
teaching to enrich the research results of the sense of
presence theory and provide a more reference value of the
receptive behavior model of the virtual reality environment
[4].

Various stakeholders of education informatization
policy, from the government to schools, from IT companies
to international organizations and academic organizations,
are actively involved in the development of education
informatization. Specifically, government organizations play
an important role in the top-level design of education
informatization, contributing to policy guidance and con-
tinuous investment in education informatization. Based on
the importance of education and the need to improve the
quality and efficiency of education and reform the teaching
system, government organizations promote education
informatization projects by promulgating relevant regula-
tions and establishing management bodies [5]. -e gov-
ernment’s leadership and management of education
informatization are mainly through formulating, promul-
gating, implementing, and supervising the execution of
education policies or regulations; allocating resources as
rationally as possible; and properly handling the distribution
of benefits to solve practical problems and promote the
healthy and sustainable development of education infor-
matization. Under the policy, countries will implement a
series of action plans for education informatization and
promote the implementation of the policy plan. Interna-
tional organizations grasp the direction of education
informatization development from an overall international
perspective and plan project implementation [6]. In the
process of business, enterprises form a set of education
informatization solutions that meet the development of
education informatization of enterprises and also contribute
to the development of education informatization of society;
at the same time, enterprises also provide infrastructure and
services for the development of education informatization,
focus on long-term investment in the education market, and
promote the sustainability of governmental organization
policies and projects. -e characteristic roots are all greater
than 1, and the cumulative explanation is 78.677 informa-
tion, that is, most of the information contained in all var-
iables can be effectively represented by these 5 factors.
Academic organizations, on the other hand, stand at the
forefront of the development of education informatization,
promote research on education informatization, promote
the in-depth application of education informatization, and
promote the development of the theoretical level of edu-
cation informatization to a higher level through theoretical
research and promotion.

-is study has certain theoretical investigation signifi-
cance and practical value. From the theoretical point of view,
the object of previous research on CALL is focused on
college students, but this study focuses on junior high school
students, a group of students in the middle stage of basic
teaching, and probes deeply into the effects of CALL on

junior high school students in terms of the complexity,
accuracy, and fluency of oral expressions, which to a certain
extent enriches the research group of CALL. From the
practical level, the research on oral teaching of English in
junior high school can, on the one hand, help English
teachers pay attention to oral teaching, strengthen the
cultivation of students’ oral expression ability in the teaching
process, and then reflect on the shortcomings of the current
oral teaching mode and take the initiative to explore a new
model of oral teaching; at the same time, they can constantly
update their ideas of oral teaching and improve their
teaching activities. At the same time, they will continue to
update their teaching concepts, improve their teaching ac-
tivities, and enrich their teaching skills to improve the
quality of oral teaching and give full play to the charac-
teristics of English as a subject. On the other hand, this study
will help junior high school students discover the fun and
practicality of learning spoken English and make them enjoy
learning spoken English in the process of learning English;
moreover, it will help junior high school students really
realize the necessity of improving their oral expression
ability, laying a solid foundation for the comprehensive and
balanced development of students’ future English ability,
and truly reflecting the value of English class.

2. Current Status of Research

Oral language teaching is an important part of junior high
school English teaching, and the improvement of junior high
school students’ English-speaking skills has an important
impact on the improvement of other areas such as English
reading, listening, and writing [7]. With the development of
science and technology, the integration of education and
technology has become inevitable, and English teachers are
increasingly faced with the challenge of how to integrate new
technologies into oral English teaching to improve students’
English-speaking skills. With the development of CALL,
computer-assisted language teaching has become a keen
research area for scholars, and researchers at home and
abroad have conducted increased researches in the field of
computer-assisted speaking teaching [8]. -e focus has been
on the role and significance of computers, the Internet, and
so on in facilitating language learning, which has been
discussed more superficially, as well as exploring the impact
of computer-assisted instruction on language learning [9].
Four major clusters of research were developed in this phase:
negotiation of meaning, English as a foreign language, learner
models, and speech blogs [10]. -is phase developed research
clusters focused on chat software, computers as a medium of
communication, computer literacy, and teacher education.
Much social software (e.g., voice chat software, blogs, and
wikis) were widely used in CALL in this phase, thus posing
higher demands on teachers and students’ computer literacy
and learning, as well as greater challenges for integrating
CALL-related instructional design, making teacher computer
education an important research direction [11].

In the deep application stage of CALL research, the main
research directions are second language acquisition, col-
laborative learning, and data-driven learning. In this stage,
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the deep integration of technologies such as social networks,
big data, learning management systems, and learning ana-
lytics makes mugshots (MOOCs), one of the important
application modes of CALL, which provides support and
assistance for learners to conduct online collaborative
learning and independent learning and is widely used in
foreign language teaching [12]. According to Kartal et al.’s
research findings, future research hotspots will be mobile
language learning, gamified language teaching and learning,
and data-driven learning. How to integrate and apply these
new technologies to enhance students’ active, interesting,
cooperative, and contextual language learning will be an
important part of future research [13]. Again, technological
advances in computer-assisted teaching have led to changes
in the way language is taught and in the language learning
environment, and this change has also led to a shift in the
roles of teachers and students, which has placed new de-
mands on teachers’ teaching skills [14].

-erefore, how to train teachers to teach CALL and how
to make better use of CALL to teach language, so that
students’ English knowledge, ability, efficacy, and self-
confidence can be improved, are the focus of future CALL
research. Rienties et al. investigated how to measure fluency
in speaking through Cool Edit Pro software [15]. An em-
pirical study was used to demonstrate the effect of an in-
telligent software systemwith speech recognition technology
on high school students’ English speech facilitation. -is
calculation does not consider the long or short changes in
the duration of each segment of the speech under different
conditions, and the effect of speech recognition or speech
comparison in this way is not good. -e results of the study
showed that a computer-aided pronunciation system based
on automatic speech recognition technology combined with
the traditional method of teacher explanation can improve
the English speech of high school students more signifi-
cantly. -e English-speaking learning software installed on
computers and cell phones has been favored by students
because of its mobility and ease of operation and has also
contributed to the improvement of students’ oral expression
skills to a certain extent and demonstrated its teaching ef-
fectiveness. -is shows that in the research on software-
assisted English-speaking teaching, it is mostly a practical
case and lacks a certain theoretical height and theoretical
basis, which is the next direction to research software-
assisted speaking teaching.

3. Evaluation Analysis of the Effectiveness of
Computer-Assisted Language Teaching
Method in Foreign Language Learning

3.1. Overview of Computer-Assisted Language Teaching
Methods. In the context of situational learning theory, the
teaching of English as a foreign language means that stu-
dents can fully understand the context in which the con-
versation takes place during daily oral training so that they
can grasp the content of the spoken language in the context,
rather than in the absence of the real situation. To meet this
need, teachers are required to change their role from that of

authority to that of a facilitator or learning partner of
students. -e computer system will provide students with
more realistic contexts in which they can perceive the ap-
propriate scenarios for oral expression, thus truly promoting
students’ oral communication skills [16]. Constructivism
believes that students are the subjects of information pro-
cessing and the constructors of cognitive structures, not the
passive recipients of external stimuli. Constructivism be-
lieves that knowledge is not acquired by teachers but by
learners through the construction of meaning with the help
of other people (including teachers and learning partners) in
a certain context, that is, social, and cultural background.
-e constructivist theory has changed the position of stu-
dents and teachers in traditional teaching. In traditional
teaching, the teacher is the focus [17]. Teachers have rec-
ognized CALL all over the world with the ability to read and
write. At the same time, it pays more attention to the in-
depth curriculum reform. English teaching requires the
comprehensive development of calligraphy students’ lis-
tening skills. -e teacher becomes the center of teaching,
holds the dominant role, and plays the role of the transmitter
and transporter of knowledge; the position of students and
their subjective initiative in learning are not given enough
attention, and they are often on the passive side. -e con-
structivist theory emphasizes that teachers are the helpers
and facilitators of meaning construction, not the trans-
mitters and installers of knowledge and that students should
be at the center, the subjects of cognition and the con-
structors of knowledge. It recognizes students’ existing
knowledge and experience and advocates that students give
full play to their subjective initiative to process and inter-
nalize the old and new knowledge they learn so that they can
take ownership of their learning. -is is consistent with both
the cognitive laws of human beings and the concept of
advocating students to learn on their own, as shown in
Figure 1.

Presence is a multidimensional structure, and the ideal
questionnaire for presence should consider multidimen-
sional structural properties and characterize it using a set of
characteristics related to presence. -ere are both objective
and subjective measures of presence, and the subjective
measure is more widely used, for which Sheridan reasons
that because presence is a mental performance, the basic
measure should be self-report. Self-reported state measures
can be very useful because quantifying a user’s experience of
presence allows statistical comparisons across media,
stimuli, and subject groups. Presence is a relatively new
concept and multidimensional construct for most nonex-
perts, so an understanding of presence should not directly
ask respondents how they feel about being present. Re-
searchers in different media contexts have developed ap-
propriate presence measures and scales designed to elucidate
the structure of presence, and these measures provide a
reliable and valid dimension of measurement related to
presence to optimize the teaching method of oral English in
junior high school and construct a reasonable oral teaching
model to provide beneficial enlightenment.

In general, scholars do not fully agree on the definition of
the dimensions of English-speaking ability, but the common
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factors involved in their evaluation indexes are language
knowledge skills, language expression, communication
ability, and discourse construction ability. Since the existing
English speech ability scales are mainly designed for college
students or graduate students, their specific item index
descriptions are either too vague and abstract or too messy,
lacking systematicity, and the scope of application for
quantifying and evaluating English-speaking ability is
somewhat limited. For high school English speech learners,
the linguistic descriptions of specific items of English-
speaking ability indicators should be clearer and more
understandable, easy to understand briefly, and easy to
operate.

In this study, two natural classes of the second year in a
middle school in Weifang City were selected as the exper-
imental class and the control class. -e tests and surveys of
the students in the two classes before the experiment
revealed that the students in the two classes were relatively
similar in terms of English-speaking level and learning at-
titude [18]. -e main reasons for choosing the second-year
students as the subjects of the study are: on the one hand,
compared with the third-year students, the second-year
students do not have the pressure of the midterm exami-
nation and have more class time for teaching oral English
every week, which is convenient for the oral teaching study;
on the other hand, the second-year students have accu-
mulated a certain amount of vocabulary and English main
grammar, which is suitable to be the experimental subjects of
oral teaching. Both presence and characteristics are key
features that can represent virtual reality technology, but few
studies have explored the internal connection between
presence structure and the three characteristics. To under-
stand and count the speaking learning of students with

different learning levels, the subjects were divided into three
levels: high level, middle level, and low level according to the
results of the pre-experimental test on students’ speaking
levels. Figure 2 shows the basic situation of the students in
the experimental and control classes. Both the experimental
and control classes took the pre-test and post-test of
speaking, and only the students in the experimental class
took all the accompanying tests. After the empirical
teaching, the students in the experimental class took the
questionnaire; in addition, the researcher selected nine
students (three students each at high, medium, and low
levels) from the experimental class as interviewees (see
Figure 2).

-is study was conducted to find teaching methods that
could promote the improvement of secondary school stu-
dents’ oral expression. Four research methods, experimental
method, text analysis method, questionnaire survey method,
and interview method were used to compare and analyze the
changes in students’ oral expression ability and attitude
toward oral expression before and after the experiment
qualitatively and quantitatively to investigate the effective-
ness of CALL in teaching oral English in junior high school.
In terms of teaching environment, the experimental class
taught in the school’s multimedia computer classroom,
where students each had a computer to learn speaking with
the help of computer-assisted teaching equipment; the
control class taught speaking in the ordinary teaching of
daily learning. -e computer-assisted teaching equipment
used in the experimental class integrates computer tech-
nologies such as multimedia, hypertext, artificial intelli-
gence, network communication, and knowledge base and
has several functions such as human-computer dialogue,
peer dialogue, teacher monitoring, simulated context, audio
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Figure 1: Framework of computer-assisted language teaching method.
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playback, instant evaluation, and resource sharing. -e four
main functions used by teachers in the process of teaching
are peer dialogue, simulated context, playback of recordings,
and instant evaluation. It is understood that the schools in
which this study is conducted, but teachers do not make high
use of the machine-assisted teaching equipment and only
use it for final tests or in the weeks before exams and for
surprise training and rarely make use of the system in daily
oral teaching.

In terms of teaching methods, CALL was adopted for the
experimental class to teach speaking; the control class
adopted the traditional teaching mode to teach speaking and
used English class once a week to teach speaking according
to the English teaching schedule, without a separate speaking
class. Students in the experimental class took a test on the
computer immediately after each class to test their classroom
learning effect. Each student in the experimental class has a
computer, and the teaching is conducted with the help of
computers. -e following is the way of teaching speaking in
the experimental class. -e distribution of benefits has to be
handled properly to solve practical problems and promote
the healthy and sustainable development of education
informatization. -e practice and research of English speech
teaching based on college students mainly focus on their
professional background, future needs, and speech contests,
and the discussion of English speech teaching methods and
contents are mostly limited to this, and the research per-
spective is not broad enough, while more relevant studies
focus on the methods and strategies of English-speaking
practice and teaching. Some researchers have used corpus
technology to explore and study the use of pragmatic
markers in English speech contests, analyzing their lexical
features and discourse meaning and emphasizing the im-
portant role of pragmatic markers for speech expression
and oral communication [19]. Other researchers have
critically analyzed the citation of proverbs in English
speeches in cross-cultural contexts, exploring the strategies
and motives of British and American leaders in citing
proverbs in cross-cultural contexts and the impact of the
citation of proverbs on and motivations of British and

American leaders in citing proverbs in cross-cultural
contexts and the important role of proverb citation on the
function of speech.

3.2. Experimental Design for Assessing the Effectiveness of
Applications in Foreign Language Learning. It refers to the
degree to which the measurement tool or instrument can
accurately measure the properties of the thing being
measured and the degree to which the measurement result
reflects the content of the target investigation. Validity
analysis methods are divided into judgmental methods and
empirical methods according to their types. From the
perspective of the judgment method, solid theoretical
support is the prerequisite for the robustness and com-
pleteness of the scale. -e measurement dimensions and
specific measurement items of this study have been referred
to the credible scales and theories of the foreign and do-
mestic clinical sense, and the dimensions have been con-
firmed and the items have been revised according to the
characteristics of foreign language speaking context
teaching, so they have high content validity. Next, the
validity of the scale will be verified using the empirical
method with small sample data.

-e present validity analysis of the presence scale was
conducted on 24 items of each dimension of the presence
scale, which were retained after the previous reliability
analysis [19]. In this study, principal component analysis was
used to test whether the scale is suitable for factor analysis,
and the statistical significance of the range of Kai-
ser–Meyer–Olkin (KMO) values is as follows: KMO test
values greater than 0.9 indicate suitability for factor analysis,
0.8 to 0.9 indicates suitability for factor analysis, 0.7 to 0.8
indicates suitability for factor analysis, and 0.7 to 0.8 in-
dicates suitability for factor analysis suitability for factor
analysis. A test value less than 0.7 indicates unsuitability for
factor analysis. -erefore, in this study, the KMO and
Bartlett’s sphere tests will be performed first before the
principal component analysis. According to the test results
in Figure 3, the KMO coefficient of the small sample is 0.935,
which is greater than the standard value of 0.7, thus proving
that it is suitable for factor analysis: -e approximate chi-
square value of Bartlett’s sphere test is 4,045.332, and the
companion probability is 0.000, which is less than 0.05, and
Bartlett’s sphere test is significant, proving that it is suitable
for factor analysis (see Figure 3).

Figure 3 analyzes the overall explained variance rate of
the small sample data. From the total explained variance
table in Figure 3, the virtual reality foreign language speaking
teaching presence scale constructed in this study according
to theoretical analysis and reliability test consists of five
factors, which all have characteristic roots greater than 1 and
cumulatively explain 78.677 interest, that is, most of the
information contained in all variables can be effectively
represented by these five factors of influence. To analyze the
intrafactor aggregation and interfactor differentiation
characteristics, next, the factor loadings of each variable were
characterized with the help of the factor loading matrix, and
the loading values represent the degree of influence of the
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Figure 2: Basic information of students in the experimental and
control classes.
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extracted principal component factors on the variables [20].
To a certain extent, it enriches the research group of CALL,
and at the same time, it can provide certain reference data for
the future research of oral English teaching in junior high
school, and it can also provide useful theoretical guidance for
the construction of oral English teaching mode in junior
high school. Based on the principal component extraction
above, the 24 influencing factors were further analyzed
utilizing factor analysis. Five extracted principal component
factors corresponded to each dimensional measure of
proxemics predetermined in this study. -e scale was op-
timized and validated through a small sample empirical
study and reliability analysis.

-e short-time over-zero rate refers to the number of
times the short-time speech signal intersects the x-axis in
one frame of time. -e number of times the time-domain
signal of a continuous speech signal passes the time axis is
the over-zero rate, and the discrete signal with two sampling
values of different signs means it passes the time axis once,
from which the over-zero rate can be calculated. We define
the short-time over-zero rate of the speech signal as follows:

Zn �
1
2

􏽘

N−1

m�0
sgn xn(m)􏼂 􏼃 − sgn xn(m + 1)􏼂 􏼃

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (1)

-e turbid tones with low energy frequency have a low
over-zero rate, while the clear tones with high energy fre-
quency have a relatively high over-zero rate. In general, we
can find that speech segments have relatively stable over-
zero rates through the analysis of over-zero rates, white noise
does not have this feature, so we can determine the end-
points of speech by short-time over-zero rates. Since the
transformation of the signal in the time domain is usually
difficult to see the characteristics of the signal, it is usually
converted into the energy distribution in the frequency
domain to observe the different energy distributions, which
can represent the characteristics of different speech sounds.
-erefore, after multiplying by the Hamming window, each
frame must also undergo a fast Fourier transform to obtain
the energy distribution on the frequency spectrum.

X(i, k) � FFT xi(m + 1)( 􏼁, (2)

E(i, k) � |X(i, k)|
3
, (3)

S(i, m) � 􏽘
N−1

k�0
E(i, k)Hm(k + 1). (4)

-e HMM algorithm is complex and probability-based
and requires a large amount of data application training and
operations to obtain certain model parameters in the
training phase. Although it is significantly better than the
dynamic time regularization algorithm in the recognition of
continuous speech, the difference between the two is not too
obvious in the recognition of small vocabulary speech.
Constructivism believes that students are the main body of
information processing, the builder of cognitive structure,
rather than the passive receiving and instilling objects of
external stimuli. -e DTW algorithm itself is both simple
and effective and therefore has been widely used in specific
situations. Dynamic temporal regularization is to make the
reference template and test template different in time to
achieve the best match by the dynamic planning principle,
which is to bend two speech sequences with different times
on the time axis so that the two speakers can be matched
better.-ere are two-time sequencesM andNwith lengths h
and k, respectively, where the M sequence is the reference
template and the N sequence is the test template, and the
value of each point in the sequence is the feature value of
each frame in the speech sequence. For example, the speech
sequence M has h frames, and the feature value of the i-th
frame is mi.

M � m1, m2, ..., mi, ..., mh, (5)

M � n1, n2, ..., nj, ..., mk. (6)

Now to compare the similarity of two speech time series,
the above equation is the simplest one to calculate the
distance between them if h� k. However, if h is not equal to
k, we need to align them. -e simplest alignment is linear
scaling, which means that the shorter sequence is linearly
scaled to the same length as the longer sequence and then
compared, or the longer sequence is linearly shortened to the
same length as the shorter sequence and then compared. It
has been proved that such calculation does not consider the
fact that the duration of each segment in speech under
different circumstances will produce longer or shorter
changes, and speech recognition or speech comparison in
this way is not effective, so the recognition effect is not likely
to be optimal. A dynamic planning approach is more often
used [21]. Given that the system does English phonetic
recognition and the rest of the system functions consume a
lot of resources, in the spirit of simplicity and easy com-
putation, the DWT algorithm is used in this study to cal-
culate the similarity between the test speech and the standard
speech, as shown in Figure 4.

-e valid scores obtained from the pre- and post-test
were entered into SPSS 21.0 and analyzed by independent
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samples t-tests for total, fluency, accuracy, and complexity
section scores of the two classes before, during, and after the
experiment, with a 100% recall rate. A follow-up test was ad-
ministered to the experimental class, and a stratified random
sampling method was used to select six different students (two
each at high, medium, and low levels) from the experimental
class for each follow-up test, and their oral recordings were
transcribed and analyzed. At the end of the experiment,
questionnaires were distributed to the experimental class (45
students). Two invalid questionnaires were found after in-
spection, and the effective rate was 95.6%. -e obtained data
were entered into SPSS 21.0 for data analysis, which included:
reliability analysis of the questionnaire and descriptive statistical
analysis of each question such as frequency and percentage.

4. Analysis of Results

4.1. ;e Effect of CALL on Students’ Oral Expression. -e
study found that overall CALL had a positive effect on
students’ oral expressions. However, there were different
effects on fluency, accuracy, and complexity of oral ex-
pressions, and the results of the study were as follows: CALL
was beneficial in reducing the number of pauses and rep-
etitions in students’ oral expressions and in improving
students’ fluency. In terms of accuracy, CALL was beneficial
in improving students’ speech accuracy, but it did not play a
significant role in grammatical accuracy. In terms of com-
plexity, CALL is not conducive to the diversity of students’
sentence use and does not contribute to the complexity of
students’ oral expressions, as shown in Figure 5. -e effects

of CALL on students’ oral learning will be discussed sepa-
rately in the order of fluency, accuracy, and complexity, and
then the positive effects of CALL on students’ oral learning
will be described. By comparing the performance analysis of
oral fluency in the pre- and post-test, as well as the analysis of
the recorded text of the follow-up test in the experimental
class, we found that CALL was beneficial to the development
of students’ oral fluency in the following three aspects: (1) the
analysis of the recorded text revealed that the number of
pauses and repetitions of students’ oral expressions in the
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Figure 4: Experimental framework for application effect evaluation.
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experimental class were significantly reduced; (2) the
number of pauses and repetitions of students’ oral expres-
sions in the experimental and control classes were signifi-
cantly reduced in the post-test; and (3) in the independent
samples t-test of the oral fluency scores of the experimental
and control classes, a P value of 0.024< 0.05 was obtained,
and there was a significant difference in the oral fluency
scores of the two classes (see Figure 5).

As can be seen from Figure 5, the number of pauses in
the oral expressions of the high-, middle-, and low-level
learners in the experimental class showed an overall de-
creasing trend, among which the decrease was the greatest
for the low-level learners, with the maximum value of 11 and
the minimum value of 5. -is shows that CALL can effec-
tively reduce the number of pauses in students’ oral ex-
pressions. In Figure 5, the number of repetitions in oral
expressions performed by the students in the experimental
class showed an overall decreasing trend, indicating that
CALL was beneficial in reducing the repetitions in the
process of students’ oral expressions. Compared with their
text analysis, the number of pauses in the process of their
oral expressions experienced the following changes. At first,
the students would pause with Chinese intonation words
such as “um, ah, then, oh no”; after a period of training, the
students kept quiet when pausing and did not appear
Chinese intonation auxiliaries; then they learned to use
articulated conjunctions or phrases to replace silence. -is
article selects 40 English speeches by Chinese and American
college students as the corpus. By analyzing the functions of
pragmatic markers in the example and comparing the data
information in the two sets of speeches, this article discovers
several characteristics in the use of pragmatic markers by
second language learners: (1) for the same type of pragmatic
markers, China speakers tend to use monotonous vocabu-
lary to express, while American speakers use multiple vo-
cabularies to express; (2) Chinese speakers frequently use
certain types of markers, while American speakers use
multiple types of pragmatic markers; and (3) under the
influence of cultural and educational background, Chinese
speakers frequently use evaluation markers, while American
speakers deliberately avoid using evaluation markers.

To compare the differences more precisely in oral fluency
scores between the two classes after receiving different oral
instruction, independent sample t-tests were conducted on
the pre- and post-test scores of the two classes, and the
results showed that the P value was 0.024< 0.05 in the post-
test, which proved that there was a significant difference
between the oral fluency scores of the two classes, as shown
in Figure 6.

As can be seen in Figure 6, in the pre-test of speaking, the
experimental and control classes had relatively similar
means in oral expression fluency, with a difference of 0.6 and
means of 4.75 and 4.15, respectively. p (sig two-sided) after
independent samples t-test was 0.149, with a p-value greater
than 0.05, which did not reach the level of statistically
significant difference. -erefore, before the empirical study,
there was no significant difference in speaking fluency be-
tween the two classes. In the oral post-test, the mean values
of oral fluency in the experimental and control classes were

5.75 and 4.775, respectively, with a difference of 0.975. An
independent samples t-test yielded a Sig value of 0.943,
which was greater than 0.05, demonstrating that the variance
of the two classes’ scores on the post-test fluency was chi-
square. A P (sig two-sided) of 0.024, with a P-value less than
0.05 indicated that the experimental and the p-value is less
than 0.05, indicating that there is a significant difference
between the post-test fluency scores of the experimental and
control classes. -is indicates that after a period of training,
CALL is more advantageous than the traditional oral
teaching method in terms of students’ oral fluency.

Combining the analysis of the recordings of the speaking
tests and the interviews with the students in the experimental
class, the reasons for the higher fluency of the students in the
experimental class are twofold: on the one hand, CALL
provides students with contextualized speaking practice,
which allows them to express themselves more generically,
thus stimulating their thinking and desire to express them-
selves, making them more fluent and expressing a greater
number of meaningful words. Students must have the op-
portunity to use language in meaningful contexts, as the
context-based practice varies from context to context. On the
other hand, CALL somewhat reduces students’ fear of oral
expression. From interviewing students, we know that many
students are initially resistant to speaking English in public,
probably due to shyness and fear of making mistakes. -is
may be due to shyness and fear of makingmistakes. Practicing
speaking in a CALL environment will avoid such a situation
and make students dare to express themselves, which slowly
builds up their self-confidence and thus their fluency in
expressing themselves in any situation.

4.2. Application Effectiveness Evaluation Results. English
speech learning and drills can enhance the core competence
of English speech. Scholars’ research objects are mainly
college or graduate students, but the research object of this
topic is the students taught by the author, high school
students in the context of China’s college entrance exami-
nation, whose language level, learning environment, and
learning tasks are different from the characteristics of the
existing related research objects. -erefore, understanding
and grasping the basic information about the background,
characteristics, and current situation of the research subject
are important conditions to ensure that this study can
achieve the expected results. In addition to some of the
information already available, such as age, gender, and
English language foundation, the author designed a ques-
tionnaire for them to gain a deeper understanding of their
background and learning status related to their English
learning. From Figure 7, we can see that the parents of the
students in the experimental class are generally not well
educated, with 80% of them having junior high school
education or below, and only 5% of them having a college
education or above, so it is difficult for them to guide and
help their high school children in their studies, especially in
foreign language subjects, which many parents know
nothing about, and very few parents, less than 5%, can give
their children guidance in English learning. In other words,
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there is no significant positive or negative effect of family
background on the English learning of the students in the
experimental class (see Figure 7).

-e differences in the sense of presence between male
and female respondents were compared by an independent
sample t-test, and the statistical comparison results are
shown in Figure 7. -e results show that: in the four aspects
of immersion, interaction, authenticity, and social presence,
the female respondents were significantly higher than the
male respondents, confirming hypothesis 2. -e subjective
measurement method is more widely used. In this regard,
Sheridan’s reason is that since presence is a psychological
performance, the basic measurement method should be self-
report. -e mean difference in immersion was 0.2277; the
mean difference in interaction was 0.2514; the mean dif-
ference in interaction was 0.2824; and the difference in social
presence was 0.2561.-is supports, to some extent, the study
has verified that the difference in the effect of gender on
social presence is not significant; this is partly related to the
fact that the subject of the experimental study was a social
presence in noninteractive television scenes, while the
subject of this study is an immersive virtual reality system
with more. -is provides a new research context for ana-
lyzing gender differences in perceptions of presence. In the
study, the difference in spatial presence perception between
male and female research subjects was significant, and this
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finding is not consistent with the findings of this study, but
considering that the virtual reality environment in this study
was experienced by a video presentation, there is a difference
in the degree of first-view perception and the way of ex-
periencing the virtual reality situation in person, as shown in
Figure 8.

CALL enhances the autonomy and personalization of
students’ learning. In the traditional speaking classroom,
students can only follow the teacher’s lecture, either
memorizing the dialogues in the textbook or simply
replacing them according to the dialogue patterns provided
by the teacher, which restricts students’ thinking in speaking
learning. Teachers will provide different ways of practice for
a certain topic, and students can choose according to their
speaking level and interests, so they can take the autonomy
of learning into their own hands, which greatly improves
students’ enthusiasm and initiative. -is not only has a
positive impact on the cultivation of students’ autonomy in
learning spoken English at this stage but also lays the
foundation for students to develop good habits of inde-
pendent learning in the future.

5. Conclusion

In this study, we learned from the analysis of the test results
and the interviews with the study participants that the
biggest obstacle for affecting students’ oral expression is
their lack of self-confidence. On the one hand, under the
current environment of focusing on written test scores,
students are used to listening to what teachers teach and
neglecting their oral expression; thus students are unfamiliar
and insecure about speaking English; on the other hand,
students have a great psychological burden about speaking
English in public because they are afraid of making mistakes
and others’ ridicule, which in the long run forms a vicious
circle of not being able to speak, not daring to speak, and not
being able to speak. After three months of oral study, we
found that the students in the experimental class had

experienced the process of speaking to the computer at the
beginning, speaking with their peers, public speaking, and
self-establishment. Computer-assisted teaching is compul-
sory for each student to express themselves orally so that
students no longer feel unfamiliar with speaking English
with a lot of practice. Because of the establishment of self-
confidence, students overcome their anxiety and fear when
speaking and naturally make the whole expression more
fluent and smoother, without the phenomenon of abnormal
pauses and repeated reversals as in the early stage of oral
teaching. -is shows that the use of CALL in the English-
speaking classroom has a positive impact on the students’
self-confidence and fluency of oral expression.
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-e data used to support the findings of this study are in-
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Concept prerequisite relation prediction is a common task in the field of knowledge discovery. Concept prerequisite relations can
be used to rank learning resources and help learners plan their learning paths. As the largest Internet encyclopedia, Wikipedia is
composed of many articles edited in multiple languages. Basic knowledge concepts in a variety of subjects can be found on
Wikipedia. Although there are many knowledge concepts in each field, the prerequisite relations between them are not clear.
When we browse pages in an area on Wikipedia, we do not know which page to start. In this paper, we propose a BERT-based
Wikipedia concept prerequisite relation prediction model. First, we created two types of concept pair features, one is based on
BERTsentence embedding and the other is based on the attributes of Wikipedia articles. +en, we use these two types of concept
pair features to predict the prerequisite relations between two concepts. Experimental results show that our proposed method
performs better than state-of-the-art methods for English and Chinese datasets.

1. Introduction

In recent years, the emergence of online learning platforms
and e-learning resources has injected new impetus into
people’s learning. Online learning models have gradually
become more popular. Research related to this field has also
received considerable attention. As everyone has a different
knowledge background, the challenge faced by online
learners is usually how to choose learning resources and how
to rank them. Typically, each learning resource explains one
or more of the leading knowledge concepts. Concepts in a
field are usually learned progressively, from simple to
complex and from abstract to concrete. Usually, the order of
learning resources is determined by the relations between
main concepts.+is kind of relationship between concepts is
generally called a concept prerequisite relation. A prereq-
uisite is usually a concept or requirement before one can
proceed to the following one. A prerequisite relation is a
natural dependency among concepts when people learn,
organize, apply, and generate knowledge [1–3].

+e learning order between concepts is determined by
their prerequisite relations. As for knowledge in a given
field, a directed acyclic graph can illustrate its concept
prerequisite relations. +e concept appears as a node, and
the direction of its arrow represents the prerequisite re-
lations between the concepts. For the concept pair (A, B)
in the teaching field, if concept B is the prerequisite re-
lation for concept A, then you first learn concept B before
learning concept A. It can be written as A⟵B. As shown
in Figure 1, neural network (A) relies on concepts such as
gradient descent, partial differential, and differential
equation. +ese concepts also rely on differential (B). In
other words, before learning neural network, differential
equation is needed.

In a classroom course, the instructor will explain each
central concept to students according to the inherent order
of the concepts. Additionally, the instructor may also spend
some time explaining some background knowledge-related
concepts to help students understand current knowledge
concepts. However, students may not receive assistance
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from instructors in online courses. For example, when
students learn the Vue.js, they usually need to master the
HTML and CSS first; when they learn the Java Spring Boot,
they usually need tomaster theMaven first.+ere is usually a
prerequisite relation between two different learning re-
sources. In addition, when people browse a Wikipedia ar-
ticle, they often open the pages of other articles to learn more
about the background of the current article. Between
Wikipedia articles, there is usually a prerequisite. Due to a
lack of understanding of prerequisite relations between
different concepts, people may be unable to complete
courses or understand the content of Wikipedia articles.

In this article, we propose a method for extracting
concept prerequisite relations from Wikipedia using BERT.
We used concepts from Wikipedia, and each concept has its
own Wikipedia article. Compared with courses on online
learning platforms, Wikipedia’s main concepts are easier to
extract in an automated way. Furthermore, because Wiki-
pedia has a unique knowledge structure, we can extract the
characteristics of concept pairs and analyze the prerequisite
relations between concepts easier.

Our main contributions include the following:

(1) A novel metric to measure the prerequisite relations
among Wikipedia concepts superior to the existing
methods

(2) A Chinese dataset annotated with prerequisite re-
lations between pairs of Wikipedia concepts

+e structure of this article is as follows. Section 2 re-
views past works on the task of concept prerequisite relations
extraction with Wikipedia and MOOC. +e problem defi-
nition of concept prerequisite relations is in Section 3.
Section 4 elaborates on the methodology. Section 5 describes
datasets and preparation techniques and our experimental
results and analysis. Section 6 is the concluding remarks and
future work.

2. Related Work

+e concept prerequisite relations determine the order in
which knowledge is learned and the order in which docu-
ments are read. Nowadays, concept prerequisite relations
extraction can be used in different kinds of education-related

tasks [4], including curriculum planning [5, 6], learning
resources recommendation [7, 8], knowledge tracing [9],
and so on. Additionally, there is also a lot of research related
to concept prerequisite relation extraction.

+e area that researchers pay most attention to is to
extract the prerequisite relations between Wikipedia con-
cepts. Talukdar and Cohen [10] utilized three types of
features for concept pairs, including WikiHyperlinks,
WikiEdits, and WikiPageContent, and then used the
MaxEnt classifier to predict prerequisite relations among
Wikipedia concepts. Liang et al. [1] studied the problem of
measuring prerequisite relations among concepts and pro-
posed the RefD metric to capture the relation. RefD means
reference distance, and it uses the page links in Wikipedia to
model the prerequisite relation bymeasuring how differently
two concepts refer to each other. Zhou and Xiao [11]
employed Wikipedia page links, categories, article content,
and time attributes of Wikipedia articles to create features
and then predict concept prerequisite relations. Sayyadi-
harikandeh et al. [12] used the clickstream of human nav-
igation among articles on Wikipedia to infer concept
prerequisite relations. In addition, many similar studies have
used machine learning methods to predict prerequisite re-
lations between Wikipedia concepts [13–17]. A common
problem with these methods is that all of them require
experts to manually design the features of the concept pairs.

Besides Wikipedia, some researchers have tried to ex-
tract concepts from various learning resources and analyze
the prerequisite relationships between concepts. Pan et al.
[18] manually extracted the main knowledge concepts of the
course from the MOOC video and used the sequence and
frequency of appearance of the concepts as features to an-
alyze the prerequisite relations between the concept pairs.
Wang et al. [13] extracted the main knowledge concepts
from the textbooks, linked these concepts with Wikipedia
articles, and then identified the prerequisite relations be-
tween the concepts. Liang et al. [14] explored the content of
the course introductions on the university website, inves-
tigated how to recover concept prerequisite relations on the
university website, investigated how concept prerequisite
relations are derived from course dependencies, and pro-
posed an optimization-based framework to address the
problem. Furthermore, other similar studies use the de-
pendency relationship between learning resources to predict
the prerequisite relations between knowledge concepts [1, 2].

As mentioned above, all methods based on machine
learning need to use manual design concepts to predict
prerequisites. +is usually causes other factors that can be
used to infer the prerequisite relationship to be ignored.
+ere is a possibility that deep learning will outperform
machine learning in this regard since deep learning methods
can automatically extract features from raw data. Miaschi
et al. [19] used Word2Vec to convert the two concepts into
vectors and input the vectors into two LSTM networks,
respectively, to obtain the features of the concept pair and
predict the prerequisite relations of the concept pair.
However, Word2Vec only treats a concept as a normal word.
Compared with Word2Vec, BERT [20] can better explore
the semantic meaning of a concept, and the contextualized
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Figure 1: Example of concept prerequisite relation (differential
equation concept is the prerequisite relation of neural network
concept).
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vectors that BERTgenerates can also be used to infer concept
prerequisite relations.

In this paper, we use the BERT sentence embedding
based on contextual embedding to automatically extract the
features of concept pairs. Meanwhile, we also designed some
features manually for concept pairs. Both classes of features
were employed to infer concept prerequisite relations.
Furthermore, we created a Chinese concept pair dataset that
can be used to identify the prerequisite relations.

3. Problem Definition

+e goal of the concept prerequisite relations identification
task is to judge whether there is a dependency between two
concepts. For a concept pair (A, B), there are four possible
relations between them: (1) A is a prerequisite of B; (2) B is a
prerequisite of A; (3) the two concepts are related, but they
do not have any prerequisite relation between them; and (4)
the two concepts are unrelated [10]. In previous studies,
researchers usually converted this task into a binary clas-
sification problem for processing. +ey were simply judging
whether A is a prerequisite of B. It can be defined as

Preq(B, A) �
1, A is a prerequisite of B

0, 0.
􏼨 (1)

Preq (B, A)� 1 means that A is a prerequisite of B. In
other words, before people can learn about concept B, they
must master concept A while Preq (B, A)� 0 means that A is
not a prerequisite of B. In this article, we will also turn the
concept prerequisite relations identification problem into a
binary classification task to deal with.

Moreover, the concepts we use are Wikipedia concepts.
Each concept has a corresponding Wikipedia article. +e
concept is the title of the article.

4. Wikipedia Concept Prerequisite Relations
Prediction Method

+is section presents our proposed concept prerequisite
relations prediction model (AFs +MFs). +e structure of the
model is illustrated in Figure 1. +e input of the model is
composed of two types of concept pair features, including
features extracted automatically (AFs) and features extracted
manually (MFs). Precisely, we extract two BERT sentence
embeddings and Wikipedia-based features from concept
pairs. First, the model inputs the AFs of the concept pairs
into two LSTMs, and the two output vectors of LSTMs are
concatenated with MFs. +en, these features are input to a
fully connected layer to accomplish concept prerequisite
relations recognition.

4.1. Features Extracted Automatically. As a big data pre-
training transformation language model of the bidirectional
transformer, the application of BERT has significantly im-
proved performance on several NLP tasks. Particularly,
sentence-BERT [21] introduces pooling to the token em-
beddings generated by BERT to generate fixed-size sentence
embeddings, obtaining state-of-the-art performance in

many fields, including text similarity and classification
problems.

Articles in Wikipedia concepts typically contain a
number of sentences, each containing deep semantic in-
formation. Hence, we use BERT to generate sentence em-
beddings as the feature extracted automatically from the
concept.

More specifically, first, for the first k words or Chinese
characters of the Wikipedia concept article, the BERT
tokenizer is used with a maximum sequence length of 500 to
obtain the token representation.+en, we generate a concept
BERT sentence embedding by inputting tokens as the input
of the BERT model (vector size� 768). +e two BERT
sentence embeddings of the concept pair are used as inputs
to the neural network, which is passed to the two 32-unit
LSTMs. LSTM can be used to create some feature infor-
mation not included in automatic feature design and achieve
deeper concept feature extraction.

4.2. Features Extracted Manually. As a multilingual open
knowledge base, Wikipedia has the characteristics of mul-
tiuser collaborative editing, dynamic updating, and complete
coverage. Wikipedia’s concepts are described through ar-
ticles with corresponding titles, and the articles contain
links, categories, and redirects (synonyms) in the content.
Researchers can use this information to extract feature in-
formation from concept pairs.

By manually extracting the structural features of concept
pairs from Wikipedia articles, we can analyze the prereq-
uisite relations between the two concepts. +erefore, we
extract three types of concept pair features from Wikipedia
article information: text features, links features, and category
features. +ese features are as follows:

(i) Concept Appearance Count (#1, #2). It is the
number of times the concept A/B appears in the
Wikipedia article of the concept B/A.

(ii) Whether the First Sentence Appears (#3, #4). +e
first sentence of the Wikipedia article on concept
B/A mentions concept A/B.

(iii) Jaccard Similarity (#5). +e Jaccard similarity of
articles with two concepts (A, B) is calculated.

(iv) LDA (#6, #7). Shannon entropy of the LDA vector
of A/B: In the information world, the higher the
Shannon entropy, the more information can be
transmitted [19]. Using lda https://pypi.org/
project/lda/, different LDA topic models are
trained for each dataset.

(v) Category (#8). Whether the concept pair (A, B)
belongs to the same Wikipedia category.

(vi) Link (#9, #10). For (A, B) concept pairs, whether
the concept B/A article refers to concept A/B, that
is, contains a link to concept A/B.

(vii) Link in/out of A (#11, #12). +e number of links to
concept A inWikipedia (“link in”) and the number
of links to other terms in articles of concept A
(“link out”) are calculated.
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(viii) Link in/out of B (#13, #14). Same as above, the
number of links in/out of concept B is calculated.

A note should be made that features #1–#7 and #9-#10
are taken from literature [14], feature #5 is taken from lit-
erature [19], and features #8 and #11–14 are taken from
literature [16]. Previously, only the English dataset had been
validated on these features, and this article will make an
evaluation of these features on both the Chinese and English
datasets simultaneously.

4.3. AFs +MFs : Concept Prerequisite Relations Prediction
Model. Based on the above design and analysis, for a
concept pair (A, B), the model (Figure 2) separates the
concept prerequisite relations prediction into the following
steps:

(1) +e first k words or Chinese characters of the
concept pair (A, B) Wikipedia articles is first ob-
tained, and the sentences SA and SB are generated.

(2) +en, the sentence is divided into individual words
or Chinese characters, and they are labeled sepa-
rately, and BERT is used to encode them to generate
sentence embedding in VA and VB.

(3) VA and VB are input to two LSTMs, and hidden
features are further extracted. +e output of the two
LSTMs is vectors OA and OB of size 32 each.

(4) A 14-dimensional vector V(A,B) is created using the
Wikipedia features extracted manually, including
links, text content, and category features.

(5) Finally, OA, OB, and V(A,B) are concatenated
(OA ⊕OB⊕V(A,B)) as 78-dimensional features and
input to a fully connected layer with a sigmoid ac-
tivation function to realize concept prerequisite re-
lation prediction.

5. Experiments

5.1. Datasets and Implementation Details. For our research,
we used a public dataset, AL-CPL, which is an English
dataset designed by Chen et al. [9] in their research. +e
dataset consists of two-category concept pair sets and
prerequisite relation labels from four different fields. +e
fields are data mining, geometry, physics, and precalculus.
Each data item is formalized as a triple (A, B, Label), which is
the concept A, B, and the prerequisite relation label, re-
spectively. Each concept in the dataset has a corresponding
article in Wikipedia. +e left half of Table 1 shows detailed
information about the AL-CPL dataset.

In addition, we also want to verify whether the proposed
method performs well in other languages. By using the AL-
CPL English dataset, this paper creates the CH-AL-CPL
Chinese dataset. First, the English Wikipedia article corre-
sponding to each concept in the AL-CPL dataset is found,
and then the Chinese article corresponding to each concept
based on the cross-language links is found in Wikipedia.

However, Chinese Wikipedia articles are only a small
fraction of those on English Wikipedia. +us, the collection

of Chinese concept pairs obtained by directly using cross-
language links is not only small but also has a significant
issue of data category imbalance. Due to this, this paper uses
the transitivity and asymmetry of the concept prerequisite
relations to expand the number of the Chinese dataset.

(1) Transitivity. Concept B is a prerequisite of concept A,
concept C is a prerequisite of concept B, and then
concept C is a prerequisite of concept A

(2) Asymmetry. If concept B is a prerequisite for concept
A, then concept A cannot be a prerequisite for
concept B

By combining transitivity and asymmetry, we can in-
crease the number of categories in the dataset and balance
the ratio of categories. In Table 1, the right half shows the
detail of concept pairs in each domain of the CH-AL-CPL.
+e CH-AL-CPL dataset has been published on GitHub
https://github.com/lycyhrc/CH-AL-CPL.

In the experiment, all models were implemented with
Keras. Using the bert-as-service (https://bert-as-service.
readthedocs.io/) sentence encoding service, we generated
a 768-dimensional sentence embedding for the first k words
or Chinese characters in Wikipedia concept articles. +e
sentences were tokenized with NLTK [22]. In order to train
the model, the following parameters are set: 50 training
epochs, 0.01 learning rate, 32 dimensions of the hidden layer,
and 0.2 dropout rate. Adam optimization is used to train the
model, and L2 regularization is used to prevent overfitting.

In the AFs model, two 768-dimensional sentence em-
beddings of the Wikipedia concept pair (A, B) are input to
two 32-unit LSTMs, and the fully connected layer is used to
receive the output of the LSTMs to identify prerequisite
relations. Besides, the #1–16 manual features of the Wiki-
pedia concept pair (A, B) are combined, which then sends
them to a fully connected layer for prerequisite relations
prediction. Further, the AFs +MFs model concatenates the
output of the LSTM of the AFs model and the manual
features of MFs to complete the prerequisite relations
recognition.

5.2. Experimental Result and Analysis. In our experiment
results, we compared our method with the following typical
concept prerequisite relations prediction baselines:

(1) Reference Distance (RefD) [1]. +e basic idea of this
method is that each concept can be represented by its
collection of related concepts in the concept space if
most of the related concepts of concept A refer to
concept B. +e related concept of concept B rarely
refers to concept A, then concept A may depend on
concept B. +e author constructs related links for
each related concept and refers to the EQUALweight
and TF-IDF weight method to identify the prereq-
uisite relations between the two concepts, so we
selected the best-performing TF-IDF weight method.

(2) Machine Learning (AT) [14]. +is method uses link-
based and text-based features extracted from
Wikipedia pages and then uses Naive Bayes (NB),
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logistic regression (LR), support vector machine
(SVM), and random forest (RF) four classifiers to
train a concept prerequisite relations prediction
model on the AL-CPL dataset, which is used to
analyze the prerequisite relations between concept
pairs. We use the results of the best-performing
random forest classifier (RF) report directly as the
basis for comparison.

(3) Neural Network (RS) [16]. +is method is based on a
neural network, and the UNIGE_SE team is re-
sponsible for the sharing task of EVALITA 2020
PRELEARN. +e author proposes eight category
features based on the content and structural features
of Wikipedia, using Italian datasets and deep
learning models to analyze the prerequisite relations
between concepts. As a comparative algorithm, these
feature values are recalculated on Chinese and En-
glish datasets, and the author’s method is used to

predict the prerequisite relations of English and
Chinese concept pairs as the comparative algorithm
of this paper.

(4) AFs and MFs. Besides the above baseline, to verify
the effectiveness of the proposed method’s automatic
features and manual features, respectively, this paper
also predicts the concept prerequisite relations for
the two types of features separately. Specifically, we
use a fully connected layer to receive automatic and
manual features as input, thereby achieving pre-
requisite relations prediction individually.

On the AL-CPL and CH-CL-CPL datasets, we conducted
a concept prerequisite relations prediction experiment. +e
performance of the model is evaluated using 5-fold cross-
validation. In comparison to a baseline model, the most
widely used performance metrics are Precision (P), Recall
(R), and F1 score (F1). Tables 2 and 3 show the results of

Wikipedia Concept

BERT sentence 
embedding

BERT sentence 
embedding

Concatenate Layer

Text

Category

Link

Fully Connected Layer (Sigmoid)

Concept A: the first k words or 
Chinese character

Concept B: the first k words or 
Chinese character

Prerequisite
(0/1)

MFs

AFs

LSTM LSTM

Figure 2: Concept prerequisite relations prediction model (AFS +MFS).

Table 1: +e number of concepts pairs and prerequisite pairs in the dataset AL-CPL.

Domain
AL-CPL CH-ALCPL

#Pairs #Positive pairs #Negative pairs #Pairs #Positive pairs #Negative pairs
Data mining 826 292 534 1151 493 658
Geometry 1681 524 1157 3330 1825 1505
Physics 1962 487 1475 2958 1091 1867
Precalculus 2060 699 1361 3200 1431 1769
All 6529 2002 4527 10639 4840 5799
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evaluating different baselines under different performance
metrics for AL-CPL and CH-AL-CPL, respectively.

As shown in Tables 2 and 3, our method significantly
outperforms all the baselines in all the metrics on English
and Chinese datasets (except AL’s Precision metric).

From Table 2, we can find that our method achieves the
best performance against all baselines on all domains, except
for the Precisionmetric of the geometry and physics domain.
+e F1 score of AFs +MFs leads AL by about 3.6%, 3.7%,
5.9%, and 3% in each of the four areas. In geometry and
physics, Precision is the best probably because these two
fields have the rich text and link features.

Based on Table 3, we observe that our method outper-
forms all baselines in all metrics and achieves the best result.
Table 3 reports the evaluation metrics for the four domains.
+e CH-AL-CPL dataset, which is expanded by transitivity
and asymmetry, has the most significant number of pre-
requisites. +e performances obtained are generally better
than CH-CAL-CPL. In addition, since the author did not
give the code of the ATmethod from [14], some features in
Chinese cannot be calculated, so we did not report the
experiment results of the AT method in CH-AL-CPL.

As an excellent NLP language model, BERT replaces the
encoder with the decoder by using a two-way transformer
encoder. By using this method, the feature encoding effect of
the words in the sentence is greatly improved. Compared
with previous models, such as Word2Vec, the trained BERT
model has a deeper contextual understanding. A context-
based semantic feature is suitable for detecting text features
of Wikipedia concepts. Moreover, as a concept pair, we also
cannot ignore the rich links and category relationships
between the two. Overall, through the combination of the
two types of features, the performance of the concept pre-
requisite relations model can be further improved.

5.3. Ablation Study. In order to demonstrate that the length
of the Wikipedia article influences the automatic extraction
of features, we conducted an ablation experiment by varying
the value of k (the first k words or characters), from 100 to
500. +e experiment results are shown in Figure 3.

As shown in Figure 3, increasing k will increase the F1
score of the AFs model. Particularly when k� 400, the model
is the most effective in predicting the four domains. After the
k value exceeds 400, however, the textual information of the
concept is incorporated into other background knowledge,
which affects the performance of the model to a certain
extent. According to the CH-AL-CPL dataset, geometry and
precalculus have the best F1 scores when k� 500. +is may
be due to the relatively long average length of articles in this
domain.

Additionally, the experiment explored the role of manual
features in the MFs model. +ere are three types of features
that are designed, content-based (#1–#7), categorical-based
(#8), and link-based (#9–#14). In the experiment, one fea-
ture type was removed each time and compared with the
MFs model. +e result is shown in Figure 4.

Figure 4 illustrates how the prediction performance
decreases to varying degrees after reducing a specific type of
feature group. After removing the link-based features from
the AL-CPL dataset, the decline in the four fields reached
10.5%, 12.7%, 9.1%, and 7.4%, respectively, indicating that
the link relations between concepts play a crucial role in the
prediction of prerequisite relations.

As a result of the difference in the CH-AL-CPL dataset,
content-based features have decreased by 7.0%, 11.3%, 8.8%,
and 6.1% in the four domains. Since Chinese Wikipedia has
fewer words than English Wikipedia, less text information
has a more significant impact on text features. Moreover,
removing the features with a category has themost negligible

Table 2: Performance comparison of the AL-CPL dataset.

Domain metric
Data mining Geometry Physics Precalculus

P R F P R F P R F P R F
RefD 52.8 77.5 66.3 42.4 62.3 50.4 49.9 49.6 49.4 75.1 69.4 72.1
RS 62.7 68.2 65.1 70.6 76.0 73.0 53.0 62.3 57.1 69.9 76.9 73.1
AT 80.7 73.3 76.7 95.0 84.7 89.5 85.2 59.3 69.9 90.2 87.1 88.6
AFs 81.7 85.3 83.3 88.4 90.6 89.4 73.8 80.2 76.7 88.3 91.7 89.9
MFs 71.1 78.0 74.3 73.6 83.0 77.9 61.3 80.2 69.3 77.3 82.5 79.8
AFs +MFs 86.5 87.3 86.9 93.7 92.5 93.1 81.4 83.8 82.6 91.6 92.7 92.1

Table 3: Performance comparison of the CH-AL-CPL dataset.

Domain metric
Data mining Geometry Physics Precalculus

P R F P R F P R F P R F
RefD 55.6 56.4 56.0 74.1 62.9 68.1 63.4 69.5 66.3 71.5 65.6 68.4
RS 79.4 79.7 79.6 92.7 92.8 92.7 83.9 83.0 83.3 91.0 88.6 89.8
AFs 89.4 91.0 90.2 96.9 97.5 97.2 89.2 88.3 88.7 93.6 94.4 94.0
MFs 74.9 80.3 77.5 92.0 95.3 93.6 76.8 89.0 82.4 89.1 90.8 89.9
AFs +MFs 90.7 91.9 91.2 97.8 97.9 97.8 92.0 94.1 93.0 96.6 96.8 96.7
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effect on the MFs model mainly because we design too few
category-based features.

6. Conclusion and Future Work

In this paper, we propose a novel concept prerequisite re-
lations prediction method called AFs +MFs, which com-
bines the BERT sentence embedding (AFs) of the concept
article and Wikipedia-based features (MFs). Furthermore,
we designed a Chinese prerequisite relations dataset to verify

the effectiveness of the method.+e experiment results show
that our method achieves state-of-the-art results on four
domains. In addition, we have conducted effectiveness
studies on AFs and MFs separately.

In the future, we plan to identify the concept prerequisite
relations of non-Wikipedia concepts. Moreover, some
learning resources, such as MOOCs and e-lectures, contain
multiple concepts. +e following research question is how to
recommend learning resources by considering concept
prerequisite relations.
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Figure 4: Contribution of each feature group to the MFs model in (a) AL-CPL and (b) CH-AL-CPL.
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Accompaniment production is one of the most important elements in music work, and chord arrangement is the key link of
accompaniment production, which usually requires more musical talent and profound music theory knowledge to be competent.
In this article, the machine learning model is used to replace manual accompaniment chords’ arrangement, and an automatic
computer means is provided to complete and assist accompaniment chords’ arrangement. Also, through music feature extraction,
automatic chord label construction, and model construction and training, the whole system finally has the ability of automatic
accompaniment chord arrangement for the main melody. Based on the research of automatic chord label construction method
and the characteristics of MIDI data format, a chord analysis method based on interval difference is proposed to construct chord
labels of the whole track and realize the construction of automatic chord labels. In this study, the hidden Markov model is
constructed according to the chord types, in which the input features are the improved theme PCP features proposed in this paper,
and the input labels are the label data set constructed by the automated method proposed in this paper. After the training is
completed, the PCP features of the theme to be predicted and improved are input to generate the accompaniment chords of the
final arrangement.(rough PCP features and template-matching model, the system designed in this paper improves the matching
accuracy of the generated chords compared with that generated by the traditional method.

1. Introduction

With the increasingly vigorous development of the modern
Internet, music has new media and carriers, and more and
more music products are derived. Digital music has been
better popularized and spread in the Internet information
flow carrier, which greatly enriches people’s spare time life.
(e development of intelligent, Internet, virtual reality, and
other technologies has blurred the boundary between the
real world and the virtual world, allowing paintings, art, and
music to be presented to people in a highly genuine form.
With the improvement in computer performance and the
diversification of Internet functions and products, the
threshold of learning music has been greatly reduced. People
no longer need rich music theory knowledge and deep
musical literacy to engage in music-related industries, such
as music creation, music adaptation, and music retrieval. In

the field of computer, more and more scholars and experts
try to solve and simplify some problems related to music
learning and creation by combining music theory
knowledge with audio signal processing and researching
specific features and algorithms. Artificial intelligence,
such as deep learning and machine learning, covers all
walks of life and extends to music, which is also devel-
oping in the direction of intelligence. Computers begin to
assist or even replace professional workers to complete
music work [1].

Computer arranger process is by computer algorithm,
looking for a set of suitable system for the whole period of
melody chord, a popmusic usually combined by two parts of
the vocal and instrumental music accompaniment; melody is
a series of single notes to form a continuous music, and they
constitute the theme of the music. (erefore, people create
or recreate a popular music, often from the beginning of the
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creative part of the main melody. Orchestrating harmonious
chords for melodic lines can be a daunting task for amateur
music lovers. For those who are interested in music creation,
it is of great practical significance to study the automatic
music accompaniment of relevant computers. For those who
are interested in music creation, it is of great practical
significance to study the automatic music accompaniment of
relevant computers. Because the chord tension and foil
music accompaniment in creating music plays an important
role in the emotional aspects, the theme automation music
accompaniment system will generate a matching chord
accompaniment, Finally, a complete music file containing
melody and chord accompaniment is the output.(e music
with automatic accompaniment generated by relevant
computer algorithms can be used for entertainment and
can also be used for music creators through certain the-
oretical reference. In the process of automatic accompa-
niment of music, the part of accompaniment is completely
completed by the computer. By inputting the main melody,
the creator can get a complete new music work with chord
accompaniment, and use computer composition and ac-
companiment to enrich and expand the research field of
computer algorithm. Arrangers can provide a variety of
possibilities for the creation of music forms and styles. To a
certain extent, the study of automatic music accompani-
ment system enriches the innovation of music and also
provides music creators with reference to music accom-
paniment chords.

Most musicians think music itself is extremely emo-
tional, subjective, audio, a form of art, many segments of the
rhythm of the music from the composer, fragmentary, and
the creation inspiration of discontinuity; so for the inspi-
ration of fragmentation and randomness, it is difficult to by a
certain fixed computer algorithms to replicated and created
again, So, it is more difficult to use computers to help us
compose music, but as more and more computer algorithms
are introduced into the field of music composition, through
hidden Markov algorithm, stochastic process, genetic al-
gorithm, artificial neural network, and so on, algorithmic
composition is easier to apply to the current music form. It
can be done through the computer simulation in the world
with all kinds of music styles and forms [2]. It makes music
more accessible to people who are interested in music
creation but lack relevant music knowledge, eliminates the
barriers of music creation, and makes seemingly distant
music creation close at hand.

(e harmony of music is the core of accompaniment. To
match a harmonious accompaniment for any given melody,
it is necessary to solve the coordination problem of auto-
matic accompaniment [3], which leads to another automatic
accompaniment system that can match the harmonious
chords of the input melody. Lee and Marsic put forward a
kind of automatic accompaniment system suitable for a
particular style; they constructed a system using new Rie-
mann to transform a chord melody of process based on the
MIDI list of paths, including alternative chord path in a
similar binary tree structure, and then by a Markov chain
with learning probability statistical optimization matching
probability of chord. Emilia Gomez put the influence of

harmonic frequency into the feature statement in the process
of studying PCP features, considered the maximum value of
specific frequency, and constrained the normalization of the
feature weight of related frequency bands [4]. (e improved
HPCP characteristics reduce the influence of intensity and
different timbre to some extent. Yang et al. has produced a
software that can convert an arbitrary input audio signal into
a chord sequence corresponding to the harmonious ac-
companiment [5]. In the process of studying PCP features,
Wu et al. also included the influence of harmonic frequency
into feature description, considered the maximum value of
specific frequency, constrained and normalized the feature
weight of related frequency bands, and improved HPCP
features reduced the influence of intensity and different
timbers to a certain extent [6]. By introducing the maximum
likelihood criterion decision tree algorithm, Xue et al. cal-
culated the likelihood coefficients between all single notes
and calculated the occurrence times of adjacent intervals at
different times. (e chord sequence obtained from the
combination of the single note with the most occurrence
times, and the largest likelihood coefficient was taken as the
final matching result [7]. (erefore, solving the automatic
arrangement of music chords has become a hot research
direction of computer at the present stage.

2. Theoretical Knowledge of Musical Models

2.1. Music *eory. Rhythm is the music of different lengths
of the sound, according to a certain law of the combination
of musical forms. Rhythm is in the beat, and the rhythm
cannot be separated from the beat. (e beat is a cyclical
occurrence of a rhythm with a rule of strength and weakness
[8]. Beats are expressed in fractional form in musical no-
tation. Melody is the soul of music. (e high and low of
notes, the speed of rhythm, and the strength and weakness
make the melody present different colours. Different pitches
are connected to form the pitch contour of the melody,
which abstracts into a curved melody curve. (e distance
between different points on the curve represents the interval
relationship between pitches. In general, the basic patterns of
melody can be summarized as horizontal progression, up-
ward progression, downward progression, and wave pro-
gression. Melody is the basis of forming a part. Monophonic
music has only one melody, whereas multipart music
contains multiple melodies, which revolve around a certain
main melody, and each melody is independent and interacts
with each other. Generally speaking, the progression of two-
part melody can be divided into simultaneous progression,
parallel progression, reverse progression, and oblique
progression.

Tone is the law of music, which normalizes the rela-
tionship between musical sounds through an artificial
constraint, so that it presents a form of expression in line
with human aesthetics and cognition. At present, there are
three main ways of expression of temperament: pure tem-
perament, five degrees of mutual generation temperament,
and twelve-equal temperament. (e pure fifth of interval
relation is the key element. On the premise of determining
the pitch, the interval relation is taken as the pure fifth, that
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is, the conditional constraint of the frequency ratio 3 : 2, and
the remaining tone values are deduced [9]. (e tone relation
obtained in this way is the reciprocal fifth. (e characteristic
of purity, from the point of view of signal processing, is the
frequency ratio of each tone level, identical to a certain
integer. According to the relationship of pure temperament,
the overall harmony of the tone level is very high, and it is
comfortable and three-dimensional from the perspective of
human hearing experience. (erefore, in modern applica-
tions, pure temperament is generally used in symphony
performance, especially in the case of multipart and multi-
instrument ensemble, which has a good harmony.

2.2. Fundamentals of Music Signal Analysis. Musical In-
strument Digital Interface is one of the most common
structured symbolic representations. (e contents of an
MIDI file are a series of instructions that define what the
Instrument will play and when. Because no audio waveforms
are stored, MIDI files take up little storage space, and the
stored contents can be modified flexibly; these character-
istics make MIDI widely used in music creation, music
recording, music analysis, and other aspects. Music notation
is a kind of musical notation, including two types of music
notation for recording pitch and fingering. Among them, the
simplified score and staff score belong to the score of re-
cording pitch, whereas the six-line score used for guitar
performance belongs to the score of recording fingering.

STFT is a steady-state analysis of signals based on the
assumption that the signals are stable in a short time.
(erefore, piano music can be assumed to have short-term
stationarily and analysed by STFT. (e definition of STFT is
shown as

Xm � 􏽘 xwe
− jn

+ 􏽘 xw, (1)

where x represents discrete music signal, w stands for
window function, and X represents the spectrum at time m.
In the process of STFT, the length of the window determines
the time resolution and frequency resolution. (e longer the
window length, the longer the intercepted signal, the lower
the time resolution, and the higher the frequency resolution;
conversely, the shorter the window length, the shorter the
intercepted signal, the higher the time resolution, and the
lower the frequency resolution [8–10]. If the stationary
analysis fails, the signal length is recalculated, and the
number of signal columns when the source signal is divided
into columns is calculated according to the signal length,
window length, and the number of signal columns when the
source signal is divided into columns. (erefore, in STFT,
the time resolution and frequency resolution are contra-
dictory, and the window length should be determined
according to the actual situation.

Constant Q transformation (CQT) is another method of
frequency domain analysis, and its definition is shown as

X(k) �
1
N

􏽘 x(n)w(n)e
(− jn/N)

+ 􏽘 x(n)w(n), (2)

where k is the sequence number of the spectral line, Q is the
quality factor, and its value is equal to the ratio of the centre

frequency to the bandwidth. Because the centre frequency is
an exponential distribution, Q is a constant,N is the window
length of the window function, and w(n) is the value of

N � Q ×
fs

f × 4(k/b)
⎡⎣ ⎤⎦, (3)

whereinto, fs is the sampling frequency, f is the lowest
frequency of the music signal, and fk is the frequency value of
the KTH spectral line. B is the number of spectral lines
within an octave. Because an octave is divided into twelve
semitones by the average temperament of twelve, B generally
takes a value of 12 or a multiple of 12. (en, the frequency
corresponding to each spectral line is exactly one to one with
the frequency of the scale.

Because CQT spectrum frequency and scale frequency
have the same exponential distribution law, CQT is applied
to the analysis and processing of music signals. However, the
most important problem of CQTis that the calculation speed
is slow. One reason is that, for each spectral line number k,
the corresponding window length should be calculated and
then the calculation should be carried out in accordance with
formula (2), resulting in a large amount of overall calcu-
lation. (e other reason is that the spectral line frequency
distribution is not linear. So you cannot call the Fast Fourier
Transform (FFT) directly, which slows down the calculation
speed. In addition, according to the experimental results,
short-time Fourier transform is the most suitable for ana-
lysing audio signals.

2.3. Neural Network. Neural network is an operation model
whose basic unit is neuron. In a neural network, neurons are
connected with weights, and the function of such inter-
connections is to transmit and activate information [11]. xi
represents the input signal, and wi represents the weight of
each input signal and the connection between the neuron.
Formula (4) can be obtained through the weighted sum-
mation of the input signals based on these weights:

Z � 􏽘
n

i�2
wixi + b + 2, (4)

where b represents the offset term, and then takes Z as the
input to obtain equation (5) through a nonlinear activation
function:

a � y(z), (5)

where y(z) represents the activation function, the nonlinear
function is usually selected as the activation function, whose
function is to introduce nonlinearity into the neural net-
work, so that the neural network has the ability to solve the
nonlinear mapping problem. (e most commonly used
activation function is tanh function, which is defined as

tanh �
e

x
− e

− x
+ e

e
x

+ e
−x

− e
. (6)

Generally, the neural network can have multiple layers,
in addition to the input layer and output layer, and other
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layer is known as the hidden layer; in hiding, each layer
contains multiple neurons, and the output is the next layer of
neurons in a layer of neurons input; this kind of connection
mode constitutes the basic structure of neural network [12]
and is also the foundation of the network information
transmission. (e specific structure of neuron is shown in
Figure 1.

In Figure 1, except for the input layer, the neurons of
each layer are connected with the neurons of the previous
layer, and each connection carries a weight value. With
the progression of the number of layers, the output of
each layer in the neural network can be expressed as
follows:

Z
l

� W
l
X

l
+ b

l
,

X
l+1

� y Z
l

􏼐 􏼑,
(7)

where W represents the first l layer of weighting matrix, X
layer represents the first l input, and Z represents the
weighted sum of the input and output, and then, we get the
output of the first layer l · A nonlinear mapping, and the
output of the first l layer will be deemed to have been the first
l + 1 layer of input, so keep moving forward, the forward
process is known as prior to transmission.

After the forward propagation of the neural network,
a predicted result will be obtained. When the predicted
result is different from the actual result, an error will be
generated, which can be quantified through the loss
function, and the quantified result is called loss. (e
purpose of training the neural network is to reduce the
loss [13]. In the process of loss reduction, it is necessary
to start from the last output layer and calculate the weight
parameter gradient of each layer in reverse based on the
chain rule. (is reverse process is called back propaga-
tion. Taking a neural network with the number of layers
N as an example, its back propagation formula (8) is as
follows:

δl
i � 􏽘

j

δl+1
j

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
y Z

l
i􏼐 􏼑. (8)

(ere are many layers in the neural network, and the
functions of each layer are different. (e basic neural net-
work includes input layer, hidden layer, and output layer,
which is similar to the state transition network in HMM.
Every neuron in the hidden layer is connected to the pre-
vious layer, and each path has a weight value for constraint.
Each layer is obtained by the weighted sum of the weight of
the neurons of the previous layer and the input value, and it
becomes the input value of the next layer after nonlinear
mapping. In the recursion process, due to the back prop-
agation algorithm, the obtained partial derivatives will be
back propagated to update the weight of each layer and the
network parameters. In this way, the repeated learning re-
sults in stable parameters and a mature neural network
model are obtained.

3. Music Feature Extraction

3.1. Data Preprocessing. Considering that the music has the
characteristics of short and stable, the signal is usually di-
vided into frames. At the same time, in order to ensure the
smoothness and continuity of the frame interval signals after
segmentation, the overlapping segmentation method is
adopted to carry out local calculation between the frames. In
this article, the source file used for preprocessing the frame
segmentation data is the audio data of the main theme in
WAV format, and the sampling rate of all audio is set at
44.1 KHz to ensure a unified standard [13, 14].(e processed
audio signal is sampled down to 11025Hz to achieve its
normalization. If the overlapping frame information ob-
tained by segmentation does not achieve the desired effect,
the overlapping segment segmentation method is used again
considering the spectrum energy leakage and sliding win-
dow function. Frame segmentation is shown in Figure 2.

3.2. Improved PCP Feature Extraction. (e principle of PCP
feature calculation is based on the change in frequency value
of the twelve-average law in music theory and the mapping
calculation. (e change of Pitch of different notes in music,
in speech signal, is the change in frequency value [15]. It is
generally understood that it spans an octave, but the ratio of
frequencies belonging to the same tone is 2 :1. In twelve
equal temperament, the frequency of the adjacent chromatic
is one over twelve of the 2 to the power relationship;
therefore, in the music signal, the change of the transverse
grows exponentially, mapping to the three-dimensional
space, said can see that the change of pitch corresponds to
the frequency change is climbing upward spiral, can see
more intuitive way of step frequency change.

(e most unique advantage of PCP feature is that its
processing makes the spectral energy of the audio signal
attached with musical characteristics, so when processing
the audio data related to the music signal, the musical
characteristics of the audio signal can be better displayed
[16, 17].(e setting of the centre frequency is corresponding
to the frequency value corresponding to the twelve semi-
tones in the twelve-equal temperament. (e weight of the
frequency value of all the notes in the twelve-equal tem-
perament is retained, and the weight of the irrelevant fre-
quency value is filtered out. It can effectively overcome the
low-frequency noise and high-frequency overtone inter-
ference, and at the same time, the weight of the basic fre-
quency in the low-frequency band is retained, so as to
overcome the problem of fuzzy sound value to a certain
extent (Figure 3).

Figure 3 is the spectrum diagram corresponding to the
frequency range of the note where A4 is after Gaussian
filtering. It can be observed that 440Hz has the largest
amplitude, that is, its position corresponds to the central
frequency, while the left amplitude boundary of other fre-
quencies is between 420Hz and 430Hz, and the right
amplitude boundary is between 450Hz and 460Hz. (e
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calculated frequency values are outside the boundary, so the
frequency of effective sound values will not be blocked,
which plays a very good filtering effect.

Figure 4 is the PCP feature spectrum diagram improved
by Gaussian filtering set and logarithmic compression. (e
spectral energy in the feature part of pitch level is more
coherent, and the corresponding pitch level structure of each
time segment can be clearly seen. (is part of audio is A
melodyWAV file of the song Little Star, which I recorded by
myself. (rough the spectral map obtained by the improved

PCP feature extractionmethod in this article, melody sounds
C, G, A, G, F, E, D, and C can be clearly obtained (Figure 4).

4. Design of Chord Arrangement System
Based on the HMM Model

4.1. Application of the Accompaniment Hidden Markov
Model. A system based on the implicit Markov model of
accompaniment to automatically match the optimal chord is
constructed for the melody of the main melody. (e system
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takes the existing structured and simplified melodic songs
with accompaniment as the sample data of the training of the
hidden Markov model. Most of the popular melodies are
mixed to learn, and the advantages of various styles are
integrated to provide a data reference for the accompani-
ment arrangement of the input single melody songs. (e
problem of accompaniment chord selection of single note
theme and the optimization of chord sequence are solved by
the accompaniment hidden Markov model [18–20]. (e
input melody is segmented, and the input melody mode is
unified in different songs and modes, and the single melody
song is transformed into the standard C major without
changing the internal sound group structure of the melody
itself. (erefore, it greatly facilitates the arrangement of
chords. To pick up the theme of the characteristics of the
fragments and according to the characteristics of the
combination of machine learning algorithm to obtain
sample songs under the different styles of melody-matching
chord by relevant probability, in the accompaniment, chords
knowledge database matching choice was made, thus having
the right chord of this fragment, and repeat the above steps,
until we get the chord accompaniment matching probability,
the optimal, and record and update the relevant probability
parameters [21–23].

(e characteristic notes of melody are the weight rela-
tionship of the proportion of notes appearing in this piece of
music. (e notes that appear most frequently in a piece of
music are defined as the characteristic notes of this piece of
music. When entering the simplified score of the sample
music, the simplified score of the input music will be
screened, and the characteristic notes will be extracted
segment by segment. Match the optimal chord for each
characteristic note based on the characteristic note. About
the optimization of the single melody notes and sequence,
the further design of the composition of the chord internal
algorithm, through the chord construction algorithm, can
generate a sound, vivid chord structure of a sports trend
group, in accordance with the matched code and the best
chord sequence obtained by matching combination. Finally

combined chord sequence and main melody single notes
playing at the same time play a melody with a harmonic
accompaniment.

4.2. *e Framework of Chord Arrangement System. (e
automatic chord matching system designed is mainly di-
vided into two parts: one is the music feature extraction part,
that is, the improved PCP feature extraction described in the
previous literature. (e other part is the model part, which
includes the collection of model chord labels, model training
and prediction.

As shown in Figure 5, the chord automatic matching
system is mainly divided into two parts.(e dashed frame on
the left is the music feature extraction module, which adopts
the improved PCP feature. (e other module is the model
module in the dashed box on the right, which mainly in-
volves the HMM model and the construction of automatic
chord labels. (e model is to delete a series of musical in-
formation by means of symbolic event recording; the
channel where the percussion music is located, analyse the
musical characteristics of each track, retain the note with the
lowest pitch, delete the other notes, and get the accompa-
niment track.(e data set of accompaniment tracks is stored
in the form of event messages, and the source data is inMIDI
format. It is very convenient to extract and collect music-
related indicators (Figure 5).

4.3. Automated Chord Tag Construction. Different from the
common WAV format audio signal storage form, MIDI
stores a series of music information in a file in the form of
message of event by means of symbolic event recording.
(erefore, it is very convenient to use this format as the
source data to extract and collect music-related index
characteristics. (is article uses the Accompaniment Track
portion of this file as the source data set for the automatic
chord construction tag construction, so the following will
describe how to get the Accompaniment Track and its MIDI
music information.
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Different from the common WAV format audio signal
storage form, MIDI stores a series of music information in a
file in the form of message of event by means of symbolic
event recording. (erefore, it is very convenient to use this
format as the source data to extract and collect music-related
index characteristics [18]. (is article uses the Accompa-
niment Track portion of this file as the source data set for the
automatic chord construction tag construction, so the fol-
lowing will describe how to get the Accompaniment Track
and its MIDI music information (Figure 6).

As shown in Figure 6, it is a schematic diagram of the
high-pitched contour line under a time series.(e horizontal
axis represents time. In different time segments, there are
different notes, and each note corresponds to the pitch of the
vertical axis. Skyline algorithm is to extract the notes with
the highest contour line as the main melody notes, namely,
the red highlighted part in the figure, on the premise of
multitone overlap. (e collection of these high-pitched
contour notes can form the main melody channel sound
track.

In this article, the input melody is segmented, and the
input melody mode is unified in different songs and modes,
and the single melody song is uniformly transformed into
the standard C major without changing the internal sound
group structure of the melody itself. (erefore, it greatly
facilitates the arrangement of chords. Fragments of theme
features are extracted, according to the characteristics of the
combination of machine learning algorithm to obtain
sample songs under the different styles of melody-matching
chord by relevant probability, and in the accompaniment,
chords knowledge database matching options, this segment
of the right chord, and repeat the above steps, until get the
chord accompaniment matching probability, the optimal
And record and update the relevant probability parameters
[19, 20]. Melody characteristic ratio is in this period of music
notes weight relations. (e notes that occur most frequently
in a piece of music are defined as the characteristic notes of
that piece. In the input sample music chords, the chords of
the entered the music selection, piecewise characteristics
extracted note, based on the characteristics of the corre-
sponding to match each characteristic notes of a chord in
optimal. (e aim is to obtain the estimation of transition

matrix probability Aij, observation matrix probability, and
initial state probability I in the hidden Markov model of
music accompaniment through machine training learning.
(e following is the definition of each probability in the
hidden Markov model of music.

(e probability of transition matrix is estimated by

a
⌢

ij � Aij 􏽘

7

i�1
Aij, i � 1, 2, 3, 4, 5, 6, 7; j � 1, 2, 3, 4, 5, 6, 7.

(9)

(e probability of observation matrix is estimated by

b
⌢

jw � Bjw 􏽘

7

w�1
Bjw, j � 1, 2, 3, 4, 5, 6, 7; w � 1, 2, 3, 4, 5, 6, 7.

(10)

According to the melody characteristic tone and ac-
companiment sequence obtained above, the parameters of
the accompaniment hidden Markov model are updated and
statistics are performed to obtain the training results of the
corresponding sample songs, such as the probability of state
transitionmatrix, the probability of emission matrix, and the
probability of initial matrix. In the algorithm of automatic
accompaniment chord system of music based on Hidden
Markov model, the intermediate state transition probability
of each moment is obtained from the intermediate state
transition probability of the previous step, which is a re-
cursive calculation method. Chord prediction is a decoding
problem, which is to solve the optimal path in the state
transition network to maximize the probability of the cor-
responding path. Based on the premise that the corre-
sponding system has known the PCP characteristics of the
main melody of the observation sequence and the param-
eters of the hidden Markov model, the accompaniment
chord sequence that is most likely to correspond to the main
melody is obtained. Here, it is defined as

δt(i) � maxP(i � 1, 2, . . . , 7). (11)

Formula (11) describes a mathematical solution to the
decoding, which represents the maximum probability value
of all selector subsets reaching the state at the time point with
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known parameters of HMM. According to this equation, the
optimal solution at the next moment can be obtained as

δt+1(i) � max δt(i)ai􏼂 􏼃bi, i � 1, 2, 3, 4, 5, 6, 7; t � 1, 2, 3, 4, 5, 6.

(12)

Finally, the optimal solution can be obtained, and it stays
in the final state as

it � argmax δt(i)􏼂 􏼃. (13)

(e optimal path is to recourse forward and obtain
equation (14) by constantly solving the following equation:

it � ψi+1 it+1( 􏼁. (14)

Finally, the set of all subsets constitutes an optimal chord
selection path.

4.4. Experiment and Result Analysis. (e improved theme
PCP feature vector proposed is used as the feature extraction
of the model and as the observation vector of HMM. (e
number of model states is set to 6. Except for the initial and
termination states, all the others are active states. Each
activity state uses a single Gaussian observation function, a
diagonal matrix, consisting of an average vector and a
change vector. After the model training is completed, 5 files
are randomly selected from the test data set as test objects,
and the improved PCP feature vectors are extracted and
input to the model for chord prediction, and the chord
sequences obtained are recorded, as shown in Figure 7.
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As can be seen from the comparison results in the figure
above, compared with the original traditional PCP features,
the improved PCP features used in this article have im-
proved the accuracy of chord arrangement to a certain
extent. (e experimental results obtained using the im-
proved PCP features proposed in this article.(e accuracy of
chord arrangement In Vacation, Better Hurry Up, and
Holiday Door Time increased by 6.65%, 6.58%, and 6.14%,
respectively, while in Cool Hun Day and Better Door Us, the
accuracy increased by 2.89% and 3.01%, respectively. In
general, the improved PCP feature proposed in this article
has better chord arrangement effect compared with the
traditional PCP feature.

5. Conclusion

MIDI music data set, based on hidden Markov model
chord recognition model, combined with improved PCP
music features as the input vector, cooperate with the
chord label the method of building automation, set up a
complete set of chords orchestration system, provides a
way of computer automation to as a theme for orches-
tration of accompaniment chords to help people solve the
needs of musical accompaniment and chord arrangement.
(e proposed automatic chord label construction is based
on MIDI data format, so it may be difficult to recover
100% of the constructed chord sequence. In this article, a
method of automatic chord label construction is pro-
posed. Based on the characteristics of MIDI symbol data
format, a method of chord analysis based on interval
difference is proposed, and the accompaniment chords of
the bar are obtained by matching with the binary chord
template constructed in advance. Finally, the automatic
chord label construction is realized. (is article designs a
set of chord arrangement system based on HMM hidden
Markov model, elaborates the mathematical principles
and technical points of the hidden Markov model in
detail, and expands and explains each step and process of
the model combined with the improved PCP character-
istics of the main theme. In the training process, the
observation vector of the input value of the model is the
PCP feature vector improved, and the label of the model is
extracted from the training data using the method of
automatic chord label construction. After the model
training is completed, the improved PCP features of the
theme to be predicted in the test set are extracted and
input to the HMM model for prediction to generate the
final arranged chords. Compared with the traditional PCP
feature and template-matching model, it is found that the
improved PCP feature and the HMM model proposed
have better chord matching effect and higher accuracy.
Although the system built in this study successfully re-
alizes the automatic chord arrangement and has a better
effect on chord arrangement than the previous methods,
there is still much room for improvement. In music
theory, the composition of chords is not only the broken
chords of single notes strung together but also changes
according to the needs of the song itself.
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In this paper, the fuzzy comprehensive evaluation model based on the bat algorithm quantifies the qualitative evaluation ef-
fectively and provides a feasible and convenient English teaching quality evaluation system by combining quantitative evaluation
with objective index data. Firstly, the English teaching quality evaluation model is constructed based on the fuzzy comprehensive
evaluation analysis method and the weight values of each factor are calculated; secondly, the three types of data in the model are
processed separately. ,is includes standardizing the data of objective indicators such as students’ course grades and weakening
the influence of course difficulty on this indicator. ,e fuzzy comprehensive evaluation model based on the bat algorithm
quantifies the qualitative evaluation to make the calculated comprehensive evaluation of English teaching quality more com-
prehensive and objective; then the comprehensive calculation of English teaching quality evaluation is completed, and the English
teaching quality evaluation model is constructed by extracting keywords based on the qualitative evaluation; finally, a runnable
English teaching quality evaluation system is designed and implemented. A fuzzy comprehensive evaluation algorithm based on
improved bat algorithm optimization is proposed.,e algorithm uses the improved fuzzy comprehensive evaluation algorithm to
optimize the initial clustering centers and adopts a new objective function to guide the clustering process, thus improving the
clustering quality of the fuzzy comprehensive evaluation algorithm. Comparative analysis through models shows that the
improved algorithm improves the clustering accuracy to a certain extent when compared with the traditional fuzzy comprehensive
evaluation clustering algorithm for analysis. ,e bat algorithm is one of the stochastic global optimization models. It can take
advantage of the group, integrate global search and local search, and achieve rapid convergence. ,erefore, it plays an important
role in optimizing the evaluation of English teaching quality. ,is study enriches the theoretical study of English teaching quality
evaluation to a certain extent and can play a role in strengthening and improving English teaching quality evaluation at the
present stage.

1. Introduction

In today’s society, computer technology continues to evolve
and change with each passing day, and the development
cycle continues to shorten. More and more attention is paid
to computer technology, and the establishment of corre-
sponding English teaching management systems has en-
hanced the level of English teaching work. However, some
problems are found when the English teaching system is put

into use. ,ere is no English teaching quality evaluation
function in the system or the English teaching quality
evaluation function is not sound enough, the management
method of the information about the database adopts the
slightly old query and statistics, without using the latest
technology, and the characteristics of the database are not
effectively designed and developed, which will produce some
waste of resources [1, 2]. ,erefore, a set of English teaching
quality evaluation systems that can adapt to the development
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of the times is urgently needed. Good English teaching
quality is the top priority of the work task; if you want to
survive and develop in society, the cornerstone of English
teaching quality must be firmly played, which is the basic
task of everyone. If you want to improve the quality of
English teaching, you must understand the actual ability of
teachers, guide teachers to improve the quality of English
teaching according to their specialties, and at the same time,
improve their business level, prompted by a more powerful
teaching team [3]. Affected by the traditional English
teaching quality evaluation model and the guiding ideology
of light basic courses and heavy professional courses in
higher vocational colleges, a large proportion of higher
vocational colleges still use final exam results or English test
results to evaluate the effect of English teaching. Summative
evaluation is the main and formative evaluation is supple-
mented. It ignores the developmental changes of various
evaluation elements in the teaching process, and it is not
conducive to motivating the innovative thinking and per-
sonalized development of evaluation objects [4, 5].

Building an English teaching quality evaluation system is
highly significant research. Researching the English teaching
quality evaluation system can help enrich relevant educa-
tional theories and form a set of evaluation systems that
highlights its characteristics. Secondly, English teaching
quality evaluation can scientifically and effectively measure
the merits of a course and help administrators to have a
systematic understanding of the course English teaching and
make decisions. At the same time, school administrators can
carry out curriculum reform and promote curriculum
construction based on the evaluation results to facilitate the
improvement of English teaching quality. ,e two main
aspects of evaluating the quality of teachers’ English teaching
are teaching and learning [6]. Teaching is the teacher,
learning is the students, and students and teachers are
interconnected to make up English teaching. Students will
have a measure of the teacher’s teaching style and level, and
students are the direct beneficiaries, so the students’ eval-
uation of the teacher becomes an important evaluation
criterion and also the easiest way to get feedback. So a
complete and scientific student evaluation system is very
important to improve the accuracy and science of student
evaluation. In this paper, we analyze and study the current
situation of English teaching, existing problems, and English
teaching evaluation to find a new focal point for English
teaching quality evaluation, create an English teaching
quality evaluation atmosphere that keeps pace with the
times, fundamentally improve the science, comprehen-
siveness, and fairness of English teaching evaluation, and
then improve the quality of English teaching [7]. ,e re-
search innovation of the English teaching evaluation mode is
also a new promotion of the college curriculum construc-
tion, which can provide a theoretical basis and practical
proof for the college English teaching authority to develop
an English teaching quality evaluation system.

,is project aims to design and implement a compre-
hensive and objective teacher English teaching quality
evaluation system for users. Unlike traditional evaluation
methods, the system combines qualitative and quantitative

evaluation and transforms the qualitative evaluation of
evaluation subjects into quantitative evaluation through
natural language technology processing; the system will
solve the problem of strong subjectivity in the qualitative
evaluation and compensate for the problem of incomplete
indicators in quantitative evaluation [8]. In addition, the
system takes into account the convenience that evaluation
subjects can evaluate teachers’ English teaching quality
across geographical restrictions; meanwhile, English
teaching quality managers can easily and quickly see the
results of teachers’ English teaching quality evaluation and
the generated English teaching quality evaluation models.
,e first part of this paper is the introduction, which dis-
cusses the background of the ELT quality evaluation study,
clarifies the purpose of ELT evaluation, and explains the
theoretical and practical significance of this study. ,e
second part of this paper focuses on analyzing the current
situation of English teaching quality evaluation and the
problems that exist. ,e third part of this paper focuses on
the research of English teaching quality evaluation based on
the fuzzy comprehensive evaluation of the bat algorithm. By
studying the English teaching quality evaluation indexes, the
fuzzy comprehensive evaluation model of English teaching
quality is constructed in combination with the improved bat
algorithm, and the evaluation system is also designed in
combination with the model. ,e fourth part of this paper
analyzes the research of English teaching quality evaluation.
,e fifth part of this paper is the conclusion of the study and
describes the shortcomings of the study. It is a summary and
review of the content of the whole paper and also puts
forward a new prospect for future work and research. It
should develop a reasonable English teaching management
system, focus on the construction of faculty, carefully select
supervisors, clarify responsibilities, create a reasonable and
sound English teaching evaluation system, better serve to
improve the quality of English teaching, and lay a solid
foundation for the long-term development, stable devel-
opment, and innovative development of the institution.

2. Related Work

,e study of English teaching quality evaluation is not a new
issue; scholars at home and abroad have already ventured
into this field and have made some valuable research results.
,e evaluation of English teaching quality emerged with the
emergence of education and is developed with the devel-
opment of education. So far, many evaluation methods have
emerged, and the most commonly used methods at present
are absolute evaluation method, relative evaluation method,
individual difference evaluation method, analytical evalua-
tion method, comprehensive evaluation method, and real-
istic evaluation method. Yadav A et al. analyzed the teaching
quality of some institutions based on fuzzy comprehensive
evaluation algorithm and bat decision tree algorithm, using
hierarchical analysis technique and data mining technique to
evaluate the quality of English teaching [8]. Mashwani et al.
studied the English teaching quality evaluation system based
on the fuzzy comprehensive evaluation of bat algorithm,
which was combined with fuzzy comprehensive evaluation
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technique to realize the input of evaluation data sources,
selection of evaluation options, flexible setting of evaluation
weights, and setting of evaluation options. Based on data
mining technology and bat algorithm [9], Shareh et al.
designed and implemented an English teaching quality
evaluation system and evaluated the quality of English
teaching. English teaching evaluation needs a scientific and
complete evaluation system. ,e main thing is how to plan
the evaluation relationship between the two subjects of
teaching and learning, that is, the teacher and the students,
firstly, the students should have an accurate and scientific
collection of evaluation information about the teacher’s
performance in class, and secondly, it lies in making a good
mutual evaluation between teachers [10]. And to link the
evaluation of students and teachers together to produce
actual results, to concentrate such relevant evaluation
methods as summative evaluation, formative evaluation, and
preparatory evaluation, and to make them as a whole option
of the evaluation system will be more comprehensive [11].

,e establishment of formative and summative evalu-
ation systems can be guided by the quality standards of
English teaching in education, follow the English teaching
standards, conduct English teaching quality evaluation
seminars by inviting experts, combine the English level of
our students, social needs, and other focus points, and also
draw on the questionnaires completed by students and the
results of English teaching interviews completed by teachers
to clarify the evaluation of each. We can also draw on the
results of the English teaching quality evaluation ques-
tionnaires completed by students and the English teaching
interviews completed by teachers to clarify the elements and
indicators of the evaluation, formulate corresponding
evaluation criteria and conduct quantitative analysis, and
finally form an English teaching quality evaluation system
suitable for our college [12]. Huang et al. directly assigned
zero weights to the features with less information and then
clustered the selected subspaces. However, this method will
destroy the integrity of the original data set, which will have
an impact on the final clustering results. Educational eval-
uation should first set goals, and the establishment of
established goals can effectively guide the evaluation of
English teaching effectiveness, while the evaluation of En-
glish teaching effectiveness can promote the educational
work toward the ideal goal of English teaching [13]. Ge et al.
proposed a generalized entropy fuzzy comprehensive eval-
uation algorithm based on feature weighting by introducing
the entropy constraint term into the objective function of the
bat fuzzy comprehensive evaluation algorithm and showed
through experiments that the improved algorithm can, to a
certain extent, solve the problem of low evaluation quality
due to uniform contraction of the comprehensive evaluation
algorithm in that the study compares the real situation in the
process of English teaching with the ideal goal comparison,
which is considered as the actual course of ELT assessment
[14]. Rao et al. introduced particle swarm algorithm in the
basic bat algorithm and used acceleration factor to control
the speed of individuals effectively, and the experimental
results showed that the improved algorithm had better
searchability and considered that ELT assessment is a

process of acquiring and collecting information with clear
objectives and systematically, and integrating and analyzing
it, and finally assisting decision-makers of ELTmanagement
and assessment to make the process of scientific and rational
choice among many possible assessment options [15].

,e improved bat fuzzy comprehensive evaluation al-
gorithm is applied to the actual English teaching quality
evaluation, the English teaching quality evaluation is
classified and identified, and a good clustering effect is
achieved. ,e data of the English teaching quality evalu-
ation result is clustered, and in different categories, a
comparative analysis of the characteristics of English
teaching is carried out to predict the quality of English
teaching, which has a certain reference value for the
evaluation of English teaching quality [16]. ,is paper
specifies the evaluation of English teaching quality as the
object of research and proposes the degree of influence of
English teaching quality on schools, by sorting out and
summarizing the theories of English teaching quality
evaluation, analyzing and studying English teaching quality
evaluation indexes, and getting the important factors for
being able to influence English teaching quality. In practical
terms, the index system of English teaching quality eval-
uation is designed based on the analysis of English teaching
quality theories. ,e data were processed, suggestions re-
lated to the improvement and evaluation methods were
made, and expectations were made for the future evalua-
tion of the quality of English teaching in schools. Quan-
titative evaluation, objective data values, and processing of
qualitative evaluation were made [17, 18]. ,e quantitative
evaluation data collected from the questionnaires were
weighted and calculated; the objective data values were
standardized to reduce the data differences caused by the
difficulty of the courses; the qualitative evaluation data
were quantified by the fuzzy comprehensive evaluation
model of the bat algorithm, and the quantified data were
placed in the evaluation model to participate in the cal-
culation of the comprehensive results of the teachers’
English teaching quality evaluation [19, 20].

3. Researchon theQuality Evaluationof English
Teaching Based on the Fuzzy Comprehensive
Evaluation of Bat Algorithm

3.1. English Teaching Quality Evaluation Index. In English
teaching quality evaluation, English teaching quality eval-
uation should have respective English teaching quality
evaluation indexes to reflect the specific evaluation elements
of different disciplines, to have better reference and guidance
for English teaching. In English teaching, emphasis should
be placed on the evaluation of practical English teaching
links, distinguishing between the evaluation of theoretical
courses and practical training courses, and the evaluation
indexes should reflect the course objectives and lecture
characteristics of both and the focus of the investigation. As
English is a public basic course of liberal arts, the English
teaching quality evaluation form should show the course
characteristics and specific indicators of evaluation, and if
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there is a lack of scientific and reasonable quantification of
indicators and the concept of evaluation is not well defined,
it will affect the objective and fair evaluation of English
teaching quality to a certain extent. ,e evaluation of
teachers’ English teaching process should assess English
teaching design, English teaching methods, and English
teaching attitudes while focusing on the teachers’ ability to
teach students’ vocational quality and industry English,
which is a special feature of English teaching. Finally, in the
evaluation of the English teaching effect, the evaluation
index of teachers guiding students to participate in English
language proficiency competition can be added to enhance
the cultivation and practice of students’ language
proficiency.

In ELT activities, the goal of the scientist is to develop
students’ five competencies, including motor, attitudinal,
intellectual skills, cognitive strategies, and verbal informa-
tion. ,ese five ELT competencies are also included within
the three domains of motor skills domain, cognitive domain,
and affective domain. ,e development of other important
aspects such as students’ independent thinking and their
ability to learn efficiently are highlighted and serve primarily
to develop the intellectual aspects of students. Psychology
has laid a solid theoretical foundation for the training of
students in all aspects, but there are still many problems to
be solved if the evaluation of English teaching quality is to be
truly realized. ,e current application of English teaching
evaluation in real life has not been popularized, and the main
reason for this is the lack of theoretical research support.
,erefore, in this process of clarifying educational goals, it is
important to avoid using the method of simply applying
formulas to educational practice and to take corresponding
measures according to their different characteristics, so as
not to complicate things and not to deviate from the final
formulated educational goals because of the variety of goals.

In the process of ELT quality evaluation, there are three
types of ELT quality evaluation, including formative eval-
uation, preparatory evaluation, and summative evaluation.
,e ELT process includes many kinds of elements of dif-
ferent nature and ways, which determine the quality of ELT,
among which ELT environment, ELT methods, teachers,
students, curriculum, and ELT feedback are particularly
important, and the conclusions drawn from ELT evaluation
of the whole ELT process and the final results of ELT are
reliable and credible. Based on the relevant literature, this
paper establishes a preliminary English teaching quality
evaluation index system based on the ideas and principles of
the index system, with 4 primary indexes and 14 secondary
indexes, the primary indexes are represented by symbol A,
and the secondary indexes are represented by symbol B. ,e
specific contents are shown in Table 1.

,e ELT objectives are the guiding principles of cur-
riculum design, the expectations of educational outcomes,
the starting point of the curriculum, and the basis for the
design of educational activities. ,e course content should
pay attention to the combination of practice and theory to
make its content more practical. ,e evaluation criteria of
whether a teacher’s class is well organized, able to highlight
key content, and has exciting and engaging arguments are

meant to suggest that teachers should focus on stimulating
students’ thinking and potential. In the classroom, teachers
can increase teacher-student interaction, ask questions,
organize group discussions, or intersperse some lectures and
other activities, all of which can effectively stimulate stu-
dents’ interest in research and lead them to take the initiative
to learn, thus improving their independent thinking. An
excellent course should focus on the differences in students’
research directions, take into account every student as much
as possible, and cultivate their creative abilities. An excellent
course should focus not only on its goals and processes but
also on the final results of teaching English. A good process
without a good result is useless for students’ development
and meaningless for teachers’ efforts. ,erefore, teachers
should be targeted according to the English teaching ob-
jectives and students’ learning tasks to achieve good English
teaching results. Most of the current education focuses on
cultivating innovative and application-oriented talents, so
teachers should not only start from what students have
learned but also expand the textbook knowledge with ex-
tracurricular practice to improve the cultivation of inno-
vative quality and research ability.

3.2. Fuzzy Comprehensive Evaluation Model Based on Im-
proved Bat Algorithm. ,is paper constructs an English
teaching quality evaluation model based on the bat algo-
rithm, and the model contains the processing of quantitative
evaluation data, the standardization of objective index data,
and the quantification of qualitative evaluation. ,e left
branch is the processing process of each data, and the right
branch is the construction process of the English teaching
quality evaluation model [21, 22]. First, we build a hierar-
chical relationship with related elements. Second, we con-
struct a judgment matrix for the determined level and then
check the consistency of the judgment matrix. Finally, we
calculate the weight value of each level element. ,e con-
struction of the element level and the judgment matrix will
directly affect the final comprehensive evaluation result.
,erefore, these two parts are given by the personnel with
professional ability in combination with previous years’
experience and existing English teaching quality evaluation
methods (Figure 1).

Since there is no available prior knowledge about the
population, a randommethod is generally used to determine
the location when initializing the location of the population.
,is method tends to lead to uneven distribution of bat
individuals, which has an impact on the convergence speed
of the algorithm. In contrast, the chaotic mapping is ergodic
and regular and can meet the randomness requirement of
population initialization. ,erefore, logistic chaotic map-
ping is used to initialize the location of the bat population,
and the system equation is equation (1), where β is the
control parameter and B(t)i is the value of the ith chaotic
variable after t chaotic mappings.

B(t + 1)i � β∗B(t)i ∗ 1 − B(t)i( 􏼁, i⊆ [1, N]. (1)

,e traditional bat algorithm and other intelligent op-
timization algorithms, such as the particle swarm algorithm,
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are prone to prematurely approaching the local optimum
individual leading to falling into the local optimum, and the
traditional bat algorithm and the particle swarm algorithm
operate with similar mechanisms, therefore, a nonlinear
dynamic adaptive speed weighting factor is added to the bat

algorithm, and the computational equation is equation (2),
where Bi is the function fitness value of the current indi-
vidual, avg(B) is the mean value of Bi, min(B) is the min-
imum value of Bi, max(w) is the maximum value of w, and
min(w) is the minimum value of w.

w � max min(w) +
(max(w) − min(w))∗ Bi − min(B)( 􏼁

avg(B) − min(B)
, max(w)􏼠 􏼡. (2)

For each sample in a dataset, the different role of the
point on the clustering result depends on the density of
samples around it. If more samples are gathered around, the
point contributes more to the clustering result and the
weight is higher; conversely, the point contributes less to the
clustering result and the weight is smaller. ,e proximity of
each sample point to each other is calculated by equation (3),
where β is a constant and i� 1, 2, . . .. . ., N.

f(x)i � 􏽘
N

j�1
ln β∗ xi − xj􏼐 􏼑

2
􏼒 􏼓. (3)

,e coefficient of variation is a statistic that measures the
degree of variation of each attribute in the data distribution.
,e greater the variance of the attribute values, the greater
the variance of the attribute values, the greater the weight of
the attribute that better reflects the gap between the data
objects. Let a set of data X� {x1, x2......xn}, the equation for
calculating its coefficient of variation f(x) in

f(x) �

�����������������������

(1/(n + 1)) 􏽐
n
i�1 xi − xi− 1( 􏼁

2
􏽱

􏽐
n
i�1 xi( 􏼁/n

. (4)

,e weight equation of each attribute factor is in
equation (5), where N denotes the number of attributes.

wi � f(x)/􏽘
N

i�1
f xi( 􏼁. (5)

Based on the fuzzy comprehensive evaluation algorithm,
the sample weights ui and attribute weights wi are intro-
duced into the objective function of the fuzzy compre-
hensive evaluation algorithm optimized based on the

improved bat algorithm. ,e objective function of the im-
proved fuzzy comprehensive evaluation algorithm is

H(u, w) � 􏽘
n

i�1
ui + 􏽘

N

i�1
wi xi − ui( 􏼁

2
. (6)

,e iterative update formula for the fuzzy affiliation
degree ui is obtained as

ui � 􏽘
N

i�1
wi xi − ui− 1( 􏼁

1/m− 1
. (7)

It is sometimes necessary to understand the degree of
affiliation of each factor to “excellent, good, moderate, pass,
and to be improved,” not only in general terms. ,is can be
achieved through the degree analysis of each factor. ,e
equation for calculating the degree coefficient of each factor
is shown in equation (8). Here, E(i) denotes the degree
coefficient of the ith factor; H(i) denotes the degree of af-
filiation of the ith factor to each grade in the judgment
matrixH.M(i) denotes the transposition matrix of the grade
parameters.

E(i) � 􏽘
n

i�1
H(i)∗M(i)⎛⎝ ⎞⎠

−1

. (8)

3.3. English Teaching Quality Evaluation Design. ,e sin-
gularity and formality of the structure of English teaching
entity space have led to the quality of English teaching entity
space in schools not effectively meeting the needs of English
teaching quality of English majors in applied undergraduate
institutions.,erefore, it is necessary to optimize the English

Table 1: English teaching quality evaluation index system.

Research evaluation
object

First-level
indicator

Meaning of first-level
indicators

Secondary
indicators Meaning of secondary indicators

English teaching
quality

A Teaching objectives A1 Training goals and teaching plan
A2 Improve learning ability

B Teaching content
B1 Subject new theory and practice related

B2 Focus on key points and teach students by their
aptitude

C Teaching methods and
methods

C1 Independent thinking and flexible approach

C2 Diversified teaching methods and diverse
assessment methods

D Teaching effect D1 Teaching goals and research capabilities
D2 Innovation quality and academic quality
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teaching physical space and increase the support for the
English teaching physical space. ,is includes providing
Modern English teaching tools and differentiated English
teaching places, providing a facilitated English learning
center, and regularly inviting foreign master teachers to
lecture on campus to broaden students’ horizons and im-
prove their professionalism. When the physical space for
English teaching is optimized, students will have a relaxed
and pleasant learning environment for learning English
knowledge, which in turn will help improve their self-
awareness and self-confidence in learning. ,erefore, it is
necessary to accelerate the optimization of the physical space
of English teaching, including the physical space of English
teaching, the physical space of learning, and the physical
space generated by external faculty.

Facing the monotonous and limited supply of software
infrastructure will inevitably lead to the failure of the school
software infrastructure services to reflect the characteristics
of the training of applied talents. If the software infra-
structure fails to meet the style of applied talent cultivation,
it will become an important fundamental factor that restricts
the quality improvement of English teaching in English
majors in applied undergraduate institutions since English
majors in applied undergraduate institutions require schools

to provide a flexible and versatile software infrastructure.
Compared with research universities, English majors in
applied undergraduate institutions place more emphasis on
application and thus require more flexible and variable
systems, management, and services. ,erefore, schools
should adopt a more flexible and changeable software in-
frastructure, including application-oriented training pro-
grams for English majors, specialized departments and
institutions in charge of English majors with application-
oriented programs, diverse corporate internship opportu-
nities, corporate research, and learning experiences that are
more in line with the majors, and timely and effective
handling of student opinions.

,e system adopts a three-layer architecture design of
display layer, business layer, and data layer.,e display layer
is the layer closest to the user, mainly providing content
display and user interaction functions. ,e display layer
adopts the Bootstrap framework to plant the front-end pages
and display the business logic processing results returned by
the business layer. ,e business layer mainly provides
corresponding functions for different user roles (students,
teachers, supervisors, and faculty leaders) and contains
services such as permission control of the system, quanti-
fication of qualitative evaluation of English teaching quality,

English teaching quality 
evaluation begins Whether to construct a teaching quality evaluation model

Qualitative evaluation?

Objective indicator data?
Qualitative 

evaluation and 
quantification

Standardized 
objective indicator 

data

Quantitative evaluation 
corresponding level

Bat algorithm gets 
evaluation score

Construct a 
judgment matrix

Consistency check

Pass or not

Calculate the weights of 
hierarchical features

Construction of Fuzzy 
Evaluation Model of 

Teaching Quality

Collect data for each indicator Construct model hierarchy

YES NO

English Teaching: Comprehensive 
Results of Fuzzy Quality 

Evaluation

English Teaching: End 
of Quality Assessment

YES

NO

YES
NO

YES

Fuzzy objective 
index data

NO

Figure 1: Flowchart of English teaching quality evaluation model construction.
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calculation of English teaching quality evaluation, and the
portrait of teachers’ English teaching. In this system, the
business layer as a whole adopts the YAF framework as the
basic framework of the system, and the display layer
communicates with the business layer using the standard.
,e data layer mainly includes data storage and data update.

,e main function of the English education quality
evaluationmanagementmodule is that when a user logs in as
a student, teacher, or expert, he or she is first prompted to
define the evaluation target, and the system predefines rules
for the user to score and evaluate the evaluated object.
Students, teachers, or experts score the evaluated teachers,
and each student and expert can only rate a teacher once.
Students can only evaluate the English teaching quality of
their current teachers, and experts need to have rich English
teaching experience in the courses taught by the evaluated
teachers. According to the evaluation algorithm in Chapter
3, the fuzzy relationship matrix of the first-level indicators is
obtained, and then, the comprehensive evaluation result of
the first-level indicators is obtained by the principle of direct
matrix multiplication, the first-level evaluation matrix is
further obtained, the final comprehensive evaluation result is
the product of the weights and the first-level evaluation
matrix, and the evaluation result is submitted to the system.

4. Analysis of Results

4.1. Analysis of English Teaching Quality Evaluation Indexes.
Firstly, the weight and importance ranking analysis of the
criterion level indicators and their subordinate indicators are
performed, followed by the description of the indicator
affiliation dimensions derived from the fuzzy comprehensive
evaluation. From the fuzzy comprehensive evaluation
method, the indicator affiliation dimension of each indicator
is known. Among them, the scores of English teaching
content, teacher quality, and English teaching quality
feedback are in the good range, while the scores of English
teaching resources and English teaching effect are in the
poor range; in particular, the score of English teaching effect
is relatively low. ,e scores of English teaching resources
and English teaching effectiveness are in the “average” range,
especially the low score of English teaching effectiveness.
According to the first-level calculation results of the fuzzy
comprehensive evaluationmethod, the expert group believes
that 10.43% of English teaching resources may be “best”,
40.86%may be “good”, 45.21% may be “general”, 3.49%may
be “poor”, and 0.56% may be “worst” (Figure 2).

,e second level of a comprehensive evaluation is to
analyze the affiliation degree of the indicator layer. Since
there is only one indicator in the indicator layer, which is the
quality of English teaching, we do not analyze the percentage
of the indicator but directly enter into the fuzzy compre-
hensive evaluation analysis. From the results of the second
level evaluation, we can see that the quality of English
teaching in the target layer has an 8.41% possibility of being
best, 42.65% possibility of being good, 39.68% possibility of
being general, and 8.68% possibility of being best.,ere are a
7.56% probability of being poor and a 1.21% probability of
being worst. According to the principle of maximum

affiliation, we believe that the target layer as a whole is in a
“better” state. ,e analysis results are shown in Figure 3.

By innovating English teaching methods and enriching
English teaching tools, students’ curiosity can be mobilized.
With the renewal of educational philosophy, the main body
of classroom English teaching is gradually converted from
teachers to students, encouraging students to take the ini-
tiative to find knowledge and teachers to play a guiding role.
,erefore, elementary school English teachers should im-
prove the fun of classroom English teaching while ensuring
the order of the classroom, using games, situational per-
formances, and other activities to stimulate students’ curi-
osity, and cultivate their interest in learning English,
encourage students to speak English boldly, let students
participate in English teaching, not just a knowledge re-
cipient, strengthen students’ English listening, speaking,
reading, and writing skills, and get rid of the embarrassing
situation of “dumb” English. Secondly, we encourage stu-
dents to realize their main position in classroom learning.
When their self-confidence is improved, their interest in
learning will be stronger and their learning effect will be
better. Education is not a one-way street, and the interaction
between teachers and students will realize themutual growth
of English teaching. Teachers’ active exploration will stim-
ulate students’ learning initiative, students’ positive thinking
will be motivated and praised by teachers, and the inter-
action between the subjects of English teaching enhances
each other’s confidence and helps to improve the quality of
English teaching in a breakthrough way. In addition,
classroom English teaching should be combined with
Modern English teaching methods, under the premise that
the necessary facilities are available; for example, the ap-
plication of multimedia means will help students’ image
thinking through sound and image to be enhanced. How-
ever, the Old English teaching methods and single-mode are
one of the main factors limiting the quality of English ed-
ucation in my elementary school, and this disadvantage can
be solved directly from the teachers’ point of view, in terms
of both education costs and education expenses which are
extremely low, and can be “copied” and promoted by
teachers.

4.2. Fuzzy Comprehensive Evaluation Algorithm Model
Analysis. To verify the performance of the improved bat
algorithm proposed in this paper, the bat algorithm,
GAKBAT algorithm, and the algorithm in this paper were
compared separately, and the Iris and Wine datasets in the
UCI database were selected for 20 experiments each. ,e
results of the comparison of the clustering centers of the
three algorithms after running on the Iris dataset are shown
in Figure 4. From Figure 4, it can be seen that the error sum
of squares between the clustering centers obtained by the
improved algorithm and the actual clustering centers on the
Iris dataset is 0.015, which is the closest to the actual centers
(Figure 4).

To further verify the clustering quality of this paper’s
algorithm, the three algorithms are experimentally com-
pared in terms of correct rate and running time, and the
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results are shown in Figure 5. From Figure 5, the correct rate
of this algorithm is 96% on the Iris dataset, while the correct
rate of the traditional bat algorithm is 89.33%, which is lower
than that of this algorithm; the correct rate of the GAKBAT
algorithm is 92.67%, which is higher than that of the tra-
ditional bat algorithm but lower than that of this algorithm.
In the Wine data set, the highest correct rate of this algo-
rithm is 94.94%, while the correct rates of the traditional bat
algorithm and GAKFCM algorithm are 68.54% and 82%,
respectively, which are lower than the correct rates of this
algorithm. Secondly, comparing the running time of the
algorithms, the running time consumption of this algorithm
on the Iris and Wine data sets is slightly higher than that of
the traditional bat algorithm due to the addition of the
improved bat algorithm’s optimization process but less than
that of the GAKFCM algorithm. In summary, the algorithm
in this paper achieves high clustering accuracy with rea-
sonable time consumption.

To visualize the clustering effect, the real distribution
results of the first two-dimensional sample points of the Iris
dataset are selected. Figure 6 shows the clustering results
obtained by the traditional bat algorithm, GAKBAT algo-
rithm, and the algorithm in this paper, and it can be seen that
the clustering results in this paper are better (Figures 5 and
6).

4.3. Analysis of English Teaching Quality Evaluation Design.
,e results of the resource utilization test are shown in
Figure 7(a). During the whole scenario test, the CPU re-
source usage of the test server is 200MB to 300MB, and the
performance is balanced during the whole test. ,e response
time test results are shown in Figure 7(b). From Figure 7(b),
it can be seen that there were two relatively large fluctuations
(load reaching maximum concurrency) throughout the test,
but overall, the maximum response time for the server to
process the submit operation was 6.9 seconds, which

included 3 seconds of thinking time. It indicates that the
system functions designed and implemented in this article
are relatively complete and meet the initial requirements
(Figure 7).

In the experiment, we collected 100 samples and used the
algorithm of this paper to conduct an experimental study on
the data of each of the five attributes (namely, “English
teaching ability,” “English teaching method,” “English
teaching content,” “English teaching effect,” “English
teaching attitude,” and “English teaching effectiveness”) in
these samples.,e number of evaluation processes k� 3, and
the results of the evaluation analysis are shown in Figure 8.
,erefore, the English teaching management should pay
more attention to the effect of English teaching while
strengthening the supervision and management of English
teaching implementation, and from the previous classroom
English teaching evaluation system, it is known that the
effect of English teaching requires students to master the
content taught by teachers, accomplish the English teaching
objectives, achieve corresponding English teaching tasks,
and, after English teaching activities, inspire students to
think, improve student performance and learning efficiency,
and help students learn to deal with problems. ,erefore, in
the future, teachers should pay more attention to the in-
spiration of students in the management of English teaching,
and in the new progress of the subject knowledge, to
combine theory and practice to better train students’
problem-solving ability (Figure 8).

To improve the quality evaluation of English teaching,
the college also needs to invest a lot of money: to hire experts
and teachers inside and outside the university to supervise
and evaluate English teaching, to increase research funds for
English teaching quality evaluation-related topics and
projects, to provide funds to encourage teachers to partic-
ipate in English teaching quality evaluation-related training
and conferences, to learn advanced English teaching quality
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Figure 2: Criterion level indicator affiliation.
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evaluation models, and to make continuous innovation in
the process of English teaching. ,e university will also
provide funding to encourage teachers to participate in
training and conferences on ELT quality assessment, learn
from advanced ELT quality assessment models, and make
continuous innovative attempts in the ELTprocess. In terms
of English teaching hardware, it is also necessary to increase
the construction andmaintenance costs of various platforms
for online and offline evaluation data collection and colla-
tion, such as big data and cloud computing, and other in-
formation technology means, to ensure the long-term
tracking and analysis of English teaching quality evaluation
data. Reasonable and effective provision of financial guar-
antee is a practical guarantee for the improvement of English
teaching quality evaluation. ,e final evaluators of the
quality evaluation of English teaching in institutions are the

society and employers. ,e vocational nature of English
education determines that it must meet the needs of the
market. ,erefore, the college can also provide the following
guarantees: regularly carry out surveys of institutional in-
terns, graduates, and employers, and, through various forms
of follow-up visits by departments and employers, under-
stand through multiple channels whether the students’
English education level has met the students’ job require-
ments. Whether it has met the needs of enterprises, and
whether it can meet the students’ subsequent work. ,e
program is a way to strengthen the social force’s influence on
the quality of English teaching.,is is where the influence of
social forces on English teaching quality evaluation is
strengthened, and where the realistic basis for institutions to
implement English teaching reform and improve English
teaching quality evaluation lies.
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5. Conclusion

,e evaluation of English teaching quality is an important
help to cultivate talents, implement teaching reform, im-
prove the quality of English teaching, and has a long-term
and stable supporting role for theoretical research on En-
glish teaching. However, through the current analysis of
English teaching quality and students’ self-evaluation of the
questionnaire, it is found that student’s English language
ability and pragmatic ability are unevenly developed, and the
English teaching of English and vocational skills are not
closely integrated. ,e bat algorithm was improved to ad-
dress the shortcomings of the bat algorithm, and the ex-
perimental comparison with the traditional bat algorithm
was conducted. ,e results showed that the improved al-
gorithm improved the solution accuracy and convergence
speed to a certain extent, which verified the feasibility of the
improved algorithm. ,en, to address the shortcomings of
the fuzzy comprehensive evaluation algorithm, a fuzzy
comprehensive evaluation algorithm optimized based on the
improved bat algorithm is proposed, which optimizes the
way of initial center selection and integrates the influence of
different samples and attributes on the clustering results.,e

qualitative evaluation is classified by the fuzzy compre-
hensive evaluation model of the bat algorithm, the classified
reviews corresponding to the rating criteria are quantified,
and the quantified evaluations are incorporated into the
evaluation model for calculation, so that the final evaluation
results are more comprehensive and objective. Experimental
simulations of the improved algorithm were conducted, and
the clustering results obtained were more accurate. Finally,
the improved fuzzy comprehensive evaluation algorithm is
applied to the English teaching quality evaluation dataset,
and the experimental results show that the improved al-
gorithm can effectively deal with the problems on the
evaluation of English teaching quality and provide a certain
reference for the evaluation of English teaching quality. ,e
innovation point of this paper is to quantify the users’
qualitative evaluation of teachers’ English teaching quality
using the fuzzy comprehensive evaluation model of the self-
bat algorithm. And the quantitative evaluation, qualitative
evaluation, and objective data values such as students’ course
grades are combined to get the results of teachers’ English
teaching quality evaluation. ,e quantitative indexes in this
paper are rather crude, and only the qualitative evaluation is
quantified. In the process of English teaching, there are still
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many quantifiable indicators. ,e graduation requirement
indicator points can be incorporated into the quantitative
system later.
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