
Complexity

Social Big Data: Mining, Applications, 
and Beyond

Lead Guest Editor: Xiuzhen Zhang
Guest Editors: Shuliang Wang, Gao Cong, and Alfredo Cuzzocrea



Social Big Data: Mining, Applications,
and Beyond



Complexity

Social Big Data: Mining, Applications,
and Beyond

Lead Guest Editor: Xiuzhen Zhang
Guest Editors: Shuliang Wang, Gao Cong, and Alfredo Cuzzocrea



Copyright © 2019 Hindawi. All rights reserved.

This is a special issue published in “Complexity.” All articles are open access articles distributed under the Creative Commons Attribu-
tion License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.



Editorial Board

José A. Acosta, Spain
Carlos F. Aguilar-Ibáñez, Mexico
Mojtaba Ahmadieh Khanesar, UK
Tarek Ahmed-Ali, France
Alex Alexandridis, Greece
Basil M. Al-Hadithi, Spain
Juan A. Almendral, Spain
Diego R. Amancio, Brazil
David Arroyo, Spain
Mohamed Boutayeb, France
Átila Bueno, Brazil
Arturo Buscarino, Italy
Guido Caldarelli, Italy
Eric Campos-Canton, Mexico
Mohammed Chadli, France
Émile J. L. Chappin, Netherlands
Diyi Chen, China
Yu-Wang Chen, UK
Giulio Cimini, Italy
Danilo Comminiello, Italy
Sara Dadras, USA
Sergey Dashkovskiy, Germany
Manlio De Domenico, Italy
Pietro De Lellis, Italy
Albert Diaz-Guilera, Spain
Thach Ngoc Dinh, France
Jordi Duch, Spain
Marcio Eisencraft, Brazil
Joshua Epstein, USA
Mondher Farza, France
Thierry Floquet, France
Mattia Frasca, Italy
José Manuel Galán, Spain
Lucia Valentina Gambuzza, Italy
Bernhard C. Geiger, Austria

Carlos Gershenson, Mexico
Peter Giesl, UK
Sergio Gómez, Spain
Lingzhong Guo, UK
Xianggui Guo, China
Sigurdur F. Hafstein, Iceland
Chittaranjan Hens, Israel
Giacomo Innocenti, Italy
Sarangapani Jagannathan, USA
Mahdi Jalili, Australia
Jeffrey H. Johnson, UK
M. Hassan Khooban, Denmark
Abbas Khosravi, Australia
Toshikazu Kuniya, Japan
Vincent Labatut, France
Lucas Lacasa, UK
Guang Li, UK
Qingdu Li, Germany
Chongyang Liu, China
Xiaoping Liu, Canada
Xinzhi Liu, Canada
Rosa M. Lopez Gutierrez, Mexico
Vittorio Loreto, Italy
Noureddine Manamanni, France
Didier Maquin, France
Eulalia Martínez, Spain
Marcelo Messias, Brazil
Ana Meštrović, Croatia
Ludovico Minati, Japan
Ch. P. Monterola, Philippines
Marcin Mrugalski, Poland
Roberto Natella, Italy
Sing Kiong Nguang, New Zealand
Nam-Phong Nguyen, USA
B. M. Ombuki-Berman, Canada

Irene Otero-Muras, Spain
Yongping Pan, Singapore
Daniela Paolotti, Italy
Cornelio Posadas-Castillo, Mexico
Mahardhika Pratama, Singapore
Luis M. Rocha, USA
Miguel Romance, Spain
Avimanyu Sahoo, USA
Matilde Santos, Spain
Josep Sardanyés Cayuela, Spain
Ramaswamy Savitha, Singapore
Hiroki Sayama, USA
Michele Scarpiniti, Italy
Enzo Pasquale Scilingo, Italy
Dan Selişteanu, Romania
Dehua Shen, China
Dimitrios Stamovlasis, Greece
Samuel Stanton, USA
Roberto Tonelli, Italy
Shahadat Uddin, Australia
Gaetano Valenza, Italy
Dimitri Volchenkov, USA
Christos Volos, Greece
Zidong Wang, UK
Yan-Ling Wei, Singapore
Honglei Xu, Australia
Yong Xu, China
Xinggang Yan, UK
Baris Yuce, UK
Massimiliano Zanin, Spain
Hassan Zargarzadeh, USA
Rongqing Zhang, USA
Xianming Zhang, Australia
Xiaopeng Zhao, USA
Quanmin Zhu, UK



Contents

Social Big Data: Mining, Applications, and Beyond
Xiuzhen Zhang , Shuliang Wang , Gao Cong, and Alfredo Cuzzocrea
Editorial (2 pages), Article ID 2059075, Volume 2019 (2019)

AMulti-Granularity Backbone Network Extraction Method Based on the Topology Potential
Hanning Yuan, Yanni Han , Ning Cai, and Wei An
Research Article (8 pages), Article ID 8604132, Volume 2018 (2019)

Behavior-Interior-Aware User Preference Analysis Based on Social Networks
Can Wang, Tao Bo, YunWei Zhao , Chi-Hung Chi, Kwok-Yan Lam, Sen Wang, and Min Shu
Research Article (18 pages), Article ID 7371209, Volume 2018 (2019)

Supervised Learning for Suicidal Ideation Detection in Online User Content
Shaoxiong Ji , Celina Ping Yu, Sai-fu Fung, Shirui Pan , and Guodong Long
Research Article (10 pages), Article ID 6157249, Volume 2018 (2019)

Weibo Attention and Stock Market Performance: Some Empirical Evidence
Minghua Dong, Xiong Xiong, Xiao Li, and Dehua Shen
Research Article (8 pages), Article ID 9571848, Volume 2018 (2019)

A Trip Purpose-Based Data-Driven Alighting Station Choice Model Using Transit Smart Card Data
Kai Lu , Alireza Khani, and Baoming Han
Research Article (14 pages), Article ID 3412070, Volume 2018 (2019)

AMethodology for Evaluating AlgorithmsThat Calculate Social Influence in Complex Social Networks
Vanja Smailovic , Vedran Podobnik , and Ignac Lovrek
Research Article (20 pages), Article ID 1084795, Volume 2018 (2019)

Self-Adaptive 𝐾-Means Based on a Covering Algorithm
Yiwen Zhang , Yuanyuan Zhou , Xing Guo , Jintao Wu, Qiang He, Xiao Liu , and Yun Yang
Research Article (16 pages), Article ID 7698274, Volume 2018 (2019)

Robust Semisupervised Nonnegative Local Coordinate Factorization for Data Representation
Wei Jiang , Qian Lv, Chenggang Yan, Kewei Tang, and Jie Zhang
Research Article (16 pages), Article ID 7963210, Volume 2018 (2019)

AIRank: Author Impact Ranking through Positions in Collaboration Networks
Jun Zhang, Yan Hu , Zhaolong Ning, Amr Tolba , Elsayed Elashkar, and Feng Xia
Research Article (16 pages), Article ID 4697485, Volume 2018 (2019)

Research of Deceptive Review Detection Based on Target Product Identification andMetapath Feature
Weight Calculation
Ling Yuan , Dan Li , Shikang Wei , and Mingli Wang
Research Article (12 pages), Article ID 5321280, Volume 2018 (2019)

http://orcid.org/0000-0001-5558-3790
http://orcid.org/0000-0001-5326-7209
http://orcid.org/0000-0001-6820-4219
http://orcid.org/0000-0003-2783-8199
http://orcid.org/0000-0003-3281-8002
http://orcid.org/0000-0003-0794-527X
http://orcid.org/0000-0003-3740-9515
http://orcid.org/0000-0002-0359-2203
http://orcid.org/0000-0002-9140-0549
http://orcid.org/0000-0002-0492-9162
http://orcid.org/0000-0002-9872-2364
http://orcid.org/0000-0001-7070-9283
http://orcid.org/0000-0002-4000-8694
http://orcid.org/0000-0001-8709-1088
http://orcid.org/0000-0001-8378-6296
http://orcid.org/0000-0003-3022-178X
http://orcid.org/0000-0002-4151-8522
http://orcid.org/0000-0003-0820-588X
http://orcid.org/0000-0002-1145-5276
http://orcid.org/0000-0003-3439-6413
http://orcid.org/0000-0002-8324-1859
http://orcid.org/0000-0002-0160-846X
http://orcid.org/0000-0003-4826-9423
http://orcid.org/0000-0002-9260-8923
http://orcid.org/0000-0002-4340-8773


Editorial
Social Big Data: Mining, Applications, and Beyond

Xiuzhen Zhang ,1 ShuliangWang ,2 Gao Cong,3 and Alfredo Cuzzocrea4

1RMIT University, Australia
2Beijing Institute of Technology, China
3Nanyang Technological University, Singapore
4University of Trieste, Italy

Correspondence should be addressed to Xiuzhen Zhang; xiuzhen.zhang@rmit.edu.au and Shuliang Wang; slwang2011@bit.edu.cn

Received 28 October 2018; Accepted 5 December 2018; Published 1 January 2019

Copyright © 2019 Xiuzhen Zhang et al.�is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

�e social nature of Web 2.0 leads to the unprece-
dented growth of discussion forums, product review sites,
microblogging, and other social media platforms. Existing
social media data mining research can be broadly divided
into two groups. �e content-based approach focuses on
extracting insights from user generated contents on various
social media platforms.�e network-based approach focuses
on extracting knowledge by analyzing the networks from the
interactions among online users.

�e rich user- and device-generated data and user inter-
actions generate complex social big data that is different from
classical structured attribute-value data. �e data objects
take various forms including unstructured text, geo-tagged
data objects, and data object streams. �e social networks
formed from interactions among data objects also carry rich
information for analyzing user behavior.

In this special issue, we have invited state-of-the-art
research contributions addressing prominent research issues
for social big data to advance our knowledge in social big
data mining and analytics and extend the knowledge to
related disciplines. We received 20 submissions from across
the world. A
er a rigorous reviewing process, we finally
accepted 10 papers. �e accepted papers address challenging
issues for the social big data technology, ranging from novel
data mining applications from complex data and general
methodologicalmachine learningmodels to network analysis
and evaluation.

(i) �ree papers proposed advanced data mining tech-
niques for novel applications using user- and device-
generated data, including “Supervised Learning for

Suicidal Ideation Detection in Online User Content”,
“Weibo Attention and Stock Market Performance:
Some Empirical Evidence”, and “A Trip Purpose-
Based Data-Driven Alighting Station Choice Model
Using Transit Smart Card Data”.

(ii) Two machine learning methodological papers for
cluster analysis and data representation learning are
included, namely, “Self-Adaptive k-Means Based on
a Covering Algorithm” and “Robust Semisupervised
Nonnegative Local Coordinate Factorization for Data
Representation”.

(iii) �ree papers reported research results on social
network analysis for information credibility and
social influence, ranging from “Research of Deceptive
Review Detection Based on Target Product Identi-
fication and Metapath Feature Weight Calculation”
and “Behavior-Interior-Aware User Preference Anal-
ysis Based on Social Networks” to “AIRank: Author
Impact Ranking through Positions in Collaboration
Networks”.

(iv) Twopapers, “AMulti-Granularity BackboneNetwork
Extraction Method Based on the Topology Potential”
and “A Methodology for Evaluating Algorithms�at
Calculate Social Influence in Complex Social Net-
works”, address the under investigated issues of net-
work summarization and social influence evaluation.
�e research results can benefit network analysis in
general and social network analysis specifically.
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In the modern digital society, the mobile network and the
Internet of �ings are transforming what is meant to be
social online. Humans, everyday objects, and smart devices
interact and form an intelligent social network that is a highly
adaptive complex system. �e papers in this special issue are
mainly contributed by the data science, machine learning,
and network science communities. Research results in these
papers highlight the wide range of complex research issues
for the social big data research. Looking ahead, we call for
research from other disciplines such as human-computer
interaction, pervasive computing and computational social
science to work together with the data science community to
advance social big data research.

Last but not least, we would like to express our deep
gratitude to reviewers for their valuable contributions that
improve the quality of papers in this special issue.
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Inspiredby the theory of physics field, in this paper,we propose a novel backbonenetwork compression algorithmbasedon topology
potential. With consideration of the network connectivity and backbone compression precision, the method is flexible and efficient
according to various network characteristics.Meanwhile, we define a metric named compression ratio to evaluate the performance
of backbonenetworks, which provides an optimal extraction granularity based on the contributions of degree number and topology
connectivity. We apply our method to the public available Internet AS network and Hep-th network, which are the public datasets
in the field of complex network analysis. Furthermore,we compare the obtained results with themetrics of precision ratio and recall
ratio. All these results show that our algorithm is superior to the compared methods. Moreover, we investigate the characteristics
in terms of degree distribution and self-similarity of the extracted backbone. It is proven that the compressed backbone network
has a lot of similarity properties to the original network in terms of power-law exponent.

1. Introduction

Complex networks hide a variety of relationships among
members of complex systems. Recently the driving applica-
tion is motived by discovering knowledge and rules hidden
in complex systems using network mining method [1, 2]. It
has been found in complex network to reveal some unique
statistical characteristics and dynamics features, such as
agglomeration and network evolution. However, the increas-
ingly large network data and huge network scale pose an
urgent challenge to understand network characteristics from
the global perspective. Extracting backbones from large-
scale network will contribute to understanding the network
topology and identifying kernel members, which is a pressing
problem for various applications in practice.

Taking the field of sociology, for example, when we
study the collaborations among scientists, social network
can be described at different granularities shown in Fig-
ure 1. Smyth.net is a publication network centered with Dr.
Padhraic Smyth [3]. Figure 1(a) presents the co-authorship
network with famous computer scientist Padhraic Smyth as

the core. If they collaborate with other authors to write a
paper, then an edge exists between them. The Smyth publi-
cation network consists of 286 nodes and 554 edges. With the
increment of granularity, we can regard the scientific group as
a node and collaborations between scientific groups as edges.
Then the network topology consists of 71 nodes shown in Fig-
ure 1(b). Furthermore, if the granularity keeps increasing, the
universities or research institutions of scientists are defined
as nodes, and the collaborations between them are defined
as edges, the core network structure consists of 17 nodes
simplified in Figure 1(c). Therefore, motivated by the same
problem, different granularities determine different scale of
the network topology. In order to describe complex networks
in the real world, it is inevitable to observe the topology
properties from different perspectives, such as large nodes at
fine-grained or little nodes at coarse-grained. In particular,
the focus problemdepends on themining granularity and the
expected knowledge space.

Therefore, research on backbone extraction is to explore
the core element structures without loss of the topology
properties.Thebackbone extraction achieves data acquisition
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(a) Smyth.net-286 nodes (b) Smyth.net-71 nodes (c) Smyth.net-17 nodes

Figure 1: Multi-granularities of the Smyth publication network [3].

and process, data reduction, network compression, and other
steps. By obtaining backbone structures and analyzing the
extracted backbone network, it can help to discover the
evolution process, which provides valuable contributions for
the fields of biology, physics, and computer science.

In this paper, we introduce the topology potential model
to solve the backbone network extraction problem and
describe the nodes joint interaction. Based on the topology
potential model, an algorithm is proposed to extract back-
bone network from large-scale networks. To detect the opti-
mal backbone extracting granularity, an evaluation metric
based on topology connectivity is presented. We choose the
public Internet autonomy system network and the Hep-th
network as the experiment available datasets. Through the
evaluation with precision ratio and recall ratio, our proposed
backbone extraction algorithm is proved to be more effective
compared to the baselines.

The reminder of this paper is organized as follows. In Sec-
tion 2 we briefly introduce the background and motivation.
Then the backbone extraction model is detailed in Section 3.
In Section 4 we present an algorithm to detect the backbone
network based on topology potential. Section 5 is devoted to
the analysis of the experiment results from different views.
Conclusion appears in Section 6.

2. Background

In this section, we conclude the backbone extraction problem
as two parts, application and algorithm.

From the point view of application, current research
works focus on the improvement of the previous graphics
or network simplification methods. By applying the research
results of complex networks in recent years, it will contribute
to the actual engineering compared with the superiority
of new methods and understanding them in more simpli-
fied forms. For example, based on edge betweenness and
edge information, Scellato devised a method to extract the
backbone of a city by deriving spanning trees [4]. Hutchins
detected the backbones in criminal networks in order to
target suspects exactly [5]. Also urban planners attempted

to examine the topologies of public transport systems by
analyzing their backbones [6].

In terms of backbone extraction algorithm, main
researches are aimed at the large-scale network. Most
work emphasizes the efficiency of compression algorithm,
the structure analysis of the backbone topology, and the
comparison between the extracted backbone and the actual
backbone of the network. Nan D proposed a method of
mining the backbone network in a social network [7].
In order to obtain the backbone network with minimum
spanning tree, it needs to find all the clusters in the
network. The algorithm complexity is mainly focused
on searching all clusters. Hence, the applicability of the
algorithm depends on the scale of clusters in the network.
In 2004, Gilbert C. proposed a novel network compression
algorithm [8] including two important parts, i.e., importance
compression and similarity compression. Because the
mining backbone is fixed, the experiment results show that
this method has a high precision, but the recall rate is very
low.

In short, the current researches have some shortcomings
about these algorithms. It is known that extracting the
backbone structure must be guided with a certain rule, such
as the numbers of clusters, or the importance of network
nodes, etc. Therefore, the structure of backbone network
is fixed and the recall rate is usually low. The filtering
technology based on the weight distribution of edges is able
to obtain backbone networks with different sizes. However,
the filter-based methods often suffer from the computational
inefficiency, which is quite expensive during the exhaustive
search of all nodes or edges [9–11].

3. Backbone Extraction Model

In this section, to solve the uncertainty of different granular-
ities backbones, we introduce the topology potential theory
to measure the backbone network topology. Furthermore,
to validate an optimal backbone with the most suitable
granularity, we define a metric named compression ratio and
discuss the extraction performance.
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3.1. Inspired by the Topology Potential. According to the field
theory in physics, the potential in a conservative field is
a function of position, which is inversely proportional to
the distance and is directly proportional to the magnitude
of particle’s mass or charge. Inspired by the above idea,
we introduce the theory of physical field into complex
networks to describe the topology structure among nodes
and reveal the general characteristic of underlying important
distribution [12].

Given the network G= (V, E), V is the set of nodes and
E is the set of edges. For ∀u, v∈V, let 𝜑v(u) be the potential
at any point v produced by u. Then 𝜑v(u) must meet all the
following rules:

(i) 𝜑v(u) is a continuous, smooth, and finite function;
(ii) 𝜑v(u) is isotropic in nature;
(iii) 𝜑v(u) monotonically decreased in the distance ‖v-u‖.

When ‖v-u‖=0, it reaches maximum, but does not go
infinity, and when ‖v-u‖ → ∞, 𝜑v(u) → 0.

So the topology potential can be defined as the differential
position of each node in the topology, that is to say, the
potential of node in its position. This index reflects the ability
of each node influenced by the other nodes in the network,
and vice versa. In essence the topological potential score of
each node can reflect nodes importance in the topology by
optimizing influence factor, which can reveal the ability of
interaction between nodes in the network.

There aremany kinds of field functions in physics, such as
gravitational field, nuclear force field, thermal field, magnetic
field, etc. From the scope of field force, we can classify two
types, short-range fields and long-range fields. The range
of the former fields is limited and forces decrease sharply
as the distance increases, while the latter is just the other
way. As the characteristics of small-world and modularity
structure imply that interactions among nodes are within
the locals in real-world network, each node’s influence will
quickly decay as the distance increases in accordance with
the properties of short-range fields. Meanwhile, owing to the
limited scopes of short-range among nodes in the topology
structure, it is feasible to ignore the iterated calculation of
topology potential far away from the influence range. By
this way, we can reduce the cost and computing complexity
effectively. Hence, we define the topology potential in the
form of Gaussian function, which belongs to the nuclear
force field. The potential of node Vi∈V in the network can
be formalized as

𝜑 (vi) =
n∑
j=1

(mj × e−(dij/𝜎)
2) (1)

where dij is the distance between node Vi and Vj; the
parameter 𝜎 is used to control the influence region of each
node and called influence factor; and mi ≥ 0 is the mass
of node Vi (i=1. . .n), which meets a normalization condition∑n

i=1mi = 1.
In order to measure the uncertainty of topological space,

potential entropy has been presented to be similar to the
essence of information entropy. Intuitively, if each node’s

topology potential value is different, then the uncertainty
is the lowest accounting for the smallest entropy. So a
minimum-entropy method can be used for the optimal
choice of influence factor 𝜎. This way is more reasonable
and without any pre-defined knowledge. Given a topological
potential field produced by a network G=(V, E), let the
potential score of each node V1,. . .,Vn be 𝜑(V1),. . .,𝜑(Vn),
respectively; a potential entropy H can be introduced to
measure the uncertainty of the topological potential field,
namely,

𝐻 = − 𝑛∑
𝑖=1

𝜑 (V𝑖)𝑍 log(𝜑 (V𝑖)𝑍 ) (2)

where Z is a normalization factor. Clearly, for any𝜎 ∈(0, +∞), potential entropy H satisfies 0≤H≤log(n) and
H reaches the maximum value log(n) if and only if 𝜑(V1)
=𝜑(V2)=. . .=𝜑(Vn).

3.2. Definition of the Backbone Network. Backbone network
consists of hub nodes and important edges. The hub nodes
are nodes with great influence in the topology network,
which can be measured by the values of topology potential.
Generally, the edges connected by these hub nodes are also
important. In the process of extracting backbone network,
whether to add these edges to backbone network is deter-
mined by the network connectivity.

Definition 1 (hub nodes). For the given parameter 𝛼(0 ≤ 𝛼 ≤1), the nodes whose topology potential values are ranked in
Top 𝛼 are the hub nodes to be extracted. The extraction of
backbone networks is divided into two steps:(1) Find the hubnodes as the original backbonemembers,
denoted by source. As this step is completed, each isolated
node in source is an island subnet.(2) Find the bridge ties to connect those island subnets
and join the ties to the source. Loop the two operations until
source is connected. We define the distance between two
island subnets as follows:

𝑑𝑖𝑠𝑡 (𝑠𝑢𝑏𝑔1, 𝑠𝑢𝑏𝑔2)
= min

V1∈𝑠𝑢𝑏𝑔1,V2∈𝑠𝑢𝑏𝑔2

𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡𝑝𝑎𝑡ℎ (V1, V2) (3)

where v1 and v2 are arbitrary nodes of subnets subg1
and subg2, respectively. The connection is added by the
shortest distance between the two subnets when we extract
the connections of backbone. If the shortest distance is
1, the bridge tie is added directly to connect the subnet.
Otherwise, the connection is added between the subnet
and the corresponding neighbor node which has the largest
topology potential value in all the neighbor nodes. Intuitively
the distance between the two island subnets is very likely to
be reduced.

3.3. Metrics of the Reduction Effectiveness. According to the
specific attributes of nodes, we can calculate the topology
properties of all nodes in the original network and sort them
in descending order. For the arbitrary node V of generated
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Figure 2:The changing trend for different size of the isolated subnet.

network with different scales, rank(v) denotes its sorting
value in the backbone network and Rank(v) denotes its
sorting value in the original network. The measurement
coverage(v) is defined in

𝑐𝑜𝑛V𝑒𝑟𝑎𝑔𝑒 (V) = 𝑟𝑎𝑛𝑘 (V)
𝑅𝑎𝑛𝑘 (V) (4)

where coverage(v) denotes the coverage that backbone
network nodes cover the important nodes of the whole
network. The larger the coverage(v) value, the higher the
accuracy and the better the quality of the extracted back-
bone network. The overall quality of the backbone network
depends on the distribution of coverage(v) values for all
nodes. The expected coverage(v) of all nodes is used to
evaluate the overall performance of the backbone network.
Compress ratio is defined in

𝑐𝑜𝑚𝑝𝑟𝑒𝑠𝑠 𝑟𝑎𝑡𝑖𝑜 = ∑V∈𝑉(𝑏𝑎𝑐𝑘𝑏𝑜𝑛𝑒) cov𝑒𝑟𝑎𝑔𝑒 (V)
|𝑉 (𝑏𝑎𝑐𝑘𝑏𝑜𝑛𝑒)| (5)

The most important metric of backbone networks is
the available compression ratio, which is related to the
network scale. If the size of the isolated subnet in G’ is small
enough, then the probability of the backbone member is
small and the network G’ has collapsed after removing the
backbone fromG. Based on the model of BA and the Eppstein
Power law simulated by computer, we build the experimental
networks at different scales to study the effective compression
ratio. It is observed that the compression ratio changes of
lar subgs size(G’) are shown in Figure 2. When the com-
pression ratio compress ratio is large enough, then the size
of maximum isolated subnet lar subgs size(G’) changes very
little.

4. The Backbone Network Detect Algorithm

The traditional backbone compression scheme is divided
into the importance based on node and the shortest path.
The former considers that the larger the degree, the more

important the node. The weight of a node is defined as (6).
Considering the definition focuses on global elements and the
density is too large, the node weight is defined as shown in
formula (7).

𝑤deg (V) ≡
{𝑢 ∈ 𝑉 : deg (𝑢) ≤ deg (V)}|𝑉| (6)

𝑤𝑏𝑒𝑡𝑎 (V) ≡
{𝑢 ∈ 𝑁 (V) : deg (𝑢) ≤ 𝛽 ⋅ deg (V)}|𝑁 (V)| (7)

where 𝛽 is a parameter and N(v) is the set of nodes
connected to v.

The definition of node importance based on the shortest
path considers that the greater the number of nodes, the
greater the importance of nodes. The definition of weight is
shown in

𝑤𝑝𝑎𝑡ℎ (V) ≡ ∑
𝑥,𝑦∈𝑉

{𝜋 ∈ Π (𝑥, 𝑦) : V ∈ 𝜋}|𝑉|2 Π (𝑥, 𝑦) (8)

where Π(x, y) is the shortest path between node x and
node y.

4.1. Extraction Process. In this paper, we propose an algo-
rithm to extract backbone network with specific granularities
according to user’s requirement, which is independent of
network topology structure.The practical procedure includes
two steps. In the first step, the initial hub node set H1 accord-
ing to the topology potential of nodes is found. Secondly, the
path is added based on the shortest path till the network is
connective, and finally the backbone network is generated.

A detailed description of these algorithm is given in
Algorithm 1.

4.2. Discussion of the Algorithm Complexity. The shortest
paths between all nodes in the network are calculated by
using the breadth first search method. The time complexity
is O(|𝑉||𝐸|) for undirected networks. The time complex-
ity of calculating the topology potential of each node is
O(|𝑉||𝐸|). Search backbone connections until the network
is connective. The average shortest path length of the net-
work is avg(Sp). The original subnet number of source is𝛼|𝑉|. To make the original subnets connected, the back-
bone network is a tree structure, which means we need
at least search O(𝛼|𝑉| ∗ |𝑉|avg(Sp)) links to make the
network connective. So the complexity of the algorithm is O
(max{𝛼|𝑉|2𝑎V𝑔(𝑆𝑝), |𝑉||𝐸|}).
5. Evaluation

To assess the efficiency of our backbone extraction
approaches, we choose the public available datasets as
the experiment dataset. We introduce the datasets briefly.

Internet autonomy system networks (AS) are a collec-
tion of routers and links mapped from all ten ISPs with
the biggest networks: AT&T, Sprint, and Verio, etc. These
real networks are publicly available from [14]. All the data
networks have nodes with scale from 600 to 900 and edges
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Input: network G, 𝛼(0 ≤ 𝛼 ≤ 1)
Output: backbone B(𝛼)
Matrix Sp: compute the shortest path length of all pairs of nodes; var i: = 1;
Evaluate hops: = avg(Sp); evaluate factor: =√2/3∗avg(Sp);
Begin:
repeat:
i: = i + 1;
for each node v ∈G, compute 𝜑𝑖(V):topology potential within i hops;
sort(𝜑𝑖(V), V ∈ 𝐺); source: =0;
for each node v ∈G,
if 𝜑𝑖(V), V ∈ 𝐺 rank Top 𝛼, source:= source ∪{V};
repeat:
for each pair of island subnets subg1,subg2∈source,
if distance between subg1 and subg2 is the shortest,
if distance(subg1, subg2) = 1
merge(subg1, subg2);
else
find neig1 ∈ subg1, 𝜑𝑖(neig1) = max{𝜑𝑖(v ∈ subg1)}, tie1 link neig1 and subg1

neig2 ∈ subg2, 𝜑𝑖(neig2) = max{𝜑𝑖(v ∈ subg2)}, tie2 link neig2 and subg2
source:= source ∪ {𝑛𝑒𝑖𝑔1, 𝑛𝑒𝑖𝑔2, 𝑡𝑖𝑒1, 𝑡𝑖𝑒2};

end if
end if

until network generated from source is connected
B(𝛼) fl B(𝛼) ∪ source;
until i ≥ hops
End

Algorithm 1: Detecting the backbone network based on topology potential.

with scale from 4000 to 10000. Each of them has about 400
backbone routers.

High-energy physics theory citation network (hep-th)
is collected from the e-print arXiv and covers all the citations
within a dataset of 27,770 papers with 352,807 edges [15]. If
paper i cites paper j, a directed edge is connected from i to j.
If a paper cites or is cited by a paper outside the dataset, then
the graph does not contain any information about this.

5.1. Compression Ratio. In this paper we take the networks
named as3356, as4755, as2914, and as7018 randomly and the
numbers of nodes are 1786, 226, 11745, and 6253, respectively.
In order to obtain the relevant parameters of backbone
networks at different granularity, the number of isolated
subnets cut subgs(G’) obtained by the backbone network
under different selection ratios is evenly calculated. For
instance, the scale control parameter starts from 0.01 to 1
and the step is set to 0.01. After the backbone network is
generated, the compression ratio with the corresponding
granularity can be obtained. Figure 3 shows the number of
isolated subnets generated by each network with different
compression ratios. Each pair of compression ratio and
cut subgs(G’) corresponds to a point on the coordinate
system, and the curves are fitted to these points.

It is depicted that fitted curve ismonotonically decreasing
after increasing at the beginning, as illustrated in Figure 3.
When the compression ratio increases to a certain value, the
number of generated isolated subnets no longer changes.That
is to say, it is no longer effective to compress the network
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Figure 3: The number of generated isolated subnets with different
compression ratio.

continuously to reduce the connectivity of the network. The
solid line in the fitting curve denotes effective compression,
and the dashed part denotes invalid compression. Measuring
the performance of backbones networks needs to exclude
the situation of invalid compression ratio. In the Internet
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Table 1: Comparison with the precision ratio and recall ratio [13].

CM as1239 as2914 as3356 as7018
PR RR PR RR PR RR PR RR

Deg/All 0.91 0.27 0.97 0.19 0.93 0.18 0.91 0.21
Beta/All 0.94 0.35 0.89 0.27 0.97 0.22 0.91 0.24
Path/all 0.95 0.17 1.00 0.14 0.97 0.16 0.96 0.11
TP method 0.77 0.47 0.76 0.28 0.86 0.73 0.61 0.58
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Figure 4: The optimal compression ratios of different networks.
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Figure 5:The optimal parameters of the extracted Internetmapping
network.

mapping results, the optimal compression ratios of the
networks as3356, as4755, as2914, and as7018 are about 0.23,
0.16, 0.08, and 0.035, respectively, as illustrated in Figure 4.

5.2. Precision Ratio and Recall Ratio. Measuring the perfor-
mance of backbone network is to explore the optimal high-
performance network metrics. For a large-scale network, it
is impossible to calculate the backbone at the whole granu-
larities, as the time complexity will be quite high. Using the
binary optimization strategy, when the dichotomous range
is small enough, we can determine the maximum effective

compression ratio. For example, if the range is set to 0.01, the
search time is log1/2 (0.01) ∼ 7.

After discovering the maximum effective compression
ratio, we search the optimal compression ratio and the corre-
sponding optimal backbone network. The Internet mapping
network has real backbone node data; thus we can compare
the extracted backbone network to verify the extraction
results on the real backbone network.Theoptimal parameters
to evaluate the extracted backbone are shown in Figure 5.

Compared with the traditional methods adopted in [7], it
is found that these methods can obtain high precision ratios
about the value of 0.9, while the recall ratios of the traditional
methods are lower than 0.2. On the other hand, the precision
ratio of the topology potential extraction method (named TP
method) is approximately 0.8 and the recall ratio increased
to about 0.5. Since an excellent extraction method requires
a higher recall ratio, our method is superior to the tradi-
tional methods from this aspect. Other related extraction
algorithms do not have real instance verification, and the
extraction quality is unknown and lacks verification. Part of
the experimental results is listed in Table 1. The abbreviation
of compressing method is CM, precision ratio is PR, and the
recall ratio is RR.

5.3. Coverage of Backbone with Various Hops. Taking the
Hep-th network as experimental data, we analyze the cover-
age performance of backbone networks with different hops.
In this paper, the range of hops is adopted from 2 to 7. Firstly,
we take the traditional centrality measurement, degree,
betweenness, and closeness to analyze, as shown in Figure 6.
We compute the node important properties of the generated
backbone network with various hops. The coordinate point
indicates the nodes proportions of the backbone network
sorted the top i to the nodes of the original network sorted
the top ranki, defined as coverage(i).The important attributes
are node degree (the upper left), node betweenness (the upper
right), node closeness (the lower left), and edge betweenness
(the lower right).

The results show that using different centrality metrics
to measure the extraction results with various hops has
different advantages. For example, when the metric is degree,
using 2 hops can get the best extraction effect. When the
metric is closeness, using 7 hops can get the best extraction
effect. Therefore, in this paper, we use the topology potential
to extract backbone networks with specific granularities
according to user’s requirement, which is independent of
network topology structure. We can get the comprehensive
results of extracted backbone network.
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Figure 6: The coverage of backbone in various hops.

6. Conclusion

In this paper, we introduced the topology potential to solve
the problem of backbone network extraction. Based on
the novel topology measurement, an algorithm is proposed
to extract backbone networks at different granularities. In
order to detect the optimal backbone extraction granularity,
an evaluation metric that considers the tradeoff between
network connectivity and network properties is presented.
By experiments on the public available datasets of Internet
AS network and the Hep-th Network, it is proven that
the precision ratio and recall ratio to extract the back-
bone network are superior to current methods. In the
future, we will investigate the performance of backbone
network at different scale and the dynamic evolution prop-
erties.
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There is a growing trend recently in big data analysis that focuses on behavior interiors, which concern the semantic meanings
(e.g., sentiment, controversy, and other state-dependent factors) in explaining the human behaviors from psychology, sociology,
cognitive science, and so on, rather than the data per se as in the case of exterior dimensions. It is more intuitive and much
easier to understand human behaviors with less redundancy in concept by exploring the behavior interior dimensions,
compared with directly using behavior exteriors. However, they usually approach from a unidimensional perspective with a lack
of a sense of interrelatedness. Thus, integrating multiple behavior dimensions together into some numerical measures to form a
more comprehensive view for subsequent prediction processes becomes a pivotal issue. Moreover, these studies usually focus on
the magnitude but neglect the associated temporal features. In this paper, we propose a behavior interior dimension-based
neighborhood collaborative filtering method for the top-N hashtag adoption frequency prediction that takes into account the
interdependence in temporal dynamics. Our proposed approach couples the similarity in user preference and their impact
propagation, by integrating the linear threshold model and the enhanced CF model based on behavior interiors. Experiments on
Twitter demonstrate that the behavior-interior-aware CF models achieve better adoption prediction results than the state-of-
the-art methods, and the joint consideration of similarity in user preference and their impact propagation results in a significant
improvement than treating them separately.

1. Introduction

Under big data era, dynamic behaviors of an entity, human,
or object are often revealed through multiple interrelated
data sources, each of which gives a “partial view” of the
instantaneous behavior of the entity or the context that the
entity is currently in. Traditional data mining approaches
offer many solutions trying to discover the cooccurrence pat-
terns among multiple data sources, but these solutions often
do not emphasize the use of domain knowledge and seman-
tics to uncover the causations behind. From this perspective,
we are motivated to categorize the dimensions (or features)
used to characterize users/topics in two groups: interior

dimensions and exterior dimensions. They differ in whether
the transformation from the raw behavior sequences into a
description of them carries semantic meanings (e.g., senti-
ment, controversy, and other state-dependent factors in
explaining human behaviors from psychology, sociology,
cognitive science, etc.) or concerns the data per se (e.g., tweet
volume, number of users, and other behavior statistics and
data representation techniques in computer science summa-
rizing the raw behavioral data captured). Simply put behavior
interior dimensions transform the data into the knowledge
that domain people are familiar with. While infinite exterior
dimensions could be extracted in theory, many of them
revolve around the same interior dimensions. For instance,

Hindawi
Complexity
Volume 2018, Article ID 7371209, 18 pages
https://doi.org/10.1155/2018/7371209

http://orcid.org/0000-0003-2783-8199
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2018/7371209


both the two previously mentioned exterior metrics: tweet
volume and number of users, could be viewed as feasible
ways of quantifying the so-called interior dimension “viral-
ity.” Behavior interiors can be regarded as an aggregation of
exterior dimensions. It is believed that better decisions can
be made by considering these relevant, interdependent data
sources (for example, in Twitter, such interdependent data
sources include tweet content, transactional data (e.g., post-
ing time), and follower-following relationship) in the analyt-
ics process simultaneously.

Understanding the interior aspects of behaviors is a piv-
otal issue in various fields. We can think about its value in
behavioral biology [1], psychology [2], marketing manage-
ment [3], and so on. For example, in marketing research
[4], rather than based on external transactional dimensions
(e.g., amount of purchase and purchase frequency) that are
in theory infinite, the factors influencing consumer behavior
can be classified into four categories: cultural factors
(e.g., basic values and habits from common life experience
and situations, such as bargaining or fixed-price preference),
social factors (e.g., reference group), personal factors (e.g.,
economic condition, occupation, and lifecycle), and psycho-
logical factors (e.g., motivations, beliefs, and attitudes). Apart
from being the key focus in traditional domains such as the
previously mentioned psychology and marketing, we note
that behavior interior dimensions are also investigated in
other domains such as user-generated content- (e.g. Twit-
ter, Facebook) based analysis in political election, stock
market trending, and so on. It has received wide attention
in box office revenue prediction, stock market trending,
political elections [5], and opinion tracking in environ-
mental affairs [6]. In Bollen et al.’s work [7], the authors
created Google-Profile of Mood States that measures mood
in terms of six dimensions: calm, alert, sure, vital, kind,
and happy. Other examples also include happiness (or
“bullishness” in stock terms) and controversy (or referred
to as “disagreement in stock blogs”); they are the common
indicators used in stock market trending analyses [8].

However, behavior interior dimensions are usually
studied separately. There is not much research effort to go
one step further, to integrate multiple behavior dimensions
to form a more comprehensive view for some phenomenon
and for subsequent prediction processes. In this paper, we
focus on how to utilize the behavior interior dimension-
based approach to learn user preference and enhance the pre-
diction of a user’s hashtag adoption behavior. Moreover,
these studies usually focus on the magnitude but neglect the
associated temporal features. In this paper, we propose a
behavior interior dimension-based neighborhood collabora-
tive filtering method for the top-N hashtag adoption fre-
quency prediction. Both the interdependence between
multiple behavior interior dimensions and temporal relations
are considered in learning user preference from their neigh-
bors (i.e., with high similarity in behavior interior dimen-
sions) to make future predictions. Furthermore, we expand
the neighbor sets by considering the users that impact infor-
mation propagation. We give a coupling mechanism that
integrates the linear threshold model and neighborhood CF
models in this paper. This work is important because hashtag

adoption is a good indicator for a user’s preference. Once the
adoption behavior can be predicted accurately, better under-
standing about a user’s topic interests can be made. Extensive
experimental results evidence that our proposed behavior-
interior-aware models achieve significant accuracy improve-
ment, when compared with existing approaches.

We summarize the contributions of our work as follows:

(i) Firstly, we propose a behavior-interior-aware
approach that captures the semantic meaning in
the raw behavior traces instead of the exterior
transactional features; the effectiveness of the pro-
posed approach is verified empirically using big data
of Twitter

(ii) Secondly, we enhance the prediction accuracy in
user-hashtag adoption by learning user preference
through a behavior interior-based approach with the
interdependence between multiple behavior interior
dimensions and temporal relations both considered

(iii) Thirdly, we offer a Jaccard index-based metric to
gauge the difference in interior dimensions and exte-
rior dimension-based approaches in learning users’
preferences to illustrate the effectiveness of the
proposed approach

(iv) Lastly, the explainability of hashtag recommendation
models is greatly enhanced with the introduction of
the behavior interiors

The rest of paper is organized as follows. We discuss the
related work in Section 2. Behavior interior dimensions are
defined and captured in Section 3. We describe the proposed
models in Section 4. Experiments are extensively evaluated
on Twitter in Section 5. Discussions and implications in
terms of behavior interior explanations are provided in
Section 6. Finally, we conclude this paper and present future
work in Section 7.

2. Related Work

The central theme of this paper is the proposal of using
behavior interior dimensions to support better hashtag adop-
tion prediction from heterogeneous behavior data which con-
tains various types of data sources that are interdependent on
each other. In this section, we will review related research
efforts in analytics coping with these issues. The focus and
limitations of these approaches will be discussed in detail.

2.1. Data Heterogeneity and Interdependence: Their
Ramifications in Analytics. One important aspect of big data
research is that these data capture different aspects of human
behaviors in different forms [9]. For example, data sources of
Twitter include tweet content, transactional data (e.g., post-
ing time), and follower-following relationship. In most cases,
these multiple data sources are in various data formats. They
may often be variables of completely different types. For
example, some are categorical (e.g., hashtag adopted), some
are numerical (e.g. tweet amount), some are graph-based
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(e.g., in-degree/follower amount), and some are text-based
(e.g., sentiment).

To cope with such problem, one approach to this prob-
lem is to perform scale conversion [10], i.e., categorization.
Categorization methods of numerical data include direct
categorization by dividing the range into N intervals,
k-means-based categorization, and least squares-based cate-
gorization. However, this approach is not satisfactory
because there is data loss in the discretization in the scale
conversion from numerical to categorical data. Furthermore,
additional information (e.g., ordering information) is added
in the scale conversion from categorical to numerical data.

This problem becomes more complicated with data inter-
dependence [11]. Very often, an object is not unidimensional,
and different multidimensional data may correlate with each
other in different aspects [12]. For example, common fate
occurs when both dyad members are exposed to the same
causal factor [9], and when happiness is doubled, sadness is
halved [13]. An alternative method is to carry out separate
analyses on the same set of data, with each involving variables
from a single data source only [1, 14–16]. Some are based on
the transactional statistics (e.g., tweet amount, mention
amount) [1], some are based on the content (e.g., TF-IDF)
[15], and others are based on the network structure (e.g., in-
degree/follower amount) [16]. Those models are limited due
to the constraint that multiple data sources are assumed
independently.

Moreover, this problem is complicated with data interde-
pendence. Very often, an object is not unidimensional, and
different dimensional data may correlate with each other in
different aspects. Consider a simple example with three
objects: “a red cup,” “a red mouse,” and “a blue keyboard.”
“A red cup” is similar to “a red mouse” because of color prox-
imity; “a red mouse” is similar to “a blue keyboard” because
of their functional affinity, both are electronic devices. Thus,
focusing on the data per se without considering the environ-
ment setting and domain knowledge is sometimes problem-
atic. Take the most commonly adopted geometric model-
based similarity measures as an example. In these models,
each object is represented by a point in some multidimen-
sional coordinate space, and the metric distance between
points reflects the similarities between the respective objects.
The assumptions made to a distance metric δ in this
approach include at least the following three axioms:
(a) “minimality,” δ a, b ≥ δ a, a = 0; (b) “symmetry,”
δ a, b = δ b, a ; and (c) “triangle inequality,” δ a, b +
δ b, c ≥ δ a, c ≥ δ a, b − δ b, c [17]. When applied to
categorical data (e.g., the example above), these assumptions
might not hold. For example, the triangle inequality sets a
lower limit to the similarity between a and c in terms of the
similarities between a and b and between b and c. However,
“a red cup” and “a blue keyboard” are not similar at all in
either color proximity or functional affinity, despite the sim-
ilarity between these two items and “a red mouse.”

The interdependence among users includes intra- and
interpersonal types, with extensive research efforts from var-
ious domains. Intrapersonal type refers to the situation where
a person’s behavior at time t is not independent of his/her
behavior at time t-1. For example, a user’s web browsing

behavior is usually modeled with a Markov process [18].
Interpersonal type refers to the situation where a person’s
behavior is not independent of other people’s behavior.
For example, common fate occurs when both dyad mem-
bers are exposed to the same causal factor [9], and when
happiness is doubled, sadness is halved [13].

Behavior interior dimensions integrate multiple data
sources that are in various formats and are interdependent on
each other together. One example of such behavior interior
dimensions is openness. Openness refers to a strong intellec-
tual curiosity or a preference for novelty and variety [19]. Nov-
elty preference is usually measured with time difference
between a user that first encounters a hashtag and the user that
first adopts this hashtag. Variety preference is usually mea-
sured with the number of different hashtags adopted. Of these
twomeasures, hashtag adoption time is timestamp,while hash-
tags adopted are categorical. The integration of these different
measures is worth investigation as well. Broadly speaking,
when takingmultiple data sources into consideration, its effects
fall within the following three cases: (a) zero effect, where the
individual data source is independent; (b) negative effect,
where integratingmultiple data sources will lead to poorer per-
formance than considering the data sources separately; and (c)
positive effect, where integratingmultiple data sources will lead
to better performance (additive effect or evenmultiplier effect)
than considering each individual data source separately.

As a summary, behavior interior dimensions provide a
domain knowledge rooted way to transform and integrate
multiple data sources. Even though at the risk of information
loss, the advantages of this approach are prominent, i.e.,
more concise, intuitive, and easy to understand.

2.2. Roots of Behavior Interior Dimensions and Its State of the
Art in UGC-Based Research. The analytical or logical behav-
iorism theory in philosophy aptly defines “interior dimen-
sions” as follows: “when we attribute a belief, for example,
to someone, we are not saying that he or she is in a particular
internal state or condition. Instead, we are characterizing the
person in terms of what he or she might do in particular sit-
uations or environmental interactions” [20, 21]. Understand-
ing the interior aspect of behaviors is a pivotal issue in
various fields, e.g., behavioral biology [1], psychology [2],
and marketing management [3]. Apart from being the key
focus in traditional domains such as the abovementioned
psychology and marketing, we note that behavior interior
dimensions are also investigated in user-generated content-
(e.g., Twitter, Facebook) based analysis in political election,
stock market trending, and so on.

Researchers are beginning to do an in-depth study in this
largely uncharted territory of the analytics. It has received
wide attention in box office revenue prediction, stock market
trending, political elections [5], and opinion tracking in envi-
ronmental affairs [6]. Bai et al. [22] predicted the big-five per-
sonality based on user behaviors at social network sites.
Romero et al. proposed an IP (Influence-Passivity) model
based on PageRank [16], assigning a relative influence and
a passivity score to every users based on the ratio at which
they forward information. In stock analysis, Google-Profile
of Mood States measures mood in terms of six dimensions:
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calm, alert, sure, vital, kind, and happy. Another piece of
work in stock microblogs [8] studies how to predict the stock
market features (e.g., returns, trading volume, and volatility)
based on bullishness and the level of agreement between
postings and message volume.

There are two key observations. First, we can see that dif-
ferent from the statistics on external dimensions provided in
most social media analytics systems, a number of interior
dimensions have already been incorporated in these studies.
Second, even though interior dimensions are addressed in
these studies, the focus is either unidimensional without
considering interdependence or static without considering
temporal dependence. There is much less research effort to
go one step further, to integrate multiple behavior dimen-
sions together to form a more comprehensive view for some
phenomenon and for subsequent prediction processes. For
example, in some studies of sentiment-based electoral result
prediction, sentiments were proved to have a positive corre-
lation with telephone poll results in consumer confidence
and presidential job approvals [23]. In some other work
[24], they were applied to other electoral data set, but without
success. This might indicate that single dimension-based
sentiment alone might not be sufficiently robust. Moreover,
in Sprenger et al.’s work [8], even though multiple dimen-
sions (i.e., bullishness, message volume, and disagreement
in stock microblogs) were analyzed, research on the interde-
pendence among these dimensions is still missing. In Guerini
et al.’s work [14], the interdependence between sentiment
and controversy and raising discussion was analyzed. How-
ever, the analysis is static and lacking an evolutionary view.
In our work, we utilize multivariate time series (MTS) analy-
sis techniques [25, 26] which are widely adopted in areas
such as sensor recordings in aerospace systems, medical
monitoring, and financial systems [27]. MTS techniques are
originally expanded from univariate time series analysis,
e.g.,DFT(discrete Fourier transformation), and later extended
to consider the interaction among multiple time series
variables, e.g., PCA (principal component analysis). We
also adopted the following analytics methods in our study
(see Section 4): (a) empirical mean, (b) DFT (discrete Fourier
transformation), (c) DWT (discrete wavelet transformation)
[28], and (d) PCA (principal component analysis) [26].

3. Capture Correlated Behavior Interior
Dimensions in Social Media

To figure out behavior interior dimensions, we apply both
“top-down” and “bottom-up” approaches from multiple lit-
eratures. On one hand, it needs to be rooted from domain
knowledge. On the other hand, these dimensions have to be
automatically measured or approximated. The upper half of
Figure 1 summarizes our surveyed results of user-oriented
behavior interior dimensions from sociology and psychology
[3]. Subdimensions refer to the constituent elements found in
the literatures on social network analysis. There is a certain
degree of overlapping in the concept for primary category,
e.g., extraversion includes positive affect and energy level
which is also the activeness in primary category. While there
lack precise and universally agreed term definitions at the

first level, there is often consensus at the sublevels, with more
quantitative definitions that can be automatically measured
or approximated from social data. For example, the domi-
nance out from extraversion can be approximated with affect
dominance and textual dominance by using linguistic tools
ANEW and LIWC [29].

There are still quite a few dimensions such as motiva-
tional dimensions that are difficult to measure from user
exterior behavioral data, e.g., whether a topic content bears
a certain entertainment value (surprising/awe inspiring) so
that it will reflect positively on the people who transmit it.
Figure 1 depicts the decision-making process in coming up
with a set of behavior interior dimensions to describe the
analytic object in a specific domain. It includes the following
six steps.

The first step is to determine exterior dimensions
through literature review in the given domain. Once deter-
mined, the second step is to come up with a draft set of
behavior interior dimensions based on the similarities and
differences in the concept of these determined behavior
exterior dimensions, corresponding to (a) in Figure 1.

Then, the belongingness of each exterior dimension
determined in the first step is examined with respect to the
draft set of behavior interior dimensions. The fourth step
continues to examine its appropriateness: if the current
behavior exterior dimension can be put under more than
one interior dimension or cannot be put under any of the
behavior interior dimension, then the current set of behavior
interior dimensions is not very appropriate, and a modifica-
tion is required. This can be done in two ways: first, if the
current exterior dimension can be put under more than one
interior dimension, conduct a resegmentation of the behavior
exterior dimensions from a different perspective based on the
concept similarities to each other (corresponds to (a) in
Figure 1); otherwise, if the current behavior exterior dimen-
sion cannot be put under any of the behavior interior dimen-
sion, add a new behavior interior dimension (corresponds to
(b) in Figure 1). Note that, if the categorization involves a
hierarchy, the assignment should be the lowest category.
The process shown is repeated until all the behavior exterior
dimensions identified in the first step have been classified.

The fifth step examines the similarities in the identified
behavior interior dimensions to ensure that a proper classifi-
cation is obtained with as much similarity in the behavior
exterior dimensions classified under each behavior interior
dimension as possible and as much difference in the behavior
exterior dimensions across different behavior interior dimen-
sions as possible. The following two ways can be done to
achieve this aim: the first way is to resegment the behavior
exterior dimensions based on its concept relatedness to the
identified interior dimensions (corresponds to (a) in
Figure 1); the second way is to examine whether there exists
a hierarchy in the identified behavior interior dimensions,
remove the redundant part, and reduce the hierarchy to the
lower level (corresponds to (c) in Figure 1).

Continuing through the decision-making process, once
the behavior interior dimensions are determined, the sixth
step is to examine the measurability through automatically
processing the raw big data. Then, it leads us to the final set
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of behavior interior dimensions under study in the given
domain. The measurements usually include the following:

(i) Assign. Most measurements fall within category
shall refer to external database (e.g., linguistic data-
bases) and assign the text-based values to corre-
sponding dimensions, as in the case of affect
dimension (see Tables 1 and 2). The widely adopted
linguistic-based tool is LIWC (Linguistic Inquiry
and Word Count) [29] and ANEW (Affective
Norms of English Words) [30]

(ii) Aggregate. The measures of a behavior interior
dimension within this category are based on the
aggregates of its subdimensions. Here, by “aggre-
gate,”wemean that the operations are nomore com-
plex than algebraic operations. For example, in the
Twitter context under study in this thesis, user dis-
turbance is the average sum of LIWC “negative emo-
tion,” “anxiety,” and “sadness”; topic controversy is
the average difference of all the two consecutively
posted tweets (see Tables 1 and 2), topic content
richness is the average sum of content volume and

Determine exterior
dimensions through

literature review

Determine behavior
interior dimensions

(a) Categorize based
on the understanding of
the concept similarity of

exterior dimensions

(b) Add a new interior
dimension if the categorization

does not include current
exterior dimensions

(c) Divide the behavior
interior dimensions into
hierarchies if necessary

Assign the exterior
dimensions to the

corresponding interior
dimension category

Have all
 the surveyed

behavior  exterior
dimensions

been
assigned?

Are
the behavior

interior dimensions
still sharing
similarity?

Determine the automatic
measurability of interior
dimensions through raw

(big) data

(a) or (c)
(a)

No

No

Yes

Yes

(a) or (b)

Figure 1: Identification of behavior interior dimensions.
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content diversity, and topic hotness in Twitter is the
average sum of communication count and coverage
of people (see Table 2). Note that most of the mea-
sures of behavior exterior dimensions, especially
the behavioral statistics, fall within this category

(iii) Transformation. If there does not exist a developed
measure from literature for a given behavior interior
dimension, a new measure should be developed. The
measures of content volume and content diversity
fall within this category (see Tables 1 and 2)

Of these three measures, both “aggregate” and “transfor-
mation” are N-to-1 mappings between exterior dimensions
and interior dimensions, while “assign” is 1-to-1 mapping.

Table 3 summarizes our surveyed results of user-oriented
behavior interior dimensions from sociology, psychology, and
so on. Subdimensions refer to the constituent elements found
in the literature survey for the social network analysis. In this
table, we note that, firstly, there is a certain degree of overlap-
ping in the concept for primary dimensions, e.g., extraversion
includes positive affect and energy level (activeness). Sec-
ondly, while there lack precise and universally agreed defini-
tion terms at the first level, there is often consensus at the
subdimension levels, with more quantitative definitions that
can be automatically measured or approximated from the
monitored social data. The corresponding measurement is
given in the “related measurement in literature” column. For
example, dominance in extraversion can be approximated
with affect dominance and textual dominance using the
linguistic tools ANEW and LIWC [29].

Therefore, we focus on subdimensions and select the
final set of user-oriented dimensions used in our study
by filtering based on whether (a) they can be measured
practically and (b) they are not redundant in concept. This
leads to the dimensions shown in Table 1. Moreover,
while Table 3 presents a traditional view from psychology
and sociology, Table 1 reorganizes the dimensions from
the analytic/measurement point view. That is, these

subdimensions are classified into two classes: self-oriented
or peer-oriented in accordance with intrapersonal and
interpersonal interdependence (as discussed in Related
Work), respectively. This classification serves as a rough
criterion for data preprocessing in measuring each dimen-
sion from multiple data sources, as it reflects the data cov-
erage involved, i.e., the data sources that describe the
user’s own behaviors or his peer’s behaviors as well. As
for the scalability of the measurement, “activeness,” “senti-
ment,” “disturbance,” “dominance,” “openness,” “influ-
ence,” “passivity,” and “textual sociability” are in linear
relation to the total number of tweets collected and “pop-
ularity,” “gregariousness,” and “reciprocity” are in linear rela-
tion to the number of edges in the network (i.e., follower/
followee relationship).

Different from the user-oriented case which usually
involves hierarchy in the concept in the related domain
knowledge, the case is relatively simpler for topic interior
behavior dimensions. The selection is shown in Table 2.
Of these five topic dimensions, except for content rich-
ness which is a polynomial function as it compares each
consecutive pair of tweets, the other four dimensions are
all linear functions and the time cost of calculating senti-
ment and controversy is scalable to the total number of
words in the tweets collected; for hotness and trend
momentum, the time cost is scalable to the total number
of tweets collected.

4. Behavior-Interior-Aware
Preference Prediction

In this section, we will first briefly go through revisit the
typical collaborative filtering (i.e., CF for short) models in
Section 4.1, while introducing useful extensions by incorpo-
rating those multiple behavior interior dimensions (as given
in Section 3). Both the interdependence between multiple
behavior interior dimensions and temporal relations are
considered in learning user preference from their neighbors

Table 1: User-oriented behavior interior dimensions.

Dimensions Related concepts in Table 3 Measurement in our study

Self-oriented

Activeness Activeness, extraversion (social vitality) Tweet amount

Sentiment Affect (valence), extraversion (social vitality)
Linguistic approach based on LIWC-

“positive affect”

Disturbance
Neuroticism, negative affect, sadness, anger,

anxiety, etc.
Linguistic approach based on LIWC-

“negative emotion,” “anxiety,” “sadness”

Openness Preference for novelty and variety
Hashtag adoption latency and hashtag

usage variety

Peer-oriented

Popularity Popularity In-degree (follower count)

Gregariousness Gregariousness, extraversion (social vitality) Out-degree (followee count)

Reciprocity Agreeableness, altruism Friend count

Influence Influence Retweet count, mention count

Passivity Passivity Hashtag unadoption percentage

Dominance Extraversion (social dominance)
Linguistic approach based on ANEW-

“dominance”

Textual sociability Extraversion (social vitality)
Linguistic approach based on LIWC-“social

process”
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(i.e., with high similarity in behavior interior dimensions) to
make future predictions.

Then in Section 4.2, to learn user preference, we expand
the neighbor sets by considering the users that impact infor-
mation propagation. We give a coupling mechanism that
integrates the linear threshold model and neighborhood CF
models in this paper.

4.1. Enhanced Collaborative Filtering Model Based on
Behavior Interior Dimensions.Collaborative filtering was first
introduced in the context of document recommendation
in a newsgroup [31]. Since then, it is widely adopted in
e-commerce. There are the two main CF models: neigh-
borhood model and latent factor model. Here, we focus

on neighborhood models as it captures homophily through
the choices of similar users; latent factors instead explore
the explainability of users’ choice through user/items’
characteristics/dimensions.

Traditionally neighborhood models capture homophily
through exterior rating/adoption times, see (1) and (2). In
this sense, our method extends the neighborhood-based
model by measuring the similarity suv between user u
and neighbor v with multiple interior dimensions, see (3)
and (4).

4.1.1. Neighborhood-Based Models. There are two types [32]:
user-based and item-based. Equation (1) shows the case for
user-based model. The recommendation is based on the

Table 3: Surveyed candidates for user-oriented behavior interior dimensions.

Dimensions Definition Subdimensions
Related measurement in

literature

Motivation
The reasons that stimulate

desire and energy in behaving
in a particular way [50]

Intrinsic (e.g., an interest in the
task)

Survey

Extrinsic (e.g., a desire for
reward)

Survey

Activeness
The state of being continually

engaged in a particular
behavior [3, 51]

— Postcount

Affect
Observable manifestations of a

subjective experienced
emotion [48]

Dimensional approach:
valence, arousal, dominance

ANEW, LIWC

Categorical approach:
happiness, anger, anxiety, etc.

POMC

Personality

Neuroticism
Degree of emotional stability,
impulse control, and anxiety

[19, 22]
— BFI [19]

Openness
A strong intellectual curiosity
and a preference for novelty

and variety [19]

Preference for novelty Adoption variety [52]

Preference for variety Adoption variety [52]

Conscientiousness
Being thorough, careful, or

vigilant [19, 22, 53]

Reliability

BFI, JPI

Responsibility

Achievement striving

Self-discipline

Order

Extraversion
A higher degree of sociability,
assertiveness, and talkativeness

[54, 55]

Social dominance
BFI, NEO PI

Social vitality

Agreeableness
Being helpful, cooperative, and
sympathetic towards others

[19, 22]

Altruism

Reciprocity, survey: BFI
Trust

Straightforwardness

Compliance

Social status

Influence
Tendency to influence others
with prominence in certain

aspect [56]

Name value
Content value

Mention count
Retweet count

Popularity
Tendency to be widely

accepted [56]
— In-degree centrality

Passivity
Difficulty to get influenced

[16]
— Unadopted hashtag percentage

Gregariousness
Tendency to enjoy being

around others [57]
— Out-degree centrality
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ratings/adoptions by similar users or given to similar items,
after removing global effect and habitual rating.

r̂ui = μ + bu + bi +
∑v∈Sku;i

suv rvi − bv − bi
∑v∈Sku;i

suv
, 1

suv =
∑i∈I rui−ru rvi−rv

∑i∈I rui − ru
2 ∑i∈I rvi − rv

2
, 2

where r̂ui is the recommendation for user u of a certain item/
hashtag i, μ is the global average, bu and bi denote the user-
or item- specific habitual rating difference from μ, suv mea-
sures the similarity between user u and u’s neighbor v, and
Sku;i denotes the set of u’s k-nearest neighbors. The user-
and item- based neighborhood models are dubbed as
“NgbrUCorr” and “NgbrTCorr”, respectively. These will serve as
the base model for behavior interior dimension-based
improvements.

4.1.2. Enhanced Neighborhood Models. The similarity
between two users (topics) in (1) is computed based on
behavior interior dimensions from both static and dynamic
perspectives. Static analysis measures the similarity with the
Frobenius form of the difference in the empirical mean
amplitude of the user interior dimensions (see (3)). For
clarity’s sake, this model is dubbed as “NgbrUEpM.”

suv = du − dv F
, 3

where du = duk is the empirical mean amplitude of the user
interior dimensions and k is the dimension number.

Then, three dynamic patterns are extracted [33]; we dub
these three user-oriented models as “NgbrUDFT,” “Ngbr

U
DWT,”

and “NgbrUPCA”:

(i) The first one is DFT- (discrete Fourier transform-)
based global shape feature θacu = θacukl, where l indexes
the largest nonzero frequency coefficients and is set
to 4 as the subsequent coefficients of most topics
are zero

(ii) The second one is DWT- (discrete wavelet trans-
form-) based local shape θsu = θsukl , l being set to
7 (i.e., the 2nd–8th DWT coefficients, the 1st one
is average amplitude), considering the 41-week
coverage

(iii) The third one is PCA- (principal component analy-
sis-) based cooccurrence pattern, i.e., eigenvector

While the similarity between user u and v is also calcu-
lated based on the Frobenius form (similar to the previous
two dynamic patterns), cooccurrence pattern based on the
Eros (extended Frobenius norm) is given as follows:

suv = 〠
nd

k=1
wk ouk , ovk = 〠

nd

k=1
wk cos θk , 4

where o is the eigenvector of the covariance matrix for the
multiple behavior interior dimensions and w is a weight vec-
tor based on the eigenvalues.

Similarly, for topic-oriented enhanced neighborhood
models, we have “NgbrTEpM,” “NgbrTDFT,” “NgbrTDWT,” and

“NgbrTPCA.”

4.2. Integrated Model with Preference Propagation

4.2.1. Multiple-Thread Linear Threshold Model. A typical
model for impact propagation is the linear threshold model
[34], see (5). In this equation, the probability of a given user
to turn active is a function p a of the number a of friends
being active. The optimization goal is to maximize (6). We
note that the challenges of applying this method in top-N
hashtag adoption frequency prediction setting lie in the fol-
lowing: (a) there is a shift of focus from single item tomultiple
items and (b) the traditional optimization approachmay pro-
duce very low prediction accuracy due to the fact that social
media is a noisy and asynchronous environment for user
interaction, if we take all the nonadoption event into consid-
eration. Therefore, we come up with the following model. We
dub this model as “MTLT,” see (7). As discussed above, the
model is trained for each topic/hashtag. The training process
aims at maximizing the likelihood of hashtag adoption pre-
diction at each t, and t is set to weekly in our study.

p a =
eα ln a+1 +β

1 + eα ln a+1 +β , 5

a

p a Ya 1 − p a Na , 6

where a is friend count; αmeasures the impact propagation, a
large value of α indicates a large degree; β is to reduce the pos-
sibility of overfitting; and Ya and Na denote the adoption
event count and nonadoption event count.

i t

p u, i, t Yi,t , 7

where p u, i, t is the probability of user u adopting topic i at
time tp u, i, t = p Stat u, i, t = active ∣Numf u, t − 1 = a,
stat u, i, t − 1 = dormant/active = p a ; here, we assume
that once a user is active, the next stage probability is pro-
portional to the number of active friends. Yi,t =∑uIu,i,t ;
Iu,i,t is an indicator variable denoting that user u adopts
topic i at time t. The parameters are trained by moving
toward the direction of the gradient.

4.2.2. Integrated Model. The collaborative filtering model
predicts future user hashtag adoption times while the
threshold model predicts the probability of adopting the
hashtag. Note that the range of these two models is different,
i.e., r̂ui ∈ 0, maxu number of hashtags adopted by user u
and p u, i, t ∣ a, t − 1 ∈ 0, 1 ; therefore, a normalization
phase is needed to integrate these two models (see (8)).

p u, i =max γ1 · norm r̂ui + γ2 · p u, i, t ∣ a, t − 1 , 8

9Complexity



where γ1, γ2 ∈ 0, 1 and γ1 + γ2 = 1. Note that γ1 = 1 implies
the CF-based model and γ1 = 0 implies the propagation
model.

5. Empirical Study

In Section 5.1, we will first introduce the empirical data set
used to evaluate the above-described methods and then
describe the evaluation metrics to evaluate the prediction
accuracy and baseline used methods for comparison. The
results are reported in detail in Section 5.2.

5.1. Experimental Design

5.1.1. Empirical Data Set. We use Twitter data from 2010 01
to 2010 10, with the total size of 70Gbytes. The behavior inte-
rior dimensions are extracted for each user and topic on a
weekly basis, i.e., 41 full weeks from the 2nd~42nd week. We
adopted a similar procedure as the one in [35], which is a
variant of the leave-one-out holdout method. The adoption
frequency prediction is evaluated on a 5-core data set S in
which every user has adopted at least 5 hashtags and every
hashtag has been adopted at least by 5 people. The 5-core
data set S is then splitted into two sets: a training set Strain
and a testing set Stest. Denote the splitting time point as tsplit
and consider we have about 10-month data set (2nd~42nd
weeks of 2010); tsplit is set at the last month, i.e. 38th week.
In total, we have U train = 22849 and T train = 32727.

Different from the standard recommendation data set,
such as MovieLens data set (https://grouplens.org/datasets/
movielens/), where the ratings are made on a 5-star scale,
with half-star increments, or KDD Cup 2011 Yahoo music
recommendation data set (http://jmlr.org/proceedings/
papers/v18/), with rating range between 1 and 5 (integral),
the hashtag adoption times ranges 1, 2838 with a highly
skewed distribution towards 1. Note that the case that hash-
tag is adopted only once takes up 71.01%. The difference
between the estimated and actual adoption times fed back
in parameter estimation with stochastic gradient descent that
could be as large as about 2000. Furthermore, considering the
highly skewed distribution, we adopted a nonlinear normal-
ization (see (9)).

nnormh = 10 ∗ 1 − 0 9nh , 9

where nh and nnormh denote the actual and the normalized
hashtag adoption times, respectively.

5.1.2. Evaluation Metric and Method. The prediction accu-
racy is measured by recall rate/hit rate of the top-N adoption
frequency prediction results. A hit is deemed as occurred if
the N hashtags generated for user u contain u’s most proba-
bly adopted hashtag (a.k.a. hidden hashtag/withheld hashtag)
[32]. The most probably adopted hashtag is with the highest
frequency. A confounding factor, 1000 random hashtags, is
added for each true adoption.

The proposed methods are evaluated against two com-
peting models that are developed based on heuristics: hashtag
average adoption times and top popularity (the number of

people adopted the hashtag) [36]. The former approach rec-
ommends top-N items with the highest average adoption
times. The latter adopts a similar prediction schema, recom-
mending top-N items with the highest popularity (i.e., the
greatest number of users that adopted this hashtag).

5.2. Results and Analysis

5.2.1. Prediction Accuracy. Figure 2 summarizes the recall
rate of the methods proposed in Section 4. The models are
trained with a learning rate 0.007, λ = 0 002. Our proposed
models are marked with ∗. The two largest recall scores are
highlighted in bold for each group. We have the following
findings from Table 1.

First, we see that capturing homophily through behavior
interior dimensions has better performance (i.e., the recall
rate for the top 20 recommendation is 36.5% and 37.3% for
NgbrUEpM and NgbrTEpM) than those based purely on usage

statistics (27.4% and 25% for NgbrUCorr and NgbrTCorr). This
supports our assumption that interior dimensions capture
latent similarity between users and topics in addition to the
extrinsic user-hashtag adoption frequency. Second, we
observe that coupling impact propagation and similarity in
user preference leads to a higher recall rate, with IntgrTEpM
the highest: 45.2%. The recall rate of the two coupling compo-
nents, NgbrTE and MTLT, is 37.3% and 33%, respectively.
Hence, the complementary properties of these two factors
are (a) social impact-driven propagation through followers’
posts or other people’s posts in the same topic and (b) similar-
ity in interests, where hashtag prediction is supported.

5.2.2. Static vs. Dynamic. The results are summarized in
Figure 2. We observe that for topic-oriented behavior interior
dimensions (see left figure in Figure 2), DWT-based local
shape has the best prediction accuracy, followed by the
PCA-based pattern. For user-oriented behavior interior
dimensions (see right figure in Figure 2), static and dynamic
cases are similar in the recall rate-based prediction accuracy.
The prediction accuracy curves for both types of models are
in convex shape: it increases very fast for small N and then
starts to level off. The turning point occurs at about 5 for
user-oriented models and 10 for topic-oriented models. It
indicates that the collaborative filtering models perform
equally badly for small N N = 1 , i.e., top-1 recommenda-
tion. Thus, the collaborative filtering models perform fairly
well for recommending a set of hashtags that people are most
likely interested in, not a precise prediction of the exact hash-
tag a user may adopt.

Furthermore, the gap difference between user and topic-
oriented enhanced models (e.g., NgbrU/T

EpM) and their corre-

sponding baseline model (i.e., NgbrU/T
Corr) indicates that user

and topic-oriented enhanced models have their own “best
bet” range. More specifically, the gaps are large for user-
oriented models but almost zero for topic-oriented models
at a small range of N , whereas at a large range of N , the gaps
for topic-oriented models are much larger than those of user-
oriented models. Therefore, in utilizing interior dimensions
for hashtag recommendation, it is better to use user-
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oriented models for small N recommendation and use topic-
oriented models for large N recommendation.

5.2.3. Impact of Hashtag Popularity on Prediction Period
Sensitivity. Several recent works show that hashtag popular-
ity will affect prediction accuracy, i.e., the chance of popular
hashtags got adopted is significantly higher than that of
unpopular hashtags. This is due to the fact that “the inherent
social component of the collaborative filtering approach
makes it biased towards popularity” [36, 37]. However, its
effect on the prediction period sensitivity is still unknown.

To do so, we conduct a repetitive experiment and take the
mean accuracy for each prediction period by keeping the first
two months for model fitting and use the following 1st to the

8th month for model evaluation. The test sets are divided into
short-head (popular hashtag) test sets and long-tail (not pop-
ular hashtag) test sets in a similar way to [36]. In our data set,
top 33% of hashtag adoptions involve only 1.45% of the most
popular hashtags (493 short-head hashtags). Figure 3 pre-
sents the skewed distribution for hashtags with respect to
their popularity shown with these 493 hashtags. Actually, it
is even more long-tailed than that of the two common rec-
ommendation data sets: Movielens and Netflix [36], of which
the top 33% ratings involve 1.7% and 5.5% items, respec-
tively. The remaining 98.5% hashtags comprise the long-tail
test sets.

Results in Figure 4 show that there is a significant differ-
ence in hashtag popularity on prediction period sensitivity.
The recall rate-based prediction accuracy for popular
(short-head) topics shows no definitive trend as the predic-
tion period increases. The recall rate-based prediction
accuracy for less popular (long-tail) topics decreases with
respect to the prediction period.

6. Behavior Interior Implications

In this section, we will first explicate the improvement of
interior dimension-based homophily models by zooming
into the similarities and differences of the neighborhoods
selected by these two approaches and develop an overlap
based on Jaccard index [38]. Besides measuring homophily
based on the behavior interior dimensions, in Section 6.2,
we studied the explainability of interior dimensions, i.e.,
whether some interior dimensions are more likely to induce
the user hashtag adoption behavior, through comparing tra-
ditional latent factor models [39] with explicitly modeling the
“latent factor space” with behavior interior dimensions.

6.1. Exterior vs. Interior in User-/Topic-Neighbor Selection.
The results in the previous section show that interior
dimension-based collaborative filtering models can lead to
better prediction accuracy than exterior usage-based models.
The difference between exterior statistics-based CF models
and interior dimension-enhanced CF model lies in the
homophilous neighborhood for the prediction model to learn
users’ preferences. Take the user-oriented models as an
example, when predicting the preference of user u on item i,
u’s neighbors of the exterior usage-based model (NgbrUCorr)
is limited to the k users most similar to user u that have all
used item i, as denoted in Sk u ; i in (1). However, those
users that have not used item i can also have similar prefer-
ences as u. It could happen that the sets of items by two users
sharing similar interests are intersected for only a small
part or even nonoverlapping at all, due to the multitude
of items (hashtags) existing in Twitter. Thus, these user
item usages can also serve as a meaningful source for the
model to learn.

To compare the interior dimension-based and exterior
hashtag usage frequency-based homophilous neighbors, we
resort to Jaccard index [38], a statistic used for the similarity
and diversity comparison of two finite sets, measured by the
size of the intersection over the size of the union of the two
sets. Let JIu denote the difference between interior and
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exterior dimension-based neighborhood selection, then we
have JIu equal to the max Jaccard index between Sku–user u
’s neighbor sets determined through NgbrUEpM and Sku;i–user
u’s neighbor sets determined through NgbrUCorr over all topic
i that user u has posts under (see (10)). Note that while the
neighbors in NgbrUCorr differ with regard to different i, i.e.,
user-topic pair, they remain the same in NgbrUEpM for a given
user with regard to all topics. The reason is that interior
dimensions, like genomes, are more stable compared with
exterior behavior manifestations.

JIu =maxi J Sku, S
k
u;i =

Sku ∩ Sku;i
Sku ∪ Sku;i

, 10

where Sku and S
k
u;i denote user u’s k neighbors inNgbrUEpM and

NgbrUCorr, respectively.
We are particularly interested in how the neighborhood

difference through the interior and exterior dimension-
based neighborhood selection methods varies along the
population distribution for each dimension. The greater the
difference is for the top p percentage with a small value
of p (<50), the more effective the interior dimension or
exterior dimension is in capturing homophily. Equation
(11) gives the Jaccard index of the interior and exterior
dimension-based neighborhood sets for the top p percent-
age of users w.r.t. a specific interior dimension d. Equation
(12) gives the average Jaccard index of the union of the
top p percentage of users for all dimension d.

JId p = avgJIu u ∈Ud,p , 11

JIoverall p = avgJIu udUd,p , 12

where d indexes the interior dimensions identified in
Table 1 and Ud,p denotes the top p percentage of users
w.r.t. a specific dimension d.

Similarly, for topic neighbors, the comparison is con-
ducted between Ski of NgbrUEpM and Ski;u of NgbrUCorr, where

Ski;u denotes the k items rated by u that are most similar to i
and Ski;u differs w.r.t. different u. The Jaccard index is then
analyzed for each of and the union of the 5 topic behavior
interior dimensions (see Table 2).

The results are summarized in Figure 5 for user-based
and topic-based neighborhood selection, respectively. First,
we can see that there exists a significant distinction in interior
dimension-based and exterior behavior-based neighborhood
selection for both user-based and topic-based cases: the aver-
age overlapping percentage in user neighbor selection is only
5.47% (see Figure 5), with the greatest overlapping percent-
age of 40% in user neighborhood; similarly, the average over-
lapping percentage in topic neighbor selection is only 0.69%
(see Figure 5), with the greatest overlapping percentage of
40% in topic neighborhood.

Second, these interior dimensions are not independent,
as the overall overlapping percentage (see the black dashed
curve in Figure 5(a)) is smaller than the additive sum of each.
That is, there are certain users with a high value in one inte-
rior dimension that may also have high value in another
dimension. The user set sorted in decreasing order of the
strengths in each interior dimension is not exclusive, i.e., ∪
Ud,p <∑ Ud,p .

Moreover, we can observe that generally there is a
decreasing trend in the overlap of the interior-based and
exterior dimension-based neighborhoods as the strength in
each interior dimension decreases. On one hand, this obser-
vation is consistent with the finding in the literature about
the positive correlation between content virality and active-
ness, sentiment [40], openness [22], and so on. On the other
hand, it indicates that there is a higher probability observing
exterior pattern for users/topics that are distinctively high in
at least one of the interior dimensions, i.e., the left hand of
each curve. More importantly, it suggests that compared with
exterior dimension-based method, the power of interior
dimension-based method lies in the neighborhood selection
for those with low strengths in the interior dimensions (as
the right hand of the curve is equal to or even smaller than
average, for the latter; see the right hand of the topic hotness
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and trend momentum curves in Figure 5(b)) and is less likely
to observe exterior manifestations.

6.2. Exterior vs. Interior in Explaining User-Topic Preference.
To study the explainability of interior dimensions, we
resort to “latent factor models” by explicitly modeling
the “latent factor space” with behavior interior dimensions.
The “latent factor space” is a hidden layer that tries to
characterize the common focus between each user-item
pair [39]. Previous approaches such as SVD-like (see
(13)) iterative estimation require imputations in order to
fill in the unknown matrix entries as it involves estimation

of millions, or even billions, of parameters, and shrinkage
of estimated values to account for sampling variability
proves crucial to prevent overfitting [41]. Latent factor-
based models transform both items and users to the same
latent factor space so that they can be compared directly.
A typical model associates each user u with a user-factor
vector pu ∈ℝ f and each item i with an item-factor vector qi
∈ℝ f . Each factor measures how much the user likes an item
(e.g., movie) on the corresponding (movie) factor [39].

Among all the variants of this model, SVD is reported to
have one of the best prediction accuracies [36]. This is one of
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the baseline models adopted in this paper. The parameters
are estimated by using stochastic gradient descent to mini-
mize the squared errors. For a given training case rui, we
modify the parameters by moving the opposite direction of
the gradient, yielding (14).

r̂ui = μ + bu + bi + qTi pu, 13

minq∗ ,b∗  〠
u,i ∈K

rui − μ − bu − bi − qTi pu + λ2 qdi
2
+ b2u + b2i ,

14

where μ is the global average; bu and bi denote the user- or
item- specific habitual rating difference from μ; pu ∈ℝ f and
models the user-factor and item-factor vector, respectively;
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and λ2 denotes the extent of regularization to avoid overfit-
ting by penalizing the magnitudes of the parameters.

Instead of modelling latent features through pu and qi, we
model through user interior dimension explicitly with (i)
empirical mean, (ii) global shape, (iii) local shape, and (iv)
multidimension cooccurrence pattern, as shown in (15). Thus,
we have “SVDU

EpM,” “SVDU
DFT,” “SVDU

DWT,” and “SVDU
PCA,”

respectively, for user-oriented interior dimensions.

r̂ui = μ + bu + bi +〠
k

qikduk,

r̂ui = μ + bu + bi +〠
k

〠
l

qaciklθ
ac
ukl ,

r̂ui = μ + bu + bi +〠
k

〠
l

qsiklθ
s
ukl ,

r̂ui = μ + bu + bi +〠
k

〠
l

qiklo
u
kl ,

15

where duk denotes the empirical mean of each dimension
(k is the dimension number) for user u, θacukl denotes the
DFT- (discrete Fourier transform-) based global shape fea-
ture with the largest l nonzero frequency coefficients, θsukl
denotes the DWT- (discrete wavelet transform-) based local
shape with l DWT coefficients (note that considering the
41-week coverage, here we use the 2nd–8th coefficients, with
the 1st one being the average amplitude), and oukl denotes
PCA- (principal component analysis-) based cooccurrence
pattern, with ouk = oukl as the eigenvector of dimension k
obtained from the covariance matrix for the multiple behav-
ior interior dimensions.

Similarly, for topic-oriented interior dimensions, we have
“SVDT

EpM,” “SVDT
DFT,” “SVDT

DWT,” and “SVDT
PCA.” Note that

a normalization procedure is required specifically for
“SVDU

DFT” and “SVDT
DFT” to make them converge. It is

because DFT coefficients are not a constraint to the range
0, 1 as other patterns do, but with the greatest possible
value around 40. This is the intrinsic process of Fourier
transformation of original time series into a finite combi-
nation of complex sinusoids.

While previous results show that user-oriented interior
dimensions capture homophily better and lead to better
prediction accuracy, topic behavior interior dimensions
have better explainability than user behavior interior
dimensions (see Figure 6). The accuracy starts to improve
at a smaller value of N (around 2) for topic-oriented models,
with the highest reaching 43% (N = 20), whereas there is a
slight improvement for user-oriented models starting around
N = 10, with recall@20 only 37.1%. Interestingly, we could
observe that analyses focusing on topic factor explanations
are dominating in the literature.

For example, in movie recommendation, some obvious
factors include genre and orientation to children. Some less
well-developed dimensions include “depth of character
development” or “quirkiness” [39]. A plausible explanation
might be that user-oriented dimensions are harder to be pre-
cisely captured than topic-oriented dimensions. Robust

answers to whether and which of these behavior interior
dimensions bear a significant explainability require a more
direct measurement of user behavior interior dimensions
based on traditional psychometric tool, such as NEO PI or
Big Five Factor inventory [19].

Based on these results, we have the following insights:
first, interior dimension-based similarity in user preference
and their impact propagation comprise a more crucial factor
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set in the top-N hashtag recommendation than exterior
usage-based similarity in user preference and their impact
propagation as they provide a better support of the above
two conditions. Rather than mixed together like exterior
dimension-based similarity in user preference and their
impact propagation, interior dimension-based neighborhood
user set and the user set that impacts their decisions are
almost exclusive. Thus, the linear combination of these two
factors in Section 4.2 is reasonable. Besides, it gives us some
insights in traditional impact propagation identification
study [42, 43]: the confounding phenomenon with homo-
phily might arise from the single exterior adoption behavior
manifestation basis; approaching from interior dimension
might provide a better segmentation.

7. Conclusion

In this paper, we present an integration model that empha-
sizes the behavior interior dimensions rather than the exte-
rior transactional statistics in capturing user preference. We
test the model on real-world Twitter data, and the results
demonstrate that a higher recall rate can be achieved.

Our main contribution is to use the domain knowledge-
based behavior interior dimensions to capture as much
interdependence among the data as possible. The interdepen-
dence betweenmultiple data sources is captured in two levels.
Firstly, the interdependence information among raw data
sources is captured as behavior interiors in Tables 1 and 2
for users and topics, respectively. Secondly, their interdepen-
dence and temporal relations are further considered.

The second contribution is that we offer a Jaccard
index-based metric to clearly gauge the difference between
the interior dimension-based approach and the exterior
dimension-based approach in the neighbor selection by
measuring the overall overlapping percentage of the neighbor
sets generated through these two methods.

Another contribution is that by incorporating multiple
interior dimensions in hashtag recommendation models,
the explainability of hashtag recommendation is greatly
enhanced. Most often, users are facing “black box” recom-
mendations, such as the latent factor models, where the
user-item rating (i.e., user-hashtag adoption times) matrix
is factorized to a joint latent factor space of dimensionality
(see the above analysis in Section 6), and ratings (i.e., adop-
tion times) are modeled as the inner products in that space.
In this sense, the interior dimensions make the prediction
more explainable.

As for the future work, we note that in addition to
the prediction task that we are dedicated to do in this
paper, namely, user-hashtag recommendation, this inte-
rior dimension-based approach may be applied to other
predictive tasks, such as the diffusion and retweet dynamics
prediction. A second direction is to compare the effectiveness
of the behavior interior dimension-based methods and those
exterior statistics-based methods, e.g., some notable methods
are topic feature-related diffusion prediction-based LDA
(latent Dirichlet allocation) [44]. As we have mentioned
above, the behavior interior dimensions can better capture
the subtle differences in users’ characteristics if the data is

heterogeneous and interrelated in nature. When the diffusion
pattern is homogeneous and clear-cut, such as retweet, the
exterior statistics-based approach may sometimes outper-
form the interior dimension-based approach. Another direc-
tion is to investigate how to integrate the behavior interior
dimensions with the time-dependent modeling approach in
the predictive tasks to enhance the prediction accuracy. For
example, TiDeH (time-dependent Hawkes process) [45]
models the number of retweets as a self-exciting point
process and acknowledges the differences between users by
explicitly taking the behavior characteristics into consider-
ation, even though on an exterior statistic basis. By intro-
ducing an intermediate layer of the behavior interior
dimensions, it can be expected that the interpretation of
the raw data in the dynamic diffusion process is to be
greatly enhanced and improved.
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Early detection and treatment are regarded as the most effective ways to prevent suicidal ideation and potential suicide
attempts—two critical risk factors resulting in successful suicides. Online communication channels are becoming a new way for
people to express their suicidal tendencies. This paper presents an approach to understand suicidal ideation through online
user-generated content with the goal of early detection via supervised learning. Analysing users’ language preferences and topic
descriptions reveals rich knowledge that can be used as an early warning system for detecting suicidal tendencies. Suicidal
individuals express strong negative feelings, anxiety, and hopelessness. Suicidal thoughts may involve family and friends. And
topics they discuss cover both personal and social issues. To detect suicidal ideation, we extract several informative sets of
features, including statistical, syntactic, linguistic, word embedding, and topic features, and we compare six classifiers, including
four traditional supervised classifiers and two neural network models. An experimental study demonstrates the feasibility and
practicability of the approach and provides benchmarks for the suicidal ideation detection on the active online platforms: Reddit
SuicideWatch and Twitter.

1. Introduction

Suicide might be considered as one of the most serious social
health problems in the modern society. Many factors can lead
to suicide, for example, personal issues, such as hopelessness,
severe anxiety, schizophrenia, alcoholism, or impulsivity;
social factors, like social isolation and overexposure to
deaths; or negative life events, including traumatic events,
physical illness, affective disorders, and previous suicide
attempts. Thousands of people around the world fall victims
to suicide every year, making suicide prevention become a
critical global public health mission.

Suicidal ideation or suicidal thoughts are people’s
thoughts of committing suicide. It can be regarded as a risk
indicator of suicide. Suicidal thoughts include fleeting
thoughts, extensive thoughts, detailed planning, role playing,

and incomplete attempts. According to a WHO report [1],
788,000 people estimated worldwide committed suicide in
2015. And a large number of people, especially teenagers,
were reported having suicidal ideation. Thus, one possible
approach to preventing suicide effectively is early detection
of suicidal ideation.

With the widespread emergence of mobile Internet
technologies and online social networks, there is a growing
tendency for people to talk about their suicide intentions in
online communities. This online content could be helpful
for detecting individuals’ intentions and their suicidal idea-
tion. Some people, especially adolescents, choose to post their
suicidal thoughts in social networks, ask about how to
commit suicide in online communities, and enter into online
suicide pacts. The anonymity of online communication also
allows people to freely express the pressures and anxiety they
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suffer in the real world. This online user-generated content
provides another possible angle for early suicide detection
and prevention.

Previous research on suicide understanding and preven-
tion mainly concentrates on its psychological and clinical
aspects [2]. Recently, many studies have turned to natural
language processing methods and classifying questionnaire
results via supervised learning, which learns a mapping
function from labelled training data [3]. Some of these
researches have used the “International Personal Examina-
tion Screening Questionnaire,” and analysed suicide blogs
and posts from social networking websites. However, these
studies have their limitations. (1) From both a psychological
and a clinical perspective, collecting data and/or patients is
typically expensive, and some online data may help in
understanding thoughts and behaviours. (2) Simple feature
sets and classification models are not predictive enough to
detect suicidal tendencies.

In this paper, we investigate the problem of suicidal
ideation detection in online social websites, with a focus
on understanding and detecting the suicidal thoughts in
online user content. We perform a thorough analysis of
the content, the language preferences, and the topic
descriptions to understand the suicidal thoughts from a
data mining perspective. Six different sets of informative
features were extracted and six supervised learning
algorithms were compared to detect suicidal ideation
within the data. It is a novel application of automatic sui-
cidal intention detection on social content with the combi-
nation of our proposed effective feature engineering and
classification models.

This paper makes notable contributions and novelties to
the literature in the following respects:

(1) Knowledge discovery: this is a novel application of
knowledge discovery and data mining to detect sui-
cidal ideation in online user content. Previous work
in this field has been conducted by psychological
experts with statistical analysis; this approach reveals
knowledge on suicidal ideation from a data analytic
perspective. Insights from our analysis reveal that
suicidal individuals often use personal pronouns to
show their ego. They are more likely to use words
expressing negativity, anxiety, and sadness in their
dialogue. They are also more likely to choose the
present tense to describe their suffering and the
future tense to describe their hopelessness and plans
for suicide.

(2) Dataset and platform: this paper introduces the Red-
dit platform and collects a new dataset for suicidal
ideation detection. Reddit’s SuicideWatch BBS is a
new online channel for people with suicidal ideation
to express their anxiety and pressures. Social volun-
teers respond in positive, supportive ways to relieve
the depression and hopefully prevent potential sui-
cides. This data source is not only useful for suicide
detection but also for studying how to effectively pre-
vent suicide through effective online communication.

(3) Features, models, and benchmarking: rather than
using basic models with simple features for suicidal
ideation detection, this approach (1) identifies
informative features from a number of perspectives,
including statistical, syntactic, linguistic, word
embedding features, and topic features; (2) compares
with different classifiers from both traditional and
deep learning perspectives, such as support vector
machine [4], Random Forest [5], gradient boost clas-
sification tree (GBDT) [6], XGBoost [7], multilayer
feed forward neural net (MLFFNN) [8], and long
short-term memory (LSTM) [9]; and (3) provides
benchmarks for suicidal ideation detection on Suici-
deWatch on Reddit, one active online forum for com-
munication about suicide.

This paper is organised as follows. In Section 2, we review
the related works on suicide analysis and detection. We
introduce the datasets in Section 3 along with data explora-
tion and knowledge discovery. Section 4 describes the classi-
fication and feature extraction methods. Section 5 is the
experimental study. We conclude this paper in Section 6.

2. Related Works

Suicide detection has drawn the attention of many
researchers due to an increasing suicide rate in recent years.
The reasons of suicide are complicated and attributed to a
complex interaction of many factors [10]. The research tech-
niques used to examine suicide also span many fields and
methods. For example, clinical methods may examine
resting-state heart rate [11] and event-related instigators
[12]. Classical methods also include using questionnaires to
assess the potential risk of suicide and applying clinician-
patient interactions [13].

The goal of text-based suicide classification is to deter-
mine whether candidates, through their posts, have suicidal
ideation. Such techniques include suicide-related keyword
filtering [14, 15] and phrase filtering [16].

Machine learning methods especially supervised learning
and natural language processing methods have also been
applied in this field. The main features consist of N-gram
features, knowledge-based features, syntactic features, context
features, and class-specific features [17]. Besides, word
embedding [18] and sentence embedding [19] are well
applied. Models for cybersuicide detection include regression
analysis [20], ANN [21], and CRF [22]. Okhapkina et al. built
a dictionary of terms pertaining to suicidal content and
introduced term frequency-inverse document frequency
(TF-IDF) matrices for messages and a singular vector decom-
position for matrices [23]. Mulholland and Quinn extracted
vocabulary and syntactic features to build a classifier for
suicidal and nonsuicidal lyricists [24]. Huang et al. built a psy-
chological lexicon dictionary and used an SVM classifier to
detect cybersuicide [25]. Chattopadhyay [8] proposed amath-
ematical model using Beck’s suicide intent scale and applying
multilayer feed-forward neural network to classify suicide
intent. Pestian et al. [26] and Delgado-Gomez et al. [27] com-
pared the performance of different multivariate techniques.

2 Complexity



The relevant extant research can also be viewed accord-
ing to the data source.

2.1. Questionnaires. Mental disorder scale criteria such as
DSM-IV (https://www.psychiatry.org/psychiatrists/practice/
dsm) and ICD-10 (http://apps.who.int/classifications/icd10/
browse/2016/en), and the “International Personal Disorder
Examination Screening Questionnaire” (IPDE-SQ) provide
good tools for evaluating an individual’s mental status and
their potential for suicide. Delgado-Gomez et al. classified
the results of IPDE-SQs based on “Barrat’s Impulsiveness
Scale” (version 11) [28] and the “Holmes-Rahe Social Read-
justment Rating Scale” to identify people likely to attempt
suicide [27].

2.2. Suicide Notes. Suicide notes provide material for natu-
ral language processing. Previous approaches have exam-
ined suicide notes using content analysis [26], sentiment
analysis [17, 29], and emotion detection [22]. In the age
of cyberspace, suicide notes are now also written in the
form of web blogs and can be identified as carrying the
potential risk of suicide [14].

2.3. Online User Content.Cash et al. [30], Shepherd et al. [31],
and Jashinsky et al. [16] have conducted psychology-based
data analysis for content that suggests suicidal tendencies in
the MySpace and Twitter social networks. Ren et al. explored
accumulated emotional information from online suicide
blogs [32]. O’Dea et al. developed automatic suicide detection
on Twitter by applying logistic regression and SVM on TF-
IDF features [33]. Reddit has also attracted much research
interest. Huang and Bashir applied linguistic cues to analyse
the reply bias [34]. De Choudhury et al. did many works on
suicide-related topics in Reddit including the effect of celeb-
rity suicides on suicide-related content [35] and the transi-
tion from mental health illness to suicidal ideation [36].

A questionnaire is a useful tool for collecting data, but it
costs highly. Suicide notes are useful materials for training a
classifier. The current dataset of suicide notes is quite small.
Automatic detection on online user content will be a promis-
ing way for suicide detection and prevention. Our proposed
method investigated a better solution with effective feature
engineering on a bigger social dataset than the previous work.
And it can adapt to real-world application with the ability of
automatic detection compared with questionnaires.

3. Data and Knowledge

We collect the suicidal ideation texts from Reddit and Twitter
and manually check all the posts to ensure they were

correctly labelled. Our annotation rules and examples of
posts appear in Table 1.

3.1. Reddit Dataset. Reddit is a registered online community
that aggregates social news and online discussions. It consists
of many topic categories, and each area of interest within a
topic is called a subreddit.

In this dataset, online user content includes a title and a
body of text. To preserve privacy, we replace personal
information with a unique ID to identify each user. We col-
lected posts with potential suicide intentions from a subred-
dit called “SuicideWatch”(SW) (https://www.reddit.com/r/
SuicideWatch/). Posts without suicidal content were sourced
from other popular subreddits (https://www.reddit.com/r/
all/, https://www.reddit.com/r/popular/). The collection of
nonsuicidal data is totally a user-generated content, and the
posts of news aggregation and administrator are excluded.
To facilitate the study and demonstration, we will study the
balanced dataset in Reddit and study imbalanced dataset in
Twitter in the following subsection.

The Reddit dataset includes 3549 suicidal ideation
samples and a number of nonsuicide texts. In particular, we
construct two datasets for Reddit as shown in Table 2. The
first dataset includes two subreddits in which one is from
SuicideWatch and another is from popular posts in Red-
dit. The second dataset is composed of six subreddits that
include SuicideWatch and another five hot topics: gaming
(https://www.reddit.com/r/gaming/), jokes (https://www.
reddit.com/r/Jokes/), books (https://www.reddit.com/r/
books/), movies (https://www.reddit.com/r/movies/), and
AskReddit (https://www.reddit.com/r/AskReddit/). In the
second dataset, the combination of SuicideWatch with
any other subreddit will be a new balanced subdataset,
for example, suicide versus gaming and suicide versus
jokes. These two datasets will be studied on Subsections
5.1 and 5.2 separately.

Table 1: Annotation rules and examples of social texts.

Categories Rules Examples

Suicide text
(i) Expressing suicidal thoughts I want to end my life tonight.

(ii) Including potential suicidal actions Yesterday, I tried to cut my wrist, but failed.

Nonsuicide text

(i) Formally discussing suicide The global suicide rate is increasing.

(ii) Referring to other’s suicide I am so sad to hear that Robin Williams ended his life.

(iii) Not relevant to suicide I love this TV show and watch every week.

Table 2: Two balanced Reddit datasets.

Dataset Subreddits

1 SuicideWatch versus others (nonsuicide)

2

SuicideWatch versus gaming

SuicideWatch versus jokes

SuicideWatch versus books

SuicideWatch versus movies

SuicideWatch versus AskReddit
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3.2. Twitter Dataset. Many online users also want to talk
about the suicidal ideation in social networks. However,
Twitter is quite different with Reddit as (1) each tweet’s
length is limited in 140 characters (this limit is now 280
characters), (2) tweet users may have some social network
friends from the real world while Reddit users are fully
anonymous, and (3) the communication and interaction
type are totally different between social networking web-
sites and online forums.

The Twitter dataset is collected using a keyword filtering
technique. Suicidal words and phrases include “suicide,”
“die,” and “end my life.” Many of the collected tweets have
the suicidal-related words, but they possibly talk about a sui-
cide movie or advertisement which does not contain suicidal
ideation. Therefore, we manually checked and labeled col-
lected tweets according to the annotation rules in Table 1.
Finally, the Twitter dataset has totally 10,288 tweets with
594 tweets (around 6%) with suicidal ideation. This dataset
is an imbalanced dataset and will be studied in Section 5.3.

3.3. Data Exploration and Knowledge Discovering. To under-
stand suicidal individuals, we analysed the words, languages,
and topics in online user content.

3.3.1. Word Cloud.Word clouds were used to provide a visual
understanding of the data. The users’ posts in Reddit and
tweets in Twitter with potential suicide risk are showed
separately in Figures 1(a) and 1(b). As we can see, suicidal
posts frequently use words such as “life,” “suicide,” and “kill,”
providing a direct indication of the users’ suicidal thoughts.
Words expressing feelings or intentions are also frequently
used, such as “feel,” “want,” and “know.” For example, some
suicidal posts wrote, “I feel like I have no one left and I want
to end it,” “I want to end my life,” and “I don’t know how
much of it was psychological trauma.”

In addition, the dominant words in these two social plat-
forms have different styles due to the posting rules of the
platforms. The Reddit users are willing to compose their
posts in a specific way. For instance, they describe their life
events and their stories about their friends. While the content
in Twitter is much more straightforward with expressions
like “want kill,” “going kill,” and “wanna kill.” The details
are usually not included in their tweets.

3.3.2. Language Preferences. Language preferences provide an
overview of the statistical linguistic information of the data.
The listed variables shown in Table 3 were extracted using
LIWC 2015 [37]. All these categories are features based on
word counts. We calculated the average value of each variable
in both suicide-related texts and suicide-free posts. As shown
in the table, content with or without suicidality quite differs
in many items.

(i) Users with suicidal ideation use many personal pro-
nouns to show their ego. For example, “I want to end
my life.”

(ii) They express more negative emotions, like anxiety
and sadness. For example, “I was drowning in guilt
and depression for several years after.”

(iii) As for the tense, texts with suicidal ideation tend
to use the present and future tense. They tend to
use the present tense to describe their suffering,
pain, and depression. For example, “I’m feeling
so bad.” The future tense is used to describe their
hopeless feelings about the future and their suicide
intentions. For example, “I’m eventually going to
kill myself.”

(iv) Both types of posts discuss family and friends and
make female or male references.

(a) Reddit word cloud (b) Twitter word cloud

Figure 1: Word cloud visualisation of suicidal texts in Reddit and Twitter.

Table 3: Linguistic statistical information extracted by LIWC.

Average word count Suicide Nonsuicide

Personal nouns 30.01 14.6

Quantifiers 3.78 3.37

Positive emotion 5.61 7.84

Negative emotion 11.12 4.89

Anxiety 1.46 0.55

Sadness 3.86 0.63

Past focus 6.78 6.27

Present focus 34.81 17.86

Future focus 4.06 1.76

Family 1.07 0.82

Friend 1.02 0.78

Female references 0.95 1.35

Male references 1.03 2.40

Work 2.50 3.92

Money 0.60 1.38

Death 4.81 0.61

Swear words 1.47 1.62
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(v) Unsurprisingly, more words related to death appear
in texts about suicide. For example, “kill,” “die,” “end
life,” and “suicide.”

(vi) Both types of posts contain a similar number of
swear words.

One of the findings from Table 3 and Figure 1 is that
people with suicidal thoughts tend to directly show their
intentions in anonymous online communities when faced
with some kinds of problem in the real world. Their posts
often show negative feelings with strong ego and intention.

3.3.3. Topic Description. We extracted 10 topics from posts
containing suicidal ideation using the latent Dirichlet alloca-
tion (LDA) [38] topic modelling method, as shown in
Table 4. There are some Internet slangs such as “tx” (thanks)
and abbreviations like “im” (I am) and “n’t” (“negatory”). In
the field of standard natural language processing, personal
words like “I,” “me,” and “you” are stop words and should
be removed, but we kept them in this exploration because
they contain important information. Thus, there are many
personal pronouns included in these topic words, which are
identical to the results in Table 3.

Interestingly, we observed that posts containing suicidal
themes could be summarised into three categories: internal
factors, external social factors, and mixed internal/external
factors. Specifically, internal factors, including words like
“know” (topics 3, 4, 5, and 7), “want,” “feel” and “like” (topics
5 and 7), and “hope” (topic 9) express people’s feelings,
intentions, and desires, while other words such as “money”
and “working” (topic 1), “friend” (topics 2 and 5), “school”
(topic 3), “surgery” (topic 6), “crisis” (topic 9), and “accident”
(topic 10) indicate that posts are linked to social factors. In
topic 3, 5, 9, and 10, both factors are represented.

4. Methods and Technical Solutions

4.1. Feature Processing. By preprocessing and cleaning the
data in advance, we extracted several features including
statistics, word-based features (e.g., suicidal words and
pronouns), TF-IDF, semantics, and syntactics. Additionally,
we used distributed features by training neural networks to

embed word into vector representations, along with topic
features extracted by LDA [38] as unsupervised features.

4.1.1. Statistical Features. User-generated posts are varied in
length, and some statistical features can be extracted from
texts. Some posts use short and simple sentences, while
others use complex sentences and long paragraphs.

After segmentation and tokenisation, we captured statis-
tical features as follows:

(i) The number of words, tokens, and characters in the
title

(ii) The number of words, tokens, characters, sentences,
and paragraphs in the text body

4.1.2. Syntactic Features: POS. Syntactic features are useful
information in natural language processing tasks. We
extracted parts of speech (POS) [39] as features for our
suicidal ideation detection model to capture the similar
grammatical properties in users’ posts.

Common POS tags include nouns, verbs, participles, arti-
cles, pronouns, adverbs, and conjunctions. POS subgroups
were also identified to provide more detail about the gram-
matical properties of the posts. Each post was parsed and
tagged, and the number of each category in the title and text
body was simply counted.

4.1.3. Linguistic Features: LIWC. Online users’ posts usually
contain emotions, relativity, and harassment words. Lexi-
cons are widely applied for extracting these features. To
analyse the linguistic and emotional features in the data,
we used Linguistic Inquiry and Word Count [37] (LIWC
2015 (http://liwc.wpengine.com/)) which was proposed
and developed by the University of Texas at Austin. This
approach was used in a previous study [34]. The tool
contains a powerful internally built dictionary for match-
ing the target words in posts when parsing data. About
90 variables were output. In addition to word count-
based features, it could extract features based on emotional
tone, cognitive processes, perceptual processes, and many
types of abusive words. Specific categories include word
count, summary language, general descriptors, linguistic

Table 4: Topic words extracted from posts containing suicidal thoughts.

Number Top 10 words for each suicide-related topics in SuicideWatch

1 Money, working, suicide, gun, fucked, come, yet, failed, erase, thats

2 Said, got, went, started, friend, back, father, told, mother, girl

3 Im, school, go, year, time, know, one, ive, day, got

4 Mm, dont, its, ive, cant, get, know, around, time, pain

5 Im, feel, like, want, know, friend, would, life, get, time

6 Imagine, cellophane, abandoned, anyone, medical, cheated, mr, surgery, yelling, letter

7 Im, want, life, like, get, feel, ive, know, year, even

8 Fucking, very, tomorrow, bottom, accept, sharp, n’t, went, wife, attacked

9 Condition, suicide, also, hope, tx, california, chronic, jumping, crisis, age

10 Please, find, mother, car, social, live, need, accident, debt, month
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dimensions, psychological constructs, personal concern,
informal language markers, and punctuation.

4.1.4. Word Frequency Features: TF-IDF. Many kinds of
expression are related to suicide. We used TF-IDF to extract
these features and measure the importance of various words
from both suicidal posts and nonsuicidal posts. TF-IDF
measures the number of times that each word occurs in the
documents and adds a penalty depending on the frequency
of the word in the entire corpus.

4.1.5. Word Embedding Features. The distributed representa-
tion, which is able to preserve the semantic information in
texts, is popular and useful for many natural language pro-
cessing tasks. It embeds words into a vector space. There
are several techniques for word embedding. We employed
the word2vec ([18], https://code.google.com/archive/p/
word2vec/) to derive a distributed semantic representation
of the words.

There are two architectures for word2vec word embed-
ding, that is, CBOW and Skip-gram. CBOW predicts the
present word based on the context, Skip-gram predicts the
closest words to the current word provided.

4.1.6. Topic Features. Suicidal posts and nonsuicidal posts
talk about different topics which can provide good under-
standing for two categories. We applied the latent Dirich-
let allocation (LDA) [38] to reveal latent topics in user
posts. Each topic is a mixture probability of word occur-
rence in the topic, and each post is a mixture probability
of topics.

Given the set of documents and the number of topics,
we used LDA to extract the topics from each posts, then
calculate the probability that each post belonged to every
generated topics. Hence, the posts are represented by their

thematic properties as probability vectors at the length of
the number of topics.

(1) Feature Visualisation. To understand the informativeness
of these feature sets, we visualise the features on the Reddit
dataset in a 2-dimensional space by using principal compo-
nent analysis (PCA) [40] in Figure 2. The results demonstrate
that we indeed extract features that can largely separate the
points in different classes. We will further validate the effec-
tiveness of our feature sets in Section 5.

4.2. Classification Models. Suicidality detection in social con-
tent is a typical classification problem of supervised learning.
Given a dataset xi, yi

n
i consisting a set of texts xi

n
i with

labels yi
n
i , we trained a supervised classification model to

learn the function from the training data pairs of input
objects and supervisory signals:

yi = F xi , 1

where yi = 1 means that the expression xi is “suicide text”
(ST), otherwise yi = 0 means “not suicide text (non-ST).”
The training or learning of the classification model is to min-
imise the prediction error in the given training data. The pre-
diction error is to be presented as a loss function L y, F x
where y is the real label and F x is the predicted label by
using classification model. In summary, the goal of training
algorithm is to obtain an optimal prediction model F x by
solving below optimisation task:

F̂ = argmin
F

Ex,y L y, F x 2

Different classification methods may have different defi-
nition of loss function and predefined structure of model.
We employed both classical supervised learning classification

(a) Statistical (b) POS (c) TF-IDF

(d) Topics (e) LIWC (f) Word embedding

Figure 2: Visualisation of extracted features using PCA.
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methods and deep learning methods to solve the suicidal ide-
ation classification task.

The structure of our feature extraction method is shown
in Figure 3. As mentioned in Section 4.1, features comprised
statistics, POS counts, LIWC features, TF-IDF vectors,
and topic probability features. Among these features, we
applied POS features and LIWC features to both the title
and text body of user posts. We combined the title and
the body into one piece of text to extract topic probability
vectors and TF-IDF vectors. All extracted features were
input to the classifiers.

5. Empirical Evaluation

5.1. Comparison and Analysis on Suicide versus Nonsuicide.
This section compares various classification methods using
different combinations of features with 10-fold cross
validation (Our codes are available in https://github.com/
shaoxiongji/sw-detection). The specific classification models
include support vector machine [4], Random Forest [5],
gradient boost classification tree (GBDT) [6], XGBoost [7],
and multilayer feed-forward neural net (MLFFNN) [8].
SVM is able to solve problems that are not linearly separable
in lower space by constructing a hyperplane in high-
dimensional space. It can be adapted to many kinds of classi-
fication tasks [41, 42]. Random Forest, GBDT, and XGBoost
are tree ensemble methods that use decision trees as base
classifiers and produce a form of committee to gain better
performance than any single base classifier. MLFFNN takes
the different features as input and learns the combination
of them with nonlinearity.

For comparison and to solve the problem of understand-
ing the semantic meaning and syntactic structure of
sentences, deep learning provides powerful performance
[43]. We used long short-term memory (LSTM) [9] network,
one state-of-the-art deep neural network. LSTM takes the
title and text body of user posts with word embedding as its
inputs and uses memory cell to preserve the state over long
periods, capturing the long-term dependencies in long con-
versation detection.

As shown in Table 5, all methods’ performance increases
by combining more features on the whole. This observation
validates the effectiveness and informativeness of our
extracted features. However, the contribution each feature
makes varies, which leads to fluctuations in the results of
individual methods. The XGBoost had the best performance
of the six methods when taking all groups of features as

inputs. Although LSTM does not require feature processing
and is renowned for its state-of-the-art performance in many
other natural language processing tasks, it did not perform as
well as some of the other ensemble learning methods with
sufficient features in this case. Random Forest, GBDT,
XGBoost, and MLFFNN with proper features produced bet-
ter accuracy and F1 scores than LSTM on our Reddit dataset.
Admittedly, deep learning with word embedding is rather
convenient and typically achieves adequate results, even
without complicated feature engineering.

The AUC performance measurement in each classifica-
tion is the area under the receiver operating characteristic
curve with all extracted features. In the last column of
Table 5, the AUC has an increasing tendency with more com-
bined features. The XGBoost method gains the highest AUC
of 0.9569 while other methods have very similar AUC value
above 0.9.

5.2. Suicide versus Single Subreddit Topics. To evaluate the
classification on suicide with any other specific online com-
munities, we extended our datasets and experiments to other
specific subreddits, including “gaming,” “jokes,” “books,”
“movies,” and “AskReddit.”

The results are shown in Figure 4. Using the features
extracted with our approach was a very effective way of clas-
sifying the suicidal ideation posts from another subreddit
domain. In fact, the classification results on suicidal dataset
versus the subreddit dataset were better than suicidal versus
nonsuicidal dataset where the nonsuicidal samples are com-
posed of multiple popular subreddit domains. In these exper-
iments, XGBoost produced the best results on “movies” and
“AskReddit” in terms of accuracy and F1 scores. LSTM and
Random Forest outperformed the other models in “gaming”
and “books,” respectively.

5.3. Experiments on Twitter Dataset. To evaluate the perfor-
mance of our proceeded features and the classification
models, we do another experiment on our Twitter dataset.
Tweet text without long text body is different with Reddit
text. Thus, for the experimental setting, there is a slight differ-
ence between them. We exclude the number of paragraphs
in statistical features, POS, and LIWC features of text bod-
ies. The rest of the settings are similar to our previous
experiment. Considering the class imbalance in Twitter
data, we adopt undersampling techniques. The results are
the average metrics of each undersampled data shown in
Table 6. The receiver operating characteristic curves of

+Title Text body

Statistics POS LIWC TF-IDF Topics LIWC POS Statistics

Classifier

Figure 3: The model’s structure for Reddit dataset.
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these methods are showed in Figure 5. In these dataset,
Random Forest gains better performance than most
models except for the metric of precision in which the
MLFFNN gains a slightly better result.

6. Conclusion

The amount of text keeps growing with the popularisation
of social networking services. And suicide prevention

Suicide versus
gaming

Suicide
versus jokes

Suicide
versus books

Suicide
versus movies

Suicide versus
Ask Reddit

0.7

0.8

0.9

1

A
cc

ur
ac

y

Random Forest

GBDT

XGBoost

SVM

MLFFNN

LSTM

Figure 4: Classification for suicidal ideation of SuicideWatch versus other six subreddits.

Table 5: Comparison of different methods using different features.

Methods Features Acc. Prec. Recall F1-score AUC

SVM

Statistics 0.8064 0.8045 0.8189 0.8116 0.8061

Statistics + topic 0.8609 0.881 0.8406 0.8603 0.8613

Statistics + topic + TF-IDF 0.8571 0.8414 0.8865 0.8634 0.8565

Statistics + topic + TF-IDF +POS 0.8674 0.8545 0.8916 0.8727 0.8670

Statistics + topic + TF-IDF + POS+ LIWC 0.9123 0.9144 0.9133 0.9138 0.9123

Random Forest

Statistics 0.7732 0.8094 0.7258 0.7653 0.7741

Statistics + topic 0.8973 0.8922 0.9082 0.9001 0.8971

Statistics + topic + TF-IDF 0.8915 0.8795 0.912 0.8954 0.8911

Statistics + topic + TF-IDF +POS 0.8986 0.8801 0.9273 0.9031 0.8981

Statistics + topic + TF-IDF + POS+ LIWC 0.9357 0.9213 0.9554 0.938 0.9353

GBDT

Statistics 0.7505 0.7632 0.7398 0.7513 0.7507

Statistics + topic 0.898 0.8856 0.9184 0.9017 0.8976

Statistics + topics + TF-IDF 0.896 0.89 0.9082 0.899 0.8958

Statistics + topic + TF-IDF +POS 0.8928 0.8893 0.9018 0.8955 0.8926

Statistics + topic + TF-IDF + POS+ LIWC 0.9461 0.9354 0.9605 0.9478 0.9458

XGBoost

Statistics 0.7667 0.7822 0.7513 0.7664 0.7670

Statistics + topic 0.8999 0.8938 0.912 0.9028 0.8997

Statistics + topic + TF-IDF 0.9019 0.8941 0.9158 0.9049 0.9016

Statistics + topic + TF-IDF +POS 0.9103 0.8998 0.9273 0.9133 0.9100

Statistics + topic + TF-IDF + POS+ LIWC 0.9571 0.9499 0.9668 0.9583 0.9569

MLFFNN

Statistics 0.7647 0.7742 0.7742 0.7742 0.7731

Statistics + topic 0.8821 0.8740 0.8525 0.8631 0.8961

Statistics + topic + TF-IDF 0.8606 0.8369 0.8401 0.8385 0.8855

Statistics + topic + TF-IDF +POS 0.9068 0.9038 0.8868 0.8952 0.9369

Statistics + topic + TF-IDF + POS+ LIWC 0.9283 0.9391 0.9205 0.9295 0.9403

LSTM word2vec word embedding 0.9266 0.9786 0.8750 0.9239 0.9276
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remains an important task in our modern society. It is
therefore essential to develop new methods to detect
online texts containing suicidal ideation in the hope that
suicide can be prevented.

In this paper, we investigated the problem of suicidality
detection in online user-generated content. We argue that
most work in this field was conducted by psychological
experts with statistical analysis, which is limited by the cost
and privacy issue in obtaining data. By collecting and analys-
ing the anonymous online data from an active Reddit plat-
form and Twitter, we provide rich knowledge that can
complement the understanding of suicidal ideation and
behaviour. Though applying feature processing and classifi-
cation methods to our carefully built datasets, Reddit and
Twitter, we evaluated, analysed, and demonstrated that our
framework can achieve high performance (accuracy) in dis-
tinguishing suicidal thoughts out of normal posts in online
user content.

While exploiting more effective feature sets, complex
models or other factors such as temporal information may
improve the detection of suicidal ideation—these will be
our future directions; the contribution and impact of this
paper are threefold: (1) delivering rich knowledge in under-
standing suicidal ideation, (2) introducing datasets for the

research community to study this significant problem, and
(3) proposing informative features and effective models for
suicidal ideation detection.
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In this paper, we employ Weibo Index as the proxy for investor attention and analyze the relationships between investor attention
and stock market performance, i.e., trading volume, return, and volatility. The empirical results firstly show that Weibo attention is
positively related to trading volume, intraday volatility, and return. Secondly, there exist bidirectional causal relationships between
Weibo attention and stock market performance. Thirdly, we generally find that higher Weibo attention indicates higher correlation
coefficients with the quantile regression analysis.

1. Introduction

The development of the Internet offers investors more
channels to obtain information, discuss market performance,
and communicate their forecasting. Also, the change of
information environment has made the information network
between investors and markets more complex and harder to
analyze. Various websites have their own functions and user
structures so that different websites have distinct degrees of
influence on investors, e.g., Twitter, Facebook, Google, Baidu
Index, and Sina Weibo. As the largest social media website in
China, Sina Weibo has 340 million active registered users
until the first quarter of 2017. It has exceeded Twitter and
become the social platform which has most active registered
users in the world. Almost all Chinese listed companies and
government agencies have their own official Weibo accounts
to publish information and discuss the influence by major
policy changes. At the same time, many investors who are
regarded as more technical and specialized than most of indi-
vidual investors also use Sina Weibo to share their opinions
and forecast stock market performance. In that sense, the
use of Sina Weibo helps individual investors to obtain news
and it also can be used to measure the change of investor
attention. Therefore, the focus of this paper is on the

relationships between SinaWeibo attention and stock market
performance, i.e., trading volume, volatility, and return.

In recent empirical studies, many scholars investigated
the relationships between investor attention measured by
open-source information and stock market performance
[1–3]. Some studies have shown that investor attention
measured from Twitter [4, 5], Google [6], Facebook [7],
Baidu Index [8, 9], and other channels [2, 10] can be used
to analyze the stock performance. In particular, Chen [11]
used Google search volume to measure investor attention to
analyze global stock markets. Vozlyublennaia [12] used
Google search frequency to measure investor attention and
found that there was a significant short-term change in index
returns following an increased attention but a shock to
returns leads to a long-term change in attention. Bank et al.
[13] explored the relationship between Google search volume
and German stock performance, and the results show that
increasing search queries lead to a rise in trading activity
and stock liquidity. Zhang et al. [8] used search frequency
of stock name in Baidu Index as the proxy variable for inves-
tor attention to explain abnormal return as well as trading
volume. Shen et al. [9] regarded Baidu news as the proxy
for information flow to study the relationship between infor-
mation flow and return volatility, and the empirical findings
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contradicted the prediction of MDH but supported the
SIAH. Other scholars used different categories of indirect
proxies to measure investor attention. Sicherman et al. [14]
used daily investor online account logins as the financial
attention to explain the relationship between investors’ per-
sonal portfolios and how attention affects trading activities.
Lou [15] revealed how firm advertising attracts investor
attention and influenced short-term stock returns. Fang
and Peress [16] studied the relations between media coverage
and expected stock returns and found that firms with more
media coverage had a higher return and such influence main-
tains larger for small company. Ben-Rephael et al. [17] found
that institutional attention responds more quickly to major
news events rather than earnings announcements or analyst
recommendation changes through using news searching
and news reading activity for specific stocks on Bloomberg
terminals and Google search activity to measure abnormal
institutional investor attention.

Some scholars studied investor attention in China
through different social media channels for information,
such as Baidu [18, 19], Guba [20–22], and Sina Weibo [23].
But previous research on Sina Weibo often focuses on spe-
cific stock performance, particular time of duration, or
account information. However, there is few research using
the entire microblogs on Sina Weibo because it is hard
to confirm the number of keywords in entire Sina Weibo.
This paper is also in line with the abovementioned studies,
but we consider Weibo attention through all appearing
frequency of key words in entire Sina Weibo to reveal the
relation between Weibo attention and stock performance.
And we use quantile regression to analyze whether there is
a difference between impacts of higher and lower attention
from Sina Weibo on the stock market. At the same time, we
use the performance of five major indices including Shanghai
Stock 50 Index (SH50), CSI 300 Index (CSI 300), Shenzhen
Index (SZ), Small and Medium-Sized Enterprise Index
(SME), and China Growth Enterprise Market Index (Chi-
Next) to represent different stock markets rather than only
focusing on a single market. We firstly consider the relations
between Weibo attention and stock market performance
through three contemporaneous correlations containing
one linear and two nonlinear methods. In order to discrimi-
nate the bidirectional relationships, we use Granger causality
test to further investigate the above relationships. Finally, we
use quantile regression to analyze how different levels of atten-
tion may influence the stock markets. According to above
methods, we find that there are positive relations between
Weibo attention and trading volume or intraday volatility;
however, the coefficients betweenWeibo attention and returns
are different across markets. Moreover, the trading volume of
SZ, SME, and ChiNext can Granger-cause Weibo attention
but there is no Granger causality in other situations. Through
quantile regression analysis, we also find that high attention
actually indicates accurate market performance.

This paper is organized as follows. Section 2 describes
the data. Section 3 introduces the methodology of empir-
ical analysis. Section 4 performs the contemporaneous corre-
lation, the Granger causality, and the quantile regression test.
Section 5 concludes this paper.

2. Data Description

Sina Weibo as the largest Chinese microblogging website has
more influence than other social media platforms, and many
investors use their Sina Weibo account to share their opinion
on specialized stock market performance [23]. So, the high
frequency of the keywords appearing in Sina Weibo means
that more investors discuss the performance of specialized
stock market and they pay more attention on the stock mar-
ket. So, we regard Weibo Index which represents the number
of the keywords appearing in Sina Weibo as the proxy to
measure Weibo attention and obtain the data from the offi-
cial website (http://www.weizhishu.com/).

On the other hand, we use returns, trading volume, and
intraday volatility to measure stock market performance.
We choose Shanghai Stock 50 Index (SH50), CSI 300 Index
(CSI 300), Shenzhen Index (SZ), Small and Medium-Sized
Enterprise Index (SME), and China Growth Enterprise Mar-
ket Index (ChiNext) as the keywords and obtain relevant
Weibo Index in this paper. The market index data including
returns, closing prices, opening prices, the highest prices,
the lowest prices, and trading volumes from March 1, 2013
to October 31, 2017 (1137 trading days) are from CSMAR
database. We consider range-based volatility including more
information, and previous studies have demonstrated that
range-based volatility can estimate index fluctuates more
effectively than other low-frequency methods in both Chi-
nese and foreign stock markets [24, 25]. So, we define intra-
day volatility of index as follows [26]:

Vi,t =
1
2HPLpi,t

2 − 2 ln 2 − 1 OPCpi,t
2, 1

where HPLpi,t is the difference in natural logarithms of the

highest and lowest prices for index i on day t and OPCpi,t
is

the difference in natural logarithms of the opening and clos-
ing prices for index i on day t.

Table 1 reports the statistical property of index returns,
volume, volatility, and Weibo attention in this paper, and
we also give the results of Jarque-Bera statistic test and
Ljung-Box statistic test in this table. And we use natural log-
arithm to deal with different volumes. From this table, we can
obtain that most of the variables fit Gaussian distribution
except the returns of SME and ChiNext. Also, the means of
returns across different stock markets are almost positive
except SME. Besides, the volume and attention of different
markets have little difference. And we also find that the intra-
day volatility has the highest value in kurtosis, and skewness
in four variables and the skewness of returns are all negative
while others are all positive. We also observe that most of the
variables fit Gaussian distribution except returns of SME and
ChiNext. At the same time, all variables exist 20th-order
serial correlation. Figure 1 illustrates the evolution of the
all-trading-day Weibo Index of Shanghai Stock 50 Index
(SH50), CSI 300 Index (CSI 300), Shenzhen Index (SZ),
Small andMedium-Sized Enterprise Index (SME), and China
Growth Enterprise Market Index (ChiNext) from March 1,
2013 to October 31, 2017. There are 1137 trading days, and
we can find that Weibo attention of HS300, SME, and
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ChiNext has smaller fluctuation than SH300 and SZ. We also
observe that the peaks and troughs of different evolutions
happen in the same period.

3. Empirical Methodology

We firstly analyze the correlation of the evolution of
Weibo attention and market variables through Pearson
correlation coefficient, Spearman correlation coefficient, and
Kendall correlation coefficient. And then, Granger causal-
ity test captures the bidirectional relationships between
investor attention and stock performance. Finally, we use
quantile regression analysis to study the further relation-
ships among different variables.

3.1. The Contemporaneous Correlation. In order to calcu-
late the coefficients between different stock returns, trading
volume, intraday volatility, and corresponding Weibo Index,
with the consideration of the evolution of Weibo attention
and market variables, we, respectively, use Pearson correla-
tion coefficient, Spearman correlation coefficient, and Ken-
dall correlation coefficient from linear to nonlinear aspects
to analyze the relations among these variables [27]. We calcu-
late different correlation coefficients as follows:

ρp =
Cov WI,MV

σWIσMV
, 2

where ρp represents Pearson correlation coefficient. Cov
WI,MV represents covariance between Weibo Index
and market variables, and σWI and σMV are the standard
deviations of Weibo Index and market variables.

ρs = 1 − 6∑d2i
n n2 − 1 , 3

where ρs represents Spearman correlation coefficient. And
we calculate di through firstly rank Weibo Index and corre-
sponding market variables separately and get the absolute
value of the difference of the ranking.

ρk =
C −D

N3 −N1 N3 −N2
,

N3 =
1
2 n n − 1 ,

N1 = 〠
s

1

1
2Ui Ui − 1 ,

N2 = 〠
t

i

1
2Vi Vi − 1 ,

4

Table 1: Statistical properties for the variables.

Variables Mean Max Min Median Std. Kurtosis Skewness JB Q(20)

SH50_returns 0.04 7.84 −9.38 0.00 1.63 9.14 −0.46 110∗∗∗ 1825∗∗∗

HS300_returns 0.05 6.71 −8.75 0.06 1.57 8.94 −0.87 113∗∗∗ 1814∗∗∗

SZ_returns 0.03 6.45 −8.24 0.09 1.75 7.15 −0.86 64∗∗∗ 953∗∗∗

SME_returns −0.03 6.83 −100 0.16 3.46 614.50 −21.34 7 17801414∗∗∗

ChiNext_returns 0.00 7.16 −100 0.11 3.67 487.08 −17.92 11 11162412∗∗∗

SH50_volume 12.75 15.14 11.43 12.55 0.73 3.15 0.97 14755∗∗∗ 180∗∗∗

HS300_volume 13.94 15.74 12.79 13.83 0.64 2.89 0.73 15774∗∗∗ 101∗∗∗

SZ_volume 12.93 14.96 10.83 13.35 1.10 1.65 −0.30 20034∗∗∗ 103∗∗∗

SME_volume 11.93 13.04 10.72 11.91 0.48 2.38 −0.03 14283∗∗∗ 18∗∗∗

ChiNext_volume 11.42 12.57 9.81 11.44 0.55 2.32 −0.20 15749∗∗∗ 29∗∗∗

SH50_volatility 2.01× 10−4 5.67× 10−3 2.68× 10−6 7.37× 10−5 4.62× 10−4 60.60 6.70 2418∗∗∗ 165676∗∗∗

HS300_volatility 1.76× 10−4 4.34× 10−3 3.19× 10−6 6.64× 10−5 3.97× 10−4 50.58 6.15 3379∗∗∗ 114424∗∗∗

SZ_volatility 1.99× 10−4 5.18× 10−3 1.93× 10−6 8.10× 10−5 4.25× 10−4 56.61 6.40 2337∗∗∗ 143913∗∗∗

SME_volatility 2.02× 10−4 5.67× 10−3 0 7.99× 10−5 4.45× 10−4 66.36 6.89 2398∗∗∗ 199154∗∗∗

ChiNext_volatility 2.95× 10−4 7.83× 10−3 0 1.30× 10−4 5.66× 10−4 56.94 6.17 2443∗∗∗ 145072∗∗∗

SH50_attention 4.96 8.94 0.00 4.85 1.53 2.68 0.39 9462∗∗∗ 33∗∗∗

HS300_attention 5.36 9.08 0.00 5.36 0.69 7.03 −0.09 4615∗∗∗ 770∗∗∗

SZ_attention 2.52 6.83 0.00 2.48 1.11 3.44 0.43 2028∗∗∗ 44∗∗∗

SME_attention 6.75 11.57 0.00 6.73 0.63 20.22 −0.01 2132∗∗∗ 14051∗∗∗

ChiNext_attention 8.77 11.68 0.00 8.83 0.69 25.85 −1.93 5281∗∗∗ 25430∗∗∗

This table reports the statistical properties for returns, volume, volatility, and Weibo attention. JB denotes the Jarque-Bera statistic test with the null hypothesis
of Gaussian distribution. Q(20) denotes the Ljung-Box statistic test for up to 20th-order serial correlation. ∗∗∗ indicates significant at 1% level.
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where ρk denotes Kendall correlation. C is the number of
consistent couples, and D is the number of inconsistent cou-
ples; Ui and Vi, respectively, mean the number of element in
the ith set of Weibo Index and market variables. The correla-
tion coefficients are all between +1 and −1, and the negative
coefficient indicates the adverse relationship between market
variables and Weibo Index.

3.2. Granger Causality. Shen et al. [28] have proved that there
exist bidirectional relationships between open information
and shock market performance. Zhang et al. [8] also find
that there exist bidirectional relationships between investor

attention measured by Baidu Index and stock market perfor-
mance. So, we also use Granger causality test to analyze the
bidirectional relationships of Weibo attention and different
market variables. We construct the following regression
models to test the Granger causality [26]:

WIt = uWI + 〠
p

i=1
αiWIt−i + 〠

p

j=1
βjMVt−j + εt,WI ,

MVt = uMV + 〠
p

i=1
αiMVt−i + 〠

p

j=1
βjWIt−j + εt,MV ,
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Figure 1: The evolution of Weibo attention. This figure shows the evolution of Weibo Index of different stock markets fromMarch 1, 2013 to
October 31, 2017. We notice that there are some zero values in the figure. After checking the data, we found that zeros fall into the nontrading
days. In the following empirical analysis, these calendar days are removed from the sample.
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where pmeans value range,WIt andMVt denote the value of
Weibo Index and market variables at corresponding time, α
and β denote the coefficient, uWI and uMV denote the inter-
cept term, and εt,WI and εt,MV denote regression error.

3.3. Quantile Regression Analysis. Aouadi et al. [29] show
that higher attention measured by Google search volume
in France decreases stock liquidity and increases volatility.
And quantile regression analysis can reflect how different
distributions of independent variables influence dependent
variables. So, we use quantile to analyze whether different
levels of Weibo attention influence the market variables.

As for a continuous random variable y, the probability of
y which is equal or lesser than y τ is τ and we call the τ
quantile is y τ according to Koenker and Bassett [30]. We
can express it as follows:

τ = P y ≤ y τ = F y τ , 6

where F y τ is the cumulative distribution function of y.
And we also have the following:

y τ = F−1 y τ , 7

and it means the portion of y which is less than τ is y τ . And
we define check function as follows:

ρτ u = τul u ≥ 0 + τ − 1 ul u < 0 8

According to the equation, if we define u as y − ξ, we can
get the following equation:

ρτ y − ξ = τ y − ξ l y − ξ ≥ 0 + τ − 1 y − ξ l y − ξ < 0
9

The quantile regression of y is to find ξ to mini-
mum E ρτ y − ξ .

4. Empirical Results

This section presents our results of relations between Weibo
attention and stock index performances. We calculate con-
temporaneous correlation in Section 4.1, perform the
Granger causality test in Section 4.2, and provide quantile
regression analysis in Section 4.3.

4.1. The Contemporaneous Correlation. We use Pearson cor-
relation coefficient, Spearman correlation coefficient, and
Kendall correlation coefficient to study the relationship
between Weibo attention and stock performance.

Table 2 reports the correlation coefficients between
Weibo Index and market variables. As for the correlation
coefficients between stock returns and Weibo Index, we can
see that SH50 and SME have positive coefficients though they
are insignificant by Pearson correlation coefficient, while
other three indices are negative. The correlation coefficients
of all markets are significant by Spearman correlation coeffi-
cient and Kendall correlation coefficient except SZ index. The
trading volume and Weibo Index are significant by three

Table 2: Correlation coefficients between Weibo Index and market variables.

Index Pearson Spearman Kendall

Panel A: returns

SH50 0.0365 (0.2188) 0.0705 (0.0174)∗∗ 0.0466 (0.0188)∗∗

HS300 −0.1152 (0.0001)∗∗∗ −0.0584 (0.0491)∗∗ −0.0377 (0.0571)∗

SZ −0.0902 (0.0023)∗∗∗ −0.0379 (0.2017) −0.0244 (0.2253)

SME 0.0038 (0.8970) 0.0748 (0.0117)∗∗ 0.0518 (0.0089)∗∗∗

ChiNext −0.0865 (0.0035)∗∗∗ −0.0636 (0.0319)∗∗ −0.0433 (0.0287)∗∗

Panel B: trading volume

SH50 0.2980 (0.0000)∗∗∗ 0.3661 (0.0000)∗∗∗ 0.2441 (0.0000)∗∗∗

HS300 0.0755 (0.0109)∗∗ −0.1971 (0.0000)∗∗∗ −0.1212 (0.0000)∗∗∗

SZ 0.3304 (0.0000)∗∗∗ 0.3955 (0.0000)∗∗∗ 0.2657 (0.0000)∗∗∗

SME 0.2394 (0.0000)∗∗∗ 0.1787 (0.0000)∗∗∗ 0.1223 (0.0000)∗∗∗

ChiNext 0.4732 (0.0000)∗∗∗ 0.5373 (0.0000)∗∗∗ 0.3686 (0.0000)∗∗∗

Panel C: volatility

SH50 0.2056 (0.0000)∗∗∗ 0.1416 (0.0000)∗∗∗ 0.0969 (0.0000)∗∗∗

HS300 0.2871 (0.0000)∗∗∗ 0.3993 (0.0000)∗∗∗ 0.2716 (0.0000)∗∗∗

SZ 0.0972 (0.0010)∗∗∗ −0.0258 (0.3844) −0.0160 (0.4271)

SME 0.1698 (0.0000)∗∗∗ 0.3093 (0.0000)∗∗∗ 0.2082 (0.0000)∗∗∗

ChiNext 0.2071 (0.0000)∗∗∗ 0.2270 (0.0000)∗∗∗ 0.1531 (0.0000)∗∗∗

This table reports different correlation coefficients between returns, trading volume, and volatility of SH50, HS300, SZ, SME, and ChiNext andWeibo attention
from March 1, 2013 to October 31, 2017. ∗∗∗ indicates significant at 1% level; ∗∗ indicates significant at 5% level; ∗ indicates significant at 10% level.
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kinds of correlation coefficient, and the coefficients are all
positive except CSI300 with Spearman correlation coefficient
and Kendall correlation coefficient. As far as intraday volatil-
ity of each index, the results suggest that all coefficients are
positive and significant at 1% except for the SZ index calcu-
lated by Spearman regression and Kendall regression.

Above results show the relationship between Weibo
attention and stock market performance. We can find 60%
coefficients of Weibo attention and returns are adverse. But
Weibo Index and trading volume or intraday volatility of
index are nearly positive except for the coefficient between
Weibo Index and trading volume of CSI300 through two
nonlinear regressions. The results show that the correlations
of Weibo attention and stock market trading volume or
intraday volatility are more obvious than return, and Weibo
attention has positive influence on them. It indicates that
high volume of stock market will attract more investor atten-
tion and investors will also discuss more subsequent market
performance in Sina Weibo. Although investors aim to make
profit, the stock market returns have no obvious effect on
investor attention.

4.2. Granger Causality. In order to analyze the bilateral rela-
tion between Weibo attention and stock variables, we set
Granger causality test and Table 3 shows the results through
above models.

The return of SZ can Granger-cause Weibo Index,
and Weibo Index can also Granger-cause the return of SZ.
However, except the return of HS300 can Granger-cause
Weibo attention at 5% level, no Granger causality exists in
Weibo Index and returns of other markets. The trading
volume can Granger-cause Weibo Index in SZ, SME, and
ChiNext, and no Weibo Index can Granger-cause the
changes of trading volume. In terms of intraday volatility of
index, the Weibo Index can Granger-cause intraday volatility
of HS300 or ChiNext and SME can Granger-cause Weibo
Index while no Granger causality in others. The empirical
results suggest that trading volume has more influence on
investor attention. When the trading volume increases,
investors will discuss more about stock in Sina Weibo to
exchange ideas. And the change of returns in HS300 and
SZ can also lead to more discussions.

4.3. Quantile Regression Analysis.We use quantile regression
analysis at 0.05, 0.2, 0.6, 0.8, and 0.95 to consider the influ-
ence on Weibo attention and distribution of different market
variables in order to analyze the relationships between differ-
ent levels of attention and stock market performance.

Table 4 shows the results for the quantile regression anal-
ysis. We can find that at 0.95 quantile, the coefficients
between stock returns and Weibo Index are the highest and
significant at 1% level. We also find that higher quantile will
lead higher coefficient. But as for the trading volume, the
highest coefficient happens at different quantiles. The highest
coefficient of SH50 and SME happens at 0.8 quantile, and
HS300, SZ, and ChiNext happen, respectively, at 0.95 quan-
tile, 0.4 quantile, and 0.6 quantile. With regard to intraday
volatility of index, we can find that most of the indices have
the highest relationship at 0.95 quantile except SME.

From the above results, we observe that the highest Weibo
attention always means the highest coefficients between
market returns and intraday volatility. That means in this
case where stock market is discussed frequently, the relations
between the market return and intraday volatility and inves-
tors are larger. But the highest Weibo attention does not
always mean the highest trading volume, and we consider dif-
ferent markets have different quantiles because of the different
stock market structures so that Weibo investors have different
opinions on the change of different stock markets.

5. Conclusions

This paper employs the Weibo Index as the proxy for
investor attention and uses the return, trading volume,
and intraday volatility of SH50, HS300, SZ, SME, as well
as ChiNext to represent different stock market performances.
We investigate the relations between Weibo attention and
stock market performance. We firstly find that the statistical
property of Weibo Index and the coefficient of Weibo Index
and trading volume or intraday volatility are positive regard-
less of linear regression or nonlinear regression except HS300
while the relations between returns andWeibo Index are 60%
adverse. Secondly, we use Granger causality test to analyze
the bilateral relation between Weibo attention and market
stock performance. The results show that trading volume

Table 3: Granger causality between Weibo Index and market
variables.

X Y X Granger cause Y Y Granger cause X

Panel A: returns

Weibo Index SH50 2.0340 (2.7100) 0.7788 (2.7100)

Weibo Index HS300 0.9145 (2.7100) 6.6441 (2.7100)∗∗

Weibo Index SZ 2.7986 (2.7100)∗ 8.4985 (2.7100)∗∗∗

Weibo Index SME 1.1694 (2.7100) 0.1129 (2.7100)

Weibo Index ChiNext 2.5922 (2.7100) 0.8979 (2.7100)

Panel B: trading volume

Weibo Index SH50 0.0972 (2.7100) 2.6370 (2.7100)

Weibo Index HS300 0.7149 (2.7100) 0.5240 (2.7100)

Weibo Index SZ 0.0154 (2.7100) 14.3082 (2.7100)∗∗∗

Weibo Index SME 2.4014 (2.7100) 3.4286 (2.7100)∗∗

Weibo Index ChiNext 0.6812 (2.7100) 13.4979 (2.7100)∗∗∗

Panel C: volatility

Weibo Index SH50 0.6743 (2.7100) 1.2457 (2.7100)

Weibo Index HS300 8.4079 (2.7100)∗∗∗ 1.8290 (2.7100)

Weibo Index SZ 0.4745 (2.7100) 0.9255 (2.7100)

Weibo Index SME 1.1209 (2.7100) 6.4183 (2.7100)∗∗

Weibo Index ChiNext 2.8049 (2.7100)∗ 1.6762 (2.7100)

This table reports the results for the Granger causality analysis between
returns, trading volume, and volatility of SH50, HS300, SZ, SME, and
ChiNext and Weibo attention. The X Granger cause Y means Weibo
attention can Granger-cause the changes of market variables and Y
Granger cause X means markets can Granger-cause the changes of Weibo
attention. ∗∗∗ indicates significant at 1% level; ∗∗ indicates significant at 5%
level; ∗ indicates significant at 10% level.

6 Complexity



can Granger-cause Weibo attention for 3 out of 5 but no
Granger causality exists on return and intraday volatility.
Thirdly, the results of quantile regression show that higher
Weibo attention always means higher coefficient of Weibo
attention and market performance, especially for market
returns and intraday volatility.

These findings demonstrate that there exists a relation
between Weibo attention and stock market performance.
Therefore, investors can pay attention to Weibo attention
to analyze the change of stock market and adjust the propor-
tion of stocks from different stock market. However, in this
paper, we do not find the underlying mechanisms behind
those phenomena. We attempt to explain the reason for the
phenomena from the perspectives of different investor struc-
tures and the users from different websites in further work.
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Automatic fare collection (AFC) systems have been widely used all around the world which record rich data resources for
researchers mining the passenger behavior and operation estimation. However, most transit systems are open systems for which
only boarding information is recorded but the alighting information is missing. Because of the lack of trip information,
validation of utility functions for passenger choices is difficult. To fill the research gaps, this study uses the AFC data from
Beijing metro, which is a closed system and records both boarding information and alighting information. To estimate a more
reasonable utility function for choice modeling, the study uses the trip chaining method to infer the actual destination of the
trip. Based on the land use and passenger flow pattern, applying k-means clustering method, stations are classified into 7
categories. A trip purpose labelling process was proposed considering the station category, trip time, trip sequence, and alighting
station frequency during five weekdays. We apply multinomial logit models as well as mixed logit models with independent and
correlated normally distributed random coefficients to infer passengers’ preferences for ticket fare, walking time, and in-vehicle
time towards their alighting station choice based on different trip purposes. The results find that time is a combined key factor
while the ticket price based on distance is not significant. The estimated alighting stations are validated with real choices from a
separate sample to illustrate the accuracy of the station choice models.

1. Introduction

In the late 1990s, smartcard payment systems were installed
in some big cities, and after more than twenty years of devel-
opment, more than one hundred cities over five continents
have adopted smartcard payment systems [1]. This technol-
ogy has become pivotal to ticket fare collection for public
transit for both bus and metro. Since its inception, the transit
smart card system produced a large amount of very detailed
data on on-board transactions [2]. The smart data system
contains many aspects such as the hardware technology
(radiofrequency identification (RFID), electromagnetic
shield), system construction, and data storage [3, 4]. Mean-
while, with the rich data source data collected by smart card,
a lot of researchers are interested in the applications of those
data. Generally, the application can be classified into three
levels: strategic level, tactical level, and operational level [5].
For the strategic level, the large amount of data from smart

card gives an opportunity for tracking and analyzing long-
term individual travel behaviors in both spatial and temporal
dimensions. The valuable historical data are fundamental
data input for short-term or long-term transit network plan-
ning [6]. At the same time, tracking the starting and ending
date for each user could obtain the life span of each transit
user, which is the supplemental input for network planning
[7]. Tactical level is the research related to the strategies that
are trying to improve the efficiency, benefits, and energy con-
sumption of the transit system [8]. Operational level is the
most popular topic in data application. Generally, there are
two branches in this research: passenger behavior analysis
and service adjustments. We believe that based on travel
information recorded by smart card data, the passenger
behavior such as route choice and transfer station choice
during their journey in the transit network can be deduced
[9–11]. In order to provide better service for the passengers
and save their travel time, the timetables are rescheduled
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based on the variable passenger demand [12]. Meanwhile,
operation agencies could estimate and evaluate the transit
service performance by operational statistics such as bus
run time, vehicle-kilometers, and person-kilometers [13–16].

In addition to the closed travel information loop for each
transit user, in some transit systems, passengers are required
to tap the card only while they enter the vehicle, which pro-
vide only boarding information [17]. In these systems, the
one of the boarding or alighting information is missing.
Thanks to the automated vehicle location (AVL), automated
data collection (ADC), and other support data resource,
merging various transit datasets makes it possible to com-
plete the travel route information. For the past 10 years,
researchers worked on finding the closed information for
each individual trip. Table 1 summarizes the literatures on
seeking missing information in open systems including the
methodologies, pros, and future research. In Table 1, AFC
is short for automatic fare collection. ADCS is short for auto-
mated data collection systems, and AVL is short for auto-
matic vehicle location.

Trip chaining methodology is the typical methodology
in these research. Here are two basic assumptions: (1) A
high percentage of riders return to the destination station
of their previous trip to begin their next trip, and (2) a
high percentage of riders end their last trip of the day at
the station where they began their first trip of the day.
In addition to applying the basic assumptions, for each
cardholder, there should be more than one trip in the sys-
tem. Otherwise, it is impossible to infer the alighting sta-
tion. For some passengers such as commuters, multiday
travel information is recorded. The single trip destination
could be inferred based on records from other days. If
there is only a one-day trip for the cardholder and con-
tains only one trip, the alighting station is invalid.

For passengers, when choosing the alighting station, they
consider the in-vehicle time, transfer time, walking time, and
ticket fare comprehensively and choose the station which has
the highest utility. Sometimes, the alighting station differs
based on different trip purposes because the time value could
vary for different purposes. To formulate this optimization
model, it is necessary to validate the weight and the coeffi-
cient for those impact parameters. Because of the missing
information and lack of closed trip data, the validation of
those models is seldom discussed. The early attempt to vali-
dation and sensitivity analysis is based on the on-board
survey data to illustrate the feasibility of the method.
However, the on-board survey is expensive and data samples
are limited.

The Beijing metro system is a closed system, which con-
tains both boarding and alighting information. With walking
time, in-vehicle time, and ticket fare for each candidate
alighting a station in a buffer walking time for each trip and
the real alighting station from AFC data, the coefficient of
each utility factor is estimated. Inspired by Tavassoli et al.
[28], we relaxed the alighting station information in AFC
data from the Beijing metro system to estimate the alighting
station for the different trip purposes to see what choice
model could illustrate passenger behavior based on different
trip purposes. The choice model calibration results for the

different trips could be used for passenger behavior analysis,
network planning, and policy applications.

This paper is organized as follows. In the following
section, it describes the data and data preparation process.
In the next section, the method for determining trip pur-
poses, trip origins, and trip destinations is presented. In
the methodology section, a multinomial logit model and
mixed logit models with independent and correlated nor-
mally distributed random coefficients are proposed. We
used the AFC data to calibrate the parameters in different
models in the first and second parts of the empirical
study. In the last part of the empirical study, a separate
sample of AFC records is used to illustrate the model’s
accuracy and validity. Conclusions and directions for
future work are presented in the last section.

2. Data: Beijing Metro Transit

2.1. Data Description. The data used in this paper are
obtained from a metro transit in Beijing, China, and were
excerpted from one week of data, in December 2016. At
that time, there were 17 lines serving more than 10 mil-
lion passengers every day with more than 8000 train ser-
vices. The majority of line headways ranged from 2 to
5min, and in the peak hour, the headway could reach
90 s. There are two kinds of payment in Beijing metro, a
Yikatong card, which can be charged and used for several
times, and one trip pass. The proportion of the Yikatong
cardholder among all transit passengers is roughly 80%,
and only the Yikatong card data can be recorded in the
AFC system. In this research, the AFC data, station geom-
etry data, and timetable data are required, and Table 2
represents the data recorded in the dataset.

The AFC dataset contains the entry and exit informa-
tion for each passenger. One record represents a trip for a
passenger. For example, a passenger started his trip from
Xizhimen Station at 8 : 00 AM and alighted at Dongzhi-
men Station at 8 : 30 AM. Every station has a unique sta-
tion ID and station location. For a normal station, the
route ID saved only one route. For a transfer station, it
serves more than one route, so the route ID contains more
than one route. For example, Xizhimen Station is a trans-
fer station for route 13, route 2, and route 4. This station
only has one unique station ID, station name, and station
location in the dataset. The 3 routes are saved in the route
ID. The timetable dataset recorded the train arrival and
departure time at each stop for each route. The passenger
in-vehicle time could be inferred. In Beijing, the ticket
price is based on the shortest travel distance and does
not take route into consideration. For example, one pas-
senger started his trip from Xizhimen Station to Dongzhi-
men Station; regardless of whether he takes route 13 or
route 2, the ticket price is the same.

In the database discussed above, the AFC data provide
the sample for the empirical study. Walking distances were
calculated as the Euclidean distance, and the timetable was
used to calculate the travel time between stations using the
shortest path.
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2.2. Data Cleaning and Preparation. It has been highlighted
that the level of accuracy of AFC data may vary and the data
can be affected by various types of errors. These errors may
affect the accuracy of individual journeys and passenger
behavior analysis. In the original AFC data, some errors are
caused by system failure or passenger error. The data were fil-
tered with some transactions excluded, such as reloaded
transactions, transactions with missing information such as
no boarding or alighting stops, and transactions with the
same entry and exit stations.

As the study uses the trip chaining method to infer the
actual destinations and potential purpose, we exclude single
trip cardholders due to lack of information. Figure 1 shows
the preparation process. With this data process, the destina-
tion of every trip leg of each cardholder has been saved in
an individual alighting station list which will be used for
the trip purpose inference.

3. Methodology

3.1. Assumptions

3.1.1. Trip Purpose for Each Passenger. Trip purpose could be
inferred from their alighting and boarding station. For exam-
ple, if the passenger started his trip at a residential area and

went to CBD, we could say that this trip is a work trip. Based
on the land use and the daily entry flow pattern for each
metro station, we processed the k-means clustering method
[29, 30] and classified the stations into 7 categories, and the
typical stations are marked in Figure 2.

(1) Working stations (red)

Those stations are usually in the CBD area or near the
software plaza. In the morning, commuters take tran-
sit to go to work and go back home in the early eve-
ning. The morning exit passengers are much larger
than that in the afternoon. The entry passenger vol-
ume in the early evening or late afternoon is much
more than that in the morning. The typical stations
such as Guomao Station and Zhongguancun Station
are marked in red in Figure 2.

(2) Residential stations (orange)

Beijing has 6 ring roads in the city. The house price is
unusually high within the 3rd ring. In order to save
living expenses, a lot of citizens go to the 6th or even
further place to buy or rent a house. There are some
huge residential zones in Beijing such as Huilong-
guan, Huoying. The passenger flow pattern is the
opposite. The morning incoming flow is much larger
than that in the afternoon, and most passengers exit
at these stations in the afternoon. The typical stations
such as Huilongguan Station and Tiantongyuan
Station are marked in orange in Figure 2.

(3) Working-residential stations (yellow)

Although the house price is pretty high, comparing
with the travel time, some commuters prefer to
rent or buy a house in the downtown area. The
land use is more like the mix of CBD and the res-
idential place such as the university campus area.
The passenger flow patterns of these stations keep
stable, and they do not have a flow peak during
the day. The typical stations such as Wukesong
Station and Gongzhufen Station are marked in yel-
low in Figure 2.

(4) Transit hub stations (green)

The in-coming and out-coming passenger flows,
whether in the morning peak hour or in the after-
noon peak hour, are always large in the transit hub.
Mostly, they are the key points of the transit line such
as transfer stations. The typical stations such as
Dongzhimen Station, Xizhimen Station, and Song-
jiazhuang Station are marked in green in Figure 2.

(5) Railway stations (light blue)

Based on the land use, the railway station is a very
independent station category. The in-coming and
out-coming flow highly depends on the railway
schedule. We have 3 railway stations in Beijing.
They are Beijing railway station, Beijing south

Table 2: Description of each dataset.

Dataset Description

AFC data

Card ID
Unique number that could be taken as the

passenger ID

O station Boarding station ID

Entry time Access time to the station

D station Alighting station ID

Exittime Exit time from the station

Station geographical data

Station ID Unique station number

Station name Name of metro station

Station
latitude

Latitude of metro station

Station
longitude

Longitude of metro station

Station route
ID

Route number which serves at metro station

Timetable data

Service ID Given number to every trip

Arrival time Scheduled arrival time

Departure
time

Scheduled departure time

Station ID Given station number

Route ID Given route number

Ticket fare data

O station Entry station ID

D station Exit station ID

Ticket price The price for a specific OD pair.
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railway station, and Beijing west railway station,
which are marked in blue in Figure 2.

(6) Shopping-sightseeing stations (deep blue)

There are some sightseeing and shopping sites such
as The Forbidden City and Tiananmen Square, which
attract a lot of tourists and visitors every day. For
these stations, the total daily passenger volume
during the weekends and holidays is usually higher
than during workdays. The typical stations for this
category, such as Tiananmen East, Tiananmen West,
and Xidan stations, are marked in deep blue in
Figure 2.

(7) Rural stations (purple)

The Beijing network is a huge network, and the
operation distance has reached 608 km. Some rural
areas also have operation lines for passengers such
as Changing Line and Fangshan Line. The daily
average passenger flow is much smaller in the rural

lines compared with the volume in the downtown
area. The typical rural stations are marked in
purple in Figure 2.

For each trip, the trip purpose could be estimated based
on the station category. For example, a passenger started
his trip from a residential station and finished his trip at a
working station. Based on the station category, we could label
this trip as a working trip. This process could efficiently
determine the trip purpose during the day.

However, there is a category that the station could be a
workplace or a residential place. In order to determine the
trip purpose for these trips, we performed a filter process.
For each passenger in Beijing AFC data, the alighting station
and boarding time are recorded according to the alighting
station list for a passenger during a week. If the alighting
station frequency is more than three times on weekdays, we
make an assumption that the passenger is a commuter in
the city and this place is a workplace or a home [31]. Consid-
ering the trip sequence and boarding time for a serial

Access to Beijing metro AFC data
(DB) 

Data cleaning
(exclude reload data/missing data)

Select next card ID j 

Number of trips m = 1 
Yes

Remove ID j and
trip from DB 

No

Save the alighting station and
the trip sequence in alight

list (AL) 

Select the next trip-leg of ID j

Last trip leg of ID j 

No

Yes

The last card ID in database

No

End

Yes

Start

Ascend trips m of ID j
by boarding time 

Figure 1: Data preparation process.
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number, if the trip happened at the early times of the day and
the sequence number is one, we label this trip as a home trip.
If the trip occurred later in the day or it is the last trip of the
day, we label this trip as a work trip. Figure 3 shows the trip
purpose labelling process.

3.1.2. Intelligent Passenger. Although the boarding and
alighting information is recorded in the AFC data, the pas-
senger trip routes are not recorded. In our study, we assume
every passenger is an intelligent agent and wants to minimize
the travel cost and maximize the utility of the travel. As such,
the passenger will choose the shortest path from the boarding
station to the alighting station. We calculate and use the
shortest path travel time as in-vehicle. Also, we assume that
a passenger will not detour when they go to another station
by foot, so we take the Euclidean distance between the two
stations as the walking distance.

3.1.3. The Actual Destination of the Trip and Walking Buffer
Circle. AFC data recorded the alighting station, but the actual

destination is missing. We assume that the passenger is a
smart decision-maker, so he/she would choose an alighting
station which is closer to the actual destination. In this
study, we assume that the actual destination is somewhere
in between the two consecutive stations, the alighting sta-
tion of the previous trip, and the next trip’s origin, as seen
in Figure 4(a). However, if the distance between the two
consecutive stations is more than a walking threshold
(we use 3 km in the later empirical study), shown in
Figure 4(b), the passenger is more likely to take other
modes of transportation. In this way, the actual destina-
tion of the first trip is hard to infer, so we would exclude
this trip from the analysis sample.

When the alighting stations are relaxed, in order to
find some candidate alighting stations, we set a walking
buffer circle. According to the previous literature, we take
a 15min walk, or nearly 1 km, as the walking buffer
radius. The stations which are included in the buffer circle
are candidate alighting stations, shown as yellow circles in
Figure 4(a).
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Figure 2: The typical stations for each category in Beijing metro.
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3.2. The Choice Model Specification. The following notation
corresponding to the choice model is used:

3.2.1. Multinomial Logit Model (MNL). The MNL model is
the prime model in transportation research which calculated
the probability or each choice in a choice set. In Beijing
metro, the ticket fare is distance-based, which means that
passengers could walk a long distance to save money. When
a passenger chooses an alighting station, there are three fac-
tors which impact the utility, in-vehicle travel time, walking
time, and ticket fare. For each passenger, the utility function
can be written as (1), (2), and (3).

Select next card ID j

Access to the alight list (ALj) of ID j

Select next station k in ALj 

Label station k “Intermediate station”

The last card ID in database

Is this the last trip of the day?

Frequency count ≥3

Look up the trip sequence of this
destination

is this the first trip of the day? 

Yes

No

No

End

Start

Yes

No

Update station
label “Work”

Update station
label “Home”

Yes

Yes

No

Is this the last destination in AL j

Yes

No

Figure 3: Trip purpose labelling process for work-residential trips.

Un: Utility function of passenger n
αIVT, αWT, γTF: Coefficients for in-vehicle time, walk-

ing time and ticket fare, respectively
Tn
IVT , T

n
WT , T

n
TF : Value of in-vehicle time, walking time,

and ticket for passenger n, respectively
ηIVT, ηWT, ηTF: Takes the value one if the corre-

sponding parameter is significant in
the utility function

ε: Random error term
J : Choice set for each passenger

T : Factor set
Α: Coefficient set
Γ: Trip purpose set. 1, 2, and 3 represent

work, home, and others.
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Un = αIVTηIVTT
n
IVT + αWTηWTT

n
WT + αTFηTFT

n
TF + ε, 1

ynj =
1 if Unj ≥Unj f orj′ ∈ 1,… , J

0 otherwise
, 2

ηIVT, ηWT, ηTF =
1 ifTn

IVT, Tn
WT, and Tn

TF are siginif icant

0 otherwise
3

The choice of alternative j by passenger nmay be derived
from (2) to yield the following functional form of the multi-
nomial logit

P ynj = 1 ∣ αIVT, αWT, αTF, T =
exp Unj

〠J

j =1exp Unj

4

3.2.2. Mixed Logit Model with Independent Normally
Distributed Random Coefficients. In the standard logit model,
the coefficients for the same factors share the same “prefer-
ence.” However, a different passenger could have a different
preference for the same factor. Mixed logit models can be
derived from a variety of different behavioral specifications,
and each derivation provides a particular interpretation.
The mixed logit model is defined on the basis of the func-
tional form for its choice probabilities. The utility function
in the mixed logit model and the coefficient in (1) are statis-
tical distributions instead of a constant number, which
means for each passenger n, αn, βn, γn follow distributions,
and the coefficients vary over people.

αIVTn, ~f αIVT ∣ θ , αWTn~f αWT ∣ θ  αTFn~f αTF ∣ θ ,
5

where θ is the parameter of the distribution over the popula-
tion, such as the mean and variance of αn. Conditional on αn,
and assuming the unobserved term ε is iid extreme value, the

probability that passenger n chooses alternative j is the stan-
dard logit formula.

Lnj Αn, T =
exp αIVTT

nj
IVT + αWTT

nj
WT + αTFT

nj
TF

〠J

j′=1exp αIVTT
nj ′

IVT + αWTT
nj ′

WT + αTFT
nj ′

TF

=
exp ΑnjTnj

〠J

j′=1exp Αnj′Tnj′

6

Different elements inΑmay follow different distributions
(including some being fixed). Because αn is random and
unknown, with the continuous f , the probability should be
the integral of the standard logit over the density of Αn.

P ynj = 1 ∣Αn, T = Lnj Α, T f Α ∣ θ dΑ 7

3.2.3. Mixed Logit Model with Correlated Normally
Distributed Random Coefficients. As in some cases, the differ-
ent elements in Αmay be correlated with other elements. For
instance, the ticket fare in Beijing metro is distance-based,
and the fare distribution could have the correlation with the
distribution of in-vehicle time and coming from a joint distri-
bution with respective means and covariance matrix.

〠αTF−IVT =
var αTF cov αTF, αIVT

cov αTF, αIVT var αIVT
8

We assume that the in-vehicle time and ticket fare follow
a multivariate normal distribution.

αTF

αIVT
~MVN

αTF

αIVT

var αTF cov αTF, αIVT
cov αTF, αIVT var αIVT

9

D1O1

D2

O2

Walking
buffer 

(a)

O2

O1

D2

D1

(b)

Figure 4: The assumption for actual destination and potential alighting station choices. Pink circles are the boarding and alighting stations of
the first trip. Green circles are the boarding and alighting stations of the next trip. Yellow circles are candidate alighting stations.
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Using the Cholesky factorization [32, 33], the vector
αIVT, αTF

T can be replaced by

αTF

αIVT
=

αTF

αIVT
+

p11 0

p12 p22

ξ1

ξ2
=Α + Pξ,

10

where ξ1, ξ2are iid standard normal variables and PPT =∑
αTF−IVT. We applied the three kinds of logit model to the Bei-
jing network to test which one better explains the different
perceptions of users.

4. Empirical Study

From the one-week AFC dataset, there were 5.05 million
transactions each workday in the Beijing metro system.
For a commuter, if he takes the metro to go to work
and come back home, he would make at least 2 transac-
tions in the dataset. Averagely, these transactions are made
by 2.9 million cardholders, based on the static theory and
sample size calculator [34]. The cardholders’ sample size is
9573 when the confidence level is 95% and the confidence
interval is 1. The sample cardholders made a total of
72,645 trips. For some cardholders, they have some same
routine every workday. The repeated routines have the
same parameters for each candidate alighting station, so
the repeated routine will not affect the coefficient of the
logit model. To save the calculation time, in this study,
the repeated routines are counted once. After the data
cleaning and trip chaining, there are 15,057 distinct trips
with inferred destination for the study.

In this study, we choose 1 km as the walking buffer dis-
tance [35, 36]. As shown in Figure 3, the candidate alighting
stations can be calculated based on the final destination and
the location of metro stations. Sometimes, the candidate
alighting stations contain more than one category. In order
to improve the estimation, we filter the stations by trip pur-
pose. For example, within the walking buffer distance, there
are 5 candidate alighting stations from A to E. We already
know that this trip is a work trip. If 5 stations all belong to
working stations, the five stations are all candidate alighting
stations. If station B is a home station, we will keep the other
4 stations as the candidate alighting stations.

For some OD pairs, the distance between real alighting
station and alternative alighting station is more than 1 km,
and these OD pairs did not have candidate alighting
stations, which means the passenger could only egress at
that station. The logit model could not be estimated in
these no-candidate alighting stations or only one alighting
station case. Therefore, these records are excluded, after
which 13,180 trips remained.

After applying the trip purpose labelling process, 6027
trips are labeled as work trips, 2339 trips are home trips,
and the remaining 4814 trips have other purposes. We used
Biogeme [37] to estimate the model coefficients.

4.1. MNL Results. For the utility function, we made the
assumption that the passenger choice may be influenced by

in-vehicle time, walking distance, and ticket fare. To make
sure which of these factors significantly impact the utility,
we tried every factor and their combination in the model to
determine which ones are mostly considered in the choice
process. Table 3 excludes the results with a p value over
0.05 and shows the results of the combination of different
factors for the different trip purposes.

Firstly, we consider the only single impact factor in the
utility function. We found out that a single factor could not
explain the passenger behavior very well, especially for the
ticket fare, which did not influence the passenger choice.
The walking time is more influential among three factors.
The coefficient for in-vehicle time is almost the same for four
types of the trips, but the coefficient for walking time differs
based on different trip purposes.

For the two-factor combinations, in-vehicle time and
walking time explained the user behavior as the best
among the three possible combinations. This combination
could illustrate every trip purpose well. Regardless of the
trip purpose, there is higher disutility associated with
walking time compared with in-vehicle time. On average,
the walking and in-vehicle time coefficient ratio αWT/αIVT
is 1.462. However, the sensitivity for walking time is differ-
ent based on the trip purpose. Work trips have the highest
penalty for walking, and the coefficient ratio is 1.635 while
the coefficient ratio for home trips and other trips is 1.212
and 1.149, respectively.

As for the final log likelihood, the chi-square test was
used to analyze the passenger behavior based on different trip
purposes rather than overall. In this case, we use α = 0 05 as
the confidence interval. After checking the χ2 distribution
table, χ2

0 05,3 = 7 815, compared with ∑3
i=1FLL − FLLtotal =

55 14 > 7 815, which indicates it is more appropriate to ana-
lyze the passenger behavior based on different trip purposes
rather than overall analysis.

When we only consider the rho square, the model which
has three factors in the utility function performs a little better
than the two-factor combinations. But in the three-factor
combination model, the coefficient for ticket fare is positive.
In the Beijing metro system, the ticket fare is distance-
based with a potentially high correlation with in-vehicle time.
So, we could consider the positive coefficient as an adjust-
ment for overestimation of the in-vehicle time coefficient.
To be more objective, in the next step, the walking and in-
vehicle time model will be as the test model for home, work,
other, and total trips, and the three-factor model will be the
candidate model for work, other, and total trips.

4.2. Mixed Logit Model Results. We considered the three-
factor and two-factor models in the mixed logit model for
utility function estimation. For each utility function, similar
to the MNL analysis, we test the factors with different combi-
nations such as single-factor or two-factor with independent
or correlated distributions.

4.2.1. Three Factors in Utility Function. In-vehicle time, walk-
ing time, and ticket fare are all considered in the three-factor
utility function. For each trip purpose, fourteen combina-
tions of the mixed logit model were tested. Because of the
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computational complexity of mixed logit model estimation,
only some cases could reach convergence, such as the two
independent distributions for fare and in-vehicle time. How-
ever, for some combinations, even when the estimation is
converged, the coefficients in the model did not pass the
p value test so the model did not provide a good interpre-
tation of the passenger behavior. Based on the conver-
gence and p value test, only two models passed. The first
one is the single walking time distribution model, which
explained every trip purpose except home trips. The sec-
ond one is a two-independent distribution (walking time
and ticket fare) model, which only explains the total sam-
ple. No model among fourteen combinations passed for
home purpose trips.

Among the passed models, the penalty for walking time is
much higher than that for in-vehicle time, where the home
trip has the highest coefficient ratio. Meanwhile, from other
mixed logit models, we learned that the ticket fare standard
deviation and in-vehicle time standard deviation are not sig-
nificant for the utility function, which means that different
passengers could share the same coefficient for ticket fare
and in-vehicle time.

4.2.2. Two Factors in Utility Function. From the previous
tests, we learned that walking time and in-vehicle time
are more important factors compared with ticket fare. In
this case, we only consider the walking and in-vehicle
times in the utility function to see which mixed logit com-
binations could explain the passenger behavior well. From
the results, similar to the three-factor utility condition, the
single walking time distribution model also passed the p
value and convergence test this time, which also explained
every trip purpose except home trips. The second passed
model is the independent distribution combination for

walking time and in-vehicle time, which performed well
for other trip purposes.

Above all, for the work trips, other trips, and total
trips, some mixed logit models could illustrate passenger
behavior well and based on the rho square, mixed logit
models performed a better estimation result than MNL
models did. Comparing the models with rho square and
p value for each coefficient, the three-factor models per-
formed better than the two-factor models did. The selected
mixed logit model for alighting station choice estimation is
shown in Table 4. The single walking time distribution
utility function, which is a three-factor model, is selected
for work trips and other purpose trips, and the two-
independent distribution (walking time and ticket fare)
utility function which is a three-factor mixed logit model
is selected for the total trip estimation.

4.3. Alighting Station Estimation. According to the research
above, we selected the best model that could illustrate every
trip purpose. This time, we randomly select another 9573
cardholders and did the same prework such as data cleaning,
trip purpose labelling, and candidate station selection as pre-
sented in the first part of the empirical study. For each trip
purpose, 70% of the data is used as the sample to estimate
the coefficient for each model and the remaining data is used
for alighting station estimation simulation by Biosim [37].
The percentage of records for which the alighting station
could be estimated correctly compared with the AFC records
is shown in Table 5.

From Table 5, in general, regardless of the trip purpose,
approximately 71.9% of the alighting stations could be esti-
mated correctly by the MNL model and approximately
78.6% by the mixed logit model, which performed better
when estimating the alighting stations. For the different trip

Table 3: Results of the different factor combination of the MNL model.

Purpose RhS ILL FLL
TF_Coff IVT_Coff WT_Coff

MV PV MV PV MV PV

Single factor IVT

W 0.065 −7213.23 −6812.13 — — −7.37 0.00 — —

H 0.065 −2847.97 −2670.73 — — −7.12 0.00 — —

O 0.064 −6065.24 −5725.43 — — −7.74 0.00 — —

T 0.065 −16071.30 −15277.80 — — −7.52 0.00 — —

Single factor WT

W 0.412 −7213.23 −4466.97 — — — — −18.2 0.00

H 0.131 −2847.97 −2472.62 — — — — −9.87 0.00

O 0.283 −6065.24 −4435.62 — — — — −13.2 0.00

T 0.376 −16071.30 −10801.90 — — — — −16.4 0.00

Two factors WT and IVT

W 0.475 −7213.23 −4015.23 — — −11.2 0.00 −18.3 0.00

H 0.21 −2847.97 −2442.40 — — −7.4 0.00 −9.01 0.00

O 0.353 −6065.24 −3979.53 — — −13.2 0.00 −15.2 0.00

T 0.414 −16071.30 −9729.70 — — −11.2 0.00 −16.4 0.00

Three factors

W 0.477 −7213.23 −4008.45 0.570 0.02 −11.4 0.00 −19.8 0.00

O 0.354 −6065.24 −3960.00 0.665 0.00 −13.7 0.00 −15.3 0.00

T 0.412 −16071.30 −9705.12 0.598 0.00 −13.1 0.00 −16.6 0.00

RhS = rho square; ILL = init log likelihood; FLL = final log likelihood; PV = p value; MV=mean value; W =work purpose; H = home purpose; O = other
purpose; T = total trip, did not distinguish trip purpose.
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purposes, the simulation for home trips did not perform very
well and only 66.30% of the alighting stations were estimated
correctly. When we map the errors on the Beijing network,
we found out that the incorrect estimations are mostly
around the big residential zones which are surrounded by a
lot of metro stations. Because of the low penalty for walking
for home trips, the alighting stations for home trips could
be more flexible. This potentially could affect the estimation
results for home trips. For the work trips, the MNL logit
model and mixed logit model both worked best among other
trip purpose simulations, likely because work trips are more
predictable due to their regular patterns. For the other trips,
the mixed logit model performed better than the MNLmodel
did because the mixed logit model could illustrate passengers’
deviation more properly than the MNL model could.

5. Conclusions

This study is focused on the utility function calibration for
alighting station estimation for different trip purposes. The
main conclusions of this paper are fivefold:

(1) We provided a two-step trip purpose labelling pro-
cess to infer the trip purpose. Based on the land
use and passenger flow pattern, k-means clustering
was applied to classify the stations into 7 catego-
ries. For the working-residential stations, we use
the trip time and alighting station frequency to
infer the trip purpose.

(2) The walking buffer radius was applied to infer the real
destination. With three assumptions and the trip
chaining method, the actual destination and candi-
date alighting stations of the trips were inferred.

(3) The MNL mixed logit models were proposed to
illustrate passenger behavior. In order to estimate
alighting stations, MNL and mixed logit models
with different combinations of independent vari-
ables were discussed to illustrate passenger behav-
ior for different trip purposes.

(4) The influence factors for alighting station choice were
tested. In the empirical study, passengers were found
to have a different penalty for walking time and in-
vehicle time based on trip purpose, and in general,
walking time has a higher disutility. Ticket fare was

not found significant compared with walking time
and in-vehicle time.

(5) The validation test represents the feasibility of the
methodology proposed in this paper. Using a valida-
tion test, the model could successfully estimate 75%
of the alighting stations. The work purpose trips have
higher accuracy compared with other purpose trips.
This coefficient calibration helps planners under-
stand passenger behavior better and could be used
in planning and policy applications.

This research, with the real AFC alighting station data,
provided a new method to infer the alighting station and
could validate the passenger behavior. Comparing with the
on-board survey, this one is much cheaper and more conve-
nient. Meanwhile, this work considers the passenger alight-
ing behavior with different trip purposes, which is a new
aspect of alighting behavior analysis.

Some aspects of this study could be improved in future
research. The trip purpose labelling process is based on land
use, passenger flow pattern, trip time, and alighting station
frequency. We can define the trip purpose as a latent variable
and apply the latent logit model to capture the trip purpose
based on alighting station frequency, trip sequence, and
boarding time automatically. Moreover, we will apply the
model to a bigger data sample in order to make a more accu-
rate estimation of complex models such as mixed logit.
Finally, if possible, passengers’ sociodemographic character-
istics could be incorporated in the choice model to make
the choice more interesting and analyze passenger behavior
in a different way.
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Online social networks are complex systems often involving millions or even billions of users. Understanding the dynamics of a
social network requires analysing characteristics of the network (in its entirety) and the users (as individuals). This paper
focuses on calculating user’s social influence, which depends on (i) the user’s positioning in the social network and (ii)
interactions between the user and all other users in the social network. Given that data on all users in the social network is
required to calculate social influence, something not applicable for today’s social networks, alternative approaches relying on a
limited set of data on users are necessary. However, these approaches introduce uncertainty in calculating (i.e., predicting) the
value of social influence. Hence, a methodology is proposed for evaluating algorithms that calculate social influence in complex
social networks; this is done by identifying the most accurate and precise algorithm. The proposed methodology extends the
traditional ground truth approach, often used in descriptive statistics and machine learning. Use of the proposed methodology is
demonstrated using a case study incorporating four algorithms for calculating a user’s social influence.

1. Introduction

In 2017, more than 2.5 billion people participated in online
social networking, with more than two billion of them
using Facebook as one of the largest online social network-
ing platforms [1]. In a broader sense, social networks are
not just structures of interconnected humans based on their
participation in such platforms. Social networks can also be
built around other digital products such as telecommunica-
tion network operator services (e.g., mobile phone calls and
text messaging) or even nonhuman users such as net-
worked objects and smart devices (i.e., forming the so-
called Social Internet of Things) [2]. Finally, overarching
social networks can be built by combining membership and
activities in multiple social networks, thus creating even
more complex social networks characterised by not only
millions or billions of (human and nonhuman) users but
also a very rich set of possible relationships between social
network users.

Importantly, understanding the dynamics within a
social network requires calculating different properties of
complex networks. This paper will focus on properties that
describe social networks at the level of the individual user.
Though two types of network properties from the aspect
of the individual user can be calculated—key actors and
key relationships—they differ significantly in the approach
to calculating them. The property key actors (such as influ-
ence [3–6]) represents global user properties as it depends
on (i) the global positioning of the user within the entire social
network and (ii) interactions between the user and all other
users in the social network (i.e., the property 1 :N, where N
is the size of the social network). On the other hand, the
property key relationships (such as trust [7, 8]) represents
local user properties, given that they depend on local dynam-
ics between pairs of individual users (i.e., 1 : 1 property).

Today, there are algorithms for calculating both global
and local user properties in social networks [9]. Nevertheless,
evaluating the algorithms varies significantly. In evaluating
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local user properties, the ground truth approach can be
applied, which is a traditional approach often used in statis-
tics and machine learning. The basic idea behind the ground
truth approach is to collect proper objective data on the
modelled property and compare the result obtained from
the evaluated algorithm with the result found in ground truth
data. For example, when modelling the trust relationship
between social network users, ground truth data can be
collected using a questionnaire where the number of social
network users determines the level of trust between them
and other social network users [10, 11]. Given that social
trust is a 1 : 1 user property, surveyed users may answer
questions about their level of trust towards other social net-
work users, and consequently, this provides the ground
truth data. However, the same approach for evaluating
global user properties is not applicable as those properties
are 1 :N user properties, and only users who have full
knowledge of all other social network members are able to
answer the ground truth questions. Considering that today’s
online social networks are quite sparse [12, 13] and only
social network platform operators have comprehensive data
on its respective users [14], new methods are obviously
needed for evaluating the modelling of global user proper-
ties in complex social networks.

This paper is a contribution to existing literature in that it
proposes a novel methodology for evaluating algorithms that
calculate social influence in complex social networks. The
proposed methodology (i) compares algorithms that rely
solely on available ego-user data for calculating ego-user
social influence and (ii) identifies the most accurate and pre-
cise algorithm for predicting social influence. To the best of
our knowledge, there are no other methodologies for evaluat-
ing algorithms that calculate social influence in complex
social networks which are in addition able to identify the
most accurate and precise calculation algorithm. The paper
demonstrates different phases of the proposed methodology
using a case study to calculate social influence by evaluating
accuracy and precision of four different algorithms that
calculate social influence.

The paper follows a specific structure. Section 2 presents
the concept of social influence in online social networks and
related work in the respective field, including the use of
SmartSocial Influence algorithms. In Section 3, a methodol-
ogy for evaluating the method of calculating social influence
in complex social networks is introduced, and its use is dem-
onstrated in Section 4. Next, Section 5 discusses the impact
of the proposed evaluation methodology and elaborates on
possible implications of identifying the best-performing
social influence algorithm. Section 6 provides a conclusion,
focusing on constraints of the proposed approach as well
as further work in the field. The questionnaires used in
method for evaluating social influence are provided in the
appendix to this paper.

2. Background on Previous Work

Looking back on previous work, the paper first explains
the concept of social influence in online social networks
and provides examples of the main services stemming from

social influence. The second part in this section introduces
SmartSocial Influence algorithms, a specific class of algo-
rithms for calculating social influence.

2.1. Social Influence in Online Social Networks. Social influ-
ence is “a measure of how people, directly or indirectly, affect
the thoughts, feelings and actions of others” [15]. It is a topic
of interest in both sociology and social psychology, and more
recently in information and communication technology
(ICT), computer science, and related fields. Social influence
in online social networks has seen a great rise with services
such as Klout [16], Kred [17], PeerIndex [18], or Tellagence
[19], all of which have demonstrated the central role of
empowered users in everyday lives of ordinary people [20].
With over 620 million users scored and serving over 200
thousand business partners, Klout is an important service
that is aimed at bringing influencers and brands together.
Klout defines influence as “the ability to drive action” and
measures it on a scale from 1 to 100, based on data frommore
than ten of the most popular social networking services
(SNSs). As of 2017, the two most influential Klout users are
Barack Obama and Justin Bieber with Klout scores of 99
and 92, respectively [21]. Figure 1 illustrates the concept of
social influence using an example of six users interconnected
in a social network through two types of connections. Ego-
user User A has a greater social influence thanUser B, but less
than User C, as denoted by the size of graphical symbols
representing them. Users in the network are connected
through different types of connections (e.g., User A and User
C are Facebook friends, while User A and User B communi-
cate using a text messaging service).

Numerous studies, tests, experiments, and research over
a period of more than 50 years have led to various approaches
in elaborating social influence [22–27]. Although rooted in
social psychology and sociology, the topic of social influence
has independently spread to modern online social networks
with the rise of the Internet era [28].

2.2. SmartSocial Influence Algorithms. The paper compares
the prediction accuracy and precision of four social influence
algorithms—SLOF, SAOF, SMOF, and LRA—which all

A

BC

ef

K

Figure 1: Graphical illustration of influence in a social network.
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belong to the SmartSocial Influence class of algorithms.
SmartSocial Influence [4] is an approach to social influence
modelling which takes into account the following goals: (i)
inferring social influence of users based on their data retrieved
from multiple, heterogeneous data-sources, namely, data on
social networking services combined with data from telecom-
munication operators, and (ii) a multidisciplinary approach
rooted in previous approaches to social influence modelling
in the fields of social psychology and sociology, as well as
ICT. The important difference to common approaches in
social influence modelling (e.g., Klout and Kred) is the scope
of observation. Unlike the SmartSocial Influence approach,
the approach common to both Klout and Kred is their “Big
Brother” scope of observation—they endeavor to collect vast
amounts of user data to model influence that may expand
beyond activities in a user’s first-degree ego-network
(Table 1). Moreover, the SmartSocial Influence approach
operates on smaller datasets as its scope of observation is lim-
ited to the user’s ego-network alone (Figure 1—User B and
User C are in the ego-network of User A, but the same is not
true for User K).

Furthermore, SmartSocial Influence explores social
influence in social networks both from the structural

(Structural models analyse network structure using met-
rics such as degree, betweenness, and closeness centrality
[29, 30], as well as eigenvector centrality [31]) and
behavioural (Behavioural models analyse interaction among
users, e.g., how connected users propagate or repost content,
how many of them like or comment on it, or the way they
engage in conversations [32, 33]) perspective—by analysing
node degree (i.e., audience size), content type (i.e., quality),
and content frequency (i.e., time-based longitudinal quan-
tity) of interactions between users. Figure 2 illustrates this
by identifying the main SmartSocial entities:

(i) Influencer—the ego-user exerting the influence

(ii) Content—items (SNS posts, calls, or messages)
created by the Influencer in the SNS or telecom
network

(iii) Ego-network—all users who communicate with the
Influencer

(iv) Audience—users of a SNS who observe and engage
with the Influencer’s content, a subset of the Influen-
cer’s Ego-network

Table 1: Comparison of Klout, Kred, and the SmartSocial Influence.

Klout Kred SmartSocial Influence model

Scope of observation “Big Brother” “Big Brother” Ego-network

Scale 1 to 100 1 to 1000 0 to 100

Support for multiple SNSs ✓ ✘ ✓

Openly published algorithm ✘ ✓ ✓

Telco network data-source ✘ ✘ ✓

Influencer

Audience:
(i) Social friends

Influence (SSI):
(i) Telco influence (TI)

(ii) Social influence (SI)

Engagement (E):
(i) Likes (L)

(ii) Comments (C)
(iii) Likes on comments (LC)

Strength and authority (Q):
(i) Audience size
(ii) Content frequency (CONF)

Content:
(i) Posts

(ii) Calls
(iii) Messages

Ego-network:
(i) Audience U Telco “friends”

(F)

Figure 2: The SmartSocial Influence model.
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An important feature is the difference between the Influ-
encer’s Ego-network and the Audience. The Audience com-
prises users connected to the Influencer through the same
SNS. The Influencer may have multiple Audiences, but for
a single SNS there is only one. On the other hand, a user’s
Ego-network comprises all users with whom the Influencer
has communicated in the combined telecom network and
SNSs. Hence, the Audience is a subset of the Influencer’s
Ego-network. Definitions of the relationships between Smart-
Social entities are as follows (Figure 2):

(i) Influence (SSI)—SmartSocial Influence comprised of
TI and SI

(ii) Telco Influence (TI)—Influencer’s effect on the
respective Ego-network

(iii) Social Influence (SI)—Influencer’s effect on the
respective Audience

(iv) Engagement—the action taken towards the Influ-
encer’s content by the Audience through the SNS
(in the form of likes, comments, or likes on comments)

In short, the purpose of SmartSocial Influence algorithms
is to quantify the number of engagements or interactions
for a user’s publication or post (e.g., likes) with respect to
the size of the audience (i.e., number of friends). In other
words, a highly influential user of a SNS will have numerous
posts and will be massively engaged by a large share of the
respective audience.

Let us further explain the SmartSocial Influence concept
on the social graph shown in Figure 1. The Influencer
(or ego-user) is User A, connected to other users in the
respective Ego-network (e.g., to User B and User C). User C
is part of User A’s Audience; User B is not. Therefore, User
B is not able to “perceive” A’s influence—but merely contrib-
utes to it.User A’s influence is defined as a property of nodeA,
exerting influence on all other users in the respective
Audience (part of the Ego-network) and described as a 1 :N
relationship. This means that User K (not part of the Audi-
ence or Ego-network) is not able to “perceive” A’s influence.

If User A and User K were connected through the same SNS,
this would then be possible. Influence is graphically repre-
sented through the size of the graphical symbol, with User C
being the most influential in User A’s Ego-network (and
Audience). In other words, Influencer’s influence is “perceiv-
able” only bymembers of the Audience, whereas for the entire
Ego-network it is “a result of contribution.” Nonaudience
users of the Ego-network cannot “perceive” influence since
they do not possess the means to do so.

More details on calculating SmartSocial Influence, along
with pseudocodes of algorithms SLOF, SAOF, SMOF, and
LRA, are available in [4].

3. Proposed Methodology

As previously mentioned, the SLOF, SAOF, SMOF, and LRA
algorithms produce meaningful and usable results regarding
one’s social influence [4, 34, 35]. However, to prove that the
results hold true, they have to be validated.

Validity is the degree to which evidence supports inter-
pretations of test scores [36]. In other words, validation
reveals whether the respective algorithm produces correct
results (that hold evidence of being truthful in the largest
amount of cases) for social influence. Subsequently, evalua-
tion leads to discovery of the best algorithm, that is, the most
accurate and precise algorithm. Differences between these
two terms are explained in detail in Section 3.3. In short,
the methodology for evaluating algorithms provides insights
into identifying the best social influence algorithm.

The proposed methodology takes place in four phases
(Figure 3): (i) the first phase is a preparatory step; (ii) the sec-
ond phase involves takingmeasurements of the performances
of algorithms with respect to “ground truth”; (iii) the third
phase is validatory and evaluatory regarding the algorithms;
and (iv) the last phase is conclusive.

Namely, the first phase involves pre-questionnaires,
essential to forming themain questionnaire in a scientifically
valid manner in the second phase. The third phase uses the
main questionnaire to validate the algorithms, and the fourth
phase provides a conclusion by identifying the best algorithm.

Measurement ConclusionValidation and evaluation

Content
validation

(pre-questionnaire)

Face validation
(pre-questionnaire)

Algorithm
validation

Scientific
contribution

(best algorithm
by evaluation)

Measuring against
“ground truth”

(main questionnaire)

SLOF
SAOF
SMOF
LRAA

lg
or

ith
m

s

Algorithm
evaluation

Preparation

Figure 3: Proposed methodology for evaluating algorithms that calculate social influence in complex social networks with its four
distinct phases.
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The four phases of the proposed methodology for evaluating
algorithms that calculate social influence in complex social
networks are described in more detail further on.

3.1. Evaluation of Social Influence Calculation: Preparatory
Phase. Themain questionnaire MQ is employed to validate
social influence results produced by each of the algorithms.
Just as any other questionnaire, the MQ is a test given to
respondents in form of questions. Each question represents
a test item Qi . To make sure the (MQ) measures what it
is supposed to measure, two different facets of validity have
to be satisfied for each of the selected items (questions). First
is content validity and second is face validity. These are tools
incorporating a rigourous scientific method—validation of
an artefact, in this case, the main questionnaire (MQ).

3.1.1. Content Validity Test. Content validity [37], also
known as logical validity, indicates to what degree each of
the test itemsmeasures what it should be measuring (i.e., test
content). A test created by a single author may or may not be
content valid, given that an author may be biased and create a
test that does not measure what it is supposed to.

Therefore, as the content validity test, a number of
individuals who are sociology/psychology researchers were
asked to validate questions directly, after being provided with
definitions of social influence.

3.1.2. Face Validity Test. Items that pass the content validity
process are advanced into the face validity process. In con-
trast to content validity, face validity does not show how good
the test measures what it is supposed to measure, but what it
actually appears to measure. In other words, despite the
scientific rigour of content validity, it is face validity that
ensures correctness of the interpretation of questions and
their relevance of the participants’ answers. Some researchers
argue that face validity is somewhat unscientific [38]; none-
theless, the test is face-valid if it seems valid and meaningful
to the participants taking the test, decreasing its overall bias
levels [39].

For that purpose, after establishing content validity with
the content validity pre-questionnaire PQCV , an additional
pre-questionnaire should be used for establishing face valid-
ity PQFV of items QCVi. The basic principle remains the
same as with content validity test, but the implementation
is somewhat different. Since those who are not sociology/
psychology researchers are not familiar with definitions
and concepts of social influence, asking them to validate
questions directly is inappropriate. Providing them with def-
initions of social influence beforehand, as is the case with the
sociology/psychology researchers, may distort the responses
and undermine face validity. (This design approach, to
the best of its ability, endeavors to mitigate the Hawthorne
(or Reactivity) effect [40], the Observer-expectancy effect [41],
and to the greatest extent the bias resulting from theDemand
characteristics [42].) Therefore, as the face validity pre-
questionnaire tests a number of nonexpert individuals who
are not sociology/psychology researchers, they were asked
to validate questions indirectly, without being provided

with definitions of social influence beforehand in order
to avoid bias.

3.2. Evaluation of Social Influence Calculation: Measurement
Phase. The results of the content-validity and face-validity
tests are the basis for compiling the main questionnaire
(MQ). The MQ serves as the ground truth or the “golden
standard”—its purpose is to validate and evaluate algorithms
SLOF, SAOF, SMOF, and LRA. Each question Qi in theMQ
requires the participant to read an “imaginary Facebook
post” and choose between Facebook friends who exert a
greater personal influence (either on emotions, actions, or
behaviours as described in the question).

What each question Qi (the total number of questions
in the questionnaire MQ is denoted as MQ ) explores is,
in fact, the greater social influencer among two Facebook
friends in each pair. All of the questions pose the same
question indirectly—which of the two Facebook friends
has greater social influence? A total of Pair Facebook-
friend pairs are offered as answers to each question.
These pairs are permutated between questions, to avoid
participant boredom and fatigue. All Pair friend pairs
in MQ questions equal Pair × MQ observations per
participant. Combined with PAR participants, there are
a total of Pair × MQ × PAR observations per algo-
rithm. Observations were carried out in the manner
described below.

First, consider a single participant, denoted as PAR j. For
each Pair offered as answers to questions, there are two
Facebook friends—lef t FB friend and right FB friend. Each
Facebook friend has four social influence scores attached to
it, as calculated per respective algorithm ALGO—SISLOF,
SISAOF, SISMOF, and SILRA. Calculating the difference between
social influence scores SI of the left and right Facebook
friends yields a new measure defined as

Δp Pair, ALGO = SIALGO lef t FB friend
− SIALGO right FB friend ,

p ∈ 1, 2,… , Pair × MQ × PAR ,
1

where

ALGO ∈ SLOF, SAOF, SMOF, LRA ,
lef t FB friend, right FB friend ∈ Pair,
Pair ⊆ FB Friends PARj , j ∈ 1, 2,… , PAR

2

Since social influence scores SI attain values between 0
and 100, Δp attains values between −100 and 100. The value
Δp in fact represents “measurement of certainty” with which
the respective algorithm determines that the lef t FB friend
has greater social influence than the right FB friend has, or
vice versa. For example, Δp = −42 means that “the right FB
friend is more influential than the left FB friend by 42.”

An algorithm that correctly measures a more influential
Facebook friend in a Pair (with respect to the participant’s
answer) gets rewarded, whereas the algorithm that incor-
rectly measures it gets punished. This means that Δp is a
single measurement.
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How do algorithms get rewarded or punished with
respect to a correct or incorrect measurement? Let us define
the measurement score of a Pair as

msp = εp∙
Δp

100 , 3

where for each Pair of Facebook friends found in the “ground
truth,”

εp =
−1, if more inf luential is the f riend on the right

1, if more inf luential is the f riend on the lef t

4

This simply means that for correctly measuring the more
influential Facebook friend in a given Pair, an algorithm
receives a measurement score of msp = + Δp /100. In con-
trast, it receives msp = − Δp /100 for an incorrect measure-
ment. (One might argue whether this approach is justified.
Replace the “algorithm” with a Geiger instrument for mea-
suring radioactivity and consider the logic of “measurement
confidence” as follows. If the Geiger instrument is correct,
it should be rewarded. If not, it should be punished. Now,
imagine an instrument that measured Δp = 100 between
two people, determining the person on the left +100 more
radioactive than the person on the right. If incorrect, the algo-
rithm should be severely punished—for potentially endanger-
ing the person on the right. If correct, it should be maximally
rewarded for saving the life of the person on the left. The same
holds true for smaller measurements (e.g., moderate punish-
ment/reward for Δp = 5) and all other variations.)

3.3. Evaluation of Social Influence Calculation: Validation
and Evaluation Phase. In the phase that follows, it is impor-
tant to distinguish between the two constructs—validation
and evaluation of algorithms. Validation yields proof that
the algorithm produces sound and truthful social influence
scores with respect to participants’ answers, which are taken
as the “ground truth.”

The single criterion for validating an algorithm is
as follows:

V1. The overall amount of correct measurements (from
the measurement phase) is greater than half (50%)
with respect to participants’ answers.

In other words, the ALGO algorithm is valid if its average
measurement score msp is greater than zero by a statistically
significant margin. Statistically speaking, this shows that the
algorithm did not bet and correctly determined the greater
social influencers by sheer chance alone, but by being aligned
with the ground truth found in the participants’ answers.
Since validation is a binary variable, an algorithm can either
be valid or invalid. There is no comparison between the algo-
rithms in terms of their validity; one cannot be more valid
that the other.

Evaluation, on the other hand, enables ranking of the
algorithms. As can be seen, the algorithm with the greatest
amount of both correct and “confident measurements”
(utilising greater ∣Δp∣) is declared the most truthful.

Averaging over all of the Facebook friend pairs, the most
truthful algorithm can be identified using the evaluation
criteria prioritized as follows:

E1. The greatest average measurement score msp
E2. The smallest spread (also known (in statistics) as var-

iability, scatter, or dispersion) of measurement scores
msp in the distribution

To paraphrase using statistics vocabulary, the criteria for
the most truthful algorithm would be as follows:

E1. The algorithm with the greatest accuracy
E2. The algorithm with the greatest precision
The first criterion assumes the average to be true as a

point-estimation through a sufficient amount of data points
(in our case, exactly 1,152 measurement scores per algorithm
(12 Facebook friend pairs in 6 questions given to 16 partici-
pants)) Let us be clear that each algorithm is completely pre-
cise with respect to repeating a single measurement; that is,
repeating the measurement of the same Pair will always
return an identical value. Precision is not used in the sense
of an internally intrinsic measure, but in comparing against
the ground truth. It is a question of how precise an algorithm
is when put up against participants’ answers in the real world.

3.4. Evaluation of Social Influence Calculation: Conclusion
Phase. Importantly, the underlying research problem should
be evident—to correctly determine themore influential of the
two Facebook users, with the ultimate goal of ranking them
according to their social influence score SI. Knowing a cer-
tain SI score is inadequate per se unless comparable to
another SI score. In the most general sense, this approach
to evaluating relates to maxDiff and best-worst choice meth-
odologies [43, 44] and is used to establish which of the algo-
rithms produces the best results in a relative (ranked), not
absolute (nonranked) manner.

4. Methodology in Practice—Evaluating the
SmartSocial Algorithms

In the previous section, four phases of the proposed method-
ology for evaluating calculation of global user properties in
complex social networks were explained. In this section, use
of the proposed methodology will be demonstrated using a
case study of calculating social influence by evaluating the
accuracy and precision of four social influence algorithms—-
SLOF, SAOF, SMOF, and LRA—which all belong to the
SmartSocial Influence class of algorithms.

4.1. Evaluation of the SmartSocial Algorithms:
Preparation Phase

4.1.1. Content Validity Test. To avoid bias in selecting
questions for the MQ, a content validity pre-questionnaire
PQCV has to be employed. In our case, the PQCV was
given to a group of 22 experts (All the experts were grad-
uates from the Faculty of Humanities and Social Sciences,
University of Zagreb, familiar with the field of social influ-
ence through (social) psychology and sociology classes and
research.) EXPk on the subject of social influence. Before
answering questions, experts were shown important
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definitions of social influence, which ensured that all of
them utilize the same underlying concept.

The content validation process is shown in Figure 4. Of
the 30 questions Qi from the total in PQCV, only the top
best-rated 10 passed through to the next step of validation.
An expert was given the opportunity to score each question
Qi on a scale of 1 to 5, depending on how well it explored
social influence in line with the given definitions. After
PQCV was finished, each question score was averaged across
all experts. This produced the content-validity score for a
particular item, denoted as CV Qi .

According to [37], for a group of 22 experts, each item has
to be rated above 0.42 out of a maximum of 1 in order to pass
as valid for content. On a scale of 1 to 5, this equates to 2.1,
which is the threshold for selecting a question Qi as content-
valid. In other words, the statement CV Qi > 2 1 must hold
true for each of the questions Qi to be content-valid.

All questions Qi, as well as their respective CV Qi
scores, can be found in Appendix B. Pre-questionnaire
(content validity). Of the 30 questions in the PQCV, 29
questions passed the content validity test and the top 10
with the highest CV Qi scores were selected for the next
phase—the face validity test (PQFV).

4.1.2. Face Validity Test. In this phase, a pre-questionnaire of
top 10 questions that passed PQCV was given to 22 individ-
uals who were not experts NEXx on the subject of social
influence. As is evident in Appendix C, these questions do
not address social influence per se in any shape or form but
ask the nonexpert to read an “imaginary Facebook post,”
and each time a different one. The “post” is followed by a
description regarding the effect either on personal emotions,
actions, or behaviours with respect to a given imaginary Face-
book post. Next, the nonexpert is instructed to choose which
Facebook friend would cause a greater effect either on
emotions, actions, or behaviours as described in the question.
Facebook friends are presented in pairs, with each question

holding the identical four Facebook-friend pairs as answers.
The face validation process is shown in Figure 5.

A note here is that pairs themselves are not important
in this phase; the point of PQFV lies in a “hidden” 11th
question which reveals itself to the nonexpert once PQFV
is finished. This last question provides the necessary defi-
nitions of social influence and then asks the nonexpert to
choose—in accordance with the provided definitions—the
more influential friend among the same four Facebook-
friend pairs used beforehand. In essence, it provides a filter
of “correct answers” for all of the previous 10 questions.
Details about the face validity test and face validity scores
FV QCVi with respect to the 10 questions in PQFV can be
found in Appendix C.

Exactly four Facebook-friend pairs are offered as answers
in each QCVi because questions can have anything between 0
and 4 “correct answers,” based on “criteria” in the 11th ques-
tion. Upon shifting the scale by +1, this yields a scale from 1
to 5, which corresponds directly to the previously used scale
in PQCV, which is important for equal treatment of both con-
tent- and face-validity. Again, each question is given a score
FV QCVi as an average across all scores of the 22
nonexperts.

Finally, the top 5 questions were chosen forMQ, with an
additional QMQ6. This additional question was important for
MQ as it involved a topic referring to the mobile telecommu-
nication operator. In fact, it is both content- and face-valid
(see Appendix B and Appendix C).

4.2. Evaluation of the SmartSocial Algorithms: Measurement
Phase. To avoid fatigue [38], participants in the main ques-
tionnaire MQ were asked 6 questions, leading to MQ = 6
The highest scored questions that passed content validity as
well as face validity pre-questionnaires were chosen to be part
of theMQ, as described in the previous subsection. A total of
16 participants participated in theMQ, leading to PAR = 16.
A total of 12 Facebook-friend pairs were offered as answers to

Q1

30 Test items

Q2

Q30

CV (Q1)

Content-validity score

CV (Q2)

CV (Q30)

......

QCV1

Top 10 items

QCV2

QCV10

...

22 experts
(EXPk)

Pre-questionnaire
(PQCV)

CV (Qi) > 2.1

Figure 4: The process of content validation for questions Qi.
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each question, leading to Pair = 12 All 12 friend pairs in 6
questions equal 72 observations per participant. Combined
with 16 participants, there are a total of 1152 observations
per algorithm.

More details about the specific questions which were part
of theMQ are given in Appendix D, while more details about
the metrics used in the measurement process are given in
Section 3.2.

4.3. Evaluation of the SmartSocial Algorithms: Validation and
Evaluation Phase

4.3.1. Validation Using Measurement Scores. Figure 6
shows the distribution of final measurement scores msp
for the SLOF algorithm. Individual measurement scores are
retrieved for each pair of Facebook friends and can attain
values in the range −1, 1 (i.e., +Δp/100 or −Δp/100 for a cer-
tain pair). Given that there are 6 questions with 12 pairs
across 16 participants, the distribution shows a total of 1152
measurement scores.

At the given resolution, it becomes evident that the
SLOF msp distribution ismultimodal, having fivemodes. This
observation holds true for other (SAOF, SMOF, and LRA)
msp distributions as well. The reason lies in the somewhat
nonrandom method of selecting Pairs and their respective
differences in SI, which produces a nonnormally distributed
Δp that sometimes overlaps or repeats, producing several
modes. (Although desirable, it was not feasible to select truly
random values of Δp due to the fact that the SI score distri-
butions from SmartSocial Influence algorithms are not
normal. Particularly in the case of the SLOF algorithm, a
high-kurtosis distribution of SI scores exists, resulting in
the measurement score msp distribution displaying “groups”
based on similar Δp.)

It becomes evident that the majority of measurement
scores msp are greater than zero. To be exact, 58% of them

are positive. This means that SLOF correctly determined
the greater influencer in 668 out of 1152 pairs. Validity is
similar to SLOF for SAOF (Figure 7), SMOF (Figure 8),
and LRA (Figure 9) as well. They correctly determined 61%,
61%, and 64% of greater influencers in pairs, respectively.

To prove the validity of each algorithm, let us formally use
statistical hypothesis testing in the following manner. Con-
sider the statement “SLOF algorithm works by sheer guessing
of the correct measurements” as the null hypothesis H0 being
tested. The test statistic is “the number of correct measure-
ments.” Let us set the significance level α at 0.01. The
observation is “668 correct measurements out of 1,152.”

Therefore, p value is the probability of observing between
668 and 1152 correct measurements with the null hypothesis
being true. Calculation of p value is as follows [45]:

p value = 1
2

1152
∙ 〠

1152

d=668

1152
d

, 5

which equals approximately 3 28∙10−8. In other words,
guessing more than 58% out of 1152 measurements correctly
p value is statistically very improbable. Since p value≪ α,
the null hypothesis is strongly rejected.

Therefore, the logical complement of the null hypothesis
¬H0 can be accepted, stating that “the SLOF algorithm
does not work by the sheer guessing of correct measure-
ments,” which validates the algorithm. Considering that the
other algorithms (SAOF, SMOF, and LRA) have even greater
test statistics, the null hypothesis can be safely rejected for
them as well. The summary is shown in Table 2.

To summarise, all of the algorithms were successfully val-
idated by satisfying the single criterion for validation V1 .
Note that the percentages of correct measurements are not
comparable across the algorithms—which may be 58% per-
cent of “correct pairs” for SLOF, and is not comparable with
64% of “correct pairs” for LRA, given that pairs are associated
with different “weights” Δp to them. This is the reason, for

QCV1

10 (+1) test items

QCV2

(QCV11)

. . .

. . .

. . .
FV (QCV1)

Face-validity score

FV (QCV1)

FV (QCV10)

QMQ1

Top 5 (+1) items

QMQ2

QMQ5

22 nonexperts
(NEXx)

(QMQ6)

Pre-questionnaire
(PQFV)

QCV10

Figure 5: The process of face validation for questions QFV,i.
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Figure 6: Distribution of measurement scores for the SLOF algorithm. Extreme values and outliers are not shown; the distribution shows 936
(of 1152) or 81% of all measurement scores for SLOF.
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Figure 7: Measurement score distribution for the SAOF algorithm.
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Figure 8: Measurement score distribution for the SMOF algorithm.
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example, that LRA is not more valid than SLOF. The
mentioned challenge of ranking is a task for evaluation, not
validation, as will be explained in detail in the following
subsection.

4.3.2. Evaluation by Comparison. Figure 10 shows a boxplot
of measurement scores msp for each algorithm. Although all
four algorithms belong to the same SmartSocial Influence
class of algorithms, LRA is denoted with a different color
(light blue) since it is the only solely literature-based algo-
rithm (i.e., the benchmark algorithm) and the predecessor to
SLOF, SAOF, and SMOF (which are the upgraded versions
[4]). The measurement scores are retrieved per pair, as either
correct +Δp/100 or incorrect −Δp/100 . A summary of the
boxplot is given in Table 3.

Let us first consider the first criterion for evaluation
E1 —the greatest average measurement score msp ,
denoted with a “+” symbol in Figure 10. The greatest
msp is found in SLOF and equals 0 0358. The smallest
msp is found in SMOF and equals 0 0240. In between
are SAOFwith 0 0271 and LRAwith 0 0250msp, respectively.
Observing the averages, SLOF and SAOF are evaluated as
more truthful, while SMOF as less truthful than their prede-
cessor LRA—showing a+43 4%,+8 7%, and−3 8%difference
inmsp, respectively. Based on the first criterion used for eval-
uation E1 , the two algorithms—SLOF and SAOF—
demonstrated and clearly showed significant improvements

over their predecessor, the LRA algorithm, and provided a sci-
entific contribution. In other words, this means that, on aver-
age, SLOF and SAOF surpass LRA (accuracy) in correctly
determining the greater influencer between the two—while
considering the differences in their respective SI scores.

Let us now consider the second criterion for evaluation
E2 —the smallest spread ofmeasurement scores. Statistically
speaking, there are various estimators that estimate the
spread of values across a distribution. They are called estima-
tors of scale, in contrast to estimators of location (i.e., such as
mean or median) [46–48]. The view is that the first criterion
used for evaluation utilized the sample mean (average) as an
estimator of location to rank the algorithms.

When dealing with a large amount of data or variable
measurements, outliers and extreme values are common,
along with certain departures from parametric distributions.
To be “resistant” to outliers or underlying parameters of a
distribution (namely nonnormality, asymmetry, skewness,
and kurtosis), robust estimators of scale have to be employed
[49]. In such situations, performance of robust estimators
tends to be greater than their nonrobust counterparts (such
as standard deviation or variance) [50].

On the other hand, statistical efficiency (In (descriptive)
statistics, efficiency of an estimator is its performance with
regards to the (minimum) necessary number of observations.
A more efficient estimator needs fewer observations; given
that the amount of observations is not an issue with measure-
ment scores, lower efficiency is not problematic.) of robust
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Figure 9: Measurement score distribution for the LRA algorithm.

Table 2: Summary of statistical hypothesis testing with the goal of social influence algorithm validation.

Testing parameters SLOF SAOF SMOF LRA
H0 (null hypothesis) Algorithm being tested works by the sheer guessing of correct measurements

Test statistic Number of correct measurements

Significance level α 0.01

Observation (number of correct measurements) 668 in 1152 706 in 1152 706 in 1152 733 in 1152

p value 3 28∙10−8 9 08∙10−15 9 08∙10−15 8 52∙10−21

Conclusion ¬H0
Algorithm being tested does not work by the sheer guessing of correct

measurements.

Validation successful ✓ ✓ ✓ ✓
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estimators tends to be smaller. Caution should be used when
seeking “resistance” to outliers—sometimes, they carry very
important information, such as the early onset of ozone
holes which were initially rejected as outliers [53]. Since

measurement scores are a large amount of nonparametrically
distributed data containing outliers, utilization of robust
estimators of scale is mandatory.

A thorough description of all estimators is beyond the
scope of this paper; instead, only appropriate estimators
are selected together with an explanation for selecting
them. The estimator needs to be appropriate for comparing
spread between measurement score distributions. The appro-
priate estimator successfully avoids all the “pitfalls” of
the characteristics in measurement score distributions and
additionally [48, 49, 54]

(i) is applicable to variables using interval scale and
not just ratio scale (Ratio scales (e.g., Kelvin tem-
perature, mass, or length) have a nonarbitrary,
meaningful, and unique zero value. Interval scales
(e.g., Celsius temperature) explain the degree of
difference, but not the ratio between the values.
A measurement score of 0.4 is greater than that

+D or −D

+ + + +

1152 1152 1152 1152

SAOF SMOFSLOF LRA
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Figure 10: Boxplot of measurement scores for each algorithm. Boxplot uses values that are less than a 1.5x interquartile range from the 1st
and/or 3rd quartile for the lower and upper whiskers (as defined by Tukey [51]); box lower-bound is the 25th percentile, middle-bound is the
median, and upper-bound is the 75th percentile, and “+” denotes an average (mean) value. Plotted using BoxPlotR [52].

Table 3: Summary of measurement scores as boxplot statistics.

Boxplot statistic SLOF SAOF SMOF LRA
Number of measurement scores 1152 1152 1152 1152

Maximum value 0.90 0.63 0.55 0.76

Upper whisker 0.18 0.29 0.25 0.26

75th percentile 0.06 0.08 0.09 0.09

Average (mean) 0.0358 0.0271 0.0240 0.0250

Median 0.02 0.03 0.03 0.03

25th percentile −0.02 −0.06 −0.04 −0.04
Lower whisker −0.12 −0.27 −0.20 −0.23
Minimum value −0.90 −0.63 −0.55 −0.76
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of −0.1, but not proportionally so. Additionally, a
measurement score of 0.0 does not indicate “no
determination.” Hence, measurement scores use
an interval scale.)

(ii) is applicable to variables containing both negative
and positive values

(iii) is insensitive to mean (average) value close to or
approaching zero

(iv) is insensitive to variables of which the mean (aver-
age) value can be zero

(v) is invariant (robust) to underlying distribution of
the variable (i.e., nonparametric)

(vi) is invariant (robust) to a small number of outliers

(vii) is invariant (robust) to asymmetry of the distribu-
tion and location estimate (or choice of central
tendency, e.g., mean or median)

(viii) has the best possible breakdown point (The break-
down point of an estimator is the proportion of
incorrect observations an estimator can handle
before producing incorrect results [55]. For exam-
ple, consider the median; its breakdown point is
50% because that is the amount of incorrect obser-
vations introduced for it to have an incorrect
median. The maximum achievable breakdown
point is 50%, since that is the threshold at which
it becomes impossible to discern correct from
incorrect data. IQR has a breakdown point of
25%; Rousseeuw-Croux Sn and Qn achieve 50%.
The higher the breakdown point of an estimator,
the greater its robustness.)

The interquartile range (IQR) is the difference between
the upper and lower quartiles; also, it is the “height” of the
box in a boxplot [56]. The coefficient of quartile variation
(CQV) equals IQR divided by the sum of lower and upper
quartiles [47]. Although IQR does not satisfy the criterion
(viii), it is an appropriate statistic because it satisfies all of
the other (more important) criteria; the breakdown point of
the IQR is not critically low and equals 25%, together with
the CQV for which the same reasoning of appropriateness
applies. Furthermore, Rousseeuw-Croux estimators Sn and
Qn [57] offer breakdown points of 50%, do not assume distri-
bution symmetry, and work independently of the choice of
central tendency (mean or median)—all highly favourable
traits. Notably, the median absolute deviation (MAD), as a
robust measure of spread, was considered a serious con-
tender due to its clear benefits, for example, over standard
deviation as defined and elaborated in [50]. However, an
important drawback of classical MAD with regard to crite-
rion (vii) is its sensitivity to distribution asymmetry, a behav-
iour measurement score distribution definitely evident as
shown in Figure 10. Therefore, IQR, CQV, Sn, and Qn form
a group of selected, appropriate estimators of scale.

To conclude evaluation of the algorithms, a summary of
boxplot parameters (measurements scores) and appropriate

estimators is given in Table 4. Next to each estimator is the
criterion which the estimator is attached to; criterion E1
bears one and criterion E2 bears four estimators altogether.

All of the appropriate estimators gave their output in the
form of a single number (i.e., values in brackets); these num-
bers were compared, and algorithms ranked accordingly (for
the criterion (E1), greater values are better (more is better);
for the criterion (E2), the opposite is true—smaller values
are better). Ranks reflect true positions with respect to each
estimator’s output, respectively. Some ranks exhibit a “tie”
(e.g., as with Sn), where three algorithms came in 2nd, and
only one came in 1st.

4.4. Evaluation of the SmartSocial Algorithms: Conclusion
Phase. The last row (evaluation rank) in Table 4 declares
the final, total rankings of algorithms with respect to evalua-
tion. The final rank was produced as an arithmetic mean of
the ranking of evaluation criteria E1 and E2 , the ranks of
which were produced as arithmetic means of the respective
evaluators. SLOF is compared to LRA in bold. As with crite-
rion E1 , SLOF reigns supreme over the other algorithms
along with criterion E2 as well. In other words, SLOF is
the most accurate and precise algorithm of the four analysed
SmartSocial Influence algorithms. Evaluation clearly demon-
strates that SLOF exhibits significant improvements over its
predecessor, the LRA, and provides an original scientific
contribution.

SAOF shows a minor improvement, whereas SMOF
shows no improvement in the overall rankings, while SAOF
is more accurate and SMOF is more precise than LRA. An
interesting notice is that they are ranked (throughout the
criteria) very closely to LRA, lacking the demonstrative
power of improvement as exhibited by SLOF.

It seems that SMOF would greatly benefit from increas-
ing its accuracy, as its precision is already on par with that
of LRA. Likewise, SAOF would greatly benefit from increas-
ing its precision, as it is already more accurate than LRA.
Nonetheless, future research and additional work are neces-
sary to uncover as to why the algorithms rank as they
do—and motivation in answering this question lies in further
experimentation and auxiliary analysis which may very well
shed some additional light on a potentially decisive answer.

5. Discussion

This section discusses the impact of the proposed methodol-
ogy and possible implications of SLOF as the best-evaluated
algorithm. But first, to avoid any misconceptions, let us
explain what validation and evaluation are, and what they
are not—in terms of their respective goals.

Validation proves that all of the four SmartSocial influ-
ence algorithms do not work by the sheer guessing of correct
measurements. The alternative hypotheses may be either
true, or false—one cannot reason as to how much the algo-
rithms produce “correct, meaningful and truthful” results;
only that they do not produce random results (as is the case
with guessing), when compared against the ground truth or
“golden standard.” Validity is proven by ignoring the “pair
weights” Δp associated with each measurement and looking
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at the percentage of correct measurements, as opposed to
incorrect measurements.

Evaluation proves that SLOF is the best-ranked algorithm
according to a pre-given set of criteria—namely, accuracy and
precision. For each algorithm, accuracy is calculated using
the mean (average) measurement score (as an estimator of
location), and precision is calculated using measurement
score spread (or dispersion, using robust estimators of scale).
The algorithm with the greatest accuracy and precision
emerges as the winner.

Additionally, evaluation does not enable any kind of
statistical inference—the goal of validation and evaluation is
not generalizability. The experiment, by its very design, did
not (representatively) sample a predetermined population
(One might define the population as mostly those between
20 and 30 years of age, predominantly highly educated
(mostly from Zagreb, Croatia), with university degrees in
information technology, medicine, psychology, or sociol-
ogy.); doing so would greatly lower the amount of Facebook
friendships in a sample graph, making the job of comparing
algorithms all the more difficult—which is exactly what the
purpose of the evaluation was in the first place.

The definition of social influence has been from social psy-
chology, which is reflected to a certain degree in the design of
the algorithms. On the other hand, there is no guarantee as to
how much social influence measured by the algorithms fits
social influence as measured by social psychologists. In other
words, social influence in the “digital” realm may or may not
correspond to (or be associated with) with that in the “physi-
cal, real world”—it is solely a best-effort model of it [4, 34, 35].

An analysis was conducted on the age and number of
Facebook friends totalling 361 SmartSocial Influence experi-
ment participants (The SmartSocial influence experiment
was conducted in the period from September 2014 until
May 2015. A total of 465 user profiles were created. Of these,
104 contained only telecommunication data, as these users
did not provide their Facebook data. Consequently, the
SmartSocial real-world sample comprised the remaining
361 profiles with complete, personal multisource data neces-
sary for SmartSocial algorithms to run—both Facebook and
telecommunication personal data.) (these are not the same
participants who participated in the evaluation questionnaire
(The SmartSocial Influence evaluation questionnaire was
conducted in the period from 21st February 2016 until 14th
March 2016. The first phase (pre-questionnaire) had 22
experts and 22 nonexperts as the participants. The second

phase (main questionnaire) had 16 participants.) although
some may overlap). Analysis of age draws some interesting
conclusions (Figure 11). Up until SI of 61, there is a slowly
rising trend of age with respect to the social influence scores
of participants. However, as SI approaches ⟨60, 70], there is a
sharp increase in the age of the participants, as there is a
much greater representation of 30-year-olds in the sample.
More interestingly, highly influential participants SI > 80
were all 25 years of age and younger, with the most influential
ones SI > 90 being below 21.5 years of age. According to S
LOF, the youth is more socially influential.

What is most surprising is the results from analysing the
number of friends (Figure 12). Once more, a group of partic-
ipants with SI = ⟨60, 70] shows specific characteristics. As
observed with age, this group predominantly comprises those
older than 30 years of age; they have the average number of
friends that strongly correlated to age. The number of friends
in all other groups of influencers equals a constant 475 to
575, while the 30-year-olds, of whom 50% are female, average
160 Facebook friends.

What follows are certain specifics of SLOF, the most
truthful algorithm, with regard to the sample of experiment
participants described in [4]. It is important to keep in mind
that SI score groups do not hold an equal number of partici-
pants—this is easily observed in the SLOF distribution of SI
scores [4]. A group of SI = ⟨0, 10] contains as much as 65%
of the participants; SI = 0 holds 11% and SI = ⟨10, 20] holds
15% of the participants. The remaining 9% of participants
altogether form a great minority with SI > 20. As is expected
of a score such as SI, it follows a power law with a minority of
participants being responsible for the majority of social influ-
ence. Therefore, no definitive conclusions regarding gender,
age, or number of friends with respect to social influence on
Facebook can be drawn; instead, a larger, more diverse real-
world sample of participants is needed.

Comparing the specifics of SLOF to the state-of-the-art
influence algorithm Klout would be noteworthy, but impos-
sible as Klout has been a “black box” ever since official launch
in 2008, meaning its proprietary method and processing
details have been unknown and remain a secret. Only
recently has Klout received attention from the scientific com-
munity with their paper outlining the principles and basic
mechanism of calculating social influence combined with
nine other SNSs [58]. The paper does not enable direct
comparison of the Klout algorithm to SmartSocial Influence
algorithms because (i) validation of Klout scores in the paper

Table 4: Summary of criteria ranks and evaluation conclusion.

Statistic or estimator Criterion SLOF SAOF SMOF LRA
Average (mean) rank Accuracy E1 1st (0.0358) 2nd (0.0271) 4th (0.0240) 3rd (0.0250)

IQR rank Precision E2 1st (0.08) 3rd (0.14) 2nd (0.13) 2nd (0.13)

CQV rank Precision E2 1st (2.0) 3rd (7.0) 2nd (2.6) 2nd (2.6)

Rousseeuw-Croux Sn rank Precision E2 1st (0.0835) 2nd (0.1073) 2nd (0.1073) 2nd (0.1073)

Rousseeuw-Croux Qn rank Precision E2 1st (0.0885) 2nd (0.1106) 2nd (0.1106) 2nd (0.1106)

Evaluation rank E1&E2 1st 2nd 4th 3rd
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is not as formal as the validation provided in this paper; (ii)
validated scores include the top twenty people in specific cat-
egories (i.e., best ATP Tennis Players and Forbes Most Pow-
erful Women); and (iii) it would be difficult to collect Klout
scores of all 361 participants, since the Klout API as of
2017 does not yet enable fetching of Klout scores program-
matically in a streamlined fashion. Klout’s previous publica-
tions of Klout score distributions are obsolete due to several
(major) revisions of the algorithm in the meantime. When
taking everything into consideration, Klout is an impressive
SNS for calculating social influence, but more transparency
regarding the Klout algorithm is needed for a fair and direct
comparison with alternative approaches.

6. Conclusion

This paper contributes to existing literature by proposing a
new methodology for evaluating algorithms that calculate
social influence in complex social networks. The paper has
demonstrated the use of the proposed methodology using a
case study in evaluating the accuracy and precision of four

social influence calculation algorithms from the class of
SmartSocial Influence algorithms. The concept and details
of SmartSocial Influence algorithms have already been pre-
sented in [4, 34, 35]; the proposed methodology validates
all of them and has determined that the SmartSocial Influ-
ence algorithm (SLOF) is the most accurate and precise
among them. This paper also contributes to existing litera-
ture by identifying the social influence calculation algorithm
that offers higher accuracy and precision as benchmarked
against the state-of-the-art LRA algorithm.

More broadly, the paper deals with a novel approach to
social network user profiling with the goal of utilising multi-
source, heterogeneous user data in order to infer new knowl-
edge about users in terms of their social influence. By doing
so, the paper addresses an ongoing research challenge in uti-
lising such vast amounts of multisource, heterogeneous user
data with the goal of identifying key, socially influential
actors in the process of provisioning information and com-
munication services. These actors are users equipped with
smartphones, which reveals new information in regard to
their social influence. This new information about a mobile
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smartphone user has not only scientific but also industrial
applications. For example, the best-evaluated novel algorithm
for calculating a user’s social influence (i.e., SLOF) can be used
by telecommunication operators for churn prevention and
prioritizing customer care, or by social networking services
for digital advertising and marketing campaigns.

Some constraints in the proposed approach do exist.
First, while the proposed methodology evaluates social influ-
ence algorithms, the question remains as to how to evaluate
the very proposed methodology in return. To the authors’
best knowledge, this approach is the first methodology to
compare algorithms when calculating social influence based
solely on available ego-user data rather than complete data
on all social network users. That said, the authors of this
paper will pursue encouragement of other similar research
groups to develop alternative methodologies for evaluating
algorithms that calculate social influence or more general
global user properties, in online social networks. Second,
the proposed methodology in this paper was applied on four
algorithms from the SmartSocial Influence algorithm class.
One of those—LRA—is a state-of-the-art benchmarking
algorithm, while the other three—SLOF, SAOF, and
SMOF—were previously developed by the authors of this
paper. A more robust demonstration of the proposed meth-
odology would include applying it on algorithms other than
SmartSocial Influence class algorithms. This was not possible
in this paper as the authors did not have access to (pseudo)
code, test data, and ground truth data for other algorithms
that solely use ego-user data for calculating ego-user social
influence. However, they do hope that other research groups

developing such algorithms will apply the proposed method-
ology, presented in this paper, for benchmarking their algo-
rithms against the SmartSocial Influence class of algorithms.

For future work, the authors plan to demonstrate
applicability of the proposed evaluation methodology to
other global user properties in complex social networks
extending beyond social influence. Furthermore, they plan
to adapt the methodology such that it is directly applicable
to other social networks other than Facebook and other
types of social network users beyond humans, such as net-
worked objects and smart devices forming the Social Internet
of Things.

Appendix

A. Questionnaires

The following questionnaires were developed and carried out
using Google Forms (https://docs.google.com/forms). The
content of the questionnaires below has been translated into
English, as originally the questionnaires were given to partic-
ipants in their native Croatian language.

B. Pre-Questionnaire (Content Validity)

This pre-questionnaire was given to 22 experts in the form of
30 questions (items); each item is scored between 1 0, 5 0 ,
with the threshold for passing content validity >2 1. Next to
each question Qi is its score CV Qi . Questions marked as
chosen are used for the next step (face validity pre-
questionnaire).

Table 5: Pre-questionnaire (content validity) given to experts.

Instructions. The pre-questionnaire contains 30 questions which you need to score 1 to 5. The goal is to explore which questions are most
suitable in determining social influence. A very suitable question is given a score of 5; the least suitable is given a 1. Best-scored questions in
this pre-questionnaire will be used in compiling a new questionnaire which will subsequently be forwarded to participants. The scores you
provide directly affect the process of screening for the most suitable questions. By participating in this pre-questionnaire as an expert, you are
providing support to the final phase of Vanja Smailović’s PhD research. It is important to understand the meaning of social influence. While
scoring the questions, keep these definitions in mind at all times: - Social influence is a measure of how people, directly or indirectly, affect the
thoughts, feelings, and actions of others; - social influence is the ability to drive action; and - social influence occurs when a person’s
emotions, opinions, and behaviours are affected by other persons. The newly compiled questionnaire (using some of the questions below)
will be given to nonexperts who initially will not be aware of its purpose (surveying social influence). They, that is, the nonexperts, will have 4
pairs of their Facebook friends offered as answers, unlike the scale of 1 to 5 noted here. In other words, each nonexpert will choose the more
influential friend in a pair—without being directly asked about their respective social influence. Your task is to score the given “criterion” in
each of the questions, with respect to how much it conforms to the definitions of social influence (given above). The pre-questionnaire,
unlike the next questionnaire, does not show you Facebook-friend pairs as answers, because they will be tailored and specific for each
nonexpert. Your role as an expert is to focus on the questions, not the answers given to future nonexpert participants.

Qi Question text
Available
answers

CV Qi Passed Chosen

Q1

You’ve noticed a post “Dangerous levels of chlorine detected in our hot water used for
showering.” A greater impression on you would leave a post by your Facebook friend:

_______ or _______.
1 2 3 4 5 2.95 ✓

Q2

You’ve noticed a post “If every one of us recycled, we would have CO2 emissions and receive
state/country stimulus for it.” You would recycle more frequently if it were posted by your

Facebook friend: _______ or _______ .
1 2 3 4 5 3.36 ✓

Q3

You’ve noticed a post “Disaster has struck, the Nepalese are left with no food, water and
electricity. I’ve donated money, here are instructions for you to do the same.” You would
donate a greater amount if it were posted by your Facebook friend: _______ or _______

1 2 3 4 5 3.05 ✓
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Table 5: Continued.

Q4

You are dissatisfied with your mobile operator. You’ve noticed a post “I’ve moved to my new
telco X, I think they are better.” You would more likely change your mobile operator if it were

posted by your Facebook friend: _______ or _______
1 2 3 4 5 3.59 ✓ ✓✓

Q5

You’ve noticed a post “Gas station X has the best fuel.” You would more likely refuel more
frequently at the mentioned gas station if it were posted by your Facebook friend: _______ or

_______
1 2 3 4 5 3.36 ✓

Q6

You’ve noticed a post “Smoking while pregnant greatly increases chances of health issues in a
child.” You would more likely spread this information if it were posted by your Facebook

friend: _______ or _______
1 2 3 4 5 2.55 ✓

Q7
You’ve noticed a post “Electricity bills will soon go up.” You would search for more details if it

were posted by your Facebook friend: _______ or _______
1 2 3 4 5 3.50 ✓

Q8

You’ve noticed a post “Video out showing New Zealand’s prime minister slipping on a
banana.” You would more likely watch the video if it were posted by your Facebook friend:

_______ or _______
1 2 3 4 5 2.82 ✓

Q9
You’ve noticed a post “Hidden camera caught them in adultery.” You would watch the video

to a greater length if it were posted by your Facebook friend: _______ or _______
1 2 3 4 5 2.09 ✘

Q10

You’ve noticed a post “World leaders at their last meeting decided to increase nuclear
armament.” You would search for more details if it were posted by your Facebook friend:

_______ or _______
1 2 3 4 5 3.68 ✓ ✓✓

Q11
You’ve noticed a post “Toothpaste X discounted in all shopping malls.” You more likely go
and buy the toothpaste if it were posted by your Facebook friend: _______ or _______

1 2 3 4 5 2.41 ✓

Q12
You’ve noticed a post “Travel agency X offers phenomenal discounts for Asia.” You would
search for more details if it were posted by your Facebook friend: _______ or _______

1 2 3 4 5 2.86 ✓

Q13
You’ve noticed a post “Concert tickets to see X selling out soon.” You would search for more

details if it were posted by your Facebook friend: _______ or _______
1 2 3 4 5 2.91 ✓

Q14

You’ve noticed a post “I’m calling everyone to join a public protest against getting rid of future
generation pensions.” You would more likely join this protest if it were posted by your

Facebook friend: _______ or _______
1 2 3 4 5 4.0 ✓ ✓✓

Q15

You’ve noticed a post that explains the proven downside of your preferred political party. You
would more likely change your vote if it were posted by your Facebook friend: _______ or

_______
1 2 3 4 5 4.27 ✓ ✓✓

Q16
You’ve noticed a post “People killed in a terrorist attack in Ireland.” You would search for

more details if it were posted by your Facebook friend: _______ or _______
1 2 3 4 5 3.23 ✓

Q17

You’ve noticed a post “Home visits by National TV bill collectors more frequent in the
following month.” You would less likely open your doors to strangers if it were posted by your

Facebook friend: _______ or _______
1 2 3 4 5 3.14 ✓

Q18

You’ve noticed a post “Quickly pay your monthly bills, otherwise fines follow within 24 hours
according to latest news.” Reading the post would to a greater extent cause restlessness if it

were posted by your Facebook friend: _______ or _______
1 2 3 4 5 3.77 ✓ ✓✓

Q19

You’ve noticed a motivational post with thoughts about a brighter future, more jobs and
possibilities, and greater salaries where you live. Reading the post would more likely cause

peacefulness in you if it were posted by your Facebook friend: _______ or _______
1 2 3 4 5 4.0 ✓ ✓✓

Q20

You’ve noticed a post “Tensions between Balkan EU members might lead to war.” Reading
the post would more likely cause restlessness if it were posted by your Facebook friend:

_______ or _______
1 2 3 4 5 3.64 ✓ ✓✓

Q21
You’ve noticed a post “Immigrants in EU constantly on the rise.” Reading the post would
more likely spark an interest if it were posted by your Facebook friend: _______ or _______

1 2 3 4 5 3.91 ✓ ✓✓

Q22

You’ve noticed a post “Parliament representatives physically confront each other at the
morning sitting.” Reading the post would more likely surprise you if it were posted by your

Facebook friend: _______ or _______
1 2 3 4 5 2.68 ✓

Q23

You’ve noticed a motivational post about exercise, more physical activity, and health benefits.
Reading the post would more likely motivate you if it were posted by your Facebook friend:

_______ or _______
1 2 3 4 5 3.95 ✓ ✓✓

Q24

You are planning on seeing the movie X. You’ve noticed a post “I’ve seen X, it’s horrible.”
Reading the post would more likely dissuade you from watching the film if it were posted by

your Facebook friend: _______ or _______
1 2 3 4 5 4.41 ✓ ✓✓
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C. Pre-Questionnaire (Face Validity)

This pre-questionnaire was given to 22 nonexperts in form of
10 questions (items); each item is scored between 1 0, 5 0 ,
with the top 5 best (plus one fixed) questions chosen for
the main questionnaire. Next to each question Qi is its score
FV Qi .

D. Main Questionnaire (Algorithm Validity)

The main questionnaire was given to 16 participants with the
goal of obtaining measurement scores for each algorithm,
used in their validation and evaluation. The main question-
naire uses questions which “passed” both validities in pre-
questionnaires; they are both content-valid and face-valid.

Table 5: Continued.

Q25

You are planning a trip to a neighboring country/state X, it’s snowing outside. You’ve noticed
a post “X’s police officers fine drivers without winter tires.” Reading the post would more

likely persuade you to buy winter tires if it were posted by your Facebook friend: _______ or
_______

1 2 3 4 5 3.23 ✓

Q26

You are driving on X section of road. You’ve noticed a post “Police radar-tracking speed at
section X.” Reading the post would more likely cause you to obey the speed limit if it were

posted by your Facebook friend: _______ or _______”
1 2 3 4 5 3.0 ✓

Q27

You are driving on the road section X. You’ve noticed a post “Terrible traffic accident at
section X.” Reading the post would more likely disturb you if it were posted by your Facebook

friend: _______ or _______”
1 2 3 4 5 2.64 ✓

Q28

You are planning a trip to city X. You’ve noticed a post “City X caught in bad weather.”
Reading the post would more likely worry/disappoint you if it were posted by your Facebook

friend: _______ or _______
1 2 3 4 5 2.27 ✓

Q29

You are planning a trip to city X. You’ve noticed a post “City X has seen a rise in crime-rates in
recent years.” Reading the post would more likely worry you if it were posted by your

Facebook friend: _______ or _______
1 2 3 4 5 3.18 ✓

Q30

You are planning a trip to city X. You’ve noticed a post “City X has seen a rise in crime-rates in
recent years.” Reading the post would more likely persuade you to re-plan the trip if it were

posted by your Facebook friend: _______ or _______
1 2 3 4 5 3.09 ✓

Table 6: Pre-questionnaire (face validity) given to nonexperts.

Instructions. Before beginning, pull out a piece of paper and neatly write down 8 Facebook friends that first come to your mind. After doing
so, assign each friend a letter—A, B, C, D, E, F, G, and H—and proceed to complete the questionnaire. This questionnaire contains 10
questions. By participating, you are supporting the final phases of Vanja Smailović’s PhD research. Every question requires reading an
imaginary Facebook post. For each of the questions, answers are offered as PAIRS of your Facebook friends. Refer to your annotations A–H
above. All of the questions have identical answers (Facebook-friend pairs). In other words, you always get to choose between the same
Facebook-friends—it is the questions that changes and differs, not the answers.

Qi Question text Available answers FV Qi Passed Chosen

Q4

You are dissatisfied with your mobile operator. You’ve noticed a post “I’ve moved to my
new telco X, I think they are better.” You would more likely change your mobile

operator if it were posted by your Facebook friend: _______ or _______

A or H B or G C
or F D or E

3.32 ✓ ✓✓

Q10

You’ve noticed a post “World leaders at their last meeting decided to increase nuclear
armament.” You would search for more details if it were posted by your Facebook

friend: _______ or _______

A or H B or G C
or F D or E

3.73 ✓ ✓✓

Q14

You’ve noticed a post “I’m calling everyone to join a public protest against getting rid of
future generation pensions.” You would more likely join this protest if it were posted by

your Facebook friend: _______ or _______

A or H B or G C
or F D or E

3.45 ✓

Q15

You’ve noticed a post that explains the proven downside of your preferred political
party. You would more likely change your vote if it were posted by your Facebook

friend: _______ or _______

A or H B or G C
or F D or E

3.86 ✓ ✓✓

Q18

You’ve noticed a post “Quickly pay your monthly bills, otherwise fines follow within 24
hours according to latest news.” Reading the post would to a greater extent cause

restlessness if it were posted by your Facebook friend: _______ or _______

A or H B or G C
or F D or E

3.55 ✓

Q19

You’ve noticed a motivational post with thoughts about a brighter future, more jobs and
possibilities, and greater salaries where you live. Reading the post would more likely

calm you down if it were posted by your Facebook friend: _______ or ______

A or H B or G C
or F D or E

3.59 ✓ ✓✓
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Table 6: Continued.

Q20

You’ve noticed a post “Tensions between Balkan EU members might lead to war.”
Reading the post would more likely cause restlessness if it were posted by your Facebook

friend: _______ or _______

A or H B or G C
or F D or E

3.77 ✓ ✓✓

Q21

You’ve noticed a post “Immigrants in EU constantly on the rise.” Reading the post
would more likely spark an interest if it were posted by your Facebook friend: _______

or _______

A or H B or G C
or F D or E

3.45 ✓

Q23

You’ve noticed a motivational post about exercise, more physical activity, and health
benefits. Reading the post would more likely motivate you if it were posted by your

Facebook friend: _______ or _______

A or H B or G C
or F D or E

3.45 ✓

Q24

You are planning on seeing the movie X. You’ve noticed a post “I’ve seen X, it’s
horrible.” Reading the post would more likely dissuade you from watching the film if it

were posted by your Facebook friend: _______ or _______

A or H B or G C
or F D or E

3.55 ✓ ✓✓

Q+

You have reached the final question. It is unique and very important. You will reply to it
in the same manner as you replied to the questions earlier. Once more, you will choose a
Facebook friend from the 4 pairs offered in answers—only this time, pay attention to the
definitions of social influence below: - social influence is a measure of how people,
directly or indirectly, affect the thoughts, feelings, and actions of others; - social

influence is the ability to drive action; and - social influence occurs when one’s emotions,
opinions, and behaviours are affected by others. Read the definitions of social influence
above. For each of the pairs, choose the Facebook friend whom you consider has the
GREATER social influence on you on Facebook. While doing so, try to encompass all 3

definitions above as best as you can.

A or H B or G C
or F D or E

— — —

Table 7: Main questionnaire given to participants.

The questionnaire contains 6 questions and takes 10 minutes to complete. Your answers will be anonymized and analysed collectively for all
publishing or discussion purposes. By participating, you are supporting the final phases of Vanja Smailović’s PhD research. Each of the 6
questions requires reading an imaginary Facebook post. Each question offers several pairs of your Facebook friends which are offered as
answers. Your task, for each of the pairs, is to choose the Facebook friend which you consider to be the correct answer for a given question. If
the question seems absurd or inapplicable, choose the Facebook friend whom you consider to be MORE correct. Read all the questions in
advance—it is advisable to at least skim through them all before proceeding. Important: If the pairs repeat among the 6 questions—choose
your answer always while paying attention to the question. On the other hand, watch out for pairs that repeat in a single question—those
pairs require the same answer, because their goal is to check consistency. In other words, the same pairs between different questions are
allowed to (and can) have a different answer—same pairs within a single question cannot! Do not communicate or consult with others while
filling out the questionnaire and remain concentrated. You are allowed to go back in steps—the questionnaire is finalized, submitted, and
locked only after you press Submit. In case of any questions or doubts, please call Vanja at [telephone number provided] to avoid making
mistakes or errors.

Qi Question text Available answers

Q4

You are dissatisfied with your mobile operator. You’ve noticed a post “I’ve moved to my new telco X, I think they
are better.” You would more likely change your mobile operator if it were posted by your Facebook friend:

_______ or _______

12 Facebook-friend
pairs

Q10
You’ve noticed a post “World leaders at their last meeting decided to increase nuclear armament.” You would

search for more details if it were posted by your Facebook friend: _______ or _______
12 Facebook-friend

pairs

Q15
You’ve noticed a post that explains the proven downside of your preferred political party. You would more likely

change your vote if it were posted by your Facebook friend: _______ or _______
12 Facebook-friend

pairs

Q19

You’ve noticed a motivational post with thoughts about a brighter future, more jobs and possibilities, and greater
salaries where you live. Reading the post would more likely cause peacefulness in you if it were posted by your

Facebook friend: _______ or _______

12 Facebook-friend
pairs

Q20
You’ve noticed a post “Tensions between Balkan EU members might lead to war.” Reading the post would more

likely cause restlessness if it were posted by your Facebook friend: _______ or _______
12 Facebook-friend

pairs

Q24
You are planning on seeing the movie X. You’ve noticed a post “I’ve seen X, it’s horrible.” Reading the post would
more likely dissuade you from watching the film if it were posted by your Facebook friend: _______ or _______

12 Facebook-friend
pairs
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The K-means algorithm is one of the ten classic algorithms in the area of data mining and has been studied by researchers in
numerous fields for a long time. However, the value of the clustering number k in the K-means algorithm is not always easy to
be determined, and the selection of the initial centers is vulnerable to outliers. This paper proposes an improved K-means
clustering algorithm called the covering K-means algorithm (C-K-means). The C-K-means algorithm can not only acquire
efficient and accurate clustering results but also self-adaptively provide a reasonable numbers of clusters based on the data
features. It includes two phases: the initialization of the covering algorithm (CA) and the Lloyd iteration of the K-means. The
first phase executes the CA. CA self-organizes and recognizes the number of clusters k based on the similarities in the data, and
it requires neither the number of clusters to be prespecified nor the initial centers to be manually selected. Therefore, it has a
“blind” feature, that is, k is not preselected. The second phase performs the Lloyd iteration based on the results of the first
phase. The C-K-means algorithm combines the advantages of CA and K-means. Experiments are carried out on the Spark
platform, and the results verify the good scalability of the C-K-means algorithm. This algorithm can effectively solve the
problem of large-scale data clustering. Extensive experiments on real data sets show that the accuracy and efficiency of the
C-K-means algorithm outperforms the existing algorithms under both sequential and parallel conditions.

1. Introduction

The development of big data technologies, cloud comput-
ing, and the proliferation of data sources (social networks,
Internet of Things, e-commerce, mobile apps, biological
sequence databases, etc.) enables machines to handle more
input data than human being could. Due to this dramatic
increase in data, business organizations and researchers
have become aware of the tremendous value the data con-
tain. Researchers in the field of information technology
have also recognized the enormous challenges these data
bring. New technologies to handle these data, called big
data, are required. Therefore, it is vital for researchers to
choose suitable approaches to deal with big data and obtain
valuable information from them. Recognizing valuable
information in data requires the use of ideas from machine
learning algorithms. Thus, big data analysis must combine

the techniques of data mining with those of machine learn-
ing. Clustering is one such method that is used in both
fields. Clustering is a classic data mining method, and its
goal is to divide datasets into multiple classes to maximize
the similarities of the data points in each class and mini-
mize the similarities between the classes. The cluster analy-
sis method has been widely used in many fields of science
and technology, such as modern statistics, bioinformatics,
and social media analytics [1–5]. For example, clustering
algorithms can be applied to social events to analyze big
data to determine peoples’ opinions, such as predicting
the winner of an election.

Based on the characteristics of different fields, researchers
have proposed a variety of clustering types, which can be
divided into several general categories, including hierarchy
clustering, density-based clustering, graph theory-based clus-
tering, grid-based clustering, model-based clustering, and
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partitional clustering [1]. Each clustering type has its own
style and optimization approaches. We focus on parti-
tional clustering algorithms. The most popular algorithm
is K-means [2, 3, 6, 7], which is one of the top ten clustering
algorithms in data mining. The advantages of the K-means
algorithm are its easy implementation and understanding,
whereas its disadvantages are that the number of clusters k
cannot be easily determined and the selection of the initial
centers is easily disturbed by outliers, which has a significant
impact on the final results [6]. Due to the simple iteration of
the K-means algorithm, it has good scalability when dealing
with big data and is easy to implement in parallel execution
[8–10]. Researchers have proposed improved K-means algo-
rithms to address the drawbacks of the K-means algorithm,
and most of the improvements were made by optimizing
the selection of the initial K-means centers [11–13]. Good
initial centers can significantly affect the performance of the
Lloyd iterations in terms of quality and convergence and
eventually help the K-means algorithm to obtain the nearly
optimal clustering results.

However, K-means and its improved algorithms still
need to ascertain the number of clusters in advance and then
determine the best data partitioning based on this parameter.
However, the obtained results do not always represent the
best data partitioning. To address these problems, this paper
proposes a K-means clustering algorithm that is combined
with an improved covering algorithm, which is called the
C-K-means algorithm. Our improved covering-initialized
algorithm has “blind” features. Without determining the
number of clusters in advance, the algorithm can automat-
ically identify the number of clusters based on the charac-
teristics of the data and is independent of the initial
centers. The C-K-means algorithm combines the advan-
tages of the CA and K-means algorithms; it has both the
“blind” characteristics of the CA and the advantages of
fast, efficient, and accurate clustering of high dimensional
data of the K-means algorithm. Moreover, CA is easy to
implement in parallel and has good scalability. We imple-
mented the parallel C-K-means clustering algorithm and
baseline algorithms in the Spark environment. The experi-
mental results showed that the proposed algorithm is suitable
for solving the problems of large-scale and high-dimensional
data clustering.

In particular, the major contributions of this paper are
as follows:

(1) We propose a covering-based initialization algorithm
based on the quotient space theory with “blind” fea-
tures. The initialization algorithm requires neither
the number of clusters to be prespecified nor the ini-
tial centers to be manually selected. CA determines
the appropriate number of clusters k and the k-spe-
cific initial centers quickly and adaptively.

(2) The convergence algebra of the Lloyd iterations of the
C-K-means clustering algorithm is much simpler
than that of baseline algorithms.

(3) The parallel implementation of C-K-means is much
faster than parallel baseline algorithms.

(4) Extensive experiments on real datasets show that the
proposed C-K-means algorithm outperforms exist-
ing algorithms in both accuracy and efficiency under
sequential and parallel conditions.

The remainder of this paper is organized as follows.
Section 2 provides an overview of the related work. Sec-
tion 3 gives an introduction to baseline algorithms and
details of the C-K-means algorithm under both sequential
and parallel conditions. Section 4 presents the experimen-
tal results and analysis, and Section 5 concludes the paper
with future work identified.

2. Related Work

As a classic clustering algorithm, the K-means algorithm is
widely used in the fields of database and data anomaly
detection. Ordonez [14] implemented efficient K-means
clustering algorithms at the top of a relational database
management system (DBMS) for efficient SQL. They also
implemented an efficient disk-based K-means application
that takes into account the needs of the relational DBMS
[15]. Efficient parallel clustering algorithms and implementa-
tion techniques are key to meet the scalability and perfor-
mance requirements for scientific data analysis. Therefore,
other researchers have proposed parallel implementation
and applications of the K-means algorithm. Dhillon and
Modha [16] proposed a parallel K-means clustering algo-
rithm based on a message passing model, which utilized
the inherence of the K-means algorithm. Due to data par-
allelism, as the amount of data increases, the speedup and
extendibility of the algorithm improve. Zhao et al. [8]
implemented a K-means clustering algorithm based on
MapReduce, which significantly improved the efficiency
of the K-means algorithm. Jiang et al. [17] proposed a
two-stage clustering algorithm to detect outliers. In the
first stage, the algorithm used improves K-means to cluster
the data. In the second stage, while searching for outliers in
the clustering results of the first stage, it identifies the final
outlier. Malkomes et al. [18] used the k-center clustering var-
iant to handle noisy data, and the algorithms used are highly
parallel. However, the selection of the initial center point of
the K-means algorithm is easily disturbed by abnormal
points, which has a significant impact on the final results.
However, efficient methods to solve the issue in which the
K-means algorithm is influenced by the initial centers have
not been proposed.

Recently, scholars have focused on research into the issue
that the selection of the initial centers of the K-means algo-
rithm is easily disturbed by outlier points and have proposed
several improved algorithms to help the K-means algorithm
select the initial centers. The most classic improved algo-
rithms are the K-means++ algorithm and the K-means||
algorithm. The K-means++ algorithm, which was proposed
by Arthur and Vassilvitskii [12], helps the K-means algo-
rithm to obtain the initial centers prior to the Lloyd iteration.
It randomly selects a data point as the first cluster center,
which is followed by selection based on the probability of
the number of data points constituting the center point of
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the initial set of k. The probability of selecting each successive
center point is dependent on the previously selected cluster
centers. However, due to the inherent sequential execution
characteristics of K-means++, the k clustering centers must
traverse the datasets k times and the current clustering center
calculation depends on all of the previously obtained clus-
tering centers, which makes the K-means++ initialization
algorithm difficult to implement in parallel. Inspired by
the K-means++ algorithm, Bahmani et al. [13] proposed
the K-means|| algorithm to improve the performance of the
parallelization and initialization phases. The K-means||
initialization algorithm introduces oversampling factors,
obtains initial centers that are much larger than the value of
k after a constant number of iterations, and assigns the
weights to the center points. It then reclusters these weighted
center points using the known clustering algorithm to obtain
the final initial centers containing k points. K-means|| initial-
ization has the advantages of the K-means++ algorithm and
also addresses the drawback of K-means++ being difficult to
extend. In follow-up research, researchers have proposed
more improved algorithms of K-means and most are com-
pared to these two classic improved algorithms. Cui et al.
[10] proposed a new method of optimizing K-means based
on MapReduce to process large-scale data, which eliminated
the iterative dependence and reduced the computational
complexity. Wei [19] improved the K-means++ algorithm
by selecting the cluster centers using the sampling method
in the K-means++ algorithm and then producing k centers
with the expectation of having an approximately constant
factor for the best clustering result. Newling and Fleuret
[20] used the CLARANS to help K-means solve the problem
of selecting k initial centers.

However, the number of clusters k in the K-means algo-
rithm and its variations must be known in advance, and the
best data division based on this parameter is then defined.
The data division defined in this way is actually based on
an imaginary model; it is not necessarily suitable for the best
data division. In addition, the final clustering result is based
on clustering under a hypothetical parameter without con-
sidering the actual structural relationship of the data.

In response to the problems described above, this paper
presents a novel clustering algorithm called C-K-means that
has both the “blind” feature of the CA and the fast, efficient
clustering advantage of the K-means algorithm. It can be
applied to high-dimensional data clustering with strong
scalability. We implement the parallelized C-K-means algo-
rithm on the Spark cloud platform. Extensive experimental
results show that the C-K-means clustering algorithm is
more accurate and efficient than the baseline algorithms.

3. The Algorithms

In this section, we first introduce the K-means clustering,
K-means++ clustering, and K-means|| clustering algorithms.
The motivation for using the CA as the initialization
algorithm of the C-K-means clustering algorithm is then
introduced, and the reason that the CA initialization can
obtain clustering results that are approximately optimal is
explained. Finally, we implement the parallel C-K-means

algorithm. Before explaining these questions, we summarize
the notions used throughout this paper in Table 1.

3.1. State-of-the-Art Algorithms

3.1.1. K-Means. The K-means algorithm is one of the most
classic clustering algorithms, because of its simple and fast
performance, leading it to be widely-used. The description
of the K-means algorithm is shown in Algorithm 1. First,
we randomly select k data points from the original dataset
X as the initial k cluster centers denoted by C, and we then
calculate the distance between each data point xi in X and
each center in the initial centers C. Each data point can inde-
pendently determine which center is closest to it, given an
assignment of data points to clusters, the closest center is
denoted by cj. Then, the center of each cluster is updated,
and each data point is repeatedly assigned to the cluster of
the nearest center until the new set of cluster centers is equal
to or less than the set of former cluster centers. This local
search is called Lloyd iteration. The simple iteration of the
K-means algorithm gives it good flexibility and can work
effectively even with today’s big data. Algorithm 1 presents
the pseudocode for the K-means algorithm [6, 12, 13].

3.1.2. K-Means++. Because the selection of the initial centers
has a significant influence on the K-means clustering results,

Table 1: Mathematical notations.

Symbol Explanation

X = x1,… , xn
Denotes a set of points in the
d-dimensional Euclidean space

m = ∣X∣ Denotes that there are m data
points in dataset X

k Denotes a positive integer specifying
the number of clusters

C = c1,… , ck Denotes the set of cluster centers

xi − xj
Denotes the Euclidean distance

between xi and xj

Y ⊆ X Denotes that Y is a subset of X

d x, Y Denotes the minimum Euclidean
distance between x and set Y

centroid(Y) Denotes the centroid of set Y

miny∈Y x − y Denotes the minimum Euclidean
distance between x and y in set Y

ϕY C Denotes the cost of Y with respect to C

〠
y∈Y

d2 y, C Denotes the sum of the squares of
the minimum Euclidean distance
between y in set Y and set C

〠
y∈Y

min
i=1,…,k

y − c1
2 Denotes the sum of the minimum

Euclidean distances between y in
set Y and set C ci ∈ C

ϕ∗ Denotes the cost of optimal
clustering algorithms

σi = σ1i, σ2i,… , σni T Denotes the standard deviation
vector of a cluster
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the K-means algorithm can only find a local optimal solution.
To obtain the global optimal solution, it may be necessary
to select the initial centers several times and then acquire
the final values by constantly choosing these initial centers.

To overcome the disadvantages of K-means, researchers
have proposed improved methods to help K-means find suit-
able initialization centers. K-means++, which was proposed
by Arthur and Vassilvitskii [12], is a typical representative
algorithm (shown in Algorithm 2). The main idea of this
algorithm is to select the initial centers one by one in a con-
trolled way, and the calculation of the current cluster centers
depends on all of the previously obtained cluster centers.
Intuitively, the initialization algorithm selects relatively
decentralized initial center points for K-means clustering,
and the K-means++ initialization algorithm prioritizes the
data points away from the previously selected centers when
selecting a new clustering center. However, from the scalabil-
ity point of view, the main disadvantage of K-means++ ini-
tialization is its inherent sequential execution properties.
The acquisition of k centers must traverse the entire dataset
k times, and the calculation of the current cluster center relies
on all of the previously obtained clustering centers, which
makes the algorithm not scalable in parallel and therefore
greatly limits the applications of the algorithm to large-
scale datasets. Algorithm 2 presents the pseudocode for the
K-means++ algorithm [12].

3.1.3. K-Means||. Based on the advantages and disadvantages
of the two initialization algorithms described above,
researchers have proposed a new initialization algorithm
called K-means|| [13] (see Algorithm 3 for details). The main
idea of this algorithm is to change the sampling strategy dur-
ing each traverse and propose an oversampling factor l =Ω
k . Each time the sample points are traversed in a nonuni-
form way and the sampling process is repeated for approxi-
mately O log ψ iterations, O log ψ is the clustering cost
of the selected centers. We can then obtain the centers of
lO log ψ sample points with repeated sampling. The num-
ber of intermediate centers is larger than k and much smaller
than the original data size. Line 7 of Algorithm 3 shows that
the center points in the set of center points C are assigned
weights, and the center points of these weights are then
reclustered in line 8, that is, the clustered k centers obtain
the final k centers. Finally, these k points are fed into the
Lloyd iteration as the initial centers. Algorithm 3 presents
the pseudocode for the K-means|| algorithm [13].

3.2. Intuition behind the Proposed Algorithm. The traditional
K-means random initialization method requires only one
iteration and selects k centers uniformly and randomly. The
K-means++ initialization method improves the method by
randomly selecting the center point by selecting the initial
center in a nonuniform way, but it requires k iterations. Only
one data point is selected for each iteration to join the set of
center points. Moreover, the selection of the current center
point depends on the previously selected center. K-means++,
which is a constantly updated nonuniform selection opera-
tion, increases the accuracy of K-means++ over random ini-
tialization, but it makes the K-means++ algorithm difficult to
expand on a big dataset. Therefore, researchers proposed the
K-means|| algorithm to improve the shortcomings of ran-
dom initialization and K-means++ initialization and to
choose k initial centers in a nonuniform manner with fewer
iterations. However, both the K-means algorithm and its var-
iant algorithms require the input of the clustering parameter
k in advance and must define the best data partitioning for
this parameter. However, the defined division of data is

Input: X, θ
Output: A set of clusters C1, C2,…

Begin
1: C ← sample k points uniformly at random from dataset X
2: C_new ← C, C_old← ϕ
3: while ∣C_new - C_old∣ ≤ θ do:
4: C_old ← C_ new
5: calculate all of the distances between xi and C_oldj:

get_distance (xi, C_oldj), xiϵX, C oldjϵ C_old
6: assign xi to the nearest C_oldj
7: calculate new centroid C_new:

C newi =
1

C oldi
〠C oldi

i=1 xi

8: end while
End

Algorithm 1: (K-means algorithm).

Input: X
Output: Initial center set C
Begin

1: C ← sample a point uniformly at random from dataset X
2: while ∣C∣ < k do:

3: sample x ∈ X with probability
d2 x, C
ϕX C

4: C ← C ∪ x
5: end while
End

Algorithm 2: (K-means++ initialization).
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actually based on a hypothetical value of k and may not be
suitable for the best division of data, so the actual accuracy
of the clustering results cannot be guaranteed.

Based on the geometric meaning of neural networks
and the M-P neuron model, the covering algorithm was
proposed by Zhang and Zhang [21]. It obtains a rule based
on field covering and does not require the numbers of clus-
ters and initial centroids to be prespecified. However, the
traditional covering algorithm may face a problem in which
some data points of the existing clusters are too large in the
clustering process, which results in unreasonable clustering
results. Therefore, based on the quotient space theory, we
propose a covering algorithm called CA. The concept of
granularity was first proposed by Zadeh in the 1970s [22],
and Zhang and Zhang proposed the theory of quotient
space [23]. This theory provided a reasonable formal model
for mankind’s ability to analyze and synthesize problems
on a macroscopic and granular scale. Different granular-
ities describe information at different levels. When the
granularity is too small, all of the data points are self-
formed and the inner knowledge cannot be mined. When
the granularity is too coarse, all of the data are aggregated
into a cluster, so some properties of the problems are
obscured. Granularity is introduced to scientifically accom-
plish the task of covering clustering and obtain the optimal
clustering results.

The CA requires neither the number of clusters to be pre-
specified nor the initial centers to be manually selected, and it
automatically finds a set of fields that can separate samples
with low similarity and merge samples with high similarity.
The center of the set constitutes the initial clustering centers.
Therefore, the CA has the beneficial feature of being “blind”.
Without knowing the number of clusters a priori, based on
the relationships of the data, the CA can automatically iden-
tify the number of clusters and has no dependence on the
initial clustering centers as well as fast computational speed.
The CA also has good scalability. It is easy to implement in
parallel, which is suitable for data processing in a big data
environment. Therefore, this paper uses the improved CA
as a K-means initialization algorithm to obtain the set of
initial center points.

3.3. Overview of the C-K-Means Algorithm. In this section,
we introduce the realization of the C-K-means clustering
algorithm in detail. Figure 1 depicts the entire process of
the C-K-means algorithm. The C-K-means algorithm is
divided into two main phases: phase 1 and phase 2. Phase 1
performs the CA initialization, and phase 2 performs the
Lloyd iterations. Next, we describe both phases in detail.

3.3.1. Phase 1: Overall Procedure of the CA. Algorithm 4
presents the pseudocode for the CA initialization. Below,
we introduce the implementation process of CA in detail.

(1). Find the center of gravity of all of the sample sets X
that have not been clustered (covered) and then take
the point denoted by center that is closest to the
gravity as the initial center of the first cluster; this
process is get_center (Cu) in Algorithm 4.

(2). Find the distance rx between each data point xϵX
and center that has not been clustered separately
and obtain the sum of all of the distances
denoted by rX→center. Next, wx = rx/rX→center /
∑xϵX rx/rX→center we set the weight wx = rx/
rX→center / ∑xϵX rx/rX→center on all data points.
Finally, we use rx and wx to calculate the cover-
ing radius, radius =∑xϵXrxwx, which is introduced
in get_weight_radius(c,Cu) in Algorithm 4.

(3). Find the centroids of the current spheres continually
according to the obtained center and radius and
obtain new clusters until the number of clusters in
the data points does not increase. We can then
determine the spheres (covering or clustering),
which is introduced in get_covering (c, r, Cu) and
lines 10 to 15 in Algorithm 4.

(4). Repeat steps (1), (2), and (3) until all of the data
points have been completely covered. This is
introduced in lines 3 to 16 in Algorithm 4.

During the data clustering process, we can also automat-
ically adjust the inner class and interclass relationships based

Input: X
Output: Initial center set C

Begin
1: C ← sample a point uniformly at random from dataset X
2: ψ← ϕX C
3: for O log ψ times do:

4: C′ ← sample each point x ∈ X independently with probability px =
l ⋅ d2 x, C
ϕX C

5: C ← C ∪ x
6: end for
7: For x ∈ C, set wx as the number of points in X that are closer to x than any other

point in C
8: Recluster the weighted points in C into k clusters

End

Algorithm 3: (K-means|| initialization).
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Input data

Initialize CA

The suitable cluster number:
k

The best set of centroids:
{C1, C2, …, Ck}

Partitioning

Seeds

Candidate
cluster 1

Candidate
cluster k…

Updating centroid Updating centroid

Centroid kCentroid 1

…

…

…

Partitioning

Final clustering
result

Until satisfy the termination condition:
|old_centroids–new_centroid| < 𝜗

Candidate clusters: {C1, C2, …, Cn1}

Splitting clusters

Merging clusters

Candidate clusters: {C1, C2, …, Cn2}

Phase 1 Phase 2

Figure 1: Overall procedure of the C-K-means algorithm.

Input: X
Output: Results of parallel covering with granularity analysis–A set of clusters
C = C1, C2,…
Begin

1: center c = null
2: Set Cu = X
3: do
4: center c ← get_center(Cu)
5: radius r ← get_weight_radius(c,Cu)
6: Covering Cform=get_covering(c,r,Cu)
7: c ← get_centroid(Cform)
8: r ← get_weight_radius(c,Cu)
9: Covering Clast=get_covering(c,r,Cu)
10: while Clast.subtractByKey(Cform)>0
11: Cform ← Clast
12: c ← get_centroid(Cform)
13: r ← get_radius_centroid(c,Cu)
14: Clast=get_covering(c,r,Cu)
15: end while
16: while (Cu ≠∅)
17: Do Split Operation
18: Do Merge Operation
19: return C = C1, C2,…
End

Algorithm 4: (CA initialization).
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on the actual demand or the relationship between the data
in the dataset. For a covering with fewer sample points, the
single linkage method (using the Euclidean distance) in the
hierarchical clustering algorithm [24, 25] is adopted to
merge them to form an ellipsoidal domain, which means
combing the most similar pair of clusters into a new cluster.
Then, the similarities between the new cluster and the other
clusters are updated, and the two most similar clusters are
again merged. Based on the relationship between the data
in the dataset or the actual demand, we can decide whether
to continue merging the clusters with fewer data points or
to split the spheres with more data points. Finally, we can
obtain reasonable covering divisions with all of the similar
data points that are distributed in one area (spherical or

ellipsoidal), which is introduced in lines 17 and 18 in
Algorithm 4.

Figure 2 presents an illustrative example to intuitively
demonstrate the clustering process of Algorithm 4. To clus-
ter the data points, Algorithm 4 goes through five iterations
to identify five clusters (covering or fields), C1,… , C5. We
then compute the relationship between the inner class and
the interclasses and find that clusters C4 and C5 are very
similar. Therefore, the sixth iteration merges them into one
cluster and then updates the similarities between each clus-
ter, where c1,… , c5 are the centers and r1,… , r5 are the
radii, respectively.

When we study a dataset, we can divide it in differ-
ent ways. Each division is a quotient space of different

C1

C1

r1

(a) Iteration number 1

C1

C1

r1 C2
C2

r2

(b) Iteration number 2

C3
C3
r3

C1
C1

r1 C2
C2 r2

(c) Iteration number 3

C3

r3
C3

r4 C4

C4

C1
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r1 C2
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r2

(d) Iteration number 4

C4
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C5
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r1 C2
C2
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(e) Iteration number 5

C4
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r4

C1
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C3
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r3

C2
C2

r2

(f) Iteration number 6

Figure 2: An example of clustering.
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granularities. We observe and analyze this dataset from dif-
ferent granularities. Based on the different granularities of
the observation and analysis datasets, we can solve the prob-
lem in different granular worlds and can jump quickly from
one granular world to another. This ability to handle differ-
ent worlds of granularity is a powerful manifestation of the
solution of human problems [26]. When we study the prob-
lem of reasonably clustered datasets, we can put the problem
in the quotient space with different granularities for analysis.
We can then obtain the solution to the clustering problem
synthetically. In a different granularity quotient space, we
can observe the different nature of the dataset and then find
the properties of interest to the user, which can be main-
tained in different granular worlds or preserved to a certain
extent. However, not every arbitrary division can achieve
this goal. Therefore, the dataset division and its choice of
granularity must be studied, that is, we need to select the
appropriate dataset division. Based on the above, we propose
the split-operation and merge-operation mechanisms in the
C-K-means algorithm to help the datasets determine the
appropriate partitioning and granularity. The C-K-means
algorithm automatically adjusts the number of clusters dur-
ing the iteration by merging similar clusters and splitting
clusters with larger standard deviations. Finally, after a small
number of constant iterations, C-K-means helps the dataset
find the appropriate number of clusters k and k initial cen-
ters, and it then feeds the clustering centers into the Lloyd
iteration to complete the final clustering process and deter-
mine the reasonable quotient space for the original dataset.

Adjustment Mechanism 1: Split Operation. First, we cal-
culate the vector of the standard deviations for all of the sam-
ples in the cluster to the center of the cluster in all of the
clusters: σi = σ1i, σ2i,… , σni

T , i = 1, 2,… ,Nc, where Nc is
the number of existing classes and n is the dimension of the
samples. We then calculate the maximum component on
σi max of the standard deviation vector σi of each class and
determine the threshold value σs. For cluster Cu, we consider
the following conditions: (1) the maximum component-wise
standard deviation in the cluster, that is, maxj=1,…,nσuj > σs;
(2) the average distance between the samples in the cluster
is greater than the overall average distance, that is, di > d,
where di and d represent the average inner class distance of
the i cluster (i.e., the average distance from the sample to
the centroid in the calculation cluster) and the overall average
distance (i.e., the overall average distance of each sample to
its inner class centers), respectively; (3) the number of sam-
ples in the cluster is greater than θN , that is, Cu > θN , where
θN is the threshold cluster number, θN is the minimum num-
ber of samples allowed in each cluster (if less than this num-
ber, it cannot form a cluster), and Cu denotes the number of
samples in the ith cluster; and (4) the number of clusters is
greater than k/2. If all of these conditions are satisfied, then
split cluster Cu into two clusters with two cluster centers
Cu+ and Cu− and delete the original class Ci. The current
number of clusters will increase by 1. The values of Cu+ and
Cu− are the components corresponding to σi max in the orig-
inal Cu that to σi max are added to and subtracted from,
respectively, while their components remain unchanged.

Adjustment Mechanism 2: Merge Operation. To sort the
numbers of points contained in all clusters that have been
formed, for clusters with fewer points, we calculate the simi-
larity values between all other clusters and them: Sij = 1/1 +
dij, i = 1, 2,… ,Nc−1 and j = 1, 2,… ,Nc. To sort all of the
obtained Sij, values according to the value of the final number
of clusters k; we merge the two clusters with the largest Sij
values and update the merged cluster centers. The current
number of clusters will decrease by 1.

3.3.2. Phase 2: Overall Procedure of Lloyd’s Iterations. Phase
1 determines the suitable value of k and k specific initial
centers by performing the CA initialization. In phase 2,
we assign the data points in the dataset to the cluster
whose center is closest to the data point according to the
cluster centers obtained in phase 1. We then update the
class centers until the convergence condition is satisfied.
All of the data are distributed to the cluster when the data
point is closest to the cluster center, that is, the Lloyd iter-
ation of the K-means clustering algorithm is completed,
and the clustering results near the optimal clustering solution
are obtained to complete the proposed C-K-means algo-
rithm. Our CA initialization and final C-K-means algorithm
can be easily parallelized, and we can rapidly complete the
clustering operations.

3.4. Computational Complexity Analysis. This section dis-
cusses the computational complexity of the C-K-means algo-
rithm with two phases. First, we analyze the computational
complexity of the forming phase of C-K-means (i.e., CA ini-
tialization). In Algorithm 4, the computational complexity of
line 5 is O m because dataset X contains a maximum of m
points. Similarly, the computational complexities of lines 5
and 6 are also O m , and those of lines 7, 8, and 9 are also
O m because the number of clusters is smaller thanm. Lines
10–15 will be repeated until the data points in the cluster do
not change. Lines 3–15 must also be repeated until all of the
data points in X are covered, and the number of repeti-
tions num_C is much smaller than m. In line 3, the radius
of a cluster is the average distance between the center of
the cluster and all of the data points that are not covered
by any clusters. On average, each newly created cluster
covers half of the uncovered data points, and the compu-
tational complexity is O log m . In line 17, the computa-
tional complexity is O p because there is a maximum of
p clusters after the initial covering process. Similarly, the
computational complexity of line 18 is O p because there
is a maximum of p clusters. The number of clusters is
much smaller than m. Thus, the computational complexity
of Algorithm 4 is O m ×O log m +O p =O m log m .
We then introduce the second phase’s computational com-
plexity, which is the Lloyd iterations. The second phase
performs num_iter iterations until the cluster centers do
not change, so its computational complexity is O k ∗m ∗ n
um iter . The numbers of clusters k and iterations num_iter
are much smaller thanm. Therefore, the computational com-
plexity of the C-K-means algorithm is O m ×O log m +
O p +O k ∗m ∗ num iter =O m log m .
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3.5. A Parallel Implementation. In this section, we discuss the
proposed CA initialization and the parallel implementation
of the C-K-means algorithm on Spark.

Spark is the de facto distributed computing platform
for large data processing and is particularly suitable for
iterative calculations. A main component of Spark is the
resilient distributed dataset (RDD), which represents a
read-only collection of objects partitioned across multiple
machines that can be rebuilt if a partition is lost. Users
can explicitly cache an RDD in memory across multiple
machines and reuse it in multiple parallel operations. The
RDD is the main reason that Spark is able to process big data
efficiently. Due to the performance of memory computing,
data locality, and transport optimization of Spark, it is
particularly suitable for performing recursive operations
on big data [27]. However, not all large-scale data can
be efficiently processed via parallel implementation. Parti-
tional clustering algorithms require an exponential number
of iterations [28]. Simultaneously, exponential job creation
time and time of large-scale data shuffling are difficult to
accept, especially for large amounts of data, so mere paral-
lelism is not sufficient. High performance can be reached
only by eliminating the partitional clustering algorithm’s
dependence on the iteration.

The parallel implementation principle of the C-K-means
clustering algorithm in Spark is illustrated in Figure 3. As
demonstrated, C-K-means consists of three main stages.
Stage 1 performs the parallel CA on Spark, and stage 2
analyzes the results of the initial covering clustering
obtained from Stage 1 and splits or merges the clustering
results through self-organization to determine the number
of clusters k and the specific initial center set. Together, stages
1 and 2 constitute the parallel CA initialization process.

Stage 3 is the Lloyd iteration phase, in which Lloyd itera-
tion is conducted on k initial centers to obtain the optimal
clustering results.

The covering algorithm implemented on Spark is illus-
trated in stages 1 and 2 in Figure 3. The distributed files are
read from Hadoop Distributed File System (HDFS) and
transformed into IndexedRDD [29]. The parallel covering
process in stage 1 consists of many covering processes. Each
covering process comprises three processes, which obtain the
cluster and its center, radius, and the cluster, respectively.
Stage 1 describes the process for obtaining all of the clusters.
We obtain the first cluster center c1 through the reduce oper-
ation on Spark. This operation obtains the data point that is
nearest to the centroid of all of the data in parallel. Next,
we obtain the radius r1 of the cluster through the map and
reduce operations on Spark. Specifically, an intermediate var-
iable IndexedRDD Buf is obtained through the map opera-
tion on Spark. The map operation calculates the distance
between the cluster center c1 and each uncovered data point
and forms IndexedRDD Buf . Then, the radius r1 is obtained
through the reduce operation. This operation produces the
radius r1 by calculating IndexedRDD Buf in parallel. Finally,
we obtain cluster_1 through the filter operation on Spark.
Simultaneously, the filter operation filters the data points,
where the distances between center c1 and each uncovered
data point are less than the radius r1. The radius and center
are acquired using the process introduced above. The
remaining clusters are obtained in a manner similar to the
first cluster. These processes are repeated until no more data
points can be identified, which indicates that all of the
data points have been included in these clusters. This is
the end of the covering process, which also indicates that
stage 1 is complete. After the covering process, C-K-means
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Figure 3: Overall procedure of the parallel C-K-means algorithm.
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performs the split and merge operations in stage 2 to obtain
the final initialization centers. Through the CA initialization
process, the initialization centers are adaptively obtained
and then fed into Lloyd’s iteration in stage 3. As described
earlier, Lloyd’s iteration can also be easily parallelized on
Spark. Therefore, it is imperative that we implement an
efficient CA initialization and C-K-means algorithm on
the Spark platform.

4. Experimental Results

This section presents a detailed analysis and comparison
of the experimental results, including sequential and paral-
lel versions of the algorithm to confirm the merits of our
C-K-means algorithm, which include the following: (1)
the C-K-means algorithm can adaptively determine the
number of clusters k and obtain a set of k cluster center
points according to the similarity between the data, which
then allows the C-K-means algorithm to obtain high-
precision clustering results, (2) the C-K-means algorithm
can obtain a clustering result that is near the optimal value
which outperforms K-means in terms of its cost and is
very similar to k-means++ and k-means||, and (3) com-
pared with k-means++ and k-means||, the number of
Lloyd’s iterations in the C-K-means algorithm is relatively
small which converges quickly when accuracy and cost are
ensured, meaning that the proposed C-K-means algorithm
is accurate and efficient under parallel conditions.

In this paper, the C-K-means clustering algorithm and its
counterparts are implemented sequentially and in parallel.
The sequential implementation is evaluated on a stand-
alone computer with a 6-core 3.60GHz processor and
20GB of memory. All of the parallel algorithms are imple-
mented on a cluster of Spark 1.6 with Hadoop 2.6. The cluster
has 16 nodes, each of which is an 8-core 3.60GHz processor
with 20GB memory.

4.1. Datasets. We used 7 datasets in our experiments to
evaluate the performance of the C-K-means algorithm. The
summary statistics and information about these 7 datasets
are shown in Table 2.

The question marks in Table 2 indicate that the number
of clusters in the dataset is unknown.

Some of the datasets, such as Gauss, are synthetic, and the
others are from real-world settings and are publicly available
from the University of California Irvine (UCI) machine

learning datasets [30]. The Iris dataset [31–33] is a well-
known database in clustering algorithm comparisons. It con-
sists of three types of Iris plants (setosa, versicolor, and virgi-
nica) with 50 instances, each of which was measured with
four features. The Wine dataset [31–33] is the result of a
chemical analysis of wines grown in the same region in Italy
but derived from three different cultivars. It contains 178
instances measured with 13 continuous features. The Aba-
lone dataset [34, 35] contains physical measurements of
abalone shellfish. It contains 4177 instances with 9 features
each (1 cluster label and 8 numeric and we apply 8 primary
features), which are divided into 29 clusters. The age of an
abalone can be determined by cutting the shell through
the cone, staining it, and counting the number of rings
with a microscope. In practice, measurements are used to
estimate the age. The SPAM dataset [13] consists of 4601
instances with 57 dimensions and represents features avail-
able to an e-mail spam detection system. The Cloud dataset
[12] consists of 1024 instances in 10 dimensions and repre-
sents the 1st cloud cover database. The individual house-
hold electric power consumption dataset [10] contains
2,049,280 instances with 9 features, 7 of which are applied
in this paper because the other 2 are related to time, which
are not applicable.

To effectively evaluate the experimental performance of
the algorithm, we normalized the datasets. All of the algo-
rithms use datasets that are normalized to frequent cases.
When the dimension of the data points in a dataset is too
high, it reduces the discrimination of the other dimensions
with lower values during the clustering process. We normal-
ized the datasets in an operation by

xji =
xmax
i − xji ori

xmax
i − xmin

i

, if xmax
i ≠ xmin

i ,

1, otherwise,
1

where xji ori and xii represent the jth dimension values of the
ith data point in the dataset before and after normalization,
respectively, and xmax

i and xmin
i are the maximum and mini-

mum values of the jth dimension of all data points in the
dataset, respectively.

4.2. Baselines. In the remainder of this paper, we assume that
both the k-means++ and k-means|| initialization algorithms
implicitly follow the Lloyd iteration process. The proposed
C-K-means clustering algorithm outperforms the baseline
algorithms as described below:

(i) Traditional K-means algorithm (or K-means algo-
rithm): this algorithm is based on random initializa-
tion and is often applied to randomly select k sample
points as the initial centers for Lloyd’s iteration and
complete the final clustering process accordingly
(see Algorithm 1) [6].

(ii) K-means++ algorithm: this method selects k centers
as the initial centers for Lloyd’s iteration through
multiple iterative processes. Based on the probabil-
ity of each sample point, each iteration selects 1

Table 2: Description of seven datasets.

Dataset
Number of
attributes

Number of
instances

Number of
clusters (k)

Iris 4 150 3

Wine 13 178 3

Abalone 8 4177 29

Gauss 3 10,000 ?

SPAM 57 4601 ?

Cloud 10 1024 ?

Individual household 7 2,049,280 ?
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sample point from the dataset to join the center set
and completes the final clustering process (see Algo-
rithm 2) [12].

(iii) K-means|| algorithm: this method selects k centers
as the initial centers for Lloyd’s iteration through a
constant number of processes. Based on the proba-
bility of each sample point, each iteration selects l
sample points from the dataset to join the center
set. It then reclusters the initial center set to obtain
the final center set and feeds the final initial center
point into Lloyd’s iteration. The final clustering pro-
cess is then completed (see Algorithm 3) [13].

4.3. Evaluation Metrics. The effectiveness of clustering is
evaluated by numerous factors that determine the optimal
number of clusters and the granularity of checking the clus-
tering results. The evaluation of clustering results is often
referred to as cluster validation, and researchers have pro-
posed many measures of cluster validity. In this paper, we
choose six standard validity measures to examine the sound-
ness of the clustering algorithms, including Davies-Bouldins
index (DBI) [10, 35, 36], the Dunn validity index (DVI)
[36, 37], normalized mutual information (NMI) [38–40],
the clustering cost function (ϕ), the Silhouette index (SI)
[41, 42], and the SD index (SDI) [42]. These measures are
described as follows:

DBI = 1
k
〠
k

i=1
max
j≠i

Ci + Cj

wi −wj 2
,

DVI =
min

0<m≠n≤k
min

∀xi∈Ωm ,xj∈Ωn
xi − xj

max
0<m≤k

max
∀xi ,xj∈Ωm

xi − xj

,

NMI = I X, Y
H X H Y

,

ϕY C = 〠
y∈Y

d2 y, C = 〠
y∈Y

min
i=1,…,k

y − ci ,

SI = 〠
0<i≤k

b i − a i
max a i , b i

,

SDI k = a ⋅ Scatt k +Dis k ,

2

where

Scatt k = 1
k
〠
0<i≤k

σ vi
σ X

,

Dis k = Dmax
Dmin

〠
0<i≤k

〠
0<j≤k

vi − vj

−1 3

In the DBI validation measure, k denotes the number of
clusters, Ci denotes the average distance within the ith clus-
ter, and wi −wj denotes the distance between the ith clus-
ter and the jth cluster. In the DVI validation measure, k
denotes the number of clusters and xi, xj denotes the

distance between two data points. In the NMI validation
measure, X and Y denote the obtained cluster and true clas-
ses, respectively, where I X, Y is the mutual information
between X and Y and H X and H Y are the Shannon
entropies of X and Y , respectively. The variables in the cost
function ϕ are described in Table 1. In the SI validation mea-
sure, k denotes the number of clusters, a i denotes the aver-
age distance from the ith object to all of the objects in the
same cluster, and b i denotes the minimum average distance
from the ith object to all of the objects in a different cluster. In
the SDI validation measure, k denotes the number of clusters,
Scatt k denotes the average scattering of the clusters, where
σ vi denotes the variance of cluster i, σ X denotes the var-
iance of data set X, and Dis k denotes the total separation
between the clusters, where Dmax = max vi − vj denotes
the maximum distance between the cluster centers, Dmin =
min vi − vj denotes the minimum distance between clus-
ter centers, and a denotes the weighting factor that is equal to
Dis cmax , where cmax is the maximum number of input clus-
ters. DBI is a function of the ratio of the sum of the inner
cluster distribution to the intercluster separation. The
lower the DBI value is, the better the clustering perfor-
mance will be because the distance within the clusters is
small, but the distance among the clusters is large. DVI
is a function of the ratio of the intercluster distribution
separation to the sum of the inner cluster distributions.
The larger the DVI value is, the better the clustering per-
formance will be because the distance among the clusters
is large and the distance within the clusters is small.
NMI indicates the difference between the actual data type
of the original data and the data type calculated by the
clustering algorithm. Therefore, the NMI validation mea-
sure requires that the actual data type and the calculated
data have the same number of class elements. The NMI
values are in the interval [0, 1], and a larger value means
that the two clusters are very similar and also indicates a bet-
ter clustering result. The value of the cost function ϕ indicates
the sum of the distances from each data point to the nearest
cluster center. Therefore, the lower the cost function ϕ is,
the better the clustering performance will be. The purpose
of SI is to calculate the average dissimilarity between points
in the same cluster and a different cluster to describe the
structure of the data. The SI values are in the interval
[−1, 1], and a larger SI value indicates a more optimal num-
ber of clusters in the dataset. The SDI is based on the average
scattering of the clustering and the total separation of clus-
ters. The minimum SDI value indicates that k is the optimal
cluster number.

4.4. Determination of an Optimal Value of k in C-K-Means.
CA self-organizes and recognizes the number of clusters k
based on the similarities in the data without prior knowledge.
By executing the CA algorithm, we can initially obtain the
approximate number of clusters k. Next, we will conduct
the split-operation and merge-operation mechanisms (see
Section 3.3) to help the datasets determine the appropriate
partitioning and granularity. To evaluate the resultant clus-
ters for finding the optimal number of clusters, properties
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such as the cluster density, size, shape, and separability are
typically examined by such as the DBI, DVI, SI, and SDI clus-
ter validation indices. The clustering validity approach uses
internal criteria to evaluate the results with respect to the fea-
tures and quantities inherited from the data to determine
how close the objects within the clusters are and the distances
among the clusters.

Performing the CA on datasets Iris and Wine, the num-
bers of clusters are known (see Table 2). We initially obtain
the approximate number of clusters 6 for the Iris dataset
and 7 for the Wine dataset. We then conduct the split-
operation and merge-operation mechanisms to get several
numbers of clusters that close to 6 for the Iris dataset and
7 for the Wine dataset, respectively. The numbers of split
operations are between 1 and 5 for both the Iris and Wine
datasets. The numbers of merge operations need not be preg-
iven because they are determined by the numbers of clusters
and split operations. To further evaluate the results, we
choose the Cloud and Gauss datasets to execute the CA, in
which the numbers of clusters are unknown (see Table 2).
We initially obtain the approximate number of clusters 7
for the Cloud dataset and 13 for the Gauss dataset, respec-
tively. Similarly, we then conduct the split-operation and
merge-operation mechanisms to get several numbers of clus-
ters that close to 7 for the Cloud dataset and 13 for the Gauss
dataset, respectively. The numbers of split operations are
between 0 and 6 for both the Cloud and Gauss datasets.

Table 3 shows a comparative analysis of the Iris andWine
datasets, using four validity measures. Because the numbers
of clusters in the datasets are known, we can intuitively deter-
mine that the finite number k is obtained by our CA when
most of the clustering indexes obtain the optimal value.
Table 3 shows that 3 clusters are optimal on both datasets,
which exactly match the actual numbers of clusters in the
datasets. We used the results of the clusters from CA to check
the performance of C-K-means in the Cloud and Gauss data-
sets and compared them to four existing validation indices.
As shown in Table 4, the optimal validation indicators for
the Cloud dataset are obtained with 10 clusters, thus the opti-
mal cluster value is 10. For the Gauss dataset, each index
shows that the optimal value is 13. The CA combined with
split-operation and merge-operation mechanisms self-
organizes and recognizes the reasonable number of clusters
k based on the similarities in the data for any dataset.

4.5. Clustering Validation. Clustering validation is generally
concerned with determining the optimal number of clusters
and checking the suitability of the clustering results [10].
The evaluation of the clustering results is commonly referred
to as cluster validation [10, 35, 43]. The accuracies of the
baseline approaches and the C-K-means algorithm are mea-
sured in terms of three standard validity measures, namely
DBI, DVI, and NMI, on datasets of different sizes. Other than
the individual household dataset, the other datasets are small

Table 3: The value of k is known (Iris and Wine; ∗ denotes the optimal value).

C-K-means
Iris Wine

DBI DVI SI SDI DBI DVI SI SDI

3 0.8280∗ 0.4958∗ 0.5043∗ 6.0402∗ 1.3702∗ 0.3683∗ 0.3013∗ 3.0225∗

4 0.9792 0.3490 0.4435 6.8549 1.8091 0.2139 0.2313 3.7947

5 1.0775 0.2503 0.4100 9.4341 2.0714 0.2601 0.2055 4.0299

6 1.0612 0.2365 0.4304 10.3641 2.0543 0.2611 0.1996 4.2521

7 1.1013 0.4223 0.3416 10.1253 2.1805 0.2219 0.1259 4.7275

8 1.0926 0.4286 0.3281 10.2710 2.0461 0.2402 0.1284 5.0283

9 1.0649 0.4286 0.3200 11.1102 1.8996 0.2402 0.1337 5.1846

Table 4: The value of k is unknown (Cloud and Gauss; ∗ denotes the optimal value).

C-K-means
Cloud Gauss

DBI DVI SI SDI DBI DVI SI SDI

5 1.0479 0.2893 0.3611∗ 4.5859 9 1.1869 0.2672 0.2070 5.5891

6 1.0746 0.3469 0.3580 4.1325 10 1.1484 0.2945 0.2159 5.4769

7 1.0967 0.2935 0.3295 5.1985 11 1.1492 0.3121 0.2177 5.4715

8 1.0364 0.2748 0.3184 4.6350 12 1.1539 0.3375 0.2181 5.4793

9 1.0099 0.3428 0.3182 4.4439 13 1.1058∗ 0.3396∗ 0.2233∗ 5.4130∗

10 0.9868 0.3516∗ 0.3160 4.0679∗ 14 1.1704 0.2788 0.2139 6.0448

11 1.0542 0.2739 0.2921 4.6985 15 1.1595 0.2230 0.2102 6.5191

12 1.0285 0.2708 0.2982 4.6481 16 1.2001 0.2535 0.2092 6.5085

13 1.0745 0.2482 0.2866 4.7405 17 1.1883 0.2697 0.2073 6.3310

14 0.9614∗ 0.2905 0.3036 4.4374 18 1.1653 0.2823 0.2080 6.3249
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enough to be evaluated on a single machine. We compare
the accuracies of C-K-means and the baseline approaches
on the Iris, Wine, and Abalone datasets because the numbers
of clusters and the labels to which the data belong are known
in those datasets. The value of k is kept constant to effec-
tively compare the C-K-means algorithm and the baseline
algorithms. Using the split- and merge-operation mecha-
nisms, the number of clusters of C-K-means is adjusted to
be consistent with the number of clusters in the baseline algo-
rithms. Table 5 shows a comparative analysis of the different
approaches on the three datasets and the three validity mea-
sures. For the Iris and Wine datasets, the numbers of split
operations are both 1. And for the Abalone dataset, the num-
ber of split operations is 8. To better verify the performance
of the algorithms, we also choose the Gauss, SPAM, and
Cloud datasets, the class categories of which are unknown
for the experiments. To examine the soundness of our clus-
ters, we discuss the DBI and DVI values of these three
unknown data label datasets to those of C-K-means for mod-
erate values of k ∈ 10, 20, 50 . For the Gauss dataset with
different values of k, the numbers of split operations are
32, 4, and 10, respectively. For the SPAM dataset, the num-
bers of split operations are 10, 30, and 50, respectively. And
for the Cloud datasets, the numbers of split operations are 6,
8, and 8, respectively. We also use other values of k and
obtain similar results. The clustering results for C-K-means
and the baseline approaches are listed in Table 6 for the
Gauss dataset, Table 7 for the SPAM dataset, and Table 8
for the Cloud dataset. Obviously, the three tables show that
the accuracies of proposed C-K-means are better than base-
line approaches.

4.6. Cost. To evaluate the clustering cost of C-K-means, we
compare it to the baseline approaches. We compare the cost
of the SPAM and Gauss datasets to that of C-K-means for
moderate values of k ∈ 20, 40, 50 . For the Gauss dataset

with different values of k, the numbers of split operations
are 4, 5, and 10, respectively. For the SPAM dataset, the num-
bers of split operations are 5, 4, and 4, respectively. The
results of the Gauss and SPAM datasets are presented in
Tables 9 and 10, respectively. For each algorithm, we list
the cost of the solution at the end of the initialization step
before Lloyd’s iteration as well as the final cost. In Tables 9
and 10, “seed” represents the cost after the initialization step
and “final” represents the cost after the final Lloyd iteration.
The initialization cost of C-K-means is similar to that of
K-means|| and lower than that of K-means++. These
results suggest that the centers produced by C-K-means,
like those produced by K-means||, are able to avoid out-
liers. In addition, C-K-means guarantees high precision
with high efficiency because CA runs very fast.

4.7. Computational Time. The individual household dataset
is sufficiently large for large values of k ∈ 100, 200, 500 .
We now consider the parallel algorithms for the individual
household dataset. For the household dataset with corre-
sponding values of k, the numbers of split operations are 6,
9, and 7, respectively. C-K-means is faster than K-means,
K-means++, and K-means|| when implemented in parallel.
The running time of C-K-means consists of two compo-
nents: the time required to generate the initial solution
and the time required for Lloyd’s iteration to converge.
The former is proportional to k. The latter is considered,
and C-K-means is compared to the baseline approaches.
Table 11 shows the total running time of the clustering
algorithms. For some values of k, C-K-means runs much
faster than K-means and K-means++. C-K-means runs
much faster than K-means|| when k ∈ 100, 200 . However,
when k is 500, the total running time of C-K-means is similar
to that of K-means|| because C-K-means needs to split and
merge many times to obtain the number of clusters, which
means that the initialization occupied a large proportion of
the total running time.

Next, an expected advantage of C-K-means is dem-
onstrated; the initial solution discovered by C-K-means
contributed to a faster convergence of Lloyd’s iteration.
Table 12 shows the number of iterations required to reach
convergence of Lloyd’s iteration for the Cloud dataset with
different initializations. C-K-means typically requires fewer
iterations than the baseline approaches to converge to a local
optimal solution. The convergence times of the iteration for
datasets of different dimensions are also evaluated, and the
Gauss and SPAM datasets are selected to verify the perfor-
mance of the proposed C-K-means algorithm. The graphical
representations of the number of iterations required to reach

Table 5: Accuracy comparison (Iris, Wine, and Abalone).

Algorithms
Dataset

Iris Wine Abalone

K-means

DBI 0.9503 1.3970 1.1342

DVI 0.0381 0.1378 0.0094

NMI 0.656 0.8088 0.1697

K-means++

DBI 0.9220 1.3909 1.1309

DVI 0.0577 0.1407 0.0106

NMI 0.6737 0.8230 0.1706

K-means||

DBI 0.8571 1.3903 1.1278

DVI 0.0481 0.1393 0.0118

NMI 0.7208 0.8268 0.1692

Covering

DBI 0.9608 1.4864 1.6721

DVI 0.0860 0.1336 0.0073

NMI 0.8342 0.7237 0.1594

C-K-means

DBI 0.8280 1.3702 1.1170

DVI 0.0693 0.1893 0.0105

NMI 0.7419 0.8529 0.1739

Table 6: Accuracy comparison (Gauss).

Gauss
k = 10 k = 20 k = 50

DBI DVI DBI DVI DBI DVI

K-means 1.1511 0.0037 1.1620 0.0045 1.1121 0.0056

K-means++ 1.1507 0.0051 1.1593 0.0056 1.1079 0.0061

K-means|| 1.1439 0.0049 1.1593 0.0055 1.1093 0.0065

C-K-means 1.1350 0.0061 1.1412 0.0053 1.1070 0.0081
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Table 7: Accuracy comparison (SPAM).

SPAM
k = 10 k = 20 k = 50

DBI DVI DBI DVI DBI DVI

K-means 2.3282 0.0010 2.0349 0.0007 1.7914 1.3874e-5

K-means++ 2.2716 0.0020 1.8876 0.0044 1.5760 0.0042

K-means|| 1.9924 0.0023 1.7733 0.0031 1.5152 6.7375 e-4

C-K-means 1.8906 0.0034 1.6713 0.0085 1.2744 0.0076

Table 8: Accuracy comparison (Cloud).

Cloud
k = 10 k = 20 k = 50

DBI DVI DBI DVI DBI DVI

K-means 1.1736 0.0207 1.23 0.02 1.3303 0.0186

K-means++ 1.1644 0.0258 1.1946 0.0288 1.1973 0.0325

K-means|| 1.1474 0.0233 1.1888 0.029 1.2163 0.0386

C-K-means 0.9863 0.0369 0.9592 0.0484 1.1637 0.0582

Table 9: Median cost (over 10 runs) on the Gauss dataset.

Gauss
k = 20 k = 40 k = 50

Seed Final Seed Final Seed Final

K-means — 0.0108 — 0.007 — 0.006

K-means++ 0.0124 0.0107 0.0082 0.007 0.0071 0.006

K-means|| 0.0118 0.0107 0.0078 0.007 0.0067 0.006

C-K-means 0.0119 0.0108 0.0076 0.007 0.0067 0.006

Table 10: Median cost (over 10 runs) on the SPAM dataset.

SPAM
k = 20 k = 40 k = 50

Seed Final Seed Final Seed Final

K-means — 0.1036 — 0.0771 — 0.071

K-means++ 0.1136 0.0987 0.0886 0.076 0.08 0.0688

K-means|| 0.1098 0.0968 0.0846 0.0752 0.0765 0.0692

C-K-means 0.1022 0.0939 0.0861 0.0744 0.0788 0.0692

Table 11: Times (in minutes) for SPAM.

SPAM k = 100 k = 200 k = 500
K-means 24.12 77.66 605.19

K-means++ 31.66 63.64 153.00

K-means|| 28.11 41.96 94.98

C-K-means 16.38 24.78 99.42

Table 12: Numbers of Lloyd’s iterations until convergence
(averaged over 10 runs) for the Cloud dataset.

Cloud k = 10 k = 20 k = 50
K-means 49 25.2 24.2

K-means++ 30.4 23.2 19

K-means|| 28.2 21.8 18.6

C-K-means 13 16 12
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Figure 4: Numbers of Lloyd’s iterations until convergence
(averaged over 10 runs).
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convergence of Lloyd’s iteration for datasets of several differ-
ent dimensions with different initializations are shown in
Figure 4(a) for the Gauss dataset (3 dimensions) and
Figure 4(b) for the SPAM dataset (57 dimensions).

5. Conclusions and Future Work

This paper presents a covered K-means algorithm (C-
K-means) that uses an improved covering algorithm (CA).
First, based on the similarity between the data, the C-
K-means algorithm uses the CA initialization to determine
the number of clusters k and the specific cluster centers
through self-organization. Because it is independent of the
initial cluster centers, the CA is characterized as being “blind”
without the need to have k prespecified. The K-means algo-
rithm is then used to perform Lloyd’s iteration on the k initial
cluster centers determined by the CA until the cluster centers
do not change, which means that the C-K-means clustering
is complete, and the clustering results are close to optimal.
In addition, a parallel implementation of C-K-means is per-
formed on the Spark platform. Parallel computing is used
to solve a large-scale data clustering problem and improve
the efficiency of the C-K-means algorithm. A large number
of experiments on real large-scale datasets demonstrated that
the C-K-means algorithm significantly outperforms its coun-
terparts under both sequential and parallel conditions. In
future, we will optimize C-K-means and focus on the param-
eters that increase its speed and parallelism.
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Obtaining an optimum data representation is a challenging issue that arises in many intellectual data processing techniques such as
data mining, pattern recognition, and gene clustering. Many existing methods formulate this problem as a nonnegative matrix
factorization (NMF) approximation problem. The standard NMF uses the least square loss function, which is not robust to
outlier points and noises and fails to utilize prior label information to enhance the discriminability of representations. In this
study, we develop a novel matrix factorization method called robust semisupervised nonnegative local coordinate factorization
by integrating robust NMF, a robust local coordinate constraint, and local spline regression into a unified framework. We use
the l2,1 norm for the loss function of the NMF and a local coordinate constraint term to make our method insensitive to outlier
points and noises. In addition, we exploit the local and global consistencies of sample labels to guarantee that data
representation is compact and discriminative. An efficient multiplicative updating algorithm is deduced to solve the novel loss
function, followed by a strict proof of the convergence. Several experiments conducted in this study on face and gene datasets
clearly indicate that the proposed method is more effective and robust compared to the state-of-the-art methods.

1. Introduction

Owing to the rapid development of data collection and stor-
age techniques, there has been an increase in the demand for
effective data representation approaches [1] to cope with
image and gene information, particularly in the fields of pat-
tern recognition, machine learning, and gene clustering. For
large databases, an efficient representation of data [2–4] can
improve the performance of numerous intelligent learning
systems such as those used for classification and clustering
analysis. In many application fields, the input samples are
represented in high-dimensional form, which is infeasible
for direct calculation. The efficiency and effectiveness of
learning models exponentially decrease with each increase
in the dimensionality of input samples, which is generally
referred to as the “curse of dimensionality.” Accordingly,
dimensionality reduction [5–7] is becoming increasingly
important as it can overcome the curse of dimensionality,
enhance the learning speed, and even offer critical insights

into the essence of the issue. In general, dimensionality
reduction methods can be divided into two categories: feature
extraction [5, 8, 9] and selection [10–14]. Feature selection
involves selecting discriminative and highly related features
from an input feature set, whereas feature extraction com-
bines original features to form new features of data variables.

In recent years, there has been an increasing interest in
feature extraction. Many feature extraction methods are
designed to obtain a low-dimensional feature of high-
dimensional data. These methods include singular value
decomposition (SVD), principal component analysis (PCA)
[5], nonnegative matrix factorization (NMF) [15, 16], and
concept factorization (CF) [17]. Despite the different motiva-
tions of these models, they can all be interpreted as matrix
decomposition, which often finds two or more low-
dimensional matrices to approximate the original matrix.
Factorization leads to a reduced representation of high-
dimensional data and belongs to the category of methods
employed for dimension reduction.
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Unlike PCA [5] and SVD, NMF [15, 16] factorizes a
sample matrix as a product of two matrices constrained by
nonnegative elements. One matrix comprises new basis vec-
tors that reveal the semantic structure, and the other matrix
can be regarded as the set of coefficients composed of linear
combinations of all sample points based on the new bases.
Owing to their ability to extract the most discriminative fea-
tures and their feasibility in computation, many extension
versions [4, 18, 19] of NMF have been developed from var-
ious perspectives to enhance the original NMF. Sparseness-
constrained NMF [20] has been introduced by adding l1
norm minimization on the learned factor matrices to
enhance sparsity for data representation. Fisher’s criterion
[21] has been incorporated into NMF formulation and is
used to achieve discriminant representation. The semi- and
convex-NMF formulations [22] relax the nonnegativity con-
straint of NMF by allowing the basis and coefficient matrices
to have mixed signs, thereby extending the applicability of
the method. Liu et al. [23] proposed a constrained NMF in
which the label information is incorporated into the stan-
dard NMF for data representation. Cai et al. [24] extended
NMF and proposed a graph-regularized NMF (GNMF)
scheme, which imposes intrinsic geometry latent in a high-
dimensional dataset onto the traditional NMF using an
affinity graph. Chen et al. [9] presented a nonnegative local
coordinate factorization (NLCF) method that imposes local-
ity constraint onto the original NMF to explore faithful
intrinsic geometry.

Traditional NMF and its variants usually adopt the
square Euclidean distance to measure the approximation
error. Although it has a solid theoretical foundation in math-
ematics and has shown encouraging performance in most
cases, the square Euclidean distance is not always optimal
for decomposition of a data matrix. The squared error has
proved to be the best for both Gaussian and Poisson noise
[25]. However, in real-world applications, data that violate
the assumptions are usually involved. The squared loss is sen-
sitive to outlier points and noises when the reconstruction
error is measured. Even a single outlier point may sometimes
easily dominate the objective function. In recent years, some
variants have been presented to enhance the robustness of
the classical NMF. A robust type of NMF that factorizes the
sample matrix as the summation of two nonnegative matri-
ces and one sparse error matrix was presented by Zhang
et al. [26]. Zhang et al. [27] presented a robust NMF (RNMF)
using the l2,1 norm objective function, which can deal with
outlier points and noises. Zhang et al. [28] presented a robust
nonnegative graph-embedding framework (RNGE) that
can simultaneously cope with noisy labels, noisy data, and
uneven distribution.

Supervised learning algorithms [29–32] generally can
achieve better performance than unsupervised learning tech-
niques when label information is available in many applica-
tions. The motivation of semisupervised learning methods
[33–38] is to employ numerous unlabeled samples as well
as relatively few labeled samples to construct a better high-
dimensional data analysis model. A surge of research interest
in graph-based semisupervised learning techniques [37–39]
[40] has recently occurred. Gaussian fields and harmonic

functions (GFHF) [33] is an efficient and effective semisuper-
vised learning methods in which the predicted label matrix is
reckoned on the graph with respect to manifold smoothness
and label fitness. Xiang et al. [37] presented a method called
local spline regression (LSR) in which an iterative algorithm
is built on local neighborhoods through spline regression.
Han et al. [38] presented a model of video semantic recogni-
tion using semisupervised feature selection via spline regres-
sion (S2FS2R). These methods not only consider label
information but also employ the local and global structure
consistency assumption.

Despite NMF’s appealing advantages, it suffers from the
following problems in real-world applications: (1) data may
often be contaminated by noise and outliers due to illumina-
tion (e.g., specular reflections), image noises (e.g., scanned
image data), occlusion (e.g., sunglasses and scarf in front of
a face), among others. Although NMF can deal with noise
in the test data to some extent, it will suffer from severe per-
formance degradation when the training samples have noise.
(2) In an NMF method, a data point may be represented by
the base vectors, which are far from the data point, resulting
in poor clustering performance. The standard NMF does not
preserve the locality during its decomposition process,
whereas local line coding can preserve such properties. (3)
One of the challenges for classification tasks in the real world
is the lack of labeled training data. Therefore, data labeled by
an expert is often used as an alternative. Unfortunately, des-
ignating labels requires considerable human effort and is thus
time-consuming and difficult to manage. In addition, an
accurate label may require expert knowledge. However, unla-
beled samples are relatively easy to obtain.

To address all the aforementioned issues, we present an
efficient and effective matrix factorization framework called
robust semisupervised nonnegative local coordinate factori-
zation (RSNLCF) in which both data reconstruction func-
tions and a local coordinate constraint regularization term
are formulated in a l2,1 norm manner to make our model
robust to outlier points and noises. By integrating Green’s
functions and a set of primitive polynomials into the local
spline, the local and global label consistency of data can be
characterized based on their distribution. The main work of
our study and its contributions are summarized as follows:

(i) The proposed RSNLCF model is robust to outlier
points and noises as a result of employing the l2,1
norm formulations of NMF and a local coordinate
constraint regularization term. In addition, to guar-
antee that the data representation is discriminative,
local spline regression over labels is exploited.

(ii) Unlike traditional dimension reduction approaches
that treat feature extraction and selection separately,
the proposed RSNLCF algorithm integrates the two
aspects into a single optimization framework.

(iii) We present an efficient algorithm to solve the
presented RSNLCF model and provide the proof of
rigorous convergence and correctness analysis of
our model.
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The remainder of this paper is organized as follows.
Related studies are introduced in Section 2. We introduce
our RSNLCFmethod and the optimization scheme in Section
3 and offer a convergence proof in Section 4. We describe and
analyze the results of our experiments in Section 5. We con-
clude and discuss future work in Section 6.

2. Related Work

In this section, we summarize the notations and definitions
of norm used in this study and briefly review NMF.

2.1. Notations and Definitions. Matrices and vectors are
denoted by boldface capital and lowercase letters, respec-

tively. x p = ∑n
i=1 xi

p 1/p
denotes the lp norm of the vector

x ∈Rn. xi and x j denote the ith row and the jth column of
matrix X = xij , respectively. xij is the element in the ith
row and jth column of X, Tr X denotes the trace of X if X
is a square matrix, and XT denotes the transposed matrix of
X. The Frobenius norm of the matrix X ∈RM×N is defined as

X F = 〠
M

i=1
〠
N

j=1
x2ij 1

The l2,1 norm of a matrix is defined as

X 2,1 = 〠
M

i=1
xi 2 = 〠

M

i=1
〠
N

j=1
x2ij = Tr XTDX , 2

where D is a diagonal matrix with Dii = 1/2 xi 2. However,
xi 2 could approach zero. For this case, we define Dii = 1/2
xi 2 + ε, where ε is a very small constant.

Assume that the matrix samples are represented as X =

xi Li=1, x j
N

j=L+1 , where xi Li=1, x j
N

j=L+1 denotes labeled and

unlabeled data, respectively. The labels of xi∣Li=1 are denoted
as li ∈ 1, 2,… , Lc with Lc being the total number of catego-
ries. Let F ∈RL×Lc be a label indicator binary matrix with the
jth entry f ij = 1 if and only if xi is labeled with the jth class;
f ij = 0 otherwise. We also introduce a predicted label matrix

Y ∈RN×Lc , where each row is the predicted label vector of the
data xi.

2.2. NMF. Given a nonnegative matrix X ∈RM×N
+ , each col-

umn of X is a sample point. The main idea of NMF is to find
two nonnegative matrices U = uik ∈RM×K

+ and V = vjk ∈
RK+N

+ that minimize the Euclidean distance between X and
UV. The corresponding optimization problem is as follows:

min
U,V

  X −UV 2
F

s t  U ≥ 0,V ≥ 0,
3

where · F is the Frobenius norm. To solve the objective
function, Lee and Seung [15] proposed an iterative multipli-
cative updating algorithm as follows:

u t+1
jk ← u t

jk

XVT
jk

UVVT
jk

,

v t+1
ki ← v t

ki

UTX
ki

UTUV
ki

4

By NMF, each column of U and ui can be viewed as the
basis, while the matrix V can be treated as the set of the coef-
ficients. Each sample point xi is approximated by a linear
combination of the K bases, weighted by components of V.

3. The Proposed RSNLCF Framework

In this section, we introduce our novel learning method for
image clustering (RSNLCF), which is used to find an effective
and robust representation of data.

3.1. Robust Sparse NMF. The square loss function based on
the Frobenius norm is used to learn the data representations
in NMF. However, it is very sensitive to outlier points and
noises. Therefore, our robust representation model is repre-
sented as

min
U,V

  X −UV 2,1 + λ V 2,1, 5

where λ > 0 is the regularization parameter. Because the l2,1
norm reduces the components occupied by the large magni-
tude of error in the loss function, the corrupted samples
never dominate the objective function. In this sense, the loss
function X −UV 2,1 is insensitive to outlier points and
noises. Meanwhile, the regularization term V 2,1 ensures
that V is sparse in rows. This means that some of V’s rows
approximate zero. Consequently, V can be considered the
combination coefficient for the most discriminative features.
Feature selection is then achieved by V, where only the fea-
tures related to the nonzero rows in V are chosen.

3.2. Robust Local Coordinate Constraint. Motivated by the
concept of local coordinate coding [41], we present a robust
local coordinate constraint as a regularization term for image
clustering. First, we define coordinate coding.

Definition 1. Coordinate coding [41] can be written as con-
cept pair (γ, C), where C is defined as a set of anchor points
with d dimensions and γ is a map of x ∈Rd to γv x v∈Cγv
x v. It induces the following physical approximation of x
in Rd γ x =∑v∈Cγv x v.

For the local coordinate coding system, NMF can be con-
sidered as coordinate coding in which the columns of the
matrix U can be viewed as a set of anchor points, and each
column of the coefficient matrix V represents the corre-
sponding coordinate coding for each data point. We might
further hope that each sample point is represented as a linear
combination of only a few proximate anchor points. A natu-
ral assumption here would be that if xi is far away from the
anchor points uk, then its coordinate coding vki with respect
to uk will tend to be zero and thus achieve sparsity and
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locality simultaneously. The local coordinate constraint [41]
can be defined as follows:

min
U,V

 〠
N

i=1
〠
K

k=1
vki uk − xi 2

2 = min
U,V

 〠
N

i=1
xi1T −U Λ1/2

i
2
F
,

6

where xi denotes the ith column of X, uk is the kth column of
U, vki is the coordinate of xi with respect to uk, and Λi =
diag vi ∈RK×K , diag vi indicates a conversion of the vec-
tor vi into a diagonal matrix in which the kth diagonal ele-
ment is vki.

The local coordinate constraint employs a square loss.
When the dataset is corrupted by outlier points and noises,
the local coordinate constraint may fail to achieve sparsity
and locality simultaneously. In order to alleviate the side
effect of noisy data, our robust local coordinate constraint
can be formulated as

min
U,V

 〠
N

i=1
xi1T −U Λ1/2

i 2,1, 7

where the Frobenius norm-based square loss function has
been substituted by the l2,1 norm.

3.3. Local Spline Regression. In this subsection, we briefly
introduce local spline regression [42].

Given N data points x1, x2,… , xN sampled from the
underlying submanifold M, we use set N xi = xij

k

j=1
to

denote xi and its k − 1 nearest neighbor points, where ij ∈
1, 2,… ,N , andYi = yi1, yi2,… , yik

T is the local predicted
label matrix for the ith region. The task of local spline regres-
sion is to seek the predicting function gi RM →ℝ in order
to map each data point xi j ∈R

M to the local predicted class

label yij = gi xi j . The model of local spline regression can

be expressed as

min
gi

 〠
k

j=1
yij − gi xij

2
+ γS gi , 8

where S gi is a regularization term and γ > 0 is a small
positive regularization parameter to control the smoothness
of the spline [42]. If S gi is defined as a seminorm of a
Sobolev space, gi can be solved by the following objective
function [43]:

gi x = 〠
d

j=1
βi,jpj x + 〠

k

j=1
αi,jGi,j x , 9

where d = Cs
M+s−1, in which s is the order of the partial deriv-

atives [43]. pj x
d
j=1

and Gi,j are a set of primitive polyno-

mials and a Green’s function, respectively. The coefficients
αi and βi can be achieved by solving the following problem:

Ki PT
i

Pi 0

αi

βi

=
Yi

0
, 10

where Ki is a symmetrical matrix with elements Kr,c = Gr,c
xir − xic , and Pi is a matrix with its elements Pi,j = pi xij .

The local spline regression model can then be expressed as
[42]

min
Yi

 YT
i MiYi, 11

where Mi is the upper left k × k submatrix of the inverse
matrix of the coefficient matrix in (10). Because the local pre-
dicted label matrix Yi is a part of the global predicted label
matrix Y, we can construct a selection matrix Si ∈Rk×N for
each Yi such that

Yi = SiY, 12

where the selection matrix Si is defined as follows:

Si r, c =
1, if r = ic,

0, otherwise
13

After the local predicted label matrices are established, we
combine them by minimizing the following loss function:

min
Yi

 〠
N

i=1
YiMiYi = 〠

N

i=1
YTSTi MiSiY = YTMY, 14

where

M = 〠
N

i=1
STi MiSi 15

Based on the studies of [33, 34], the predicted label
matrix Y of the labeled data points should be consistent
with the ground truth labels matrix F. With the consis-
tence constraints, the objective function (14) can be written
as follows:

min
Y

 Tr YTMY + ηTr Y − F TE Y − F , 16

where E is a diagonal matrix whose diagonal elements are 1
for labeled data and 0 for unlabeled data, and the elements
of F are defined as follows:

f ij =
1, if xi is labeled as class j,

0, otherwise
17

When η is sufficiently large, the optimal solution Y to the
problem (16) makes the second term approximately equal to
zero. Thus, the objective function (16) guarantees local and
global structural consistency over labels. All the elements of
Y are restricted to be nonnegative.

3.4. Objective Function of RSNLCF. By combining the
RNMF (5), robust local coordinate constraint (7), and
semisupervised local spline regression (16) into a unified
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framework, we can formulate the objective function as
follows:

min
U,V

  X −UV 2,1 + μ〠
N

i=1
xi1T −U Λ1/2

i 2,1 + λ V 2,1

+ τTr YTMY + η Y − F TE Y − F ,

18

where τ and μ are two trade-off parameters. We call (18) our
proposed RSNLCF.

4. Optimization

The objective function (18) involves the l2,1 norm, which is
nonsmooth and cannot have a closed form solution. Conse-
quently, we propose to solve it as follows.

Denote X −UV = a1,… , aM T, xi1T −U Λ1/2
i =

b1,… , bK T
and V = v1,… , vM T. When considering the

nonnegative constraint onU,V, and Y, the objective function
(18) could be reformulated as

O = Tr X −UV TA X −UV

+ μTr 〠
N

i=1
xi1T −U Λ1/2

i B xi1T −U Λ1/2
i

T

+ λTr VTCV + τTr YTMY + η Y − F TE Y − F ,

s t  U ∈RM×K > 0, V ∈RK×N > 0, F ∈RN×Lc > 0,
19

where A, B, and C are three diagonal matrices with their
diagonal elements given as Aii = 1/2 ai 2, Bii = 1/2 bi 2,
and Cii = 1/2 vi 2, respectively.

4.1. Update Rules. The objective function O of RSNLCF in
(19) is not convex in U,V, andY together. Therefore, it is
unrealistic to expect an algorithm to find the global minima.
In this subsection, we describe our development of an itera-
tive algorithm based on the Lagrangian multiplier method,
which can achieve local minima. Following some algebraic
steps, the objective function can be written as follows:

O = Tr XXTA +UVVTUTA − 2XVTUTA

+ μ〠
N

i=1
xi1TΛi1xTi B − 2xi1TΛiUTB +UΛiUTB

+ λTr VTCV + τTr YTMY + η Y − F TE Y − F

20

To tackle the nonnegative constraint on U, V, and Y, the
objective (20) can be rewritten as the Lagrangian multiplier.

ℒ = Tr XXTA +UVVTUTA − 2XVTUTA

+ μ〠
N

i=1
xi1TΛi1xTi B − 2xi1TΛiUTB +UΛiUTB

+ λTr VTCV + τTr YTMY + η Y − F TE Y − F

− Tr ΨUT − Tr ΦVT − Tr ΘYT ,

21

where Ψ = ψjk , Φ = ϕki , and Θ = θis are the Lagrangian
multipliers. Let the partial derivatives of the objective func-
tion (21) with respect to U, V, and Y be zero. Thus, we have

Ψ = 2AUVVT − 2AXVT − 2μBXVT + 2μBUH,

Φ = 2UTAUV − 2UTAX + μ G − 2UTBX +D + 2λCV,
Θ = 2τMY + 2τηE Y − F ,

22

where H is a diagonal matrix whose entries are row sums
of V. G = g,… , g T is a K ×N matrix whose columns are
g = diag XTBX ∈RN . D = d,… , d is a K ×N matrix,
and d = diag UTBU ∈RK .

Based on the Karush-Kuhn-Tucker conditions [44] ψjk

ujk = 0, ϕkivki = 0 and θisyis = 0, we obtain

AUVVT
jk
ujk − AXVT

jk
ujk − μ BXVT

jk
ujk

+ μ BUH jkujk = 0,

2 UTAUV
ki
vki − 2 UTAX

ki
vki + 2λ CV kivki

+ μ G − 2UTBX +D
ki
vki = 0,

MY isyis + η E Y − F isyis = 0

23

The corresponding equivalent formulas are as follows:

AUVVT
jk
u2jk − AXVT

jk
u2jk − u BXVT

jk
u2jk

+ μ BUH jku
2
jk = 0,

24

2 UTAUV
ki
v2ki − 2 UTAX

ki
v2ki + 2λ CV kiv

2
ki

+ μ G − 2UTBX +D
ki
v2ki = 0

25

MY isy
2
is + η E Y − F isy

2
is = 0 26

Solving (24), (25), and (26), we obtain the following
update rules, given by

u t=1
jk ← u t

jk

AXVT + μBXVT
jk

AUVVT + μBUV
jk

, 27

v t=1
ki ← v t

ki

2 UTAX + μUTBX
ki

2UTAUV + μG + μD + 2λCV
ki

, 28

y t+1
is ← y t

is
η EF is

MY + ηEY is
29
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In this manner, we obtain the solver for the objective
function (19).

4.2. Convergence Analysis. In this subsection, we demonstrate
that the objective function (20) converges to a local optimum
by using the update rules (27), (28), and (29) after finite iter-
ations. We adopt the auxiliary function approach [16] to
prove the convergence. Here, we first introduce the definition
of an auxiliary function.

Definition 1. Z q, q′ is an auxiliary function for F q if the
following properties are satisfied:

Z q, q′ ≥ F q , Z q, q = F q 30

Lemma 1. If Z is an auxiliary function for F, then F is nonin-
creasing under the update:

h t+1 = argmin
q

Z q, q t 31

Proof 1.

F q t+1 ≤ Z q t+1 , q t ≤ Z q t , q t = F q t 32

Lemma 2. For any nonnegative matrices A ∈ℝn×n, B ∈Rk×k,
S ∈ Rn×k, S′ ∈Rn×k, and A, B are symmetric, and then the
following inequality holds

〠
n

i=l
〠
k

p=1

AS′B
ip
S2ip

Sip′
≥ Tr STASB 33

The convergence of the algorithms is demonstrated in
the following:

For given X, the optimizing objective function (20) w.r.t.
V is equivalent to minimizing

O V = Tr VTUTAUV − 2Tr UTAXVT + µTr VTG
− 2µTr UTBXVT + µTr VTD + λTr VTCV

34

Theorem 1. The following function

Z V,V′ =〠
ki

UTAUV′
ki
V2

ki

Vki′
− 2〠

ki

UTAX
ki
Vki′

1 + log
Vki

Vki
+ μ〠

ki

Gki

V2
ki + V′

2

ki

2Vki′

− 2μ〠
ki

UTBX
ki
Vki′ 1 + log

Vki

Vki′

+ μ〠
ki

Dki

V2
ki + V′

2

ki

2Vki′
+ λ〠

ki

CV′
ki
V2

ki

Vki′
35

is an auxiliary function for O V .

Proof 1. In one sense, Z V,V = O V is obvious. However,
we need to prove that Z V,V′ ≥ O V To accomplish this,
we compare (34) and (35) to find out that Z V,V′ ≥ O V .

By applying Lemma 2, we obtain

Tr UTAUVVT ≤〠
ki

UTAUV′
ki
V2

ki

Vki′
,

λTr VTCV ≤ λ〠
ki

CV′
ki
V2

ki

Vki′

36

To obtain the upper bound for the third and fifth
terms, we use the inequality a2 + b2 ≥ 2ab, which holds
for any a, b ≥ 0, and these third and fifth terms in O V
are bounded by

μTr VTG ≤ μ〠
ki

Gki

V2
ki + V′

2

ki

2Vki′
,

μTr VTD ≤ μ〠
ki

Dki

V2
ki + V′

2

ki

2Vki′

37

To obtain lower bounds for the remaining terms, we
adopt the inequality z ≥ 1 + log z, ∀z, and then

2Tr UTAXVT ≥ 2〠
ki

UTAX
ki
Vki′ 1 + log

Vki

Vki
,

2μTr UTBXVT ≥ 2μ〠
ki

UTBX
ki
Vki′ 1 + log

Vki

Vki′
38

Summing all inequalities, we can obtain Z V,V′ ≥ O V
which obviously satisfies Z V,V′ ≥ O V . Therefore, Z V,
V′ is an auxiliary function of O V .

Theorem 2. The updating rule (28) can be obtained by
minimizing the auxiliary function Z V,V′ .

Proof 1. To find the minimum of Z V,V′ , we set the deriv-
ative ∂Z V,V′ /∂Vki = 0 and obtain

∂Z V,V′
∂Vki

=
2 UTAUV′

ki
Vki

Vki′
−
2 UTAX

ki
Vki′

Vki

+ μ
GkiVki

Vki′
− μ

2 UTBX
ki
Vki′

Vki

+ μ
DkiVki

Vki′
+ λ

2 CV′
ki
Vki

Vki′

39

Thus, by simple algebraic formulation, we can obtain the
iterative updating rule for V as (28).
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Based on the properties of the auxiliary, we prove that the
objective function (20) monotonically decreases under the
updating vki.

The converge proofs showing that updating ujk and yis
can be accomplished using (27) and (29) are similar to the
aforementioned.

5. Experiments and Discussion

We systematically evaluated the performance of our pre-
sented RSNLCF method and compared it to the popular
clustering methods.

5.1. Datasets. Three standard face datasets and the gene data-
set were selected to evaluate different methods. The four
datasets are described as follows:

(i) Extended YaleB dataset: the extended YaleB dataset
contains 2414 frontal face images of 38 individuals.
In this dataset, the size of each face image is
192× 168 and each image was acquired from 64 illu-
minate conditions and nine individual poses. Each
image was resized to 32× 32 in our experiments.

(ii) ORL face dataset: the OR dataset contains 400
images of 40 individuals. All images were captured
at different times and with different variations
including lighting, face expressions (open and closed
eyes, smiling, and not smiling), and specific facial
details (glasses and no glasses). The original images
had a size of 92× 112. Each image was rescaled to
32× 32.

(iii) AR dataset: the AR dataset contains over 4000 fron-
tal face images of 126 individuals (70 men and 56
women) with different facial expressions, illumina-
tion conditions, and occlusions (sunglasses and
scarf). All individuals participated in two photo ses-
sions, and 26 images of each individual were cap-
tured. Each image was scaled to 32× 32.

(iv) Leukemia dataset: the leukemia dataset contains
data related to and samples of acute myelogenous
leukemia (AML) and acute lymphoblastic leukemia
(ALL). ALL can be further classified as T and B
subtypes. This dataset consists of 5000 genes in 38
set of tumor data and contains 19 samples of B cell
ALL B, eight samples of T cell ALL T, and 11 sam-
ples of AML.

5.2. Experimental Design. In this section, we describe our
evaluation metrics, the compared methods, and our parame-
ter selection.

5.2.1. Evaluation Metrics. In our experiments, two widely
used metrics (i.e., accuracy (Acc) and normalized mutual
information (NMI)) were adopted to evaluate the clustering
results [45]. We evaluated the algorithms by comparing the
cluster labels of each data point with its label provided by
the dataset. The Acc metric is defined as follows:

Acc = ∑n
i=1δ map ri , li

n
, 40

where n refers to the total number of samples, ri denotes the
cluster label of xi, and li is the true class label. In addition, δ
x, y is the delta function that is equal to 1 if x = y and 0 oth-
erwise, and map ri is the mapping function that maps the
obtained label ri to the equivalent label from the dataset.
The best mapping function can be determined by using the
Kuhn-Munkres algorithm [46]. The value of Acc is equal to
1 if and only if the clustering result and the true label are
identical. The second measure is the NMI, which is adopted
in order to evaluate the quality of clusters. Given a clustering
result, the NMI is defined as follows:

NMI =
∑c

i=1∑
c
j=1ni,j log ni,j/nin̂j

∑c
i=1ni log ni/n ∑c

j=1n̂j log n̂j/n
, 41

where ni denotes the number of images contained in the ith
cluster Ci based on clustering results, n̂j is the number of
images belonging to the Cj′, and ni,j is the number of images

that are in the intersection of Ci andCj′.

5.2.2. Compared Methods. To verify the clustering perfor-
mance of our RSNLCF, several popular methods were
compared using the same dataset. The methods are listed
as follows:

(i) RNMF using l2,1 norm [27]

(ii) Semisupervised graph-regularized NMF (semi-
GNMF) [24]

(iii) Constrained NMF (CNMF) [16]

(iv) Local centroid-structured NMF (LCSNMF) [47]

(v) Unsupervised robust seminonnegative graph
embedding through the l2,1 norm (URNGE) [28]

(vi) Nonnegative local coordinate factorization (NLCF)
[9]

(vii) Our proposed RSNLCF

Sample images are shown in Figure 1.

5.2.3. Parameter Selection. Some parameters had to be tuned
in the evaluated algorithms. To compare different algorithms
fairly, we ran them using different parameters and chose the
best average performance obtained for comparison. We set
the number of clusters to be the same as the true number of
categories on three image datasets and the leukemia dataset.
Note that there was no parameter selection for RNMF and
CNMF when the number of clusters was given. The regular-
ization parameters were searched over the grid {0.001, 0.01,
0.1, 1, 10, 100, 1000} for semi-GNMF, URNGE, NLCF, and
RSNLCF. The neighborhood size k to build the graph was
chosen from 1, 2,… , 10 , and the 0-1 weighting scheme
was adopted for its simplicity in the graph-based methods
of semi-GNMF and URNGE. We applied the approach
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presented in literature [16] to adjust automatically the value
of λ for LCSNMF.

5.3. Face Clustering under Illumination Variations. The
robustness of the approaches to illumination changes was
tested widely with the extended YaleB dataset. Figure 1(a)
shows some samples from this dataset. We used only the
frontal face images of the first 18 individuals. Our experi-
ments were performed with various numbers of clusters.
For the fixed cluster number k, the images of k categories
from the extended YaleB dataset were randomly selected
and mixed for evaluation. For semisupervised methods
semi-GNMG, CNMF, and URNGE, eight face images per
individual were randomly chosen as labeled samples; the rest
of the dataset was used as unlabeled samples. On the cluster-
ing set, the compared methods were used to achieve new data
representations. For a fair comparison, we used k-means to
cluster samples based on the new data representations. The
results of k-means are related to initialization. We repeated
the experiments 20 times with different initialization param-
eters. The clustering results were measured by the commonly
used evaluation metrics, Acc and NMI. Table 1 shows the
detailed clustering results on different clustering numbers.
The final row shows the average clustering accuracy (NMI)
over k. Compared with the second best method, our method
(RSNLCF) achieves an 11.41% improvement in clustering

accuracy. For mutual information, it achieved a 10.63%
improvement over the second best algorithm.

5.4. Face Clustering under Pixel Corruptions. Two experi-
ments were designed to test the robustness of RSNLCF
against random pixel corruptions on the ORL face dataset.
For the semisupervised algorithms of semi-GNMG, CNMF,
URNGE, and RSNLCF, three images per individual were ran-
domly chosen as labeled samples, and the remaining images
were used as unlabeled samples. In the first experiment, each
image was corrupted by replacing the pixel value with inde-
pendent and identically distributed samples whose lower
and upper bounds were the minimum and maximum pixel
value of the image, respectively. The corrupted pixels of each
image varied from 10 to 90% in increments of 10%.
Figure 1(b) shows several examples. Because the corrupted
pixels were randomly selected for each test sample, we
repeated the experiments 20 times. Figure 2 displays the rec-
ognition accuracies over different levels of corruption. The
recognition accuracies of the methods decreased rapidly as
the level of corruption increased. From Figure 2, which
depicts the recognition accuracies, we can observe that the
proposed method consistently outperformed the others.
When the samples had a high percentage of pixel corruption,
the methods failed to obtain improved recognition perfor-
mance because of inadequate discriminative information.

(a)

(b)

(c)

(d)

Figure 1: Sample images. (a) Extended YaleB dataset, (b) ORL dataset with random pixel corruption, (c) ORL dataset with random block
occlusions, and (d) AR dataset with contiguous occlusions by sunglasses and scarves.
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In the second experiment, 40% of the pixels randomly
selected from each sample were replaced by setting the pixel
value as 255. The number of corrupted samples of each indi-
vidual is gradually increased from 10 to 90%. We conducted

the evaluations 20 times at different corruption percentages
and computed the average recognition accuracies of Acc
and NMI. Figure 3 illustrates clustering Acc and NMI curves
of RSNLCF and the proposed method’s six competitors

Table 1: Clustering performance on the extended YaleB dataset.

k RNMF Semi-GNMF CNMF LCSNMF URNGE NLCF RSNLCF

Acc (%)

2 78.43± 16.23 90.47± 15.25 76.61± 15.34 92.25± 17.34 91.02± 18.83 89.54± 13.26 96.25± 15.64
4 69.52± 15.01 84.85± 14.43 65.62± 12.36 88.75± 14.76 86.33± 16.76 83.03± 12.74 94.63± 14.53
6 53.45± 5.55 82.36± 9.63 63.74± 6.75 86.14± 4.94 84.23± 5.66 77.64± 13.24 92.37± 9.85
8 52.76± 3.46 83.71± 7.81 65.42± 6.41 85.79± 6.91 85.39± 5.78 75.83± 7.33 90.18± 6.63
10 53.24± 3.47 77.05± 4.17 63.68± 5.25 78.04± 5.79 74.58± 2.43 70.42± 4.87 88.31± 4.14
12 55.11± 4.53 72.84± 3.15 63.25± 4.34 75.65± 4.36 73.34± 2.76 71.72± 7.23 87.26± 3.56
14 52.05± 3.26 71.57± 2.24 61.58± 3.86 73.91± 3.43 72.16± 2.14 68.52± 2.13 87.11± 2.34
16 51.97± 3.17 67.85± 2.45 59.91± 3.42 69.35± 3.82 68.35± 1.82 65.46± 3.14 85.67± 3.16
18 51.53± 3.32 67.58± 3.01 57.33± 2.97 71.64± 3.58 69.09± 2.23 65.83± 3.71 85.32± 3.01
Avg. 57.56 77.59 64.13 80.17 78.28 74.22 89.69

NMI (%)

2 82.91± 18.13 92.51± 18.52 78.81± 16.28 94.36± 19.84 93.35± 17.46 91.71± 17.15 98.46± 14.75
4 72.63± 17.92 87.24± 16.35 71.58± 13.41 92.71± 15.14 90.78± 15.46 85.53± 15.94 96.38± 13.52
6 63.42± 5.21 85.91± 6.47 68.37± 8.86 90.25± 9.48 86.13± 6.48 82.82± 12.03 94.35± 7.51
8 62.14± 2.96 86.86± 3.72 70.54± 7.97 89.37± 8.16 88.73± 6.52 80.34± 5.02 93.82± 5.73
10 64.06± 3.01 84.25± 3.26 69.72± 6.33 87.54± 5.42 86.82± 4.36 79.16± 2.92 92.73± 6.22
12 63.41± 3.05 80.82± 2.33 68.98± 4.64 85.28± 5.37 84.94± 4.53 80.47± 3.77 90.69± 4.91
14 58.99± 2.11 79.34± 3.44 67.67± 5.78 84.91± 4.98 83.12± 3.98 77.55± 1.76 90.43± 3.01
16 57.23± 2.17 77.85± 2.97 65.98± 4.58 82.11± 4.12 81.66± 3.54 76.46± 2.44 89.27± 4.62
18 55.59± 2.03 77.51± 2.25 64.67± 3.98 83.79± 4.43 82.36± 3.28 77.59± 1.99 89.21± 4.75
Avg. 64.49 86.02 69.59 87.81 86.43 81.29 97.06
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Figure 2: Clustering Acc and NMI curves across percentages of corrupted pixels of each image for the comparedmethods on the ORL dataset.
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versus the percentage of corrupted images. From Figure 3,
which depicts the comparison results on the ORL dataset,
we can clearly see that the RSNLCF obtained the best recog-
nition accuracy in all situations.

5.5. Face Clustering under Contiguous Occlusions. We vali-
dated the robustness of RSNLCF against partial block occlu-
sions (see Figure 1(c) for examples). Two experiments were
conducted on the ORL face dataset. For the semisupervised
algorithms of semi-GNMG, CNMF, URNGE, and RSNLCF,
we randomly selected three samples from each category and
used their category number as the label information. The first
experiment was performed with a fixed contiguous block
occlusion size of 40× 40 pixels. We chose r of the face sam-
ples of each individual for occlusion, with r varying from
10 to 90%. The position of the block was randomly selected.
The evaluations were performed 20 times for each r, and the
means of Acc and NMI were recorded. Figure 4 shows the
means of clustering Acc and NMI of the compared methods
on different percentages of corrupted images. As shown in
Figure 4, the performances of NMF, RNMF, semi-GNMF,
CNMF, URNGE, and NLCF were lower than that of
RSNLCF. With an increasing number of occluded samples,
the clustering accuracy of RSNLCF dropped and thus
matched expectations considerably.

In the second experiment, we simulated various levels of
contiguous occlusions in each image by using an unrelated
image of size p × p with p ∈ 5, 10, 20,… , 80 . The evalua-
tions were conducted 20 times at each occlusion level, and
the average Acc and NMI curves were recorded. Figure 5
plots clustering Acc and NMI results of the compared
methods under different occlusion levels. Although the clus-
tering accuracy of eachmethod degradedwith each increment

in occlusion level, RSNLCF consistently exceeded other
methods. When the occlusion size increased to 50× 50, the
occluding part dominated the image and caused the clustering
performance to diminish rapidly.

5.6. Face Clustering under Real Occlusions. We evaluated the
robustness of RSNLCF against real malicious occlusions. The
AR dataset adopted in this experiment contains 2600 frontal
face images from 100 individuals (50 males and 50 females
from two photo sessions). Figure 1(d) shows some face sam-
ples with real occlusions by sunglasses and scarf. Note that
because RNMF, LCSNMF, and NLCF are unsupervised algo-
rithms, we did not compare them here. In this experiment,
we randomly selected r face images per individual as labeled
samples, in which r was varied from four to 18, respectively,
in increments of two. The remaining images were unlabeled
samples. For each configuration, we conducted 20 test runs
with each method. The mean and the standard deviation
of clustering accuracy were recorded. Table 2 tabulates the
detailed clustering results by Acc and NMI on the AR data-
set and shows our algorithm achieved 8.55, 12.82, and
14.53% Acc improvement over URNGE, CNMF, and semi-
GNMF, respectively.

For NMI, the recognition rate of RSNLCF was 7.06,
9.66, and 10.87% higher than URNGE, CNMF, and semi-
GNMF, respectively.

5.7. Gene Data Clustering on the Leukemia Dataset. Finally,
we assessed clustering performance on the leukemia dataset.
The gene expression dataset was rather challenging in terms
of clustering issues, because it contains numerous features
but only a few samples. We filtered out genes with max/
min < 15 and max−min < 500, leaving a total of 1999 genes.
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Figure 3: Clustering Acc and NMI curves across percentages of corrupted images for the compared methods on the ORL dataset.
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Note that because RNMF, LCSNMF, and NLCF are unsuper-
vised algorithms, we did not compare them here. For each
category of data, c = 2, 3, 4, 5, 6, 7, 8 samples were randomly
chosen and labeled, with the remaining samples being unla-
beled. As the samples were randomly selected, for each c,
we repeated each experiment 20 times and calculated the
average clustering accuracy. Figure 6 plots clustering Acc
and NMI results of the compared methods under different

numbers of labeled samples. We can observe that our
RSNLCF approach achieved the best clustering performance
of all the compared approaches.

5.8. Parameter Sensitivity. In our proposed method, several
parameters were tuned beforehand. We observed that
RSNLCF is insensitive to τ in the range of [10−3,103]. Accord-
ingly, we fixed η to be 106 and τ to be 10 for both the
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Figure 5: Clustering Acc and NMI curves of the compared methods under different occlusion levels with each image in the ORL dataset.
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Figure 4: Clustering Acc and NMI curves of the comparedmethods on percentages of corrupted images with random block occlusions for the
ORL dataset.
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Table 2: Clustering performances on the AR dataset.

r
Acc (%) NMI (%)

Semi-GNMG CNMF URNGE RSNLCF Semi-GNMG CNMF URNGE RSNLCF

4 58.29± 3.74 55.93± 3.72 63.28± 3.94 82.29± 2.54 68.65± 5.34 67.79± 3.51 72.37± 4.29 86.27± 2.28
6 64.53± 3.62 60.56± 4.54 69.06± 4.31 86.07± 4.19 72.49± 3.38 68.28± 4.43 76.85± 4.32 89.46± 4.93
8 67.37± 3.22 69.17± 3.93 74.19± 3.71 87.25± 2.68 78.13± 3.67 80.33± 3.25 81.24± 2.36 91.57± 2.28
10 74.87± 4.13 76.57± 2.76 79.73± 2.38 88.48± 3.85 83.48± 3.36 84.52± 2.37 87.63± 3.48 92.84± 3.58
12 79.38± 3.03 82.32± 2.83 88.01± 3.52 92.64± 2.23 85.21± 2.02 88.32± 3.76 90.27± 3.52 94.12± 2.93
14 85.95± 3.31 90.58± 2.53 91.49± 2.36 93.54± 2.17 88.27± 2.37 92.46± 2.43 92.34± 2.86 96.43± 3.54
16 86.39± 3.71 91.35± 4.54 92.92± 2.42 94.83± 2.79 89.38± 2.58 93.25± 3.38 93.94± 2.48 97.07± 2.72
18 88.83± 3.27 92.82± 4.55 94.73± 2.67 96.71± 2.35 91.03± 2.64 94.38± 3.46 95.52± 2.69 98.91± 2.76
Avg. 75.70 77.41 81.68 90.23 82.46 83.67 86.27 93.33
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Figure 6: Clustering Acc and NMI curves of the compared methods under different numbers of labeled samples for the leukemia dataset.
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Figure 7: Clustering accuracy of the proposed method with respect to the parameters μ and λ on the extended YaleB dataset.
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extended YaleB and leukemia datasets. To study the sensitiv-
ity of RSNLCF with respect to the remaining parameters (i.e.,
μ and λ), we varied these parameters. In the experiment, we
plotted the Acc and NMI of RSNLCF with respect to μ and
λ. Figures 7 and 8 show clearly the 3D results of RSNLCF.
The horizontal axes are the parameters μ and λ, and the ver-
tical axis represents the clustering accuracy of RSNLCF. In
the 3D graphs, the square/circle marker indicates the best μ
/λ for varying μ/λ. Next to each marker at the cross point is
a digit number representing the value of Acc or NMI. We
can notice from Figures 7 and 8 that the clustering perfor-
mance varied with different combinations of μ and λ. How-
ever, it is unknown theoretically how to choose the best
parameter. The regularization parameters should be associ-
ated with the characteristics of the dataset.

5.9. Convergence Analysis. In the previous section, we proved
the convergence of our presented method. In our study, an
experiment was performed to compare all algorithms’ speed
of convergence on the extended YaleB and leukemia datasets.
The two parameters μ and λ were both fixed at 10. The time
is measured using a computer with Intel Core™ I7 2600 and
16GBmemory. Figure 9 demonstrated the objective function
value versus computational time for different algorithms.
The horizontal and vertical axes here represent training
times and the value of the objective function, respectively.
We can observe from Figure 9 that the objective function
value of all algorithms decreases steadily with the time
increase, and RSNLCF requires less time than other graph-
based methods, demonstrating that the proposed method
was effective and efficient.

5.10. Overall Observations and Discussion. In our experi-
ments, we considered several groups of experiments based
on different databases, where the extended YaleB mainly
involved illumination changes, the ORL database focused

on pixel corruptions and block occlusions, the AR database
included face images with different facial variations, sun-
glasses, and scarf occlusions, and the leukemia dataset con-
tained a large number of features but only a few samples.
From the aforementioned experimental results, we gained
the following several attractive insights:

(i) In most cases, the performance of CNMF was usu-
ally lower than that of the graph-based approach,
which demonstrates the superiority of intrinsic geo-
metrical structure representation in discovering
potential discriminative information.

(ii) Regardless of the datasets, our RSNLCF algorithm
outperformed all six other methods. The reason lies
in the fact that RSNLCF is designed for simultaneous
application to local and global consistencies over
labels simultaneously to uncover an underlying sub-
space structure. In addition, RSNLCF proved robust
to outlier points and noises as a result of employing
the l2,1 norm formulations of NMF and the local
coordinate constraint regularization term.

(iii) Future research on this topic will include how to
use multicore processors [48, 49] to accelerate
our proposed method and how to extend the idea
of semisupervised learning to the existing cluster-
ing algorithms.

6. Conclusion

In this study, we proposed a novel matrix decomposition
method (RSNLCF) to learn an efficient representation for
data in a semisupervised learning scenario. An efficient itera-
tive algorithm for RSNLCF was also presented. The conver-
gence of the presented method was theoretically proved.
Extensive experiments over diverse datasets demonstrated
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Figure 8: Clustering accuracy of the proposed method with respect to the parameters μ and λ on the leukemia dataset.
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that the presented method is quite effective and robust at
learning an efficient data representation for clustering tasks.
More importantly, experimental results revealed that our
optimization algorithm quickly converges, indicating that
our method can be utilized to solve practical problems.
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Citation is a universally acknowledged way for scientific impact evaluation. However, due to its easy manipulability, simply relying
on citation cannot objectively reflect the actual impact of scholars. Instead of citation, we utilize the academic networks, in virtue
of their available and abundant academic information, to evaluate the scientific impact of scholars in this paper. Through the
collaboration among scholars in academic networks, we notice an interesting phenomenon that scholars in some special positions
can access more kinds of information and connect researchers from different groups to promote the scientific collaborations.
However, this important fact is generally ignored by the existing approaches. Motivated by the observations above, we propose
the novel method AIRank to evaluate the scientific impact of scholars. Our method not only considers the impact of scholars
through the mutual reinforcement process in heterogeneous academic networks, but also integrates the structural holes theory and
information entropy theory to depict the benefit that scholars obtain via their positions in the network. The experimental results
demonstrate the effectiveness of AIRank in evaluating the impact of scholars more comprehensively and finding more top ranking
scholars with interdisciplinary nature.

1. Introduction

The development of modern research technologies allows
researchers to get access to the plentiful scholarly data timely
and facilitates the academic cooperation among scholars
with diverse backgrounds. The easy access to the various
scholarly data and the diverse data analysis technologies
make researchers conduct their work more efficiently [1, 2].
However, due to the large volume of scholarly data, it is time-
consuming to filter the influential and related scholars or
references from the massive data. The evaluation of scientific
impact not only sheds light on the above problem, but
also provides basis for academic awards applications, faculty
employments, fund decisions, etc. [3]. Therefore, evaluating

the scientific impact is of great significance, and our primary
concern is on measuring the impact of scholars in this paper.

The existing evaluation methods generally prefer using
the qualities and quantities of scholars’ papers to measure the
scientific impact. For a long time, citation has been widely
used to gauge the influence of scholars and articles, such
as ℎ-index [4], 𝑔-index [5], and the journal impact factor
[6]. However, some crucial shortcomings exist with such
approaches that heavily rely on citation counts. The first
problem is that the accumulation process of citation counts
is involved with time.Therefore, previously published papers
obviously have the advantage of having longer time cited
by other literature than newly published papers. Another
existing problem is that the citation counts can be easily
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manipulated through self-citations or citations via acquain-
tanceships. As a consequence, citation counts cannot accu-
rately reflect the qualities of scholarly articles to some extent.

Apart from the citation-based methods, researchers also
utilize the academic networks to measure the scientific
impact. Typical academic networks include various kinds of
entities and relationships, such as papers, authors, venues,
citation relationship, and coauthorship. Therefore, by con-
sidering the above-mentioned attributes of heterogeneous
networks, it is obvious that using heterogeneous network
topology [7] to depict the academic networks is more suitable
than applying homogeneous network topology. The PageR-
ank [8] andHITS algorithms [9] are themost commonly used
ones to rank the importance of scholarly entities in academic
networks. Considering the distinct importance of different
entities and relationships in academic networks, researchers
have proposed a number of weighting schemes, together with
the variants of PageRank or HITS algorithm, to evaluate the
scientific impact in academic networks [10].

Academic networks have been widely employed for sci-
entific impact evaluation in the above-mentioned network-
based methods. It not only provides plentiful information
about scholarly entities, but also explicitly indicates relation-
ships among them [11]. Under the coauthor network struc-
ture, we find that scholars that possess some special positions
can access diverse information from various kinds of scholars
and act as bridges that connect different groups of scholars.
These scholars can benefit from the various information, and
consequently their research capacities can be improved. In
addition to the gains that these positions bring to the scholars
themselves, they also accelerate the dissemination of knowl-
edge among scholars in different fields. Simultaneously, the
communications between scholars also promote the interdis-
ciplinary collaborations and, furthermore, propel the devel-
opment of science. Therefore, the effect of scholars’ positions
is of great significance for the evaluation of scholars’ impact.

Although current works have proposed many solutions
on evaluating the scientific impact, they mainly ignore the
vital effect of scholars’ positions on their impact. In this
paper, we propose the AIRank to evaluate scholars’ impact.
In order to measure the overall scientific impact of scholars,
our method considers the scholar’s impact in heterogeneous
academic networks through themutual influencemechanism
among academic entities and combines this with the effects of
scholars’ positions in the network.

To investigate the effects of scholars’ positions in the
network on their impact, we look into this question from the
angle of sociology. In sociology, the structural holes theory
[12] indicates that the positions of individuals in the networks
are closely related to their benefits. The structural holes
theory suggests that individuals can access richer information
and let the disconnected people know each other through
them if they are in the positions that act as bridges between
different groups of individuals. Figure 1 shows an illustration
of the structural holes theory; the nodes represent scholars
fromdifferent domains in computer science area. It is obvious
that the red node in the center can connect and cooper-
ate with scholars from different domains. Therefore, when
facing problems, researchers can apply ideas and techniques

Security and privacy 

Networks Computing methodologies 

Figure 1: Illustration of structural holes.

obtained from other groups to solve them if they span struc-
tural holes. Several studies have indicated that the social suc-
cess is positively correlatedwith the structural holes [13].Thus
we apply the structural holes theory to depict the importance
of scholars’ positions and their abilities on both accessing rich
information and connecting different researchers.

To explore the diversity of information that researchers
obtained, we solve this issue by considering the diverse back-
grounds of coauthors. Researchers can directly acquire infor-
mation or ideas from their coauthors due to the close coop-
eration in publishing scholarly articles. Hence the varieties of
coauthors’ backgrounds can indicate researchers’ abilities to
acquire diverse information. Besides acquiring information
through the direct connections with coauthors, another way
is the attendance of academic activities. Researchers can
encounter other scholars and may further establish cooper-
ation relationship through attending academic activities [14].
Scholars publishing articles in conferences have the oppor-
tunities to make acquaintance with other people through
the attendance. Therefore, the quantities and qualities of
articles published in conferences can represent the diverse
information researchers acquire to some extent, and we
utilize them to represent the diversity of information that
researchers can acquire.

Generally speaking, we make the following contributions
in this paper.

(i) New Insight into Scientific Impact Evaluation. We
creatively provide a new solution to solve the impact
evaluation issues from the angle of scholars’ network
positions for the first time, to the best of our knowl-
edge.

(ii) Novel Features for Evaluating Scholars. We present
three new indicators through utilizing the structural
holes theory and information entropy theory to depict
the effects of scholars’ positions in collaboration
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networks and furthermore integrate the interplay
among diverse scholarly entities in heterogeneous
academic networks together to quantify scholars’
scientific impact.

(iii) Effectiveness in Identifying Outstanding Interdisci-
plinary Scholars. The experiments on real datasets
verify the significant role of scholars’ positions in their
impact, and our method outperforms the state-of-
the-art methods in evaluating scholars’ impact more
comprehensively and identifying more outstanding
interdisciplinary scholars.

The rest of the paper is organized as follows. Related work
is discussed in the next section. Section 3 formulates the
studied problem of scholar’s scientific impact evaluation. Sec-
tion 4 introduces our proposed method. Section 5 presents
the experimental results of our method, followed by a section
dedicated to the conclusion.

2. Related Work

The problem of scientific impact evaluation has been studied
for a long time and became a popular and significant research
direction [15–17]. The evaluation of scientific impact can
assist scholars in diffusing their work and maximizing the
academic influence [18, 19]. Generally, there are two major
kinds of methods for measuring scholars’ scientific impact,
i.e., citation-based methods and network-based methods. In
this section, we survey the existing literature in the above
areas, respectively.

2.1. Citation-Based Methods. The achievements of scholars
are often represented by their articles; therefore, the qualities
of articles are usually used to measure the scientific impact
of scholars. To measure the qualities of articles, the citation
counts are one of the most widely used indicators. A series
of metrics has been put forward to measure the scientific
impact according to citations. Initially, the journal impact
factor is proposed for evaluating the quality of journals
[6]. Continually, the ℎ-index [4] is proposed to measure
scholar’s impact by considering the productivity and the
quality of their research work. Moreover, Pan and Fortunato
[20] proposed the AIF to depict the dynamics of scholars’
impact by considering the ever-increasing characteristic of ℎ-
index.Theseworks all successfully depict the scientific impact
and are commonly used due to the uncomplicated calculation
process.

However, there exist critical shortcomings of using cita-
tion counts to evaluate the impact of scholars. The first
problem is citation counts aggregate with time. Therefore, it
is obvious that articles published for a long period have the
advantage of occupying more time for citations than newly
published articles. Similarly, using the same time interval to
evaluate the scientific impact is unfair for young researchers
comparing to senior researchers. Considering the above facts,
researchers have proposed several methods to alleviate the
effects of publishing time [21]. In addition, citations take time
to happen; therefore, it cannot reflect the current impact of
scholars timely.

Another problem existing in citation counts metrics is
that citation counts can be distorted by self-citations or
citations from colleagues, etc. Therefore, some researchers
argue that the diverse citations should be considered dis-
parately instead of regarding them equally [22]. Motivated
by this observation, scholars have proposed diverse methods
to differentiate the importance of citations. Valenzuela et
al. [23] determined the significance of citations based on
their appearing sections. Bai et al. [24] proposed a COIRank
method to distinguish the conflict of interest citation relation-
shipwhenmeasuring the impacts of articles.Other researches
considered different aspects, such as citation distribution
and coercive induced self-citation, to assess the qualities of
citations.

2.2. Network-Based Methods. Considering the drawbacks
of citation-based metrics, another way of measuring the
impact of scholars is the network-based methods. Typically,
the academic networks contain several main entities and
relationships, e.g., articles, authors, venues, citing relation-
ship, and coauthorship. Researchers have proposed a variety
of ranking algorithms to gauge scholars’ impact based on
academic networks [25, 26].

A series of network-based methods has been proposed
through calculating the degrees of scholars in academic
networks by different methods to measure the impact of
scholars. For instance, degree centrality, closeness centrality,
Katz-Bonacich centrality, and eigenvector centrality are the
commonly used measures to calculate the degrees of scholars
based on different network structures [27, 28]. In addition,
due to the merits of different measurements, researchers also
integrate them together to quantify the scientific impact [29,
30].

Except for the above-mentioned centrality measure-
ments, researchers also apply the commonly known ranking
algorithms, i.e., the PageRank algorithmandHITS algorithm,
to evaluate the scientific impact of scholars [31]. Previous
researches utilize the PageRank and HITS algorithms to
quantify the impact of scholars in homogeneous network.
While the real academic networks contain various kinds of
entities and links, diverse evaluation metrics have been pro-
posed using different heterogeneous academic networks
because of their topologicalmerits. Figure 2 shows an illustra-
tion of a heterogeneous academic network; articles can be
linked through citation relationship; authors can be linked to
the articles they write; articles can be linked to the venues
they published on; and authors can be related through the
coauthorship.

Based on the above-mentioned heterogeneous academic
network structures, researchers have proposed a series of the
PageRank and HITS algorithms based methods to evaluate
the impact of scholars. Considering the various kinds of
relations thatmight exist among different entities, researchers
have constructed distinct academic networks that contain
novel relationships to measure the impact of scholars. A
major kind of network-based methods is extending the
original PageRank and HITS algorithms, which primarily
focus on exploring new weights of the entities and links
in the networks by considering the diverse importance of
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Figure 2: Illustration of a heterogeneous academic network, where
P1 to P5 represent the papers, A1 to A4 indicate their corresponding
authors, and J1, J2, and J3 represent the venues.

them. There also exist some works that utilize the PageRank
algorithm and the HITS algorithm in the meantime to find
themore appropriate one [32]. Instead of applying single kind
of algorithm, researchers also combine the PageRank and
HITS algorithm together to measure the scientific impact in
order to utilize the advantages of both algorithms.

The primary mechanism of PageRank and HITS algo-
rithm is that nodes would have higher influence value if
the nodes that point to them are influential through the
iterative process. Therefore, there exist mutual effects among
the entities in the networks through the links. For instance,
papers would become influential if they are cited by other
articles with high qualities in the citation network, while
the corresponding authors would be ranked high in the
paper-author network, respectively. Several studies have been
carried out on jointly evaluating the impact of scholars,
articles, and venues according to specific academic networks.
Based on the journals’ impact, Nykl et al. [10] proposed
an author ranking system through utilizing the PageRank
algorithm. Considering the diverse research topics, Amjad et
al. [33] measured the impact of scholarly entities by the topic-
based heterogeneous rank in academic networks.

In addition, researchers also combine the citation and
network-based evaluation metrics together to measure the
impact of scholars because using single type of indicators is
unable to capture the impact of scholars comprehensively.
Wang et al. [34] explored the effect of citations, time informa-
tion, and the combination of PageRank and HITS algorithm
to quantify the scientific impact of scholars. Furthermore,
Wang et al. [26] proposed the MRCoRank, which integrates
the text features andHITS algorithm to determine the impact
of scholars.

However, one important fact has been ignored by the
existing approaches, that is, the effects of scholars’ positions
in the network and their abilities to acquire multiplicities
of information via the existing relationships on their own
impact. It is universally acknowledged that scholarly articles
commonly represent the cooperation achievements of several
coauthors; therefore, scholars can be influenced through the
coauthorship. Although some researchers have investigated
that scholars’ impact can be affected by their coauthors’
abilities [35, 36], no prior work exists to explore the influence
of researchers’ positions in the network and their capacities
of obtaining diverse information on evaluating the scientific
impact.

3. Problem Formulation

Generally, the task of scientific impact evaluation is formu-
lated as statistical analysis problems or importance rank-
ing algorithms. However, such existing approaches tend
to evaluate scholars within the same disciplines and may
be incapable of capturing the increasing interdisciplinary
collaborations among researchers. Meanwhile, some scholars
have noticed that the interactions among researchers can
promote the quality and quantity of scientific achievements.
Inspired by this interesting phenomenon, we propose a
novel method which can identify influential scholars with
interdisciplinary nature, thus formulating the following task:
given the detailed information of scholars’ publications, we
evaluate the scientific impact of scholars with our proposed
indicators implying their interdisciplinary collaborations in
heterogeneous academic networks.

To solve our task, we decompose it into three subtasks.
We first extract the coauthor network according to the
information of scholars’ publications. Let 𝐺𝑐(𝑉𝑎𝑖 , 𝐸𝑎𝑖𝑗) denote
the coauthor network, where𝑉𝑎𝑖 represents the node, and 𝐸𝑎𝑖𝑗
exists if 𝑎𝑖 has cooperated with 𝑎𝑗. Under the coauthor net-
work, we then define and calculate several indicators {𝑥1, 𝑥2,𝑥3, . . . , 𝑥𝑛} of scholars. Based on the above analysis, the first
subtask can be formalized as follows: given that an undi-
rected graph𝐺𝑐(𝑉𝑎𝑖 , 𝐸𝑎𝑖𝑗) represents the cooperation relation-
ships among researchers and given a set of factors {𝑥1, 𝑥2,𝑥3, . . . , 𝑥𝑛} of scholars, a function 𝑓(𝑎𝑖) that calculates the
benefits of scholars through their positions in the network can
be obtained.

Considering the overall task is to quantify scholars’
scientific impact, we then compute the importance of schol-
ars in heterogeneous academic networks. In order to fulfil
this subtask, three academic networks need to be built.
Let 𝐺cit(𝑉𝑝𝑖 , 𝐸𝑝𝑖𝑗) indicate the citation network, where 𝑉𝑝𝑖
represents the node and 𝐸𝑝𝑖𝑗 exists if 𝑝𝑖 has cited 𝑝𝑗. From the
citation network, the importance of scholars’ corresponding
papers can be obtained. Based on the values of papers,
the importance degrees of corresponding venues and schol-
ars can be calculated in paper-venue network (𝐺𝑝V(𝑉𝑝𝑖 ∪𝑈V𝑗 , 𝐸𝑝𝑖V𝑗)) and paper-author network (𝐺𝑝𝑎(𝑉𝑝𝑖 ∪ 𝑈𝑎𝑗 , 𝐸𝑝𝑖𝑎𝑗)),
respectively. 𝑉𝑝𝑖 represents the paper, 𝑈V𝑗 is the publishing
venue of papers, and 𝐸𝑝𝑖V𝑗 exists if 𝑝𝑖 has been published on
V𝑗. Similarly, 𝑈𝑎𝑗 is the author of papers, and 𝐸𝑝𝑖𝑎𝑗 exists if
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𝑝𝑖 was written by 𝑎𝑗. In this part, we study scholars’ impor-
tance in heterogeneous academic networks, formally defined
as follows: given directed graphs 𝐺cit(𝑉𝑝𝑖 , 𝐸𝑝𝑖𝑗), (𝐺𝑝V(𝑉𝑝𝑖 ∪𝑈V𝑗 , 𝐸𝑝𝑖V𝑗)), and (𝐺𝑝𝑎(𝑉𝑝𝑖 ∪ 𝑈𝑎𝑗 , 𝐸𝑝𝑖𝑎𝑗)) and a set of inter-
mediate results {𝑟1, 𝑟2, 𝑟3, . . . , 𝑟𝑛} obtained from the above-
mentioned networks, a function 𝑔(𝑎𝑖) that calculates the
importance of scholarly entities in heterogeneous academic
networks can be obtained.

Our main purpose is to gauge the scientific impact of
scholars. According to the above-mentioned subtasks, the
final scientific impact can be obtained and formalized as
follows.

Input.This includes the results obtained from functions𝑓(𝑎𝑖)
and 𝑔(𝑎𝑖).
Output.This includes the overall scientific impact of scholars.

The scientific impact evaluation problem we solve in this
paper is formulated to be distinct from the traditional prob-
lem of simply relying on citation counts or network-based
evaluationmetrics. We explore the effect of scholars’ network
positions on the scientific impact. The primary advantage of
our formulation is transforming the complex problem into
three subtasks with low computational complexity, so that the
efficiency of our method can be improved.

4. Design of AIRank

In most previous works, scholars are evaluated in the same
time interval and their academic ages are commonly ignored.
However, it is unfair for young researchers to be evaluated
in the same time period compared to senior researchers. As
a consequence, we choose scholars with the same academic
age for evaluation to alleviate the effects of different research
lengths. The real academic networks include various kinds of
entities and relationships; therefore, we employ the hetero-
geneous network topology to represent academic network in
order to depict it more appropriately.

The structural holes theory can indicate scholars’ abilities
to connect different people; therefore we utilize it in our
method to depict scholars’ positions in the network. To
capture the multiplicities of information that researchers
acquire through their relationships with other people, we
measure these multiplicities from two aspects, which are the
diversity of their coauthors and the quantity and quality of
academic conferences they attend. In addition, we also con-
sider the mutual effects among different academic entities in
the networks together to quantify scholars’ scientific impact.

Our proposed method consists of three main steps, the
architecture of which is shown in Figure 3. The first part
is calculating scholar’s structural index (SI) value which
captures the effect of scholars’ positions in the networks.
Three factors are proposed and the structural holes theory
is employed in SI. In addition, we also consider the impact
of scholars in academic networks through our proposed
network index (NI). We apply the PageRank and HITS algo-
rithms to measure scholars’ impact in the three constructed
academic networks. Finally, considering the above two parts,
the overall impact of scholars is calculated according to the

final formula. The calculation procedure of our proposed
AIRank is shown as follows.

Step 1. Calculate the value of SI, which consists of the three
proposed indicators and will be introduced in detail in the
following.

Step 2. Calculate the value of NI, which utilizes the PageRank
and HITS algorithms together to measure the impact of
scholars in the networks.

Step 3. Calculate scholar’s final score according to the above
two steps.

4.1. Calculation Procedure of SI. With the development of
research techniques, researchers nowadays can easily trace
the studies of scholars from related areas and keep up with
the research trends. Due to the convenience of the Inter-
net, scholars can establish cooperation relationships even
though they may never meet before in reality. Consequently,
interdisciplinary cooperation happens more frequently than
in the past, and the positions of scholars in the network
play an important role in promoting the collaborations. The
academic collaborations among diverse domains accelerate
the advancements of science;meanwhile, researchers can also
obtain information or techniques through the collaborations
with diverse researchers.

4.1.1. Scholars’ Structural Holes Measurements. To depict
scholars’ positions in the network, we first apply the structural
holes theory. The main principle of structural holes is that
people would benefit more if they are in the positions that
can link people from different groups. Typically, there are
several ways of measuring the structural holes; we apply
the most commonly used measurements which are the
bridge counts and the betweenness centrality. To find the
appropriate measures of structural holes for our algorithm,
we apply the above methods, respectively, in the calculation
of SI to evaluate their performances. The specific calculation
processes are illustrated as follows.

Bridge Counts. It is an intuitively appealing measure. The
link between two people is a bridge if there are no indirect
connections between the two people. Equation (1) indicates
the calculation formula:

BrC (𝑎𝑖) = 𝑛−1∑
𝑎𝑗=1

𝑏𝑖𝑗 (1)

where BrC(𝑎𝑖) is the total number of bridges between authors𝑎𝑖 and 𝑎𝑗; 𝑛 is the number of authors in the network. If there
exists a bridge between 𝑎𝑖 and 𝑎𝑗, the value of 𝑏 is 1; otherwise,
the value of 𝑏𝑖𝑗 is 0.
Betweenness Centrality. The betweenness centrality is the
count of the structural holes to which a person has monopoly
access. Given that a network contains 𝑛 nodes, the maximum
possible value for node is degree which is 𝑛 − 1, and the
maximumpossible value for its betweenness centrality equals
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the hub node which is betweenness centrality value in a star
network. More specifically, the shortest path between all the
other node pairs is unique and definitely via the hub node.
Therefore, node is betweenness centrality value this is the sum
of all the above-mentioned shortest paths which equals the
following formula:

(𝑛 − 1) (𝑛 − 2)2 = 𝑛2 − 3𝑛 + 22 (2)

Based on the above equation, the normalized between-
ness centrality is defined as follows:

BeC (𝑎𝑖) = 2𝑛2 − 3𝑛 + 2 ∑
𝑎𝑖 ̸=𝑎𝑠 ̸=𝑎𝑡

𝑁𝑎𝑖𝑎𝑠𝑡𝑔𝑎𝑠𝑡 (3)

where BeC(𝑎𝑖) is the betweenness centrality value of author 𝑎𝑖,𝑛 is the size of the network, 𝑔𝑎𝑠𝑡 is the number of the shortest
paths from 𝑎𝑠 to 𝑎𝑡, and 𝑁𝑎𝑖𝑎𝑠𝑡 is the number of shortest paths
that go through author 𝑎𝑖.
4.1.2. Diversity of Cooperators. The scholarly articles usu-
ally are the collective efforts of several coauthors, and
researchers can benefit a lot from their coauthors through the
cooperation relationship. Research ideas or techniques can
be exchanged among coauthors through the collaboration
process; as a consequence, scholars’ academic achievements
can be affected by the information they acquired and the
people they interact with. Previous studies have investigated
that researchers’ academic level can be influenced by their
coauthors’ impact; however, the effect of the diversity of
information and scholars that researchers accessed still needs
to be explored.

To capture the variety of information, we consider two
apparent information sources that researchers directly con-
tact with. The first one is acquiring information through

their cooperators. Ideas, problems, or techniques can be dis-
cussed and shared through the collaborative working towards
publishing scholarly articles among coauthors. Therefore,
the background of a scholar can represent the variety of
information he or she commands. As in our previous work
[37], the theory of entropy is utilized in measuring the
diverse backgrounds of cooperators which only considers the
differences between institutions, while in this work we not
only think about the differences of institutions, but also take
the distinctions of research interests into consideration. The
calculation process is as follows:

Div (𝑎𝑖)inst = −
𝑟∑
𝑚=1

𝑤𝑚 log2 (𝑤𝑚) (4)

Div (𝑎𝑖)key = −
𝑞∑
𝜌=1

𝑘𝜌 log2 (𝑘𝜌)
Div (𝑎𝑖) = Div (𝑎𝑖)inst + Div (𝑎𝑖)key

(5)

where Div(𝑎𝑖)inst and Div(𝑎𝑖)key represent the diversities
of cooperators’ institutions and their papers’ keywords of
author 𝑎𝑖, and Div(𝑎𝑖) is the overall cooperators’ diversities
of author 𝑎𝑖. 𝑤𝑚 is the frequency of occurrences of word 𝑚
in the combination of words extracted from the institutions’
information of 𝑎𝑖’s collaborators, and 𝑟 is the total amount of
word 𝑚 in (4). 𝑘𝜌 is the frequency of occurrences of word 𝜌
in all the papers’ keywords of 𝑎𝑖’s collaborators, and 𝑞 is the
sum of words 𝜌.
4.1.3. Benefit Obtained via Academic Conferences. Another
universal way of getting information is through attending
academic conferences. Researchers publishing articles in the
same conference commonly have similar research interests,
and they can share their ideas or exchange information
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Step 1 SI (𝑟, 𝑤𝑚, 𝑞, 𝑘𝜌, 𝑆(𝐶), Numconf
𝑎𝑖

, Num𝑝𝑎𝑖 , 𝑏)
(01) for 𝑚 ← 1 to 𝑟 do
(02) Div(𝑎𝑖)inst ← −(Div(𝑎𝑖)inst + 𝑤𝑚log2(𝑤𝑚))
(03) end for
(04) for 𝜌 ← 1 to 𝑞 do
(05) Div(𝑎𝑖)key ← −(Div(𝑎𝑖)key + 𝑘𝜌log2(𝑘𝜌))
(06) end for
(07) Div(𝑎𝑖) ← Div(𝑎𝑖)inst + Div(𝑎𝑖)key
(08) for V ← 1 to 𝑡 do
(09) temp ← temp + 𝑆(𝐶V)
(10) end for

(11) Bene(𝑎𝑖) ← Numconf
𝑎𝑖

Num𝑝𝑎𝑖
temp

(12) for 𝑎𝑗 ← 1 to 𝑛 − 1 do
(13) BrC(𝑎𝑖) ← BrC(𝑎𝑖) + 𝑏
(14) end for
(15) SIBrC𝑎𝑖 = 1 − 𝜒 − 𝜓 − 𝜑

𝑛 + 𝜒𝑍Div(𝑎𝑖) + 𝜓𝑍Bene(𝑎𝑖) + 𝜑𝑍BrC(𝑎𝑖)

(16) SIBeC𝑎𝑖 = 1 − 𝜏 − 𝜆 − 𝜀𝑛 + 𝜏𝑍Div(𝑎𝑖) + 𝜆𝑍Bene(𝑎𝑖) + 𝜀𝑍BeC(𝑎𝑖)

Algorithm 1

through attending the conference unlike publishing journal
articles. Therefore, researchers can benefit a lot through
participating in academic conferences, and the benefit that
researchers get is captured by the following equation:

Bene (𝑎𝑖) = Numconf
𝑎𝑖

Num𝑝𝑎𝑖
× 𝑡∑

]=1
𝑆 (𝐶]) (6)

where Bene(𝑎𝑖) represents 𝑎𝑖’s benefit obtained through
attending academic conferences, Numconf

𝑎𝑖
is the number of

conference papers that author 𝑎𝑖 published, and Num𝑝𝑎𝑖 is the
total number of published papers of author 𝑎𝑖. 𝑆(𝐶]) is the
impact value of the conferences (𝐶]) that author 𝑎𝑖 published
papers in, and 𝑡 is the total number of ]. The value of 𝑆(𝐶])
equals its PageRank value in the paper-venue network.

4.1.4. Final Formula of SI. In this paper, we propose three
factors to measure the effect of scholars’ positions in the
networks, which are scholars’ structural holes values, the
diversity of coauthors, and the benefits obtained via academic
conferences. The pseudocode of SI is shown in Algorithm 1,
and its specific calculation procedure is illustrated as follows.

Step 1. Calculate scholars’ structural holes values, which exist
with two ways of calculation (bridge counts and betweenness
centrality).

Step 2. Calculate the diversity of coauthors, which utilizes the
concept of information entropy to measure the diversity of
scholars’ cooperators.

Step 3. Calculate the benefits researchers obtained through
attending academic conferences.

Step 4. Calculate scholar’s final SI values, which exist in two
ways (SIBrC and SIBeC), according to the normalized above-
mentioned factors.

The calculation procedure of Div(𝑎𝑖), Bene(𝑎𝑖), BeC(𝑎𝑖),
and BrC(𝑎𝑖) can be obtained based on the above equa-
tions. While these three indicators cannot be arithmetically
operated directly due to their different scales, therefore, we
need to normalize them before the calculation process. The
normalization process is shown as follows:

𝑍𝑖 = V𝑖 −min𝐴
max𝐴 −min𝐴

(newmax𝐴 − newmin𝐴) + newmin𝐴 (7)

where 𝐴 is the set of scholars’ attributes, which includes
the Div(𝑎𝑖), Bene(𝑎𝑖), BeC(𝑎𝑖), and BrC(𝑎𝑖). max𝐴 is the
maximum value and min𝐴 is attribute 𝐴’s minimum value.
V𝑖 is attribute 𝐴’s original value, and 𝑍𝑖 is the normalization
value of V𝑖 in the range of [newmin𝐴 , newmax𝐴], which equals[0, 1].

To find the appropriate measures of structural holes for
our algorithm, we apply BeC(𝑎𝑖) and BrC(𝑎𝑖), respectively,
in the SI method to find the most efficient one. Therefore,
the overall assessment of scholars’ abilities to acquire diverse
information and their positions in the networks can be inter-
preted in two ways (SIBrC𝑎𝑖 and SIBrC𝑎𝑖 ) through the following
equations:

SIBrC𝑎𝑖 = 1 − 𝜒 − 𝜓 − 𝜑
𝑛 + 𝜒𝑍Div(𝑎𝑖) + 𝜓𝑍Bene(𝑎𝑖)

+ 𝜑𝑍BrC(𝑎𝑖)

SIBeC𝑎𝑖 = 1 − 𝜄 − 𝜆 − 𝜀𝑛 + 𝜄𝑍Div(𝑎𝑖) + 𝜆𝑍Bene(𝑎𝑖)

+ 𝜀𝑍BeC(𝑎𝑖)

(8)



8 Complexity

where𝜒,𝜓, 𝜄,𝜆, 𝜀, and𝜑 are parameters; SIBrC𝑎𝑖 and SIBeC𝑎𝑖 repre-
sent the value of SI𝑎𝑖 which utilize BrC and BeC, respectively,
to measure the positions of scholars in the network. 𝑍Div(𝑎𝑖),𝑍Bene(𝑎𝑖), 𝑍BrC(𝑎𝑖), and 𝑍BeC(𝑎𝑖) are the normalization value of
Div(𝑎𝑖), Bene(𝑎𝑖), BrC(𝑎𝑖), and BeC(𝑎𝑖) according to (7).
4.2. Calculation Procedure of NI. The next procedure of our
method is measuring the influence of scholars in heteroge-
neous academic networks through utilizing the PageRank
and HITS algorithms. Considering the mutual influence
among academic entities through different relationships in
the networks, we construct three academic networks to
evaluate the scientific impact, i.e., the citation network, the
paper-venue network, and the paper-author network.

(i) Citation network: it contains one type of entities and
relationships, i.e., papers, and the citation relationship
among them.

(ii) Paper-venue network: it composes two kinds of nodes
and one kind of relationships. The nodes in the net-
work are the papers and venues, and the publication
relationship links the papers and their corresponding
venues.

(iii) Paper-author network: it consists of two kinds of
entities, which are papers and their corresponding
authors. Only one type of relationships is included in
this network which depicts the writing relationship
between papers and their authors.

We first apply the original PageRank algorithm to evalu-
ate the importance score of articles in the citation network.
According to this, the initial importance of papers in the
citation network can be obtained. Then we calculate the
impact of venues and authors in the constructed paper-venue
network and paper-author network, respectively, through
using the HITS algorithm, and we set the initial value of the
entities in the networks accordingly.The pseudocode of NI is
shown in Algorithm 2, and its specific calculation procedure
is conducted as follows:

(1) The initial value of publications is set as 1/𝑁, where𝑁 is the total number of articles in the network.
(2) Calculate the scores of papers through utilizing the

PageRank algorithm in the citation network.
(3) Calculate the scores of papers and the corresponding

venues in the paper-venue network by HITS algo-
rithm; the initial values of papers are set according to
their PageRank scores obtained in the above step.

(4) Calculate the scores of scholars in the paper-author
network through the HITS algorithm; the initial
values of papers are set according to their values
obtained from Step (3).

(5) Repeat Steps (2)–(4) until convergence is encoun-
tered.

4.2.1. Article’s Score in Citation Network. Initially, the PageR-
ank algorithm is proposed to evaluate and rank the impor-
tance of webpages since there may pop up many searching

Step 2 NI (𝑆, 𝑈, Pr, 𝛼, ℎ)
(01) 𝐺 ← 𝛼𝑆 + 1 − 𝛼𝑛 𝑈
(02) for 𝑖 ← 0 to 𝑛 do
(03) pr next ← GPr
(04) Pr ← Pr next
(05) end for
(06) 𝑎 ← copy(Pr)
(07) for 𝑖 ← 0 to 𝑛 do
(08) for 𝑖 ← 0 to 𝑛 do
(09) ℎ𝑖 ← ℎ𝑖 + 𝑎𝑖
(10) ℎ𝑖 ← ℎ𝑖

max(ℎ𝑖)
(11) end for
(12) for 𝑖 ← 0 to 𝑛 do
(13) 𝑎𝑖 ← 𝑎𝑖 + ℎ𝑖
(14) 𝑎𝑖 ← 𝑎𝑖

max(𝑎𝑖)
(15) end for
(16) end for
(17) return 𝑎

Algorithm 2

results and it is time-consuming for users to discover the
useful one. The fundamental principle of the PageRank
algorithm is that the webpages would be ranked high if it is
pointed by high-rank webpages, and top ranking webpages
are more likely to be pointed to than lower ranked webpages.
Other than ranking the importance of websites, researchers
nowadays also use it to measure the importance of diverse
entities in a variety of networks, such as ranking the impor-
tance of scholars in academic networks.The PageRank values
of articles can be obtained by the following formula:

PR (𝑝𝑖) = 1 − 𝑑𝑁 + 𝑑 𝑚∑
𝑗=1

PR (𝑝𝑗)
𝐿 (𝑝𝑗) (9)

where 𝑝𝑖 represents the paper, 𝑁 is the total amount of the
articles, 𝑝𝑗 is the node that links to 𝑝𝑖, and 𝐿(𝑝𝑗) is 𝑝𝑗’s total
outgoing links. PR(𝑝𝑖) and PR(𝑝𝑗) indicate the importance
values of 𝑝𝑖 and 𝑝𝑗 correspondingly. 𝑑 is the damping factor
which controls the visiting probability of node 𝑝𝑖 that can be
visited by the link directed to it. A variety of researches have
studied the influence of damping factor’s different values,
and they all believe that it is more suitable for the whole
calculation process when set as 0.85. Therefore, in our paper,
the values of damping factor are all set as 0.85 as mentioned
above. Since the PageRank calculation procedure is iterated,
we update each paper’s value at every step of the computations
based on (9). When the values of all the papers are converged
to a steady state, the calculations are stopped, and finally the
PageRank value of each article is obtained.

4.2.2. Updated Scores of Papers and Venues in the Paper-Venue
Network. Next, the undirected paper-venue network is con-
structed to calculate the importance of papers and venues
considering the mutual influence among them by using the
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HITS algorithm. Because the qualities of papers are different
originally, we take the PageRank scores of them that are
obtained from the last step as their initial value in the step.The
major function of HITS algorithm is similar to the PageRank
algorithm, which also calculates the importance of entities
in the networks. In HITS algorithm, each node possesses
two values, which are the authority and hub values. The
hub value indicates the value of node’s links to other nodes,
and the authority represents the quality of node itself. If a
node is widely known as a hub, it can guide the users to the
nodes with high authority values. On the contrary, if a node’s
authority value is high, it can be regarded as the node with
important content.The authority and hub values of nodes can
be calculated as follows:

auth (𝑎𝑘) = 𝑠∑
𝑖=1

hub (𝑙𝑖)

hub (𝑎𝑘) = V∑
𝑖=1

auth (𝑝𝑖)
(10)

where 𝑎𝑘 is the node, auth(𝑎𝑘) is the authority value of it, and
we apply it to represent its impact in the network. 𝑙𝑖 is the
node links to 𝑎𝑘 in the network, and 𝑠 is the sum of 𝑙𝑖. 𝑝𝑖
indicates the node that 𝑎𝑘 points to, and V is the total number
of 𝑝𝑖. At the beginning, if 𝑎𝑘 is a venue, its initial authority
and hub values are set as 1; otherwise, its initial authority and
hub values are set equal to its PageRank score that is obtained
from the last step.

4.2.3. Scores of Scholars in the Paper-Author Network. In this
part, the paper-author network is established to evaluate
scholars’ impact. Other than the PageRank algorithm, we
also utilize the HITS algorithm to measure the importance
of scholars based on the paper-author network. To obtain
scholars’ authority values, the above-mentioned calculation
equations are still applied; however, we set the initial values
differently. If the node is a paper, we set its initial values
equal to its value obtained from the last step; else the values
of the node are set equal to 1. The overall measurement of
scholars’ impact in heterogeneous academic networks (NI) is
calculated as follows:

NI (𝑎𝑖) = auth (𝑎𝑖) { 𝑛∑
𝑝=1

PR (𝑝𝑖) auth (𝑗𝑘)} (11)

where 𝑛 is 𝑎𝑖’s total amount of scholarly articles, PR(𝑝𝑖) is the
PageRank value of 𝑎𝑖’s paper in the citation network, auth(𝑎𝑖)
is author 𝑎𝑖’s authority value in the paper-author network, and
auth(𝑗𝑘) is the authority value of 𝑝𝑖’s corresponding venue 𝑗𝑘
in the paper-venue network.

With the above analysis and the applications of three
heterogeneous academic networks, the mutually reinforced
procedure of scholarly entities can be explored. In addition,
the hybrid of the PageRank and HITS algorithms also can
highlight their different advantages in adapting different net-
work topologies and improve the ranking results of scholarly
entities in the networks.

4.3. Final Calculation of Scholars’ Impact. After finishing
the calculation of the above two parts, we then come up
with the final formula for evaluating the impact of scholars.
In our proposed AIRank method, it consists of two major
parts, which are scholars’ positions in the network and the
hybrid importance values of scholarly entities in the above-
mentioned three subnetworks. The theory of structural holes
can indicate scholars’ abilities to connect different people;
therefore we utilize it in our method to depict scholars’
positions in the network. To capture the multiplicities of
information that researchers acquire through their relation-
ships with other people, wemeasure these multiplicities from
two aspects, which are the diversity of their coauthors and the
quantity and quality of academic conferences they attend. In
addition, we also consider the mutual effects among different
academic entities in the networks together to gauge the
scientific impact of scholars. As a consequence, we calculate
scholar’s final score according to the following formula:

𝐹 (𝑎𝑖) = 1 − 𝜉 − 𝜛𝑛 + 𝜉𝑍SI𝑎𝑖
+ 𝜛𝑍NI𝑎𝑖

(12)

where 𝐹(𝑎𝑖) represents the final impact score of author 𝑎𝑖,𝑍SI𝑎𝑖
and 𝑍NI𝑎𝑖

are the normalization values of SI𝑎𝑖 and NI𝑎𝑖
according to (7), and 𝜉 and 𝜛 are parameters.

With the above descriptions, we propose a scholars’
impact evaluation method which measures the scientific
impact from two aspects. Our method not only considers
the impact of scholars in heterogeneous academic networks
through the mutual influence mechanism among academic
entities, but also integrates the positions of scholars in the
networks and their abilities to access various kinds of infor-
mation and researchers to measure their overall scientific
impact.

5. Experimental Results

In this section, we explore the performance of AIRank in the
real dataset. Since there is no ground truth for the evaluation
of scholars’ impact, the citation counts are applied as the
ground truth to validate their performance. In academia, it is
commonly acknowledged that if one scholar is outstanding,
he or she has higher citation counts comparing to other
researchers. To explore the effectiveness of the AIRank in
selecting high-impact scholars with interdisciplinary nature,
we first compare each method’s top ranking scholars’ average
citation counts, common members with citation’s ranking
lists, and ranking positions of scholars. To specifically show
the detailed information of the top researchers selected by
each method, we then list the detailed citation counts and
cross-domain citations of top 10 scholars in each method to
prove the efficiency of our AIRank. In addition, the Pearson
Correlation Coefficient between the citation counts and each
ranking list is also calculated to show the correlations.

5.1. Dataset and Experimental Setup. The subdataset used for
our experiments is acquired from the Microsoft Academic
Graph (MAG) datasets. It provides the detailed information
of each article. To improve the efficiency of our experiments,
the dataset needs to be extracted. In order to alleviate
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Figure 4: The ACM Computing Classification System.

the effect of different research areas and years of entering
academia, we choose scholars that are from the same area
and whose academic careers ages are the same for scientific
impact evaluation. The academic age in our paper refers to
the years between scholar publishing his or her first article
and the last article in the database. The final dataset includes
79,321 scholars and 105,123 publications.

When calculating the values of NI, we apply both the
PageRank and HITS algorithms to rank the importance of
scholars in heterogeneous academic networks.The operation
mechanism of these two algorithms is similar in which they
both need a sufficient number of iterations to converge. In
our case, we set the iteration numbers as 500 times, and the
difference value of the sum of all the scholars’ values obtained
from two successive iterations is smaller than a threshold (set
as 0.000001).

5.2. The CCS Classification. To measure the cross-domain
citations of articles and their authors, we adopt the ACM
Computing Classification System (CCS) from the website

https://www.acm.org/. It is a subject classification system
for computing, to classify the articles into the related areas
according to their keywords. The specific classification crite-
ria are shown in Figure 4. As it shows, there are several major
domains and a set of keywords is included in eachmain kind.
According to the keywords listed above, articles can be sorted
to the corresponding domains.

5.3. BaselineMethods. In order to investigate the effectiveness
of our proposed AIRank method, we employ the different
variants of ourmethod, the PageRank algorithm, and ℎ-index
for comparison. The details of the above methods are as
follows:

(i) SIBrC: it represents the value of SI which utilizes BrC
(see (1)) to measure the positions of scholars in the
network.

(ii) SIBeC: it represents the value of SI which utilizes BeC
(see (3)) to measure the positions of scholars in the
network.

https://www.acm.org/
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(iii) NI: it is part of our proposed AIRank, which only
considers the combination results through applying
PageRank and HITS algorithm under heterogeneous
academic networks to evaluate the impact of scholars.

(iv) AIRankBrC: it is our proposed method, which utilizes
BrC to measure the positions of scholars in the
network.

(v) AIRankBeC: it is our proposed method, which utilizes
BeC to measure the positions of scholars in the
network.

(vi) PageRank: it applies the PageRank algorithm to eval-
uate the impact of each scholar.

(vii) ℎ-index: it is the ℎ-index value of each scholar.

To start the research work, scholars often need to review
the existing literature from related areas. Therefore, it is
commonly recognized that scholars may be inspired by
articles in areas other than articles within the same area. As a
consequence, the citations of articles may be not only from a
single area, but also fromother disciplines due to their impact
on other areas. To understand the interdisciplinary nature
of citations, we first investigate the citation distributions of
different domains in MAG dataset.

As shown in Figure 5, it is a chord graph, which indicates
the proportions of articles from each domain in the MAG
dataset. Different domains are represented with different
colors, and the citation distributions of articles in each
domain can be easily observed.The diagram displays that the
total numbers of papers in applied computing and computing
methodologies areas are larger than the numbers of articles
in other domains. Furthermore, papers in these two areas
also shed light on the scientific inventions of other areas due
to their citation distributions. Generally, it is obvious that
almost every article cites papers from other areas. The areas
in computer science correlate with each other closely and
promote the development of computer science together.

With the above analysis, the tendency of citation distri-
butions is apparently showing an increasing trend of inter-
disciplinary collaborations, i.e., the number of cross-domain
citations. To further explore the effect of cross-domain
citations on the scientific impact of scholars, we then list the
cross-domain citations of top ranking scholars by citation
counts and ℎ-index. As shown in Figure 6(a), the top
percentile ranking scholars with bigger citation counts also
obtain higher cross-domain citations.The same phenomenon
is also observed in Figure 6(b), where the higher the ℎ-index
values of scholars, themore the average cross-domain citation
counts that they will get. The trends of these two figures
are alike; however, their concrete average cross-domain cita-
tion counts of top ranking scholars appear to be different.
There exists a great numerical difference of top 10% scholars’
average cross-domain citation counts between Figures 6(a)
and 6(b), and the numerical differences decrease with the
increase of top percentile ranking scholars.The reason behind
this phenomenon correlates closely with the principle of
calculating scholar’s ℎ-index. Although there exist some
numerical differences, the overall trend of these figures is

Applied computing
Information systems
Software and its engineering
Human-centered computing
Social and professional topics
Security and privacy
Proper nouns: people, technologies and companies 
Hardware
Theory of computation
Mathematics of computing
Computing methodologies
Networks
Computer systems organization
Scholars

Figure 5:The interdisciplinary citations among articles in computer
science area.

similar, which validates the fact that high-impact scholars
also gain high reputations in other domains.

In order to investigate each method’s ability to iden-
tify influential scholars more exquisitely and in convincible
manner, we first compare the number of common members
between each methods ranking list and citation rankings. A
ranking list of scholars can be obtained through their final
scores by each method. As shown in Figure 7(a), the SI
shows a better result than the performance of NI. Meanwhile,
the overall performances of AIRank variants are better than
other methods. Our proposed AIRankBrC method can get the
most common members with the citation counts rankings
when comparing the top 5%, top 10%, and top 20% ranking
lists by each method. Furthermore, we then compare each
method’s average citation counts of top ranking scholars. As
shown in Figure 7(b), the number of the average citation
counts of top scholars according to our AIRank method
is the highest among other methods, while the AIRankBrC
method still achieves the best performance comparing with
other methods. Through Figures 6(a) and 6(b), we find that
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Figure 6: The average cross-domain citation counts of top ranking scholars.
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Figure 7: The performance of top ranking scholars by SIBrC, SIBeC, NI, AIRankBrC, and AIRankBeC.

the more influential the scholars, the more the cross-domain
citation counts that they will obtain. We then specifically
show each method’s top 10 researchers’ citation counts and
cross-domain citation counts. As shown in Table 1, it is
clear that performance of our method is better than the
PageRank method. Due to the mechanism of PageRank
algorithm, the higher value of PageRank score indicates the
more citations from influential scholars; therefore, the top 3
scholars’ citation counts according to PageRank algorithmare
high while the rest decrease distinctly. As shown in Tables
1 and 2 and Figures 7(a) and 7(b), the results demonstrate
that the performance of our method is better than other

approaches when comparing top ranking scholars’ overall
average citation counts and cross-domain citations. These
results also confirm the findings displayed in the above tables.
Generally, the AIRank method has a better performance
when applying the bridge counts to measure the positions of
scholars in the network.

The ranking positions of the top 100 scholars according
to the citation counts in our proposed methods are also
investigated. Since the specific calculation process of each
method is different, scholars’ ranking positions by each
method are distinct either. In this paper, the number of cita-
tion counts is chosen as the ground truth; hence we assume
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Table 1: Top 10 scholars of each method.

AIRankBrC AIRankBeC PageRank

Top 10 Citations
Cross-
domain
citations

Top 10 Citations
Cross-
domain
citations

Top 10 Citations
Cross-
domain
citations

7F2CEC81 1127 1011 8023C793 846 818 80EB57FC 613 596
7FB76008 857 793 7E2B1F64 783 726 7F2CEC81 1127 1011
7E2B1F64 783 726 7FB76008 857 793 8023C793 846 818
8173CEDE 68 34 80EB57FC 613 514 7D6A4BFF 187 179
7D6A4BFF 187 179 7F2CEC81 37 23 80AD9709 98 87
8023C793 846 818 7D6A4BFF 98 98 7F680B0B 98 98
80EB57FC 613 514 7DE7A740 485 409 756F9F32 23 14
7DE7A740 485 409 0838B97F 87 80 4899EC1B 79 53
80D1979B 134 126 78322C72 126 113 78322C72 97 80
7BB5A93A 137 122 7F78CE41 112 102 7FC94B6B 89 81

Table 2: Top 10 scholars of each method.

SIBrC SIBeC NI

Top 10 Citations
Cross-
domain
citations

Top 10 Citations
Cross-
domain
citations

Top 10 Citations
Cross-
domain
citations

7DE7A740 485 409 7DE7A740 485 409 7DE7A740 485 409
80EB57FC 613 514 80EB57FC 613 514 80EB57FC 613 514
802E02C5 168 161 802E02C5 69 61 802E02C5 69 61
0857BCE0 286 286 0857BCE0 286 286 0857BCE0 286 286
7ED3570E 228 213 7ED3570E 228 213 7ED3570E 228 213
7FF53EE6 89 79 7FF53EE6 89 79 7FF53EE6 89 79
80FE41D4 112 112 80FE41D4 112 112 80FE41D4 112 112
8173CEDE 68 34 8043DB84 45 30 7EFAE119 24 18
7F2CEC81 37 23 7F2CEC81 34 27 7F2CEC81 34 27
113BBABC 63 45 75ADB28C 28 21 4769E8AE 16 11

that the more effective in identifying influential scholars of
the above-mentioned method it is, the higher the ranking
positions of the top 100 scholars by citation counts are. For
instance, one scholar ranks the first by citations counts while
in other methods he or she, respectively, ranks the 4th, 10th,
and 3rd; then it is obvious that the method which ranks this
scholar the 3rd achieves the best performance among others.
The top 100 scholars’ ranking positions by each method
are shown in Figure 8, and the ranking differentials can be
directly obtained. It is apparent that the AIRank method
achieves the best performance, whose range of the ranking
positions for top scholars is the smallest. Among these
methods, it is obvious that the AIRankBrC still performs the
best in scholars’ ranking positions.

Other than the efficiency in identifying high-impact
scholars, the performance of evaluating the overall scientific
impact of scholars still needs to be explored. We first
examine the performance from the angle of distinguish-
ing scholars with different scientific impact. According to
scholars’ citation counts, the higher ranked scholars are
considered as positive entities, and authors that ranked

low are deemed as negative entities. The above-mentioned
methods are used as classifiers to evaluate their ranking
results. In general, the classification results can have four
types: top ranking scholar is classified as higher ranked (true
positive); the scholar is higher ranked but is considered as
top ranking scholar (false positive); lower ranked scholar
is classified as lower ranked (true negative); lower ranked
scholar but classified as top ranking scholar (false negative).
With these four kinds of classification results, the four rates
can be calculated. The true positive rate (TPR) can be
calculated as ∑ truepositive/∑ conditionpositive, the false
positive rate (FPR) can be calculated as ∑ falsepositive/∑ conditionnegative, the true negative rate (TNR) can be cal-
culated as∑ truenegative/∑ conditionnegative, and the false
negative rate (FNR) equals ∑ falsenegative/∑ condition-
positive.

The Receiver Operating Characteristic (ROC) curves of
each method can be obtained through the above-mentioned
rates. As shown in Figure 9, the ordinate is the Sensitivity =
TPR/(TPR + FNR), and the abscissa is the 1 − Specificity =
TNR/(TNR + FPR). The ROC curves in Figure 9 indicate
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Table 3: AUC of each method.

SIBrC SIBeC NI AIRankBrC AIRankBeC PageRank
AUC 0.64504 0.66962 0.61812 0.73476 0.80749 0.59133

Table 4: Comparison of Pearson Correlation Coefficient.

SIBrC SIBeC NI AIRankBrC AIRankBeC

Citation counts 0.453 0.437 0.496 0.538 0.522ℎ-index 0.230 0.220 0.098 0.231 0.222
PageRank 0.738 0.782 0.305 0.785 0.742
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Figure 8: Boxplots of ranking positions for top scholars.

that our AIRank method can classify different scholars with
the best performance. Moreover, we calculate the area that
the ROC curves cover (AUC) which indicates the classifying
accuracy rate. It is clear that our AIRank method has the
highest accuracy rate according to Table 3.Through the above
results, we can observe that the AIRank method performs
better than other methods in classifying the scholars.

We adopt the universally acknowledged citation counts
and ℎ-index values to evaluate the performance of each
method. The Pearson Correlation Coefficient is commonly
used to measure the correlation between two sets of data.The
value of it ranges from −1 to 1, which represents the fact that
the correlations of two sets of data are from themost negative
to the most positive ones. We apply the Pearson Correlation
Coefficient to calculate the correlation among all the baseline
methods (SIBrC, SIBeC, NI, AIRankBrC, and AIRankBeC) with
the citation counts, ℎ-index, and the PageRank algorithm. As
shown in Table 4, the results indicate that theAIRankmethod
outperforms other methods with higher values, and it makes
a great improvement comparing to applying the SI and NI
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Figure 9: ROC curves of SIBrC, SIBeC, NI, AIRankBrC, and
AIRankBeC.

measurements alone.Meanwhile, the AIRankBrC method still
achieves the best performance compared to other methods.

Generally, we examine the performance of each method
from two main aspects: the ability to identify influential
scholars and the comprehensiveness of evaluating the overall
impact of scholars. We compare the cross-domain citations,
ranking positions, common members, and average citations
of the top ranking scholars in each method to investigate
the capacity of identifying influential scholars. The results
indicate that our AIRank method, specifically the AIRankBrC
method, shows the best performance among all the other
methods in identifying influential scholars. In addition, the
ROC curve, the value of AUC, and the Pearson Correlation
Coefficient are utilized to measure each method’s efficacy
in evaluating the overall impact of scholars. Similarly, the
AIRankBrC method still prevails over all the other methods.

6. Conclusion

In this paper, our primary concern is to quantify scholars’
scientific impact by utilizing the heterogeneous academic
network topology. The positions of scholars in the coauthor
network are taken into consideration tomeasure the scientific
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impact of scholars and their effects as well. We depict it
from three aspects, which are the diversity of coauthors,
the qualities of conference papers that scholars published,
and their measurements of structural holes. Besides, we also
integrate the interplay between different scholarly entities in
heterogeneous academic networks through the random walk
algorithms. Based on these indicators and scholars’ impact in
heterogeneous academic networks, we propose the AIRank
method.

We construct the experiments on MAG dataset to prove
the efficiency of AIRank and select the appropriate measure-
ments on the positions of scholars in the network. Through
the experiments on the real dataset, we find that influential
scholars in some specific areas also obtain high reputation in
other domains. The results also demonstrate that our algo-
rithm performs better than other methods in selecting top
ranking scholars withmore cross-domain citation counts and
measuring scholars’ scientific impact more comprehensively.
Furthermore, there still exists room for furthermodifications;
e.g., the effects of the interplay and relationships between
scholars on their scientific impact should be mined deeper.
Our method is conducted only on literature from computer
science area; the results obtained from more datasets on
other disciplines could be examined, so that exploring other
scientific disciplines for the same observed phenomena could
further prove the effectiveness of our work.
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It is widespread that the consumers browse relevant reviews for reference before purchasing the products when online shopping.
Some stores or users may write deceptive reviews to mislead consumers into making risky purchase decisions. Existing methods
of deceptive review detection did not consider the valid product review sets and classification probability of feature weights. In
this research, we propose a deceptive review detection algorithm based on the target product identification and the calculation
of the Metapath feature weight, noted as TM-DRD. The review dataset of target product is modeled as a heterogeneous review
information network with the feature nodes. The classification method of graph is used to detect the deceptive reviews, which
can improve the efficiency and accuracy of deceptive review detection due to the sparsity, imbalance of deceptive reviews, and the
absence of category probability of feature weight calculation. The TM-DRD algorithm we proposed is validated on the real review
dataset Yelp and compared with the SpEagle, NFC, and NetSpam algorithm.The experiment results demonstrate that the TM-DRD
algorithm performs better than the other method with regard to the accuracy and efficiency.

1. Introduction

With the rapid development of E-commerce, traditional
concepts and methods of consumption are rapidly changing.
People are increasingly inclined to consume online because
it is simpler, faster, and more convenient. Many shopping
sites or platforms offer their own online review platforms,
such as Yelp and Amazon, allowing consumers to comment
on products.

Product reviews arewidely used in individuals and organ-
izations. A survey byCone, Inc. (http://www.conecomm.com/
contentmgr/showdetails.php/id/4008), states that 67%of con-
sumers will read the relevant comments before purchase,
where 82% of these consumers conclude that product reviews
will affect their final purchase decisions and about 80% of
them will change their purchase intentions after reading neg-
ative reviews. Evaluation of the products or services quality
will directly affect the buying behavior. If a product has
a lot of praise, the user will show a greater tendency to pur-
chase. Deceptive detection and prevention are complicated

by lack of standard online deception detection, a computa-
tionally efficient method for detecting deception in large
online communities, and social media developers looking to
prevent deception [1]. The deceptive reviews are fake reviews
deliberately posted by a few illegal users.The reviewswebsites
or platforms become the target of these deceptive users. De-
ceptive reviews control the viewpoint of target products and
mislead consumers.

In recent years, there have been a large number of effective
methods for detecting deceptive reviews [2], but there are still
some problems to be solved in this field.

(1) Method Based on the Review Texts. The feature extraction
of such methods has serious reliance on the field of review
data.The scalability of themodel is poor.Moreover, for differ-
ent fields of the review data, the dataset needs to be regained
and marked, while the deceptive review dataset is difficult to
obtain. It has also become a major issue for deceptive review
detection based on the review texts.
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(2)Method Based on Abnormal Behavior.Themain drawback
of this kind of method is that most reviewers do not have the
relevant information to conduct behavioral analysis, which
results in limited ability to identify abnormal behavior. What
is more, the professional deceptive users are good at hiding
their abnormal behavior, making their behavior similar to the
normal users.

In order to improve the efficiency and accuracy of decep-
tive review detection, this paper proposes a deceptive review
detection algorithm based on the target product identifica-
tion and the calculation of themetapath feature weight, noted
as TM-DRD, involving two research contents.

(1) In order to identify the target product of deceptive
review, we propose amethod based on abnormal score, noted
as AS-TPI. Firstly, we analyze the different states of deceptive
reviews and then calculate the difference between the actual
product rating scale and the standard score ratio. Finally, the
distribution of the score in time is estimated by using the
kernel density.

(2) We define the features separately from the reviews
and reviewers, combine the target products and related
review datasets identified by AS-TPI, and then construct the
heterogeneous review information networks. We propose a
method to calculate feature weights based on the metapath
to calculate the deceptive degree probability of reviews to
determine the final category of reviews, noted asMFW-DDP.

The related work is described in the Section 2. The pre-
limialires for the proposed TM-DRD algorihm are illustrated
in Section 3. The proposed methodology is presented in
Section 4.The experiments about the proposed algorithm are
illustrated in Section 5. Section 6 concludes the whole paper.

2. Related Work

There are two directions of the current research on the decep-
tive review detection [3–5]: one is based on the reviews, and
the other is based on the reviewers. For these two directions,
there are the following research methods.

(1) Method Based on the Content of Reviews. The method
detects the deceptive reviews based on the similarities and
linguistic features of the reviews. It extracts relevant features
from features of vocabulary, consistency of content, consis-
tency of review style, and semantic consistency to identify
deceptive reviews. By analyzing the tendencies of sentiment,
semantics, we can find the deceptive reviews deviating from
the normal reviews.

Ott et al. [6] used crowdsourcing platform (AMT) to con-
struct datasets and used comprehension method of natural
language to acquire linguistic features frommultiple perspec-
tives. They trained many kinds of classifiers and compared
their performance. But the test results were not very well on
real business datasets. Li et al. [7] created deceptive reviews
datasets manually and used naive Bayesian machine learn-
ing algorithm for deceptive reviews detection. A two-sided
cotraining semisupervised learning method was proposed to
mark a large number of unlabelled reviews. And they used
it as follow-up deceptive reviews test datasets. Rout et al. [8]
also used semisupervised learning approaches to improve the

𝐹-score metric in classification, and they incorporated new
dimensions in the feature vector to obtain better results. Feng
et al. [9, 10] proved that deep syntactic information of texts is
very effective in deceptive reviews detection.They used prob-
abilistic context-free syntax PCFG. The deep syntactic fea-
tures of the reviews texts are generated by the generative rules
of the PCFG syntax analysis tree and the SVM classifier is
trained to identify the deceptive reviews. Li et al. [11] proposed
a method of deceptive detection based on the LDA model
named as TopicSpam, which can classify the reviews by de-
tecting the probability of the deceptive index by detecting the
slight difference between the distribution of the keywords of
the real reviews and the deceptive reviews.

Due to the concealment, the behaviors of reviewers who
publish deceptive reviews are getting closer and similar to
those of normal users, and deceptive strategies they use are
also getting better and more diversified.

(2) Method Based on Behavior. In this method, most of the
features are extracted based on the metadata of the reviews
(time of reviews, frequency of reviews, information of the
first reviewers of the product, etc.), such as the research of
[12–14]. They analyze the temporal or spatial information of
reviews. If conditions permit, they can also use some privacy
data of the site such as IP address, MAC address, and location
reviews published, which are very useful to extract behavioral
features. Then they mathematicize the features, construct
user behavior models, and classify reviews by models.

Lim et al. [15] focused on the behavior of reviewers to
find the deceptive reviews. They considered that it was better
to study reviewers than reviews because the information ob-
tained from the reviewers’ behavior was far more than the
information obtained from the reviews themselves. So they
proposed a method to detect the deceptive reviewers based
on the score of reviewers. They constructed a model from
the multifaceted behaviors of reviewers, and designed a de-
ceptive degree scoring function to calculate whether the
reviewers are deceptive. Xie et al. [16] proposed a multi-time
scale detection method and found time windows that con-
centratedly distributed deceptive reviews through time series
analysis. They considered that the singleton review in such
timewindows is highly likely to be deceptive, where singleton
reviewmeans that the reviewer of the review posted only this
one review. Their method that makes use of features such as
the release date of the review and the historical record of
the reviewer is an unsupervised learning method. Mukherjee
et al. [17] proposed an unsupervised model of hypothetical
reviewers named ASM. They considered the distribution of
different behaviors of deceptive reviewers andnormal review-
ers and set falsehood as an implicit variable and reviewers’
behavior as an observation variable. They used a clustering
algorithm to identify fake reviewers to identify deceptive
reviews. Zhang and Lu [18] investigated the top Weibo ac-
counts whose follower lists duplicate or nearly duplicate each
other (hereafter called near-duplicates) and proposed a novel
fake account detection method that is based on the very
purpose of the existence of these accounts: they are created
to follow their targets enmasse, resulting in high-overlapping
between the follower lists of their customers. The imple-
mentation is based on the estimation of Jaccard similarity
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using random sampling. Unlike traditional fast algorithms
for Jaccard similarity, they estimated the Jaccard similarities
without the access to the entire data.

Compared with the method based on the content of the
reviews, the behavior-based approach analyzes the character-
istics of cheating behaviors from different perspectives and
does not require a lot of textual analysis such as viewpoint
mining and sentiment analysis. At present, deceptive reviews
detection methods based on user behavior are analyzed
from several common cheating behaviors. With the constant
change of behavior of deceptive reviewers, new cheating be-
haviors need to be further extracted and analyzed to improve
detection accuracy.

(3) Method Based on the Relationship. The method builds
a relational model by studying the complex relationships
among reviewers, critics, products, or stores. It uses the asso-
ciations or some graph-based methods in the diagram to sort
the reviews or mark the categories, with establishing a net-
work diagram of relationships among the three.

Wang et al. [19] considered that it was not enough to only
use behavior-based heuristic rules. Therefore, for the first
time, a graph-based approach is proposed to detect the decep-
tive reviewers. This method can detect cheating behaviors
that some original detection methods cannot detect. Li et al.
[20] used a vector representation of products and reviewers
related to reviews through the tensor decomposition method
and combined it with the feature of bag bigram and then
used SVM to detect the deceptive review. In their method, all
reviewers and products related to reviews are characterized
by a matrix, and then the tensor decomposition technique is
used to translate each user and product into a corresponding
vector representation. The advantage of this method is the
vectorization of the global features, effectively improving the
detection performance.There have been a large number of the
deceptive reviewers who often work collaboratively to pro-
mote or demote target products, which severely harm the
review system [21, 22]. Xu et al. [21] proposed a KNN-
based approach based on the similarity of reviewers and the
relevance of reviewer groups.Theyproposed a graphmodel of
collusion reviewer based on Pairwise Markov Network,
which was used to infer the classification of critics. Fei et al.
[23] found that the reviewers and reviews appearing in sud-
den periods often showed the trend that the deceptive review-
ers cooperate with each other and real reviewers are usually
presented together. They established Markov random MRF
network model for critics who appeared in different periods
of emergency and proposed an evaluationmethod to evaluate
the inference results. Their method has higher accuracy and
recall rate for burst reviews detection. In the case of deceptive
reviewers groups, Wang et al. [22] introduced a top-down
computing framework to detect the deceptive reviewers
groups by exploiting the topological structure of the underly-
ing reviewer graph which reveals the coreview collusiveness.
A novel instantiation is designed by modeling deceptive
reviewers groups as biconnected graphs. Ye and Akoglu [24]
proposed a two-stage approach to identify the deceptive
reviewer groups and target products of deceptive reviews that
they attack. They used GroupStrainer and a hash-clustering

algorithmbased on similarity in the graphmodel to detect the
deceptive reviewer groups. For big reviews dataset, Dhingra
and Yadav [25] proposed a novel fuzzy modeling based solu-
tion to the problem and defined novel FSL deduction algo-
rithm generating 81 fuzzy rules and Fuzzy Ranking Evalua-
tion Algorithm (FREA) to determine the extent to which a
group is suspicious and usedHadoop for storage and analyza-
tion.

3. Preliminaries

3.1. ProductRatingDifferenceCalculation. Theoriginal review
dataset is statistically processed in the product scoring stage
to obtain each product and its corresponding scoring dataset.
Then it is used as input to a target product recognition algo-
rithm based on the differences in the grade scoring.

In order to describe the target product identification algo-
rithm based on the difference of the grade scores, we present
two assumptions and the definitions of related concepts used
in the algorithm.

Definition 1 (score distribution, 𝐷𝑝). Each product 𝑝 corre-
sponds to a score distribution 𝐷𝑝 = {𝑛𝑖, 1 ≤ 𝑖 ≤ 5},where 𝑛𝑖
indicates the number of reviews with score 𝑖, as shown in

𝐷𝑝 = {𝑛1, 𝑛2, 𝑛3, 𝑛4, 𝑛5} . (1)

For example, there are 10 reviews of product 𝑝 with 1
point, 20 reviews with 2 points, 30 reviews with 3 points, 40
reviews of with 4 points, and 50 reviews with 5 points. The
score distribution of product 𝑝 is {10, 20, 30, 40, 50}.

Definition 2 (rating scale, 𝑅𝑝,𝑖). Given a product 𝑝 and a
rating level 𝑖, 𝑖 ∈ [1, 5], we gather the reviewers set 𝑅𝑝,𝑖 of
the product 𝑝 rating for 𝑖. For ∀𝑟 ∈ 𝑅𝑝,𝑖, the proportion 𝑠𝑝,𝑖 of
the reviews with rating 𝑖 is defined as the product rating scale,
as shown in (2). The value range is [0, 1].

𝑠𝑝,𝑖 =
{V𝑟,𝑝 | 𝑒V = 𝑖}{V𝑟,𝑝}


, (2)

where V𝑟,𝑝 is the reviewof reviewer 𝑟onproduct𝑝 and 𝑒V is the
score associated with review V.

The ratio range [0, 1] is divided into 10 equidistant inter-
vals, and the proportion corresponding to each equidistant
interval in turn is 𝜑1 = 10%, 𝜑2 = 20%, . . . , 𝜑10 = 100%. The
distribution of the score 𝑖 of the product 𝑝 in proportion is
shown in

𝐷𝑝,𝑖 = {𝑚𝑖,𝑗, 1 ≤ 𝑖 ≤ 5, 1 ≤ 𝑗 ≤ 10} , (3)

where𝑚𝑖,𝑗 is the number of ratings. The proportion of 𝑖-level
reviews falls within the range of [𝜑𝑗−1, 𝜑𝑗).

Definition 3 (standard rating scale, 𝑠𝑖). For all the products
with a rating of 𝑖, 𝑖 ∈ [1, 5], we calculate the proportion 𝑠𝑖
of reviews for all reviews with a rating of 𝑖. 𝑠𝑖 is defined as the
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standard rating scale.The range and division criteria for 𝑠𝑖 are
similar as above. Standard rating scale is defined as shown in

𝑠𝑖 =
{V | 𝑒V = 𝑖}

|{V}|
, (4)

where V is any review and 𝑒V is the rating of the V.

We can calculate the proportional distribution of the
number of scores for all products rated as 𝑖, defining it as the
Standard Rating Scale distribution, as shown in

𝑆𝐷𝑖 = {𝑠𝑚𝑖,𝑗, 1 ≤ 𝑖 ≤ 5, 1 ≤ 𝑗 ≤ 10} . (5)

Definition 4 (rating scale difference,𝐷𝐼𝐹𝑝,𝑖). The rating scale
difference is the difference between the product rating scale
and the standard rating scale. The rating scale difference in
grade 𝑖 on product 𝑝 is defined as shown in (8).

𝑆𝑖 =
10

∑
𝑗=1

𝑚𝑖,𝑗, (6)

𝑆𝑆𝑖 =
10

∑
𝑗=1

𝑠𝑚𝑖,𝑗, (7)

𝐷𝐼𝐹𝑝,𝑖 =
10

∑
𝑗=1



𝑚𝑖,𝑗
𝑆𝑖

−
𝑠𝑚𝑖,𝑗
𝑆𝑆𝑖


. (8)

Assumption 5. The criteria for a normal reviewer are fixed;
that is, the same rating scale indicates the same tendencies
to reviews on all products in its review, so the distribution
of normal product ratings amount (the number of reviews or
the number of reviewers) on each level should be consistent
with a certain law.

Assumption 6. According to the majority voting principle,
it is assumed that if there are three or more 𝐷𝐼𝐹𝑝,𝑖 fallings
within the range of nonconfidence intervals, the product is
the target product.

3.2. Target Product Identification. The products involved in
the real review data set are mainly divided into the following
three groups:

(1) Type one: such products are usually not popular prod-
ucts with a very small number of reviews. Their sales
and commentary information are relatively small,
such as products in some small self-employed stores.
The impact of reviews for such products is small.

(2) Type two: such products are usually popular products
with a very large number of reviews but a very small
number of deceptive reviews. These products gener-
ally come from shops with high reputation and high
recognition, such as Tmall’s official flagship store.The
most reviews of these products are real reviews and
therefore it is not enough tomislead consumers about
the purchase decision.

(3) Type three: such products are defined as target prod-
uct. They are usually popular products with a very
large number of reviews and a very large number of
deceptive reviews. It is not easy to tell whether the
review is deceptive or not. It is easy to mislead consu-
mers to make objective and correct judgments about
the products and make risky purchase decisions.
What is more serious is disruption of the equitable
and orderly nature of the E-commercemarket.There-
fore, it is of significance to conduct in-depth analysis
and research on this type of products and related
reviews. Target products identification with research
significance from the mass data can reduce the scope
of the review data involved, and the detection effi-
ciency and accuracy can all be improved.

After identifying the target product in the original prod-
uct scoring dataset, the remaining unidentified product
and its scoring dataset are used as the input of the target
product identification algorithm based on the kernel density
estimation in this section to identify the target product.

For a target product that is staged attacked by a large num-
ber of deceptive reviews, the sudden increase of the number
of good reviews or bad reviews in some time windows leads
to the sudden increase or decrease of the average rating of
the products, so that the average scores and the number of
reviews show a positive or negative correlation.

Since the probability density curve estimated by the
kernel density is smoother, we consider the review published
time as the sample point for the density function curve esti-
mation. Since the probability density function of the kernel
density estimated by the smoothed kernel is also smooth, we
can use the Gaussian kernel function here, as shown in

𝐾 (𝑥) = 1
√2𝜋

𝑒−𝑥
2/2. (9)

Definition 7 (product review sequence 𝑉𝑝). The product
review sequence 𝑉𝑝 = {V1, V2, . . . , V𝑚} is all the reviews of the
product 𝑝, which are sorted in turn by review published time,
where𝑚 is the total number of reviews of the product 𝑝, V𝑖 is
the 𝑖th reviews of the product 𝑝, and the range of 𝑖 is [1, 𝑚].

Definition 8 (product review time sequence𝑇𝑝). The product
review time sequence is 𝑇𝑝 = {𝑡1, 𝑡2, . . . , 𝑡𝑚}, where 𝑡𝑖 is the
time when the 𝑖th review is published.

Definition 9 (product time window 𝐼𝑖). The product time
window is a time interval of a review. The time window is
defined as shown in

𝐼𝑖 = (𝑎𝑖−1, 𝑎𝑖] , 𝑎𝑖 = 𝑖 ∗ Δ𝑡, 1 ≤ 𝑖 ≤ 𝑘, (10)

where Δ𝑡 is the size of specified time window, 𝑇 = 𝑡𝑚 − 𝑡1
is the length of time, 𝑘 is the number of time windows, 𝑘 =
𝑇/Δ𝑡 = (𝑡𝑚 − 𝑡1)/Δ𝑡, 𝑎𝑖−1 is the left boundary of time window
𝐼𝑖, and 𝑎𝑖 is the right boundary.

Definition 10 (time window review collection 𝐻𝑖). The time
window review collection refers to the review collection
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whose published time falls within a certain time window, and
it is defined as shown in

𝐻𝑖 = {V𝑗 | 𝑡𝑗 ∈ (𝑎𝑖−1, 𝑎𝑖] , 𝑖 ∈ [1, 𝑘]} , (11)

where V𝑗 is the 𝑗th review of the product, and the correspond-
ing publication time is 𝑡𝑗.

3.3. Metapath Feature Selection. The identified product-re-
lated review datasets are modeled as a heterogeneous review
information network with feature nodes. In order to reflect
the final impact of feature weight on the probability of
deceptive review, the feature weight calculation algorithm is
introduced into the calculation of the probability of the final
deceptive degree of the review.

Definition 11 (heterogeneous information network 𝐺). A
heterogeneous information network is a graph containing 𝑎
types of nodes and 𝑏 types of edges (𝑎 > 1 or 𝑏 > 1), defined
as 𝐺 = (𝑁, 𝐸), where 𝑁 is a set of all types of nodes and 𝐸 is
a collection of all types of edge. Any V ∈ 𝑁 or 𝜀 ∈ 𝐸 belongs
to a particular type.

Definition 12 (network mode 𝑇𝐺). Given a heterogeneous
information network graph 𝐺 = (𝑁, 𝐸), we obtain a network
pattern graph 𝑇𝐺 = (𝐴, Γ), in which there exists a mapping
relationship from heterogeneous information networks to
network patterns 𝐺 = (𝑁, 𝐸) → 𝑇𝐺(𝐴, Γ), involving the
mapping relationship 𝜏 : 𝑁 → 𝐴 and mapping relationship
𝜙 : 𝐸 → Γ.Thenetwork pattern𝑇𝐺 = (𝐴, Γ) is a graph defined
on a collection𝐴 of node types and a collection Γof associated
types that describes a new graph structure.

Definition 13 (metapath). Themetapath is a path𝑃 in the net-
work pattern diagram 𝑇𝐺 = (𝐴, Γ). The corresponding meta-
paths of the two nodes 𝐴1 and 𝐴𝑛 in 𝑇𝐺 are denoted
as 𝐴1(Γ1)𝐴2(Γ2) ⋅ ⋅ ⋅ 𝐴𝑛−1(Γ𝑛−1)𝐴𝑛. The metapath extends the
definition of associations to describe the association between
two types of nodes that are not directly connected.

The features extracted from the research on the deceptive
reviews are classified into three categories: related features of
the review contents, relevant features of the reviewers, and
related features of the network resources.The symbolic repre-
sentations of related concepts and their meanings are illus-
trated in Table 1.

Features of the reviews include the following: the content
features of review, the viewpoints features of review, and the
metadata features of review. It is impossible to effectively dis-
tinguish the deceptive reviews from normal reviews simply
by the features of language semantics, such as content features
and viewpoints features, because the deceptive reviewers can
mimic normal users’ behavior so that they are not easily dis-
coverable. Thus, more effective related features of reviewers
are needed. The reviewer related features could be as follows:
the feature of the reviewer and the feature of the reviewer’s
behavior.

With the comparative analysis, all the extracted features
are classified according to four division strategies: the review-
ers based on the behavior or semantic and the reviews based

Table 1: Symbol definition table.

Symbol Definition
r Reviewer
𝑉𝑟 The collection of all the reviews published by Reviewer r
V Review
V𝑖 The 𝑖th review

𝑉𝑟,𝑖
The collection of all the reviews published by Reviewer

𝑟 on the 𝑖th day
𝑒V The score of review v
𝑒𝑟,𝑝 The score of reviewer 𝑟 on the product 𝑝
𝐸𝑝 The collection of all the rating scores on the product 𝑝

Table 2: Features extraction in different strategy.

Features Reviewers Reviews

Based on behavior

MNRD
RPR
RNR
BST
ERD
BDS
RD
RWR

RRD
ETF

Based on semantic ACS RPP
ROW

MNRD: max number of reviews daily, RPR: ratio of positive reviews,
RNR: ratio of negative reviews, BST: burstiness, ERD: entropy of ratings
distribution, BDS: brand deviation score, RD: rating deviation, RWR: ratio
of weekend reviews, RRD: review rating deviation, ETF: early time frame,
ACS: average content similarity, RPP: ratio of 1st and 2nd person pronouns,
and ROW: ratio of objective words.

on the behavior or semantic. Table 2 shows the distribution
of these features of reviews and reviewers.

As the range of different features is inconsistent, which
brings inconvenience to the measurement of the index, the
above features need to be normalized, and the range of each
feature is set to be limited to [0, 1]. The larger or smaller
the value of different features indicates the abnormal perfor-
mance.

Theoretically there are infinite examples of metapaths in
the network, but we can abandon long metapath instances by
selecting the path length [26]. According to the small-world
phenomenon [27] and the third-degree influence theory [28],
it can be inferred that themetapath with a length greater than
3 reflects a very weak association, so we can consider only the
metapath whose path length is not greater than 3. Therefore
we select the metapaths as shown in Table 3.

4. Our Method

The research on deceptive review detection has mainly
focused on improving the accuracy of the results without
considering the validity of the test objects. Therefore, we
propose a deceptive review detection algorithm based on the
target product identification and the metapath feature weight



6 Complexity

Table 3: Metapath results.

Symbol Definition

V - V (RPP) The reviews with the same ratio of 1st and 2nd
person pronouns.

V – V (ROW) The reviews with the same ratio of objective
words

V - V (RRD) The reviews with the same review rating
deviation

V - V (ETF) The reviews with the same early time frame
V - R - R - V
(ACS)

The reviews published by the reviewers with
the same average content similarity

V - R - R - V
(MNRD)

The reviews published by the reviewers with
the same max number of reviews daily

V - R - R - V
(RPR)

The reviews published by the reviewers with
the same ratio of positive reviews

V - R - R - V
(RNR)

The reviews published by the reviewers with
the same ratio of negative reviews

V - R - R - V
(BST)

The reviews published by the reviewers with
the same burstiness

V - R - R - V
(ERD)

The reviews published by the reviewers with
the same entropy of ratings distribution

V - R - R - V
(BDS)

The reviews published by the reviewers with
the same brand deviation score

V - R - R - V
(RD)

The reviews published by the reviewers with
the same rating deviation

V - R - R -V
(RWR)

The reviews published by the reviewers with
the same ratio of weekend reviews

Rating Score Calculation

AS-TPI

Dataset
Preprocessing

Feature
Extraction

Meta-path Feature
Weight Calculation

Original
Review
Dataset

Target
Product
Review
Dataset

Spam Review
Dataset

Feature
Collection

TM-DRD

MFW-DDP

Estimation
Kernel Density

Figure 1: Framework of TM-DRD.

calculation (TM-DRD) for the valid product review dataset.
The overall framework is shown in Figure 1.

4.1. AS-TPIMethod. In order to identify the target product of
deceptive review, we propose a target product identification
method based on abnormal score, noted as AS-TPI. The
original reviewdataset is statistically processed in the product
scoring stage to obtain each product and its corresponding
scoring dataset as input to AS-TPI.

AS-TPI is divided into two parts. The first part is based
on the rating score calculation, which statically identifies the
product for the number distribution of reviews on each rating

Input: Product Set 𝑃, Review Set 𝑉.
Output: Target Product Set 𝑃𝑡
(1) for each rating score do
(2) calculate 𝑆𝐷𝑖
(3) for each product 𝑝 in 𝑃 do
(4) calculate 𝐷𝑝, 𝐷𝑝,𝑖, 𝐷𝐼𝐹𝑝,𝑖, 𝜇𝑖, 𝛿𝑖
(5) if 𝐷𝐼𝐹𝑝,𝑖 not in the confidence interval then
(6) Add(𝐷𝐼𝐹𝑝,𝑖) to 𝐷𝐷𝑖
(7) Add(𝐷𝐷𝑖) to 𝐷𝐷
(8) for each product 𝑝 in 𝑃 do
(9) for each rating score do
(10) if 𝐷𝐼𝐹𝑝,𝑖 in𝐷𝐷 then
(11) Count(𝑝)++
(12) if Count(𝑝) > 2 then
(13) Add(𝑝) to 𝑃𝑡
(14) return 𝑃𝑡

Algorithm 1: StaticTargetProductDetection(𝑃, 𝑉).

level.The second part is based on the estimation of the kernel
density to analyze the sudden abnormalities of reviews from
the time dimension to dynamically identify the products.

Algorithm 1 is named as StaticTargetProductDetection,
the number of reviews on each rating level of the product is
counted to obtain 𝐷𝑝, then 𝑅𝑝,𝑖 and 𝑠𝑖, according to the
distribution of the number of reviews of the current product
with the current rating scale. 𝐷𝐼𝐹𝑝,𝑖 is calculated by com-
paring with the result of 𝑠𝑖. According to the Law of Large
Numbers,𝐷𝐼𝐹𝑝,𝑖 follows a normal distribution. Finally, we set
a confidence interval (a significance level) to find the grade
difference index that does not satisfy the confidence interval
in the normal distribution corresponding to the product
grade difference. The pseudocode of static target product
detection is shown in Algorithm 1.

In Algorithm 1, lines (2)–(4) calculate the rating score
and other related parameters, lines (5)–(7) determine 𝐷𝐼𝐹𝑝,𝑖
which does not meet the confidence interval, and add to the
distribution of differences in the proportion of collection,
lines (8)–(13) add 𝑝 to the suspicious target product set where
𝐷𝐼𝐹𝑝,𝑖 appear more than two times in the set, and line (14)
returns target product set. The time complexity of the algo-
rithm is 𝑂(𝑖 ∗ 𝑁), where 𝑖 is the rating grades and 𝑁 is the
number of products in the review dataset to be detected.

Algorithm 2 is named as DynamicTargetProduct-Detec-
tion. In Algorithm 2, review sequence and other related
parameters are calculated in lines (2)–(4); lines (5)-(6) calcu-
late the set of extreme points of KDE and filter the extreme
points and then add the time window which contains the
extreme points to candidate burst time window set; lines
(9)–(14) calculate the average score of each time window in
the set of candidate time windows and then calculate the
difference between the average of the ratings and the average
of the overall score of the product. If the difference exceeds
the threshold, the count of time windows increases by 1, and
if count exceeds 𝑘/2, we add the product to the target product
set. Line (15) returns the target product set.
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Input: Product Set 𝑃, Review Set 𝑉.
Output: Target Product Set 𝑃𝑡
(1) for each product 𝑝 in 𝑃 do
(2) calculate 𝑉𝑝, 𝑇𝑝
(3) for each rating score do
(4) calculate 𝑤𝑖
(5) calculate 𝑋𝑝
(6) Add(𝑋𝑝) to 𝑋𝑝
(7) for 𝑥𝑝𝑗 in𝑋𝑝 do
(8) Add(𝑥𝑝𝑗) to 𝐼𝑝
(9) for 𝐼𝑖 in 𝐼𝑝 do
(10) calculate 𝜇𝑝,𝑖
(11) if |𝜇𝑝,𝑖 − 𝜇𝑝| > 𝜏 then
(12) Count(𝑝)++
(13) if Count(𝑝) > 𝑘/2 then
(14) Add(𝑝) to 𝑃𝑡
(15) return 𝑃𝑡

Algorithm 2: DynamicTargetProductDetection(𝑃).

The time complexity of Algorithm 2 is 𝑂(𝑚 ∗ 𝑁), where
𝑚 is the maximum among the number of time windows, the
number of extreme points, and the number of candidate time
windows. 𝑁 is the number of products in the review dataset
to be detected.

4.2. MFW-DDP Method. With the above AS-TPI method,
we can obtain the target product review dataset. Combining
this dataset with a given feature list as input, we propose
a method to calculate the metapath based feature weights
to calculate the deceptive degree probability of reviews to
determine the final category of reviews, noted asMFW-DDP.
This method is mainly divided into four steps: feature-based
prior probability calculation, feature-based network pattern
creation, metapath generation, and classification marking.

Step 1 (feature-based prior probability calculation). The fol-
lowing equation is used to calculate the prior probability 𝑠𝑢
of deceptive degree and initialize all the review nodes in the
information network graph:

𝑠𝑢 =
1
𝐿

𝐿

∑
𝑙=1

𝑓 (𝑥𝑙𝑢) , (12)

where 𝑓(𝑥𝑙𝑢) represents the a priori probability of the decep-
tive degree of the review 𝑢 calculated from feature 𝑙.

Step 2 (feature-based network pattern creation). Given a set
of feature lists 𝐹, constructing a heterogeneous review in-
formation network graph𝐺 = (𝑁, 𝐸), and according to graph
𝐺, we can obtain the network pattern 𝑇𝐺 = (𝐴, Γ).

When the list of features is {ACS, MNRD, RPP, RRD}, the
network pattern is shown in Figure 2. We can figure out that
network pattern only contains one different type of node.

Step 3 (metapath generation). As shown in Figure 3, the
two dotted lines, respectively, represent the instances of two

Reviewer Review

ACS

MNRD

RPP

RRD

Figure 2: Network pattern based on the feature list {ACS, MNRD,
RPP, RRD}.

Reviewer
1

Reviewer
2

Reviewer
3

Review1

Review3

Review2

Review4

ACS

MNRD

RPP

RRD

Figure 3: Metapath generation example.

metapaths. If the Review node and another Review node are
associated with the feature RPP and their RPP values are
equal, a metapath is generated, the symbol of which is de-
noted as Review-RPP-Review. If the Review node and another
Review node are associated with the feature ACS and their
ACS values are equal, ametapath is generatedwith the symbol
Review-Reviewer-ACS-Reviewer-Review.

Step 4 (classification marking). Classification marking in-
cludes two steps: feature weight calculation and classification
marking. The weight calculation determines the importance
of identifying each feature of the deceptive review. The clas-
sification marking calculates the final deceptive probability
of each review. To help consumers seek credible information,
most current work apply mainly qualitative approaches to
investigate the credibility of reviews or reviewers [29]. We
adopt the probability of deceptive degree for the review node
to quantify the credibility of reviewers.

The weight is calculated as shown in (13). The classifica-
tion marking is defined as (14). The probability of deceptive
degree for the current review node is estimated according to
(15).

𝑊𝑝𝑖 =
∑𝑛𝑢=1∑

𝑛
V=1𝑚𝑝𝑝𝑖𝑢,V × 𝑠𝑢 × 𝑠V

∑𝑛𝑢=1∑
𝑛
V=1𝑚𝑝𝑝𝑖𝑢,V

, (13)

𝑃𝑢,V = 1 −
𝐿

∏
𝑖=1

(1 − 𝑚𝑝𝑝𝑖𝑢,V × 𝑊𝑝𝑖) , (14)
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Input: Review Set 𝑉, Reviewer Set 𝑅, Feature Set 𝐹
Output: Deceptive review degree probability set 𝑃,
feature weight set 𝑊
(1) for each reviews 𝑢 in 𝑉 do
(2) calculate 𝑠𝑢
(3) Define the network pattern 𝑠𝑐ℎ𝑒𝑚𝑎(𝐴, Γ)
(4) for 𝑢, V ∈ 𝑉 do
(5) for 𝑝𝑙 ∈ 𝑠𝑐ℎ𝑒𝑚𝑎 do
(6) calculate 𝑚𝑝𝑝𝑙𝑢 , 𝑚𝑝𝑝𝑙V
(7) if 𝑚𝑝𝑝𝑙𝑢 = 𝑚𝑝𝑝𝑙V then
(8) 𝑚𝑝𝑝𝑙𝑢,V = 𝑚𝑝𝑝𝑙𝑢
(9) Add 𝑢, V to 𝑉
(10) for 𝑝𝑙 ∈ 𝑠𝑐ℎ𝑒𝑚𝑎 do
(11) calculate 𝑤𝑝𝑙
(12) for 𝑢, V ∈ 𝑉 do
(13) calculate 𝑃𝑢,V
(14) calculate 𝑃𝑢
(15) return 𝑃, 𝑊

Algorithm 3: TM-DRD(𝑉, 𝑅, 𝐹).

𝑃𝑢 =
∑𝑛V=1 𝑃𝑢,V

𝑛
. (15)

According to the above calculation, we can obtain the
deceptive probability set 𝑃 of all the review nodes.

4.3. TM-DRD Algorithm. With the result of target product
identification method based on abnormal score (AS-TPI)
and the calculation method of deceptive degree probability
of reviews based on the metapath feature weights (MFW-
DDP), we can determine the final category of reviews. Our
proposed deceptive review detection algorithm based on the
target product identification and the metapath feature weight
calculation (TM-DRD) is shown in Algorithm 3.

In Algorithm 3, lines (1)-(2) calculate the a priori prob-
ability for each review. Line (3) defines the network pattern.
Lines (4)–(9) calculate the probability of each feature asso-
ciated value of the metapath corresponding to two review
nodes. The weight of two review nodes associated with each
feature is calculated in lines (10)-(11). The probability of the
final deceptive degree of the review node is calculated in lines
(12)–(14). Line (15) returns the degree probability of deceptive
review set and the feature weight set.

The time complexity of Algorithm 3 is𝑂(|𝑉|∗|𝑀|), where
|𝑉| represents the number of review nodes in the heteroge-
neous review information network and |𝑀| represents the
number of feature sets (constant).

5. Experiment

5.1. Experimental Setup. The experimental environment is
described in Table 4. To verify the validity of the proposed
algorithm, a real, reliable, and accurate dataset plays a crucial
role in the deceptive review detection. Therefore, we try
to test on the review datasets in real environment. In the
experiment, we use the review datasets YelpChi and YelpNYC

Table 4: Experimental environment table.

Item Content
CPU Intel Core i5 3.30GHz dual-core
RAM 2GB
Hard disk 500GB
Operating system Microsoft Windows 7 32-bit
Development environment Python 2.7.3
Development tools Matlab R2014a + Eclipse
Database MySQL5.6.26

Table 5: The distribution table of reviews, products, and reviewers
in Yelp.

Dataset Reviews number Reviewers number Products number
YelpChi 67395 38063 201
YelpNYC 359053 160225 923

from Yelp, a famous travel website, provided by [30]. The
YelpChi [30] covers about 67,395 reviews, 38,063 reviewers,
and 201 products for hotels and restaurants in the Chicago
area from October 12, 2004, to October 8, 2012.The YelpNYC
[30] covers about 359,053 restaurants related reviews, 160,225
reviewers, and 923 products in the New York City area from
October 20, 2004, to July 1, 2015. The specific distribution of
reviews, production, and reviewers is shown in Table 5. Six
attributes extracted for structured processing are saved to the
database. The reviews in this dataset contain the deceptive
markups (fake or not) of each review. The annotation results
are generated with the Yelp filtering algorithm [31].

5.2. Evaluation Index. In order to assess the performance
of the target product identification and deceptive review
detectionmethods, we should utilize the accepted assessment
methods and evaluation criteria.

We adopt the widely used accuracy as an evaluation index
to the behavior of AS-TPI. The accuracy 𝜆 is defined as the
ratio of the number of target products 𝑀 to the number of
suspicious target products 𝑁 identified by Algorithms 1 and
2, as shown in

𝜆 = 𝑀
𝑁

× 100%. (16)

There are two kinds of evaluation indexes to evaluate the
recognition results of the algorithm comprehensively. The
TM-DRD algorithm would adopt the second one.

The first evaluation index is the classification model
evaluation indicators: Precision rate, Recall rate, and accuracy
computed from Precision and Recall rate. 𝐹1 value is the
reconciled average of Precision and Recall rate. False positive
FPR and true positive TPR rates characterize the recognition
accuracy and recognition range.The second evaluation index
is the ranking model to evaluate the performance of the
algorithm, including the PR curve, the ROC curve, and
the area covered by the curve, corresponding to Average
Precision (AP) and Area under Curve (AUC), which indicate
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the trade-off evaluation index of test results in the Precision
and Recall rate, as shown in (17) and (18).

AP =
𝑛

∑
𝑖=1

𝑖
𝐼 (𝑖)

, (17)

where 𝑛 represents the number of reviews, 𝑖 represents the
position of the review in the sorted set of reviews, and 𝐼
represents the position set of the review in the sorted set of
reviews.

AUC =
𝑛

∑
𝑖=2

(FPR (𝑖) − FPR (𝑖 − 1)) ∗ (TPR (𝑖)) , (18)

where FPR(𝑖) represents the false positive rate of the 𝑖th
review and TPR(𝑖) represents the true positive rate of the 𝑖th
review.

5.3. Experimental Results and Analysis

5.3.1. Target Product Identification Experiment. The experi-
ment uses the YelpNYC [30] review dataset. The purpose of
the experiment is to identify the target product attacked by
a large number of deceptive reviews. The original dataset
is filtered, the threshold value 𝜏 is set to 0.3, and the
time window is two weeks. The target product identification
method based on abnormal score was used for screening to
obtain the collection of suspicious target products. We invite
3 online shopping experienced college students as judges
to manually evaluate the collection. In order to reduce the
impact of subjective factors or other random factors on the
evaluation results, we consider the marking results of most
evaluators as the final mark according to the voting principle.

Then, a time window Δ𝑡 is set, and, for each time window
size, 𝜏 ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}, each 𝜏 is
used as a timewindow scoremeandifference parameter in the
target product identification algorithm based on the nuclear
density estimation. Differentiate themean score of the review
burst time window and calculate the collection of suspicious
target products. Then we observe the influence of the change
of 𝜏 on the target product recognition rate.

The marking results of 3 judges are shown in Table 6.
According to the confirmation of the final marker, there are
35 true target products finally determined in the evaluation
target products in the experiment; that is, the recognition rate
was 𝜆 = 35/42 ∗ 100% = 83.33%. It shows that the target
product identification method based on abnormal score has
high recognition accuracy. The target product-related review
collection only accounted for 15.99% of the original review
dataset. It shows that a large number of meaningless review
data exist in original review dataset. If we detect deceptive
review directly, it will lead to the decline in detection
efficiency.Therefore, the target product identificationmethod
solves the overall sparseness and imbalance of deceptive
reviews.

As shown in Figure 4, under the setting of time window
sizeΔ𝑡 of 7 days and 14 days, respectively, the recognition rate
curve decreases with the increase of threshold parameter 𝜏.
The recognition rate drops to 0 until 𝜏 = 0.7 and then remains

Table 6: Artificial premark results for the target product.

Judge The number of premark target products
Judge 1 34
Judge 2 35
Judge 3 34
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Figure 4:The influence of threshold parameters on the recognition
rate of target products.

unchanged at 0. The target product recognition rate obtains
the highest value when 𝜏 = 0.1. It is usually short-term be-
havior that a large number of fake reviews are published by
fake reviewers periodically, so when the smaller appropriate
value of the timewindow is set, we can capture burst situation
of reviews, so there is higher recognition rate when the time
window is set to 7 days.

5.3.2. Comparative Experiment of Deceptive Review Detection
Related Methods. The experiments in this section will com-
pare the performance of the TM-DRD and the NFC [24],
SpEagle [30], and NetSpam [32] on accuracy indices such as
AP and AUC. We verify the impact of the target product
review dataset and featureweight calculation on the detection
efficiency of TM-DRD and the accuracy of the test results.

The experiment uses four review datasets: YelpChi [30],
YelpChiOP, YelpNYC [30], and YelpNYCOP. The datasets
YelpChiOP and YelpNYCOP are, respectively, related review
datasets on the target product identified by the fusion
algorithm based on the anomaly scores proposed in chapter
4 from the original data sets YelpChi and YelpNYC [30]. Next,
we will compare the performance of TM-DRD andNFC [24],
SpEagle [30], andNetSpam [32] in AP and AUC, respectively,
on the above 4 review datasets. We analyze the impact of
featureweights on the accuracy of deceptive review detection.

In order to verify the impact of featureweight on accuracy
and find out whether there is a relationship between weight
and accuracy, AP index is used here to measure the accuracy.
The equation based on ranking difference set is adopted here,
as shown in the following:

𝜌 = 1 −
6∑𝑁𝑖=1 𝑑𝑖

2

𝑁(𝑁2 − 1)
, (19)
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Figure 5:The AP for TM-DRD and SpEagle, NFC, and NetSpam in
different datasets.
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Figure 6: The AUC for TM-DRD and SpEagle, NFC, and NetSpam
in different datasets.

where 𝑑𝑖 = 𝑥𝑖 − 𝑦𝑖 represents the 𝑖th element in the ranking
differential set𝑑,𝑥𝑖 represents the 𝑖th element in the isometric
rank of the𝑋 variable, similarly, 𝑦𝑖 represents the 𝑖th element
in the ranking of𝑌 variables, and𝑁 represents the number of
elements in the 𝑋-variable set or 𝑌-variable set. The two are
equal, and here 𝑁 is 13, the number of features.

We use TM-DRD and NFC [24], SpEagle [30], and
NetSpam [32], respectively, to calculate the deceptive degree
probability of each review in the experimental review datasets
above. We sort all the reviews according to the deceptive
probability in descending to obtain a list of reviews. Next,
AP and AUC values are calculated according to (17) and (18),
respectively. The experimental results are shown in Figures
5, 6, 8, and 9. We observe and analyze the test results in the
performance of those two indicators. At the same time, exper-
iments on the impact of the proportion of deceptive reviews
in the datasets on the accuracy of the test results are carried
out, as shown in Figure 7. Figure 10 shows the distribution
of the features weight in the YelpNYC. The results show that
behavior-based features are assigned higher weights than
semantic-based features. The features in reviewer-behavior
classification strategy UB in experimental data sets have
higher weight and better performance. The feature list {RPP,
ROW, RRD, ETF, ACS, MNRD, RPR, RNR, BST, ERD, BDS,
RD, RWR} is obtained according to the definition order of the
features in Section 3.3.
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Figure 7: The AP and AUC of TM-DRD in different deceptive re-
view ratios.

YelpChi YelpChiOP YelpNYC YelpNYCOP

NetSpam
NFC

SpEagle
TM-DRD

0.22

0.24

0.26

0.28

0.3

0.32

A
P

Figure 8:The AP for TM-DRD and SpEagle, NFC, and NetSpam in
different datasets.

As shown in Figures 5 and 6, the detection results of
the TM-DRD on the same review datasets are superior to
others on the indicators of AP andAUC.The results of decep-
tive review detection on the TM-DRD algorithm on different
review datasets are very different in the AP index. The differ-
ence between the detection results of YelpChi and YelpNYC
[30] is more than 0.05 in the AP index, but the difference in
the AUC index is far below 0.05. As shown in Figure 7, with
the increasing proportion of deceptive review in the datasets,
the AP index of TM-DRD algorithm is increasing, but the
AUC index is almost unchanged.

Since the experimental data are all annotated, the propor-
tion of deceptive review in the YelpChi and YelpNYC [30] is,
respectively, calculated to be 13.2% and 10.3%.The proportion
of deceptive review in the YelpChi [30] dataset is 13.23% and
13.29%, respectively. The ratio of deceptive review on restau-
rants and hotels in theYelpNYC [30] is 10.49% and 10.28%. As
the proportion of deceptive review in the datasets increasing,
the probability of review being detected as deceptive review
increases. More and more reviews are identified as deceptive
review, while the AUC values are almost unchanged. It shows
that the AUC index has nothing to do with the proportion
of deceptive review, it depends on the list of reviews after
sorting.
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Figure 9: The AUC for TM-DRD and SpEagle, NFC, and NetSpam
in different datasets.

Features

M
N

RD

RW
R

RDBD
S

ER
D

BS
T

RN
R

RP
R

RR
D

ET
F

RP
P

RO
W

AC
S0.02

0.025
0.03

0.035
0.04

0.045
0.05

0.055

W
ei

gh
t

Figure 10: Features weight distribution of YelpNYC.

As shown in Figures 8 and 9, the performance of the AP
and AUC indicators on the related review datasetsYelpChiOP
andYelpNYCOP are, respectively, better than the correspond-
ing original review datasets YelpChi and YelpNYC [30]. The
AP indicators and the AUC indicators improve on different
review datasets.

As shown in Figure 11, the 13 levels of feature weights
and their AP levels used in the experiment correspond to
the coordinate points in the figure, respectively. From the
figure, it can be seen that the overall trend of the accuracy rate
increasing with the increase of weight level; that is, the higher
the weight value, the higher the accuracy of the detection
result. The feature weight is closely related to the accuracy
of the final test result of the deceptive review detection.
The feature weight calculated through the TM-DRD algo-
rithm indicates the ability of the feature to distinguish the
deceptive review, and the feature with the greater weight is
more effective in the deceptive review detection. With the
increase of weight, these features are accompanied by the
corresponding increase of the test results on theAP,AUC, and
other indicators, which shows that the feature weight calcula-
tion improves the accuracy of deceptive review detection test
results.
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Figure 11: Relationship between features weight and accuracy.

6. Conclusion

In this paper, we analyze the existing research on the decep-
tion review detection and design a deceptive review detec-
tion algorithm based on target product identification and
metapath feature weight calculation, TM-DRD algorithm.
In this algorithm, we firstly analyze the different deceptive
review states of the product type and then design the static
target product detection algorithm based on the difference
of the grade score and the dynamic target product detection
algorithm based on the kernel density estimation for different
states. Based on these proposed algorithms, we identify the
target product. Then, we construct the related review data-
sets as a heterogeneous review information network and
calculate the weight of the metapath feature of the target
product. In the following, with the metapath based feature
weights, we calculate the deceptive degree probability of re-
views to determine the final category of reviews. Finally, we
conduct several experiments to evaluate the accuracy and
efficiency of the proposed TM-DRD algorithm. We analyze
the experiment results, respectively, according to the target
product identification and the deceptive review detection. In
particular, comparative analysis of the performance of the
proposed TM-DRD algorithm and the NFC [24], SpEagle
[30], and NetSpam [32] on AP, AUC, and other evaluation
indicators shows that the method of feature weight calcula-
tion is very helpful to improve the accuracy of the deceptive
review detection.
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