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Improvements in terms of smart device capabilities and of
communication technologies allowed crowdsensing solu-
tions to emerge as a powerful strategy to revolutionize envi-
ronment sensing, becoming one of the key elements of future
smart cities. In particular, smartphones, smartwatches, and
other personal gadgets are now endowed not only with
significant computing power and different wireless interfaces,
but also with an increasing number of sensors able to provide
useful information about the user environment, especially
when the user is moving around a city. If vehicular mobility
is adopted, the sensing capabilities can be further increased
by connecting smart devices to vehicles using the On Board
Diagnostic Interface (OBD-II) or provided directly by smart
vehicles through vehicle-to-vehicle (V2V) or vehicle-to-
infrastructure (V2I) communications. In the future, with the
gradual introduction of autonomous vehicles and unmanned
aerial vehicles, many more sensing alternatives are expected.

In parallel to these developments, network infrastructure
has experienced significant improvements in recent years in
terms of both coverage and performance which, combined
with advances in cloud computing, allows transmitting,
storing, and processing large amounts of data in an efficient
manner. Altogether, the potential for generating and analyz-
ing huge amounts of data is remarkable, being able to provide
unprecedented information with high levels of spatial and
time resolution about any event of interest occurring in a city.

The purpose of this special issue is to address recent
advances on mobile sensing, with particular emphasis on

novel applications and architectures for crowdsensing and
vehicle-based sensing.

The articles contained in the present issue include both
reviews and research studies focused on data sensing and
processing in situations where either pedestrians or vehicles
act as mobile sensors.

As an introduction to the topic, the paper by W. Zamora
et al. entitled “A Survey on Smartphone-based Crowdsensing
Solutions” provides a survey of smartphone-based crowd-
sensing solutions that have emerged in the past few years,
focusing on different works published in top-ranked journals
and conferences. To properly analyze these previous works,
they define a reference framework that allows classifying the
different proposals under study. Globally, the survey provides
useful insight into the broad scope of the crowdsensing area,
being of interest to both experts and novices.

Analyzing and optimizing mobility in the urban domain
is one of the most relevant contributions that mobile crowd-
sensing can offer to smart cities. In particular, the ever-
increasing capabilities of smartphones and vehicle-mounted
devices pave the way for gaining meaningful insight into
urban mobility. In this context, the work by F. Terroso-Sáenz
et al. entitled “Human Mobility Modelling Based on Dense
Transit Areas Detection with Opportunistic Sensing” intro-
duces a novel approach to leverage such paradigm, allowing
composing a map of Dense Transit Areas (DTAs) within a
city representing some of its mobility features while pro-
tecting the privacy of users. Besides vehicles, pedestrian and
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2 Mobile Information Systems

multimodal paths would also benefit greatly from context
data, as well as the information about the whole experience
of traveling and wandering the city, including travel planning
and payments. The work by S. Mirri et al. entitled “A
Service-Oriented Approach to Crowdsensing for Accessible
Smart Mobility Scenarios” introduces a prototype of the
infrastructure and overall architecture proposed to meet
these challenges, describing some of the services that can be
provided: path recommendations for wheelchair users and
for elderly persons.

In addition to mobility optimization, traffic safety is
also a critical issue that should be addressed to minimize
the chances of accidents. In this context, the work by Z. Liu
et al. entitled “SenSafe: A Smartphone-Based Traffic Safety
Framework by Sensing Vehicle and Pedestrian Behaviors”
proposes a driving behavior detection mechanism that relies
on smartphones to sense events in the proximity and provide
alerts to drivers. Their proposal also includes a low-overhead
approach for fast data broadcasting, along with a collision
estimation algorithm to trigger warnings when dangerous
situations are detected. Since broadcasting is a key element
for security and context awareness in vehicular ad hoc envi-
ronments by simplifying direct vehicle-to-vehicle communi-
cations, effective information exchanging becomes critical.
The work by C. Chen et al. entitled “A Safety Enhancement
Broadcasting Scheme Based on Context Sensing in VANETs”
addresses such problem by proposing a congestion control
scheme for vehicular networks that can dynamically adapt
to variable channel occupation to maximize the network
throughput while avoiding to congest the channel, thereby
improving network throughput, packet delivery ratio, and
transmission delay.

Finally, the efficient handling of data itself gains utmost
importance in the crowdsensing context, including both data
acquisition and dissemination. Concerning the latter, novel
paradigms have recently emerged, as is the case of the floating
data paradigmwhich aims at enabling a floating data network
in a distributed and collision-free way. The work by A. Bujari
andC. E. Palazzi entitled “AirCache: ACrowd-Based Solution
for Geoanchored Floating Data” is an example of such a
solution, whose aim is to guarantee data availability in an
Area of Interest while reducing the data access costs at the
network edges. In particular, it relies on replication among
passing-by or stationary users, in addition to a node election
strategy, to improve the global energy/memory consumption
needed to maintain the data floating.

With respect to the data gathering process, especially
when using smartphones, it usually involves different data
types due to the different granularity,multiple sensor sources,
and time labelling. Such heterogeneity and time dependen-
cies introduce new challenges in the data analysis process.
The work of C. Ma et al. entitled “Representation Learning
from Time Labelled Heterogeneous Data for Mobile Crowd-
sensing” addresses this challenge by proposing a new rep-
resentation learning method for heterogeneous data with
time labels that allows extracting typical features using deep
learning. In their work they exemplify the applicability of
their proposedmethod by differentiating between twomobile

activities using smartphone sensors: walking versus cycling
and driving versus taking the bus.

Overall, we hope that this special issue is able to shed
some light on the major developments in the area of crowd-
sensing and vehicle-based sensing and attract the attention of
the scientific community to undertake further investigations
leading to the rapid deployment of such novel solutions.
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In recent years, the widespread adoption ofmobile phones, combined with the ever-increasing number of sensors that smartphones
are equipped with, greatly simplified the generalized adoption of crowdsensing solutions by reducing hardware requirements and
costs to a minimum.These factors have led to an outstanding growth of crowdsensing proposals from both academia and industry.
In this paper, we provide a survey of smartphone-based crowdsensing solutions that have emerged in the past few years, focusing
on 64 works published in top-ranked journals and conferences. To properly analyze these previous works, we first define a reference
framework based on how we classify the different proposals under study. The results of our survey evidence that there is still much
heterogeneity in terms of technologies adopted and deployment approaches, although modular designs at both client and server
elements seem to be dominant. Also, the preferred client platform is Android, while server platforms are typically web-based,
and client-server communications mostly rely on XML or JSON over HTTP. The main detected pitfall concerns the performance
evaluation of the different proposals, which typically fail to make a scalability analysis despite being critical issue when targeting
very large communities of users.

1. Introduction

The use of mobile phones has experienced a significant
increase in the past decade. In fact, according to the 2015
ITUWorld Telecommunications report [1] for 2015, the ratio
of Cellular phone subscriptions was 97%, which represents
7084 million subscribers in the world. In addition, this
subscriber increase is reflected in the technological advan-
tages offered by mobile devices. Furthermore, mobile devices
available nowadays have a high computational power and
include different communication technologies (e.g., WiFi,
4G, and Bluetooth) and have multiple embedded sensors
(GPS, gyroscope, accelerometer, microphone, and camera,
among others). This technological growth, together with the
increasing number of subscribers, has caused the community
of researchers and developers to create different applications
based on smartphones as sensors.

Pioneering research anticipated this arising of new appli-
cations, describing them as “participatory sensing” [2] or
“people-centered sensing” [3]. In both cases, the idea is that
the user should be able to gather data anywhere, anytime,
by making use of mobile sensor devices for information

retrieval, processing, and sharing. Later on, researchers con-
sidered this new paradigm as a subtype of crowdsensing
denoted as “mobile phone sensing” [4].

Mobile phone sensing benefits from the processing and
communication capabilities of available smartphones which,
combined with one or more sensors, become an enabling
technology to support different types of applications. More-
over, mobile crowdsensing relies on a large number of
participants to collect data from the environment through
its integrated sensors and, after capturing the data, these are
sent to a server to perform data mining tasks including data
fusion, analysis, and information dissemination. Typically,
sensors that register participant information (e.g., location,
movements) and environmental data (e.g., images, sounds)
are very common. On top of that, some solutions use exter-
nal sensors, which are integrated into the mobile solution
through its communication interfaces, including sensors for
environmental pollution andhealthmonitoring. In this sense,
mobile crowdsensing provides new perspectives for improv-
ing living conditions in our digital society. A general example
of mobile crowdsensing solution is shown in Figure 1.
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Figure 1: Generic structure of crowdsensing solutions.

Concerning mobile crowdsensing applications, Figure 2
shows that they have experienced a significant increase in
the last 5 years. Specifically, researchers have focused their
efforts on various areas including environment monitoring
[5–8], transportation and urban sensing [9–13], healthcare
[14–18], social issues [19–23], and others [24–28]. The dif-
ferent crowdsensing proposals available are characterized by
having different designs and involve different architectural
levels. For instance, some authors propose solutions they call
framework, middleware, or system, among other terms. No
matter which term is used, these solutions can have a global
approach (full architecture) or only specify a subset of the
architecture by describing one or more components.

The existence of a high number of proposals, and the
absence (to date) of a survey that properly organizes such
information, has led us to write this paper. In this work,
we start by proposing a reference client-server architecture
where the sensing device is the Mobile Sensing Client (MSC)
and the server is the Cloud Data Collection Server (CDCS).
Our idea is to propose an architecture that is generic and
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Figure 2: Number of crowdsensing-related proposals in the past 5
years.
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flexible enough to accommodate any existing solution. With
this in mind, we have identified whether the main con-
tribution of each publication focuses on the client, on the
server, on the transmission, or on some specific component.
For client-side proposals, we determined whether their main
contribution is in the processing or the data capture element,
discriminating between sensor and data administration. For
the server-side proposals, we determined the actual contribu-
tions in terms of mobile sensing tasks, dimensional analysis
of data, and cloud services. Finally, we determined the contri-
bution of those proposals focusing on data communications.

The paper is organized as follows: in the next section
we present some related surveys on this topic. In Section 3
we provide an overview of the proposed architecture. Then,
in Section 4, we make a detailed analysis of the proposed
architecture. Section 4 provides the actual survey results,
detailing the contributionsmade at the client and server sides,
as well as to the end-to-end communications approach. Open
research issues are then discussed in Section 5. Finally, in
Section 6, we present our conclusions and future work.

2. Related Works

In recent years, the rise of solutions in the field of mobile
crowdsensing is attracting huge interest because of the large
amount of data that sensors can provide when relayed via
mobile phones. Nonetheless, there are quite few surveys that
actually study and summarize the many existing proposals.
Below we proceed to describe briefly the different surveys
found in the literature according to the chronological order
of their publication.

Lane et al. [4]made a pioneer survey addressing the use of
mobile phones as sensors, analyzing the significant progress
mobile phones have experienced in order to incorporatemul-
tiple sensors. Also, they describe various existing proposals
according to certain algorithms, applications, and systems
developed to date. Similarly, they describe some proposals
grouped by areas such as transportation, environmental
monitoring, and health. They also propose an architecture
composed of three different elements dedicated to sensing
(mobile phone), learning (analysis), and informing (shared
data).

Ganti et al. [29] proposed the term mobile crowdsensing
(MCS) and described a reference architecture. This sur-
vey only showed a few proposals categorized as partici-
patory (users are involved) and opportunistic (users are
not involved). Additionally, it identifies some characteristics
that influence these solutions such as limited resources,
privacy and security, data integrity, data aggregation, and data
analytics.

Khan et al. [30] present a taxonomy where they differen-
tiate between personnel sensing, social sensing, and public
sensing. This classification is performed from the point of
view of participatory and opportunistic sensing.

Zhang et al. [31] propose an approachwhich characterizes
the various crowdsensing proposals in four stages: task
creation, task assignment, individual task execution, and
crowd data integration. These features are described as what,
when, where, who, and how (4W1H).

Table 1: Crowdsensing surveys.

Solutions Year # publications reviewed
Lane et al. [4] 2010 25
Ganti et al. [29] 2011 13
Khan et al. [30] 2013 43
Calabrese et al. [38] 2014 26
Zhang et al. [31] 2014 15
Zhang et al. [32] 2015 32
Jaimes et al. [33] 2015 22
Guo et al. [37] 2015 41

More recently, both Zhang et al. [32] and Jaimes et al.
[33] proposed a classification based on incentivemechanisms
for mobile crowdsensing. The former classified incentives
into three categories: entertainment, services, and economic.
The latter used incentive mechanisms as metrics to evaluate
crowdsensing and introduced a tree-level taxonomy for
crowdsensing incentive mechanisms. In the same context,
different authors [34–36] propose incentive mechanisms that
rely on auction techniques for evaluating quality awareness
in the mobile crowdsensing context. In particular, the first
uses combinatorial auctionmodels, while the second extends
that work by introducing more fine-grained techniques;
concerning the third work, it proposes a framework that
integrates incentives, data aggregation, and data perturbation
mechanisms. However, they did not propose any reference
architecture, addressing solely the taxonomy of their propos-
als and the algorithms supporting these proposals.

Guo et al. [37] propose a new sensing paradigm called
Mobile Crowd Sensing andComputing (MCSC) that empow-
ers ordinary citizens to contribute data sensed or generated
from their mobile devices, aggregating and fusing the data
in the cloud for crowd intelligence extraction and human-
centric service delivery. This paper proposes a taxonomy
and a reference architecture for MCSC. In the taxonomy the
proposals are classified as mobile sensing (user involvement,
data contribution, user awareness, and sampling), crowd data
collection (networking, incentives, and scale), crowdsourced
data processing and intelligence extraction (processing archi-
tecture, intelligence, purpose, data mining, and data quality),
hybrid human-machine system, and security and privacy.
With regard to the architecture, the proposals presented in
this paper are divided into several levels: crowdsensing, data
collection, data processing, and applications.

As it quickly becomes evident through this brief state-
of-the-art analysis, to date only a few surveys specifically
addressed existing crowdsensing solutions, being that some
authors focused on specific issues such as incentives, and
yet others focused on sensing styles. Our survey proposes a
reference client-server architecture and then, based on that
proposal, proceeds to classify up to 64 different proposals,
thus providing a wider view than the surveys presented
before on this topic (see Table 1 for details). Notice that
the number of peer-reviewed publications only takes into
account those references actually classified according to the
proposed taxonomies.
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3. Mobile Crowdsensing:
Reference Architecture

In this section we propose a client-server design which can
be adapted to the differentmobile crowdsensing architectures
available in the literature. By making the different proposals
fit into our architecture, in sections that follow, it will then
become straightforward to compare the different proposals
in terms of scope, complexity, and completeness.

Our proposed architecture integrates two main modules:
the Mobile Sensing Client (MSC) module and the Cloud
Data Collection Server (CDCS) module. These two modules
are connected to each other through a data transmission
network, as shown in Figure 3. TheMSC is the mobile phone
or the set of mobile phones that provide sensing functionality
by capturing data and then relaying that data to the CDCS.
The latter is a single server or a server farm that allows
receiving, processing, analyzing, and sharing sensed data.
Typically, data sharing also includes the delivery of reports
to participants (MSC).

For both the MSC and the CDCS we have considered
four subcomponents, some of them sharing common charac-
teristics on both MSC and CDCS. For instance, both Client
and Server User Interfaces provide a graphical interface to
a regular user or to the system administrator through the
respective Interface Managers. On the bottom of the archi-
tecture, the Server and Client Communications Managers
have also a similar purpose, typically being the component
on the client that establishes connections with the server
component since it should be always available. Nevertheless,
configuration and task instructions, along with data reports,
can also be transmitted from server to client through a push
procedure.

The data management components at client and server
also have some similarities, both being responsible for data
processing, storage, and query. The main difference between
these subcomponents is that, in the CDCS, the computation,
storage, and analysis are made at a level and dimension that
are clearly superior to the one made at the client, which has
fewer resources.

Two distinctive components in our architecture are the
Client Sensor Manager (CSM), responsible for the adminis-
tration of the sensors, and the Server Task Manager (STM),
which handles different tasks mostly related to data process-
ing.

Below we proceed to describe the different architectural
elements in more detail.

3.1. Mobile Sensing Client. In the scope of mobile crowdsens-
ing, the main goal of the mobile client devices is performing
data sensing and forwarding sensed data to the main server,
although global data reports can also be returned to clients.

Concerning the target areas to be sensed, these can
differ greatly depending on the type of application (inside
buildings, outdoor, underground, in public places, etc.). In
addition, each specific application will also have different
requirements in terms of required sensors. For instance,
sensors able to monitor the environment greatly differ from
those able to monitor social interactions or the effectiveness

of public transportation. In addition, sensing tasks can
be triggered automatically (either periodically or based on
events) or manually through an explicit user intervention.
Typically, automatic mechanisms follow server instructions,
while manual interactions are made possible through a User
Interface specifically developed for that purpose. Indepen-
dently of the actual mode of operation, the application can
offer certain incentives in the form of a game [39] or another,
to motivate users into adopting it. Such incentives become
especially important when the user interest about the global
generated data, which are based on the aggregation and
processing of all measurements at the server, remain low (e.g.,
data being sensed is not a concern to the user); in those cases,
complementary sources of motivation are required to make
users run the crowdsensing application.

Focusing on the client architecture, Figure 4 shows that,
to support all user activities, we have a set of managers
responsible for all tasks: Client Interface Manager (CIM),
Client Data Manager (CDM), Client Sensor Management
(CSM), and Client Communications Manager (CCM). Each
of these four components has a controller subcomponent,
being the different controller elements, the ones actually
responsible for supporting bidirectional interactions between
the different system elements.

We now proceed to detail each of the client components
in detail.

3.1.1. Client InterfaceManager (CIM). This component allows
applications to interact with the user (User Interface GUI).
TheUser Interface allows displaying the values obtained from
sensors in real time, to visualize previous traces through a
query to its internal data storage or to query the server in
order to retrieve global data reports about a certain target
area.The values can be visualized through the use of graphics,
maps, or other forms of representation. To achieve this goal
two subcomponents are proposed: the Client User Interface
and the Interface Controller.

(i) Client User Interface. It allows configuring the different
parameters associated with sensing tasks, such as regulating
the data acquisition frequency, defining when data should
be sent to the server, and also when captures should start
and stop, among others. It can also show the user feedback
about ongoing or past captures, as well as global reports. It
is worth highlighting that some crowdsensing solutions have
no interface at the client side, meaning they only process
captured data and relay them to the server.

(ii) Interface Controller. It provides the needed services to
format data for presentation through the User Interface. For
this endeavor, it must interact with the local storage or with
the server, and it may rely on different external libraries as
well (e.g., graphical representation of captured values in a
map using Google Maps).

3.1.2. Client DataManager (CDM). This element, responsible
for data handling and storage, is one of themain architectural
elements at the client. It is composed of five different subcom-
ponents: data controller, Plugin Extensions, data processing,
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Figure 3: Proposed mobile crowdsensing architecture.

local storage, and query. We now proceed to detail each of
them.

(i) Data Controller. It is the most critical subcomponent,
providing the services and functions required to interact with
the different subcomponents of the CDM. This interaction
is made with the client via the Interface Controller, with
the server via the Communications Controller and with the
sensors via the Sensor Controller. In addition, it is able to
handle data collection tasks as defined by the user or defined
by the server through task pushing. It includes classes and
methods to start, stop, and configure these tasks.

(ii) Plugin Extensions. This element allows integrating spe-
cialized plugins for a specific task such as data analytics or
to add listeners to social networks like Facebook and Twitter,
among others.The advantage of these plugins is that they can
be easily incorporated into mobile devices via repositories
such as Google Play or similar ones. Additionally, it allows
plugging in a set of algorithms that perform functions
including audio processing, online programming algorithms,
and spatial coverage analysis.

(iii) Data Processing. This element processes raw data based
on application requirements before displaying them to the
end user or submitting them to the server. Although data
processing can also be executed at the server side (CDCS),
doing it at the client allows reducing the amount of unneces-
sary data produced by sensors, while also maximizing energy
savings and communications bandwidth, and so it is often
preferred. Typically, data processing elements include either
filtering or aggregation or both functions. An example of
filtering is the removal of unnecessary data fields. Examples
of aggregation/fusion of data include the unification of data
from different sensors or of different samples from a same
sensor.

(iv) Local Storage. This element allows storing the captured
data in a local data structure, which is usually a simple
database like SQLite. Some solutions available in the literature
skip this component, and they only process data and forward
them to the CDCS. The local storage allows users to perform
queries, inserts, updates, and deletes to the data according
to application requirements. Typically, when storing data
coming from sensors, it is often preprocessed before storage.
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In the context of crowdsensing applications, themain types of
data stored include location information, energy levels, and
sensor-specific values.

(v) Query. This element allows, through structured language
queries, accessing data from sensors. In particular, it will
interact with all the components that make up the CDM.
Among its typical features, one that stands out is the use of
mobile analytics for optimizing data streaming from sensors.
In some cases, this component facilitates the interaction with
external databases at the CDCS in order to retrieve global
data reports.

3.1.3. Client Sensor Manager (CSM). The Client Sensor
Manager is the element responsible for the actual sensing
tasks. Typically, it relies on high-level sensors abstractions to
manage the underlying physical sensors (internal or external)
as well as virtual sensors. Its functions usually include sensor
discovery and sensing capabilities. Furthermore, it manages
the sensor sampling frequency, as well as the preprocessing of
captured data.The preprocessing executed at the CSM is only
performed if necessary, and considering the actual character-
istics of the sensor. Finally, the integration of external sensors
and virtual sensors is performed by the Sensor Controller via
the communications manager.

The CSM has five subcomponents: Sensor Controller,
Preprocessing, Sensor I/O Manager, Physical Sensor, and
virtual sensor. Below we describe each of its components.

(i) Sensor Controller. It enables access to the services offered
by the Sensor Manager, thus providing access to virtual
sensors, gyroscope, and GPS, among others.

(ii) Preprocessing. It allows the data delivered by the Sensor
I/O Manager to be processed before being passed to other
components. An application example is an audio capture
which must be classified into voice and nonvoice regions, so
that the individual speaker is segmented. Another example is
the raw accelerometer data that is provided for the three axes,
which can be combined to obtain the total value. In some
cases these raw data can be processed at both CSM andCDM.

(iii) Sensor I/O Manager. It allows a level of abstraction for
accessing both physical and virtual sensors, getting the raw
data for subsequent treatment. This way, upper layers do not
have to be aware of the type of sensor (physical/virtual) and
its actual location.

(iv) Local Sensor. These are sensors available either onmobile
devices themselves or external nearby sensors directly acces-
sible by the mobile device. Concerning the type of sensor,
most internal sensors used belong to the generic or media
type. Generic sensors are those sensors embedded in mobile
devices for general-purpose applications. Examples of these
sensors include GPS, accelerometer, gyroscope, magnetome-
ter, and barometer. With regard to media sensors, it refers
to embedded sensors that provide support to multimedia
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applications via microphone or camera. Finally, external sen-
sors typically extend the sensing functionality by providing
sensing capabilities not supported by the smartphone itself.

(v) Virtual Sensor. Virtual sensor is a logical type of sensor
based on an abstract class that acts as a wrapper, encapsu-
lating information that can be produced by a real sensor,
a mobile phone, or a combination of other virtual sensors.
Virtual sensors can have multiple input data streams that
can be other virtual sensors or sensors accessible through a
network, but there can be only one output data stream toward
the sensing application.TheGSN standard data model [40] is
a good example of such a class of sensors.

3.1.4. Client Communications Manager (CCM). The Client
Communications Manager is responsible for the transmis-
sion and reception of the data through the network. Since
nowadays mobile phones include several communication
interfaces includingWiFi, Bluetooth, orCellular, this empow-
ers them to communicate in all sorts of environments, being
able to adapt to different network topologies (centralized,
distributed, or hybrid). The MSC may transfer the data
to a primary server (centralized), toward several servers
(distributed), or among themselves (peer-to-peer). The latter
occurs when there are nodes that serve as intermediaries
for the transmission of data between nodes and that have a
limited ability to process and filter data from the sensor.

The CCM is composed of two subcomponents: the Com-
munications Controller and the Native Networking API. In
detail, these subcomponents are responsible for the following
tasks.

(i) Communications Controller. It provides access to the ser-
vices of the underlying communications network, allowing
creating a data channel toward the CDCS (server). In par-
ticular, it is an abstract component that allows encapsulating
SOAP and RESTful web services, where the first is an XML-
based protocol that uses service interfaces to expose the
business logic, and the second is an architectural paradigm
that supports different data formats including JSON, XML,
HTML, and TXT. Since communication between clients may
also be required, this component will be endowed with peer-
to-peer networking capabilities, possibly acting as a relay
between other clients and the server(s).

(ii) Native Networking API. This component is inherent to
each mobile operating system platform, and it is the one pro-
viding the actual establishment of end-to-end connections
between client and server.

3.2. Cloud Data Collection Server. In the context of crowd-
sensing applications, the main goal of the server component,
which may physically consist of a single server or a server
farm, is to collect all data gathered by the different clients,
storing the data, and then perform all sorts of data analytics
to provide the administrator or clients themselveswith a sum-
mary of themost relevant information. In addition, the server
allows defining and automating some of the data collection
tasks. For example, the administrator can create new tasks,

and these can be deployed to clients either automatically or
manually; an example of this can be the collection of the
noise levels for a given target area during a given period of
time. Figure 5 shows our proposed architecture for theCDCS,
which includes four components: Server Interface Manager
(SIM), Server Task Manager (STM), Server Data Manager
(SDM), and ServerCommunicationsManager (SCM).Notice
that each of these components includes a controller. Such
controllers have a critical function in the scope of our
architecture, as it is the communication between adjacent
controllers that allows the different components to work
together, similarly to the situation at the client side.

Compared to clients, CDCS elements have much greater
processing and storage capabilities. Thus, data are typically
processed for a better understanding through different sta-
tistical techniques (data mining). Also, the management
interface is usually web-based, allowing the administrator to
easily manage, visualize, and share large amounts of data.

Depending on network scalability requirements, servers
may work in either centralized, distributed, or cloud-based
environments.The latter allows benefitting from deployment
facilities, reduced cost, and optimized resource usage, thereby
minimizing infrastructure requirements.

Concerning available technologies, server solutions may
rely on a wide range of platforms, from distributed archi-
tectures in the cloud, such as Amazon Web Service (AWS)
infrastructure services (EC2 and S3) [41] and Google Cloud
Messaging (GCM) [42], to open source approaches such
as Apache Tomcat [25, 43–45], BPEL4People [46, 47], WS-
HumanTask, and JBoss JBPM [15].

Below we describe in more detail the different compo-
nents at the server side.

3.2.1. Server Interface Manager (SIM). The Server Interface
Manager is responsible for the interaction between user
and system for task and data handling. It includes two
components: the Server User Interface and the Interface
Controllers.

(i) Server User Interface. It allows the user to interactively
manage and schedule sensing tasks. It also supports the
visualization of charts relative to sensed data. Both these
actions are performed using a graphical interface that is in
general web-based, meaning that the system manager can
operate remotely.

(ii) Interface Controller. This is the component actually in
charge of communicating with other components to meet
the service requirements. An example is the programming
of a sensing task, where the Interface Controller coordinates
with task controllers for task planning and dissemination
and with the data controller for handling data storage. In
addition, it also provides application programming interfaces
(APIs) to allow developers to participate in the development
of different crowdsensing applications and services.

3.2.2. Server Task Manager (STM). Task Management is one
of the main components at the server side according to our
proposed architecture, being responsible for the planning,
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Figure 5: Cloud Data Collection Server components.

scheduling, and pushing of crowdsensing tasks. Tasks can be
deployed to mobile devices either manually or automatically,
and in general they rely on a system-specific language that
typically differs from one solution to another due to lack
of standardization. It is also worth highlighting that most
implementations rely on open source tools.

The subcomponents that integrate the STM are the
following.

(i) Task Controller. It works as a handler, providing the
functionality required by the Server Task Manager. Typi-
cally it must attend administrator requests and may push
new scheduled tasks onto clients. It can also make use of
learning or approximation algorithms that optimize data
collection in order to minimize energy/resource consump-
tion at the client side. Additionally, this subcomponent
includes classes and methods to start, stop, and configure the
different tasks. Finally, it provides the services and functions
required to interact with the other controller components.
To contact clients, some implementations are based on
Publish/Subscribe approaches where a server (or servers)
provides a set of services to users. Additionally, in many of
these Publish/Subscribe systems, the server can take interme-
diary functions where publishers send the messages to such
intermediary server (broker), and the subscribers subscribe
to information considered to be of interest, thus making
this server responsible for handling the filtering, storage, and
management toward the subscribers.

(ii) Task Definition and Scheduling. Among its features we
can find the allocation of time and frequency of sensing, the
number of mobile devices to be enabled for data collection,
and the characteristics of the sensor to monitor, among
others.

(iii) Task Deployment. It allows the deployment of tasks to
MSCs, which can be a mere set of instructions interpreted by
the existing applications. To support this option, a language
defined by the application is often used, and it is typically
based on SQL, XQUERY, or XML. Alternatively, a new
application/component is pushed to the mobile terminal
whenever new functionalities must be supported.

(iv) Task Storage. This component is responsible for the
storage of current and past tasks. Since requirements are
typically low, any database system suffices. In fact, it is not
necessary to rely on a standard database, being also common
to use a set of files, where each file describes a single task.

3.2.3. Server Data Manager (SDM). This component is
responsible for the processing, storage, and analysis of the
data. It is composed of a data controller, middleware APIs,
a data processing element, a query and analysis element, and
a database. Below we describe in more detail each of these
components.

(i) Data Controller. It offers access to the services offered
by the SDM, supporting a set of algorithms or applications
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that allow handling data in collaboration with the task con-
troller, Interface Controller, and other system components.
In addition, it acts as a handler for communications to/from
middleware APIs.

(ii) Middleware API. A middleware API is typically an exten-
sion providing more sophisticated data processing/analysis.
It can incorporate data analysis tools such as data mining,
analytical libraries, or other, allowing easily handling large
volumes of data. Deployments at this level can be drivers or
web services that enable access to databases through JDBC
or other methods, such as CUPUS [48] and CAROM [27],
which additionally provide data fusion and data filtering
techniques.

(iii) Data Processing. The functionality of this component is
similar to the data processing made at the client (CSM). The
main difference is the volume of data that has to be handled
at the server side. Typically, it provides functions to filter and
merge multiple streams of data, providing aggregation levels
that clearly surpass those levels achievable at the client side.
With this purpose, it uses techniques that require a higher
level of processing, such as FSI or ECSTRA [27], among
others.

(iv) Query and Analysis. This component integrates both
query and data analysis functionalities. It allows, through a
structured query language, accessing the resources available
at the server’s database. Additionally, it can rely on different
analysis tools to meet the requirements of other system
components.

(v) Database. This component provides a database manage-
ment system that allows storing the gathered data coming
from the different Mobile Sensing Clients (MSCs). In the
scope of the SDM, it is mandatory since it is a basic system
requirement. It should be noted, though, that the database
itself is not necessarily contained in a single server, and so
distributed storage environments are contemplated as well.
Commondatabasemanagement systems includeMySQL and
PostgreSQL, among others.

3.2.4. Server Communications Manager (SCM). The Server
Communications Manager is responsible for interacting
with the different clients, having characteristics similar to
the Client Communications Manager. The interaction with
clients is bidirectional: we have transmission toward the client
when pushing new tasks, and we have transmissions from
clients when receiving sensed data.

The SCM has two main components, the Communica-
tions Controller and the Native Networking API, both of
which we now detail.

(i) Communications Controller. It offers the services necessary
to establish communication between theMSC and theCDCS,
usually as listeners for data gathering, or starting connections
when task pushing is required. Additionally, it can rely
on high-level communication services like SOAP and can
also have adapters for any specific protocol or method of

communication used by different server components. An
example can be a REST-SOAP Adapter, which receives a
SOAP request and adapts it to a REST-service format.

(ii) Native Networking API. This component is the one
responsible for actually communicating with client devices
through the establishment of end-to-end connections. Typ-
ically, reliable TCP connections are established.

4. Analysis of Existing Proposals

In this section, we provide an analysis of the different
solutions available in the literature, using the architecture in
Section 3 as reference for our classification. For our study,
we focused on research works published in the crowdsensing
field during the past five years, with a special emphasis on
smartphone-based crowdsensing solutions.

For the sake of clearness and completeness, our analysis
was split into four well-defined parts: (1) general analysis,
(2) client-side analysis, (3) server-side analysis, and (4) data
delivery approaches. The first part presents a general analysis
of the various proposals, and performs a synthesis of the
different contributions in the scope of our architecture. In the
second part we have addressed inmore detail those proposals
detailing a client-side architecture, that is, describing theCUI,
CDM, and MSC components, while for the third one we
detail server-side architectures, describing the SUI, STM, and
SDM components. In addition, we have clearly assessed to
what degree the different solutions are able to provide all
the functionalities envisioned in our proposed architecture.
It is worth highlighting that both client and server analysis
include not only proposals specific to client/server sides, but
also global solutions whenever they provide details about all
the elements involved in the end-to-end interaction. Finally,
we have classified those solutions by providing details about
the communications system defined for interactions between
clients and server and also about supported topology, selected
technology, and other relevant features. Again, for this data
delivery analysis, any proposal providing enough details was
included, no matter how broad or how specific was the
proposal itself.

4.1. General Analysis. In our general analysis of the different
crowdsensing solutions, we have classified information based
on three parts. In the first onewe provide generic information
about the different proposals, in the second one we describe
aspects related to security/privacy and energy consumption,
and finally we provide a summary of contributions for each
proposed architecture. This classification and characteriza-
tion is presented in Table 2.

4.1.1. General Features. With regard to the general features, we
found that the vast majority of solutions propose an integral
solution to the sensing tasks at both client and server sides.
Other solutions propose a specific middleware to help in the
tasks of data collection and processing.

Concerning the strategy adopted for data collection,most
proposals opted for a participatory approach for data sensing
where users are fully aware of the data collection process, and
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they actively participate in that process. Other approaches,
however, prefer using opportunistic systems that operate in
a more autonomous manner, gathering information in the
background at appropriate times; finally, a few proposals
combine these two approaches to achieve a more complete
functionality.

Regarding the target applications addressed in the dif-
ferent works, we found that the majority of the proposals
are flexible enough to embrace heterogeneous applications;
that is, they can adapt to generic sensing tasks, although we
can also find proposals that are specific to transportation and
urban sensing environments, and to a lesser extent to health,
social, and other environments.

Finally, with respect to the number of differentiated
elements defined for each proposed architecture, we found
that there are significant differences among authors. For
instance, [18, 43, 47] split their proposed functionality into
four different levels, similarly to our proposal. In particular,
NoizCrowd [18] defines an architecture based on four compo-
nents which are data gathering, data storage, noise modeling,
and data analytics/visualization. SmartCity [47] also defines
a four-element architecture composed of social networks,
Ubiquitous Sensors, a Mobile Context-Aware Platform, and
the Cloud Platform. MCSaaS [43] defines four core sub-
modules, namely, Cloud Broker, Orchestrator, Customization
Service, andDeploymentManager. In general,most proposed
architectures only defined two or three levels, as is the case
of [10], which defines a generic Publish-Subscribe commu-
nication with three roles (producers, services providers, and
consumers), along with Analytics Components.

4.1.2. Privacy and Energy Issues. In general, the success of
mobile crowdsensing applications is dependent on how each
solution addresses user concerns about his/her own privacy.
Energy consumption is another critical issue, as applications
draining a significant amount of battery power will be
rejected by most users. So, both energy and privacy issues are
relevant in the scope of crowdsensing solutions, the reason
why they have been addressed by different researchers.

Our analysis has shown that most studied proposals have
addressed energy efficiency issues, while only some of these
have introducedmechanisms tomitigate security and privacy
concerns. In fact, we find that very few solutions [6, 19, 24, 53,
66] actually account for both privacy and energy efficiency
issues. We now proceed to discuss these prominent solutions
in more detail.

PRISM [24] supports privacy though a registration pro-
cess on a PRISM server for each enabled terminal. The
registration is maintained by software and it expires within a
given period of time. When the registration period expires,
terminals wait for a random time and proceed to register
again.With regard to energy consumption, PRISMmaintains
a control of energy consumption on mobile phones through
its prism sandbox, which is able to perform coarse-grain
power monitoring.

Anonysense [6] uses a server that is responsible for
registering and authorizing mobile phones. During regis-
tration, Anonysense installs its software along with the IP
addresses and certificates for its task service and report

service. Concerning energy consumption, the tasks can be
divided into two suboperations: sensing and signing. In the
first, the RogueFinder application is used to detect rogue APs
in a given area, while the ObjectFinder application attempts
to find a specific Bluetooth MAC address. The second group
addresses whether a data report contains sensitive data.
Additionally, it estimates the energy cost associated with
these operations.

Usense [53] includes a component for securing com-
munications. Additionally, it manages user preferences in
terms of resource and privacy restrictions. These features are
processed through the sensing agent, which is an application
deployed on the device itself. In addition, Usense’s middle-
ware is able to save energy using a mechanism that avoids
taking measurements in those areas where it already has
enough data, or when the phenomenon is mostly invariant.

SenSocial [19] has a module for privacy management
control which allows managing policies regarding the type
and level of granularity of sensed data, deciding what will
be stored and made available to the different middleware
components. SenSocial uses filtering rules for maintaining
energy efficiency, thereby restricting transmissions only to
those cases passing the set of defined rules. Also, SenSocial
discriminates the energy consumption associated with the
accelerometer sensors, microphone, GPS, Bluetooth, and
WiFi.

The last proposal in this group is Anonymity [66],
which proposes an anonymous data reporting protocol for
participatory applications.The idea is that the protocol avoids
including identification information that can be vulnerable.
The anonymous data protocol is divided into two stages: the
first is a slot reservation stage (scheme based on public key
encryption), while the second one is a data submission stage
(scheme based on an XOR operation). Through comparison
against a similar study, authors show how it is able to
improve data submission performance.With regard to energy
consumption, the smartphone’s battery values are measured
using a multimeter. It also presents an analysis of the energy
overhead associated with data submission.

4.1.3. Analysis of Contributions for Each Proposal. The main
goal of this survey is to assess the actual contributions made
by the different authors taking as reference the architecture
proposed in Section 3. So, the last part of Table 2 (columns
MSC, Tx, and CDCS) provides a first insight into the actual
contribution made by the different components at the client
(MSC) and server (CDCS) sides, in addition to the end-to-
end transmission process itself (Tx).

We provide a three-level classification of proposals, where
a dark star means that the particular solution fulfills the
expected functionality for that component, while a white star
means that the solution only provides a partial fulfillment
of the selected characteristics. The nonfulfillment of the
characteristics of a component is represented by the absence
of any star.

Overall, we can observe that themajority of the proposals
are quite representative in the scope of our architecture,
providing most of the expected functionalities. Nevertheless,
we can also find solutions such as MOSDEM [28] and
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SenseDroid [54] that focus mostly on MSC-related function-
ality. Similarly, we canfind solutions such asMCSaaS [43] that
focus on the CDCS instead.

4.2. Client-Side Analysis. In this section we focus on the
specific contributions to the MSC, which is the client side
of our proposed architecture. To achieve it, in Table 3, we
describe the features of the different proposals regarding the
Client Interface Manager (CIM), the Client Data Manager
(CDM), and the Client Sensor Manager (CSM). Notice that
we excluded the Client Communications Manager (CCM)
from this section, as it will be addressed separately in
Section 4.4. Also notice that the table is split into two sections,
being that proposals in the upper section are client-specific,
meaning that the publication only describes the client side of
the crowdsensing architecture, while proposals in the bottom
section describe both client and server sides.

Concerning the CIM, we found that most of the solutions
provide a graphical User Interface designed for the Android
operating system, thus typically adopting the Java language
for development. In fact, only a few solutions such as
LineKing [22], TYT [17], and DAM4GSN [50] focused on
other operating systems. Also,most of the proposals allow the
user to have access to an administrative interface in order to
have control over sensing tasks.

With regard to the CDMwe observe that, in general, most
available solutions resort to plugins or external libraries in
order to simplify their processing, query, and storage tasks on
the device by reusing existing software. In particular, different
techniques and algorithms are adopted mostly to support
the data collection procedure including spatiotemporal area
calculation and programming algorithms. The spatiotempo-
ral coverage of an area refers to the amount of time and
space needed to properly sense that area according to the
target task, Usense [53] being the most widely used. Also, we
found that although several solutions provide data analytics
within the mobile device itself, such functionality is seldom
combined with the use of plugins.

Among solutions integrating plugins, we would like to
highlight solutions, such as DAM4GSN [50], MOSDEN [28],
and CAROM [27], that use open source GSN technologies
for IoT. In particular, CAROM [27] uses a plugin where,
among other functionalities, it incorporates Open Mobile
Miner (WMO), which is an open source solution that allows
performing data analysis on the mobile terminal. Similarly,
SenSocial [19] uses a plugin providing an agent able to retrieve
data from both Facebook and Twitter, and its process is based
on joining online social networks (OSNs) that provide a
physical context data stream. In addition, we found that few
solutions include a broker functionality. We also found that
there is a balance between the approaches preferring pushing
contents onto the servers and solutions that prefer the server
to pull contents instead.

With regard to data processing, we find that few solutions
perform aggregation-fusion on themobile device, as opposed
to data filtering, whose support is quite common. Finally,
with regard to the Client Sensor Manager, in general, the
different proposals available make use of generic sensors
that are internal to the mobile devices, offering in a few

cases support for external sensors. There is also evidence
of applications using external sensors or multimedia stream
processing before sending the streams to the server (see, e.g.,
StressSense [14] and REPSense [11]).

Finally, regarding the adoption of virtual sensors, only a
minority of the proposals studied do so. In particular, options
such as DAM4GSN [50], MOSDEN [28], and CAROM [27]
relied on an adapted version of GSN [40], while other
proposals like SenseDroid [54], CUPUS [48], and SmartRoad
[71] provide their own virtualization solutions.

4.3. Server-Side Analysis. In this section we will focus instead
on the server side, which in the scope of our proposed
architecture takes the name “Cloud Data Collection Server”
(CDCS).

Table 4 describes the features of server-related proposals.
Similarly to the previous section, the table is split into two
parts, being that proposals in the upper part are server-
specific (the publication only describes the server side of the
crowdsensing architecture), while proposals at the bottom
section are complete ones, describing both client and server
sides; obviously, since client-related details were already
presented above, in this section we only focus on server-
related issues.

In general, we observe that most of the proposals provide
a web interface for management and result presentation
purposes, and most of them also provide data management
and data sharing functionalities. The technologies used in
these proposals are generally open source solutions like
Apache, Java, and PHP, among others, and many of them
use a database manager such as MySQL and PostgreSQL.
Also, there is evidence that many proposals rely on a cloud
infrastructure provided by Amazon [41] or Google [42].

With respect to the Server Task Manager, we find that
most proposals present mechanisms to manage and deploy
sensing tasks. In particular, in terms of task deployment, we
find that the number of proposals adopting a push-based
approach is similar to those adopting a pull-based approach.

Regarding the language used for task definition, some
solutions describe tasks using specific algorithms, while
others prefer using a programming language, as is the case
of Pogo [49], Anonysense [6], and Medusa [25].

With respect to data management at the server, most
solutions perform data aggregation similarly to client-side
solutions. Some of them use intelligent data analysis tech-
niques such as Big Data [8, 10, 43], MCDM [75], and PFISR
[21], and various other statistical tools. Recent research works
[80–82] take advantage of the space and the time correlation
between the discovered data of different subareas with the
aim of reducing the number of tasks required for the target
purposes. Wang et al. [81, 82] present a solution called sparse
MCS framework that uses inference algorithms to ensure the
quality of the data after being collected. Instead, Xu et al. [80]
describe a framework that uses four states (data structure
conversion, base training, sampling, and reconstruction). It
relies on programming algorithms to create a baseline dataset
using the K-SVD algorithm, while for the reconstruction the
Orthogonal Matching Pursuit recovery algorithm is adopted.
In both cases, the intention is to produce a global saving
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on detection costs (power consumption, network resources)
while ensuring the overall data quality.

As output, data can be presented in different formats, the
use of heatmaps being a representative example when sensing
that information is geolocated.

4.4. Data Communications Issues. We conclude our analysis
of the current crowdsensing literature by focusing on client-
server communication solutions. Notice that, since com-
munications simultaneously involve clients and servers, we
address communication issues jointly in this section.

Table 5 summarizes the main communication character-
istics associated with the different proposals. We have also
surveyed the metrics used by each proposal for performance
analysis and classified them according to their scope as
generic, QoS, and scalability. As generic performance metrics
we refer to those proposals addressing network performance
in terms of packet delivery ratio, end-to-end delay, and trans-
mission overhead, among others. QoS issues are associated
with data acquisition, and they attempt to avoid the fact
that the delivery of massive data (data without processing)
directly from the source negatively impacts network traffic
and the energy consumption of mobile devices. Concerning
scalability, authors assess the capability of the infrastructure
in terms of adaptability to an increasing number of sensing
tasks and terminals to determine if it is able to adapt to both
small and large deployments. Under the scalability concept
we have also considered the elasticity of these services
(middleware) to manage changes.

Notice that Table 5 is clustered into four different parts
according to the scope of the proposal: T refers to those
proposals only addressing transmission issues, C refers to
proposals centered on the client side, S refers to proposals
centered on the server side, and G refers to global solutions.

Concerning communication technologies used, a large
number of proposals relied on WiFi and Cellular communi-
cations, although we can also find proposals that rely instead
on Bluetooth due to its flexibility and low consumption
features. Additionally, we find that most solutions opted
for either a centralized topology or a distributed topology,
with only a reduced number of proposals choosing a hybrid
approach. Regarding the networking approach, most solu-
tions adopt RESTful services based on HTTP or make use of
the XML format.

Focusing now on the performance metrics addressed by
each proposal, most solutions made a generic performance
analysis (delivery delay, data rate, etc.). However, very few
solutions addressed QoS and scalability issues. For instance,
we can find solutions such as GCM [9] that address scalable
services in the cloud, others that address scalability in the
context of the Publish/Subscriber paradigm [8], and yet
others that relate it to broker collaboration [54], but none of
these actually assess performance in the scalability context.

Regarding proposals evaluating Quality of Service per-
formance, they typically perform such evaluation in terms
of task allocation and coverage optimization in the target
area. For instance, proposals such as JoinPolices [58] evaluate
the impact and the performance of task execution based on
incentive policies, while QoSMCS [69] defines an ad hoc

method for the evaluation of QoS in the context of mobile
crowdsensing services based on Petri networks.

Finally, regarding scalability, solutions such as PRISM
[24] assess the performance achieved through comparison
against other solutions. Neighbor [60] measures message dif-
fusion performance between the mobile nodes and the data
collection server. Lastly, Medusa [25] proposes a prototype
able to measure in runtime the time taken to perform several
individual steps associated with task executions, both on the
cloud and the smartphone.

5. Open Research Issues

Based on the analysis presented in the previous sections, it
becomes clear that, despite the many advancements intro-
duced in the mobile crowdsensing field in recent years, there
are still several issues that should be properly addressed for
solutions to become more effective and therefore gain more
widespread acceptance.

At the user’s side, it becomes clear that the sensing tasks
should not become a burden. Thus, any external sensors, if
required at all, should be small and lightweight, have a low
power consumption, and have an elegant and stylish look.
Ideally, additional sensors should be progressively integrated
into new smartphones either directly from the manufac-
turer or as pluggable modules. Power and network resource
consumption are also an issue, and so smart algorithms
able to correctly determine the best sampling times while
avoiding intensive CPU usage are required; in terms of
network resources, peer-to-peer data delivery combined with
smart network selection can help at avoiding to deplete radio
resources and having a negative impact in terms of traffic
quotas.

From a more global perspective, further studies are
required in order to assess the scalability and theQoS support
of the different proposals. In particular, their impact on
the end-to-end communications infrastructures should be
thoroughly studied. Additionally, new algorithms should be
developed to improve the processes of data collection and
analysis.

6. Conclusions

Crowdsensing solutions that benefit from smartphones are
proliferating due to the multiple advantages offered. Thus,
it becomes important to provide a unified view of the
different author contributions to detect the major areas of
improvement. In this paperwe address this challenge through
a survey that provides the reader with an extensive review of
existing smartphone-based solutions in the field of mobile
crowdsensing. We start by presenting a novel reference
architecturewherewe identify themajor components at client
side, server side, and the communications level. Based on
our proposed architecture, we then proceed to classify the
different proposals, focusing separately on the client, the
server, and the communications part of each solution.

Our extensive literature analysis has shown that most
proposals provide some degree of adaptability to different
work environments. In addition, we found that technologies
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and algorithms applicable at both client and server sides have
evolved significantly and are often available in a modular
format, allowing other researchers to include them in their
proposed solutions. Concerning improvements in the data
capture process itself, we found that the main issues are
the software adaptability to different types of sensors and
reducing power consumption. At the server side, the most
critical improvements include task generation language and
procedures, the analysis and storage of data, and providing
an adequate interface for taskmanagement by administrators.
The communication between client and server usually makes
use of technologies like SOAP and RESTful, and most
solutions support Publish/Subscriber models.

Overall, we believe that mobile crowdsensing is now
achieving itsmaturity, being awidespread adoption of crowd-
sensing solutions expectable in the next few years.
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Traffic accident involving vehicles is one of the most serious problems in the transportation system nowadays. How to detect
dangerous steering and then alarm drivers in real time is a problem. What is more, walking while using smartphones makes
pedestrian more susceptible to various risks. Although dedicated short range communication (DSRC) provides the way for safety
communications, most of vehicles have not been deployed with DSRC components. Even worse, DSRC is not supported by the
smartphones for vehicle-to-pedestrian (V2P) communication. In this paper, a smartphone-based framework named SenSafe is
developed to improve the traffic safety. SenSafe is a framework which only utilizes the smartphone to sense the surrounding
events and provides alerts to drivers. Smartphone-based driving behaviors detectionmechanism is developed inside the framework
to discover various steering behaviors. Besides, the Wi-Fi association and authentication overhead is reduced to broadcast the
compressed sensing data using the Wi-Fi beacon to inform the drivers of the surroundings. Furthermore, a collision estimation
algorithm is designed to issue appropriate warnings. Finally, an Android-based implementation of SenSafe framework has been
achieved to demonstrate the application reliability in real environments.

1. Introduction

Traffic safety becomes one of the serious problems in the
transportation systems. As the number of the vehicles is
growing, the levels of traffic accidents have increased signif-
icantly. Not only vehicles, but also pedestrians and cyclists
are facing the safety threats from traffic accidents. According
to [1], traffic accidents resulted in more than 500 thousand
deaths and 14 million injures worldwide by the end of May
in 2016. One of the main reasons for traffic accidents is that
the drivers cannot notice behaviors of surrounding vehicles
on time. Using smartphone while walking is increasingly
apparent in our society, and when people walk with their
attention on smartphones and distracted from the scenery,
potential accidents are in front of them. To reduce the traffic
accidents, it is necessary to assist the drivers to have a better
understanding of the surrounding environments including
the coming vehicles and adjacent pedestrians and cyclists.

Dedicated short range communication (DSRC) [2] has
been accepted as the most promising approach to enhance

the transportation safety. It consists of a set of vehicles
equipped with the on-board unit (OBU), and a set of road
side units (RSUs) along the roads, and aims to provide
reliable and low latency vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2I) communications. However, due to
additional effort for DSRC deployment, most of vehicles have
not been equipped with OBU for DSRC. Besides, DSRC is
not supported by the general smartphones for vehicle-to-
pedestrian (V2P) communication.

To enable the safety of transportations, many strategies
are proposed. There are some works using the vehicle-
mounted device for safety assistance driving system. Cameras
and radars are used tomonitor the driving behaviors and alert
the dangerous distances between vehicles to provide technical
support for the auto manufacturers. Although the cost of
cameras and radars based safety technology is decreasing,
these safety technologies have not been deployed in economy
vehicles. It still needs time before the majority of vehicles are
deployed with these safety technologies. Furthermore, due to
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lack of communication, vehicles need to make decisions by
themselves.

With the widespread use of the smartphone, most of
drivers and pedestrians have smartphones, which provides
the potential to use them for the enhancement of traffic
safety. Nowadays, smartphones are progressively equipped
with functional sensors (e.g., accelerometer, gyroscope, GPS,
camera, etc.), and these sensors can be applied to recognize
and monitor various vehicle behaviors. Additionally, they
contain communication resources and enable the quick
deployment of new applications [3].

Sensor technology available in smartphones enables the
monitoring of vehicle mobility behaviors, including lane
change, turns, acceleration, and brake. If such information
can be sensed and transmitted to other vehicles or pedes-
trians, they can be potentially used in collision prevention,
early crash detection, congestion avoidance, and so forth.
Smartphones have abundant communication resources, such
as Bluetooth, Wi-Fi, and 3G/LTE. However, using them
to construct appropriate networks for efficient information
sharing in transportation systems is difficult. In particular,
the transmission range of the Bluetooth cannot satisfy the
requirements of the communication. Wi-Fi has the proces-
sion of authentication and association before data transmis-
sion and is more suitable for 1-to-N communication. 3G/LTE
needs the assistance of the base station.

In this paper, we propose SenSafe, a smartphone-based
framework for traffic safety by sensing, communication,
and alerting, which overcomes the limitations of requesting
additional professional equipment inherent in the existing
approaches.

SenSafe is a novel framework which only utilizes the
smartphone to improve the transportation safety. It detects
and reports vehicle’s events based on the sensing data col-
lected from steering behaviors in urban area. The changes in
the angle of vehicle heading and the corresponding displace-
ment during a steering maneuver are calculated for driving
behavior classification. Driving behaviors are classified into
different types, including turn, lane change, acceleration,
and brake. Beacon-based communication is provided to
exchange the driving information. Surrounding environment
reminding and collision forewarning are provided based on
the data from the surroundings.

We highlight our main contributions as follows:

(i) We propose a framework, SenSafe, which only uses
the smartphone to sense the driving behavior, ex-
change the driving information, and afford the
reminding and alerting.

(ii) We provide the detection and differentiation of var-
ious driving behaviors by only utilizing the smart-
phone’s built-in sensors in urban area.We analyze the
sensing data collected from urban area and find that
vehicles cannot always make turns and lane changes
smoothly owing to the influence of surrounding vehi-
cles and pedestrians.The temporary interruptions are
taken into consideration to improve the accuracy of
the driving behaviors detection.

(iii) We furnish the beacon-based communication, which
modifies the service set identifier (SSID) field ofWi-Fi
beacon frame to carry the driving behavior, position,
and mobility information. A data compression and
decompressionmethod is provided tomake use of the
SSID field. Event-driven communication is utilized
to provide the surrounding drivers with immediate
reminding. Ordinary promptings of the surrounding
vehicles’ behaviors and safety alerts of the coming
collisions are provided to the drivers.

(iv) AnAndroid-based implementation of SenSafe frame-
work has been achieved to demonstrate the evaluation
results and application reliability in real environ-
ments.

The rest of this paper is organized as follows. In Section 2,
a brief overview of the related works is provided. In Section 3,
the framework overview of SenSafe is introduced.The details
for three modules of SenSafe are explained in Sections 4–
6. The implementation, performance evaluation, and exper-
iment results are shown in Section 7. Finally, this paper is
concluded in Section 8.

2. Related Works

There are some works to detect the vehicle behavior. Some
works use the fixed vehicle-mounted devices to monitor
the vehicle behavior. Mobileye uses cameras and radars to
provide the technical support for the auto manufacturers [4].
Although the cost of vehicle safety technology is decreasing,
these safety technologies have not been deployed in economy
vehicles. It still needs time before the majority of vehicles
are deployed with these safety technologies. With the wide
spread of smartphones, smartphone solutions can be used
in vehicles, and there are some works focusing on using
smartphones to assist drivers.

Drivea [5], iOnRoad [6], and Augmented Driving [7]
are apps which have capability of detecting lane departures
and warn drivers when the distance to the front vehicle is
too close. CarSafe [8] alerts distracted drivers using dual
cameras on smartphones, one for detecting driver state and
the other for tracking road conditions. Although camera-
based systems have the functionality in assisting the driver,
they have limitations in terms of computational overhead and
requirement of image quality and work worse at night and
with bad lighting conditions.

Camera-free sensors in the smartphone have been uti-
lized in traffic regulator detection [9], localization [10],
transportation mode classification [11], vehicle speed esti-
mation [12], and the driving behavior detection [10, 13–15].
In [13], smartphone sensing of vehicle dynamics is utilized
to determine driver phone use. Inertial measurement unit
(IMU) sensors including accelerometers and gyroscopes of
the smartphone are used to capture differences in centripetal
acceleration due to vehicle dynamics. In [14], three algo-
rithms which detect driving events using motion sensors
embedded on a smartphone are proposed.The first detection
algorithm is based on data collected from GPS receiver. The
second and third detection algorithms utilize accelerometer
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Figure 1: Application scenarios.

sensor and use pattern matching technique to detect driving
events. In [15], a vehicle steering detection middleware called
V-Sense is developed on commodity smartphones by only
utilizing nonvision sensors on the smartphone. Algorithms
are designed for detecting and distinguishing various vehicle
maneuvers, including lane changes, turns, and driving on
curvy roads. However, the paper only considers the smooth
driving behaviors.Once there is a sudden brake because of the
surrounding vehicles and pedestrians, it cannot work well. In
[10], embedded sensors in smartphones are utilized to capture
the patterns of lane change behaviors, and this paper on the
driving environment of highway.

There are some works for the communication. Some
companies and researchers focus on using the DSRC for
V2V communication [16, 17]. However, all of these works
need special devices for communications, which have not
been deployed in most of vehicles. Some works use the
communication resources of smartphone to avoid using extra
devices. The master access point disseminates information
to the rest of the units through Wi-Fi of smartphones [18],
and it is suitable for the solid groups. But, for the dynamics
groups, Wi-Fi has the processions of authentication and
association and is usually for the 1-to-N communications.
For the Wi-Fi Direct, the device discovery phase may take
over ten seconds in some cases [19]. The authors modify the
SSID of Wi-Fi beacons to store the location and speed of
the smartphone for alert [20]. However, they do not consider
the driving behaviors of the vehicles. Besides, as the access
points (APs) can only broadcast beacons and the clients can
only receive the beacons, how to achieve the bidirectional
communications is not considered.

Different from the previous works, we propose an inte-
grated smartphone-based framework SenSafe for traffic
safety considering sensing vehicle behaviors.This framework
is only based on smartphone and thus can be easily deployed
due to the widespread use of the smartphone. Vehicle
behavior sensing is one of the key points in this framework.
To improve the robustness and the accuracy of the vehicle
behavior sensing, nonvision sensors are utilized to reduce

the influence of the image quality, and unsmooth driving
behaviors are considered as there may be some brakes in
the procession of turns. Considering that only AP broad-
casts beacons and cannot receive beacons from the other
APs, an event-driven communication method is proposed
to achieve the bidirectional communications. Finally, the
reminder events are divided into ordinary prompting of the
surrounding vehicles’ behaviors and safety alert of the coming
collisions for the drivers.

3. Framework Overview

This section describes the high level overview of the frame-
work SenSafe that we propose for traffic safety. SenSafe is
focused on the vehicles and pedestrian safety. One of the
main reasons for the traffic accident is that the drivers cannot
notice the behaviors of surrounding vehicles and pedestrians
on time. SenSafe considers using the smartphone which is
widespread to improve the traffic safety without any cost of
installing new device.

As is shown in Figure 1, SenSafe uses the sensors from
the smartphone to collect the data about the vehicle mobility.
After that, these data can be used to obtain the driving behav-
ior of the vehicles. Using the information transferred from
the surroundings, drivers can have a better understanding of
the environments. Besides, the smartphone of the pedestrian
obtains themoving information from theGPS and broadcasts
it to the vehicles to enhance the vulnerable pedestrian safety.

System architecture is shown in Figure 2. The framework
is made of three components: driving behaviors detection
module, beacon-based communication module, and colli-
sion forewarning module. The driving behaviors detection
module considers the output of motion sensors and GPS.
Acceleration, braking, turns, and lane changes are detected
using the proposed algorithm. Beacon-based communication
module compresses the sensed data into the SSID of the
beacon for communication. Collision forewarning module
uses the data from the surrounding to remind the driver of
the driving behaviors and finds out the vehicles which have
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Figure 2: System Architecture.

threat to the current vehicle and pedestrians who might be
threatened.

4. Driving Behaviors Detection

During a single trip, the smartphone collects input data
from motion sensors and GPS, and the driving behavior
detection system decides the type of the driving behaviors.
This section details the design and functionalities of driving
behavior detection. First, we describe how the sensors of
smartphones are utilized to determine whether the vehicle
is making acceleration, brake, turn, or changing lane. Then,
we show how SenSafe classifies such different vehicle driving
behaviors based on the detection results. The Android-
based smartphone is used as our target platform to collect
raw data from four on-board sensors, 3-axis accelerometer,
magnetometer, gyroscope, and GPS receiver.

4.1. Coordinate Alignment. Given the direction of gravity on
the smartphone body coordinate system, the smartphone
attitude can be fixed within a conical surface in the earth
coordinate system. As a result, we align the smartphone
coordinate with the earth coordinate for removing 3 degrees
of freedom to 1 degree by projection, as shown in Figure 3.
Magnetometer is utilized to get the angle 𝛿 between𝑌𝑒 and𝑌

󸀠

axis in the earth coordinate system, where𝑌󸀠 is the projection
of 𝑌𝑠 of the smartphone body coordinate system on the
𝑋𝑒-𝑌𝑒 plane of the earth coordinate system. 𝑋𝑒 (pointing
to the earth east), 𝑌𝑒 (pointing to the earth north), and 𝑍𝑒
(parallel with the gravity) are the three reference axes in the
earth coordinate system. Combining the result with the angle
derived from the magnetometer reading and the rotation
matrix, the component of sensing data corresponding to
the vehicle moving direction can be calculated. The detailed
formulation of the rotation matrix is explained in [21].

4.2. Detection Algorithm

4.2.1. Acceleration and Brake Detection. With the help of
accelerometer, the acceleration and the brake can be distin-
guished (Figures 4 and 5). Moving average filter is used to
remove noise from the raw acceleration. Due to the unpre-
dictable road conditions and diverse driving preferences, the
acceleration in real implementation includes noise. In order
to filter out the noise, we use a state machine to detect the

Cone
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Ys

𝛿

Y
󳰀

Figure 3: Align the smartphone coordinate system with the earth
coordinate system.
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Figure 4: Accelerometer readings when the vehicle accelerates.

event. There are basically five states, Waiting-for-Acc, Acc-
Pending, Brake-Pending, Acceleration, and Brake. The state
transition procession is shown in Figure 6. The following
list describes the specification of the parameters used in
acceleration and brake detection algorithm:

Acc: acceleration from the moving average filter

Acc Threshold: the threshold of the acceleration to
enter the Acc-Pending state
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Figure 6: State diagram of the acceleration and brake detection.

Brake Threshold: the threshold of the acceleration to
enter the Brake-Pending state
Acc Time Threshold: the threshold of time in Acc-
Pending state to enter the Acceleration state
Brake Time Threshold: the threshold of time inBrake-
Pending state to enter the Brake state
T Acc Pending: the time in Acc-Pending state up to
now
T Brake Pending: the time in Brake-Pending state up
to now

Waiting-for-Acc is the initial state for the acceleration
and brake detection. As the real acceleration appears as the
undulatory curve due to noises, Acc-Pending and Brake-
Pending are two transitional states to reduce the influence of

the noise. For the acceleration, system enters into the Acc-
Pending state after the Acc is greater than Acc Threshold and
exits the Acc-Pending state when the Acc is less than or equal
to Acc Threshold. If T Acc Pending 𝑇Pending in Acc-Pending
state is greater than Acc Time Threshold, the state becomes
Acceleration, which means an acceleration is ongoing. For
the brake, system enters into the Brake-Pending state after the
Acc is less than Brake Threshold and exits the Brake-Pending
state when the Acc is greater than or equal to Acc Threshold.
If T Brake Pending in Brake-Pending state is greater than
Brake Time Threshold, the state becomes Brake.

4.2.2. Turn and Lane Change Detection. The 𝑍-axis readings
of gyroscope on the smartphone are utilized to represent the
vehicle angular speed. When the drivers do some behaviors
to change the direction of vehicles (e.g., changing single
or multiple lanes and making turns), the angular speeds
have the obvious improving (Figure 7). For the left turn,
a counterclockwise rotation around the 𝑍-axis occurs and
generates positive readings, whereas during a right turn,
a clockwise rotation occurs and thus generates negative
readings. For a left lane change, positive readings are followed
by negative readings, whereas for a right lane change, negative
readings are followed by positive readings.

By detecting bumps in the 𝑍-axis gyroscope readings,
we can determine whether the vehicle has made a left/right
turn or has made single-lane change. The other steering
maneuvers, that is, turn back and multiple-lane change, have
a similar shape but with a different size in terms of width and
height of the bumps. The parameter description of the turn
and lane change detection is shown in the following list:

Ang SE Threshold: the threshold of angular speed to
enter and leave a possible bump
Ang Top Threshold: the threshold of angular speed
which the maximum value of the valid bump should
be greater than
T Bump: duration that angular speed is greater than
Ang SE Threshold in a bump
T Bump Threshold: the minimum threshold of the
T Bump for a valid bump
G threshold: the threshold of GPS speed to estimate if
the vehicle is motionless
Delay threshold: the threshold to judge the consecu-
tive bump
T stop: the duration whose GPS speed is less than the
G threshold
T wait: duration of Waiting-for-Bump state

Moving average filter is adopted to remove noise from the
raw gyroscope readings.Thedelay parameter of the filter is set
to 15 samples which correspond to 0.75 seconds in the time
domain. Experimental observation shows that it is short but
good enough to extract the waveform of the bumps.

To reduce false positives and differentiate the bumps from
jitter, a bump should satisfy the following three constraints
for its validity: (1) all the readings during a bump should
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Figure 7: Continued.
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Figure 8: Symbol description in gyroscope reading.

be larger than Ang SE Threshold 𝑎𝑠, (2) the largest value of
a bump should be no less than Ang Top Threshold 𝑎𝑡, and
(3) the duration of a bump T Bump 𝑇Bump should be no less
than T Bump Threshold 𝑡𝑏 (Figure 8(a)). For the two valid
continuous bumps, the time between the two bumps should
be less than Delay threshold 𝑇Delay except the time when the
vehicle stops (Figure 8(b)).

There are seven states in the bump detection algo-
rithm: No-Bump, One-Bump, Waiting-for-Bump, More-
Bump, Bump-End, Turn, and Lane-Change. The state transi-
tion is influenced by angular speed and GPS speed. Angular
speed is the 𝑍-axis gyroscope reading. The state transition
procession is shown in Figure 9.

In No-Bump state, angular speed is continuously moni-
tored.When the absolute value of themeasured angular speed

reachesAng SE Threshold, it is treated as the start of a possible
bump, and the algorithm enters One-Bump state.

The One-Bump state terminates when the absolute value
of the measured angular speed is below Ang SE Threshold.
If the time of duration in One-Bump state is larger than
T Bump and the largest angular speed is larger than
Ang Top Threshold, hence satisfying the three constraints, the
first detected bump is assigned to be valid. In such a case,
the algorithm enters Waiting-for-Bump state. Otherwise, it
returns to No-Bump.

InWaiting-for-Bump state, it monitors the angular speed
until its absolute value reaches Ang SE Threshold, and the
duration is defined as T wait. The GPS speed is also mon-
itored to see if the turn is interrupted halfway. T stop is
used to define the duration whose GPS speed is less than
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Figure 9: State diagram of the turn and lane change detection.

the G threshold, which means the turn is interrupted. If
the difference between the T wait and T stop is less than
Delay threshold, the system enters the More-Bump state,
which means the oncoming bump is considered as consec-
utive bumps. If the new bump is valid, the system enters
Waiting-for-Bump state for new bumps. If not, the system
enters Bump-End state to determine the driving behavior.

In Bump-End state, the signs of these consecutive bumps
can be used for driving behavior judgment. If these bumps
have the same signs, the driving behavior is determined to be
turn. If they have the opposite signs, the driving behavior is
determined to be lane change. Besides, if there is only one
valid bump (i.e., the second bump is invalid), the driving
behavior is determined to be turn.

Based on bump detection, driving behaviors are classified
into turns and lane changes. To get the detailed classification
of the behaviors (e.g., left turn, right turn, and U-turn), the
difference in the heading angle between the start and the end
of a driving behavior is used.

We calculate the change in vehicle’s heading angle from
the readings of the gyroscope. Δ𝑡 is the time interval of
sampling. 𝑖 is the bump index of the valid bumps. 𝐴𝑛𝑖
is the angular speed of the 𝑛𝑖th sampling and is used to
approximately represent the average angular speed during the
sampling period.Thus, we get the change in vehicle’s heading
angle from the integration of the heading angle change of each
sampling period:

𝜃 =
𝐼

∑
𝑖=1

𝑁𝑖

∑
𝑛𝑖=1

𝐴𝑛𝑖Δ𝑡. (1)

Table 1: The bounds of the angle change of heading for driving
behavior.

Lower bound Upper bound
Turn left 70∘ 110∘

Turn right −70∘ −110∘

Turn back −200∘/160∘ −160∘/200∘

Left lane change −20∘ 20∘

Right lane change −20∘ 20∘

For the turning left, 𝜃 is around 90∘. For turning right, it is
around +90∘. For turning back, 𝜃 is around ±180∘. For the
lane change, it is around 0∘.

As the drivers cannot make a perfect driving behavior to
get the perfect coincident degree, the ranges of the driving
behaviors are extended as shown in Table 1.

Based on the horizontal displacement, we furthermore
extract the multiple-lane change from the lane change as the
horizontal displacement of multiple-lane change is greater
than the single one. If the horizontal displacement is less than
HD Lower Threshold (e.g., the width of the lane), it means
that these consecutive bumps are caused by some interference
instead of lane change. If the horizontal displacement is
greater than HD Upper Threshold, the behavior is treated as
the multiple-lane change. Otherwise, the behavior is treated
as single-lane change. The horizontal displacement𝐻 can be
calculated as follows. Thereinto, Δ𝑡 is the time interval of
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sampling, 𝐴 𝑖 is the angular speed of the 𝑖th sampling, and 𝐺𝑛
is the GPS speed of the 𝑛th sampling:

𝜃𝑛 =
𝑛

∑
𝑖=1

𝐴 𝑖Δ𝑡,

𝐻 =
𝑁

∑
𝑛=1

𝐺𝑛Δ𝑡 sin (𝜃𝑛) .

(2)

5. Beacon-Based Communication

We use theWi-Fi of smartphones for communication. As the
normal Wi-Fi has the association and authentication proces-
sion which can cause the latency, we choose the beacon frame
of theWi-Fi AP to carry the sensing information.The beacon
frame is used to declare the existingAP and can be transferred
by the APwithout association and authentication procession.
The Beacon Stuffing embeds the intended messages within
the SSID field of the Wi-Fi beacon header and is available in
the Wi-Fi AP mode [22].

The problem of using beacon to transfer sensing informa-
tion is that the beacon can only be transferred from the AP to
the client, which causes the one-way transmission. However,
it is not enough that only a part of the devices transfers the
sensing information, as every device needs to broadcast its
mobility information to the others. To solve this problem,
we propose the event-driven communication algorithm; once
the vehicle detects an event (e.g., acceleration, brake, turn,
and lane change), the smartphone inside will switch to the
AP mode to broadcast the beacons for a while; after that the
smartphone will switch to the mode to scan the beacons.

To provide the reference for collision forewarning mod-
ule, these elements are selected: the latitude and longitude
from the GPS reader, the speed from the GPS reader (m/s),
the travel direction from the magnetometer sensor (degree
0∼360), the time from the GPS reader, and the driving
behaviors. These elements are combined together to replace
SSID field of beacon. A special string “Sen” is used in front
of these element for differentiating SenSafe’s SSID from the
others.

To satisfy the requirements of accuracy, the 0.1 meters
approximately correspond to the 0.000001 degrees in the
latitude and longitude, which means the latitude and the
longitude need 19 characters in the SSID field (e.g., 116.364815
and 39.967001 in BUPT). Besides, the time from the GPS
reader also needs too many characters. If we want to make
the precision of the time to bemillisecond (e.g., 20:20:20 234),
it will take 9 characters even without considering separators.
However, the length of beacon messages’ SSID field is 32
characters, which is not enough for all elements. As a result,
we compress these elements in the AP side and decompress
these elements in the client side.

For the latitude, one degree is about 111 kilometers. As
the maximum transmission range of the Wi-Fi beacon is less
than 1 kilometer, most of the significant digits of latitude
and longitude are same for the sender and receiver. There
is no need to transfer all the significant digits of latitude
and longitude. Thus, the significant digits of latitude and

116.364815, 39.96700120:20:20 234

20234 64815 67001

20:20:21 136

Remote data

Local data

Compressed data

116.365173, 39.966872

20:20:20 234 116.364815, 39.967001Decompressed data

Time Latitude Longitude

Figure 10: The example of compression and decompression.
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Figure 11: The example of time boundary situation.

longitude are chosen to cover the range around the 1000
meters (i.e., last 5 significant digits). It is similar for the time,
as hour and minute are always same for the senders and
receivers. Therefore, we use 4 significant digits to represent
the time from 0.01 seconds to 10 seconds. An example is
shown in Figure 10. Further, due to the boundary situation of
the time, when the local device decompresses the time from
the remote devices, it will compare the difference between
the decompressed time and the local time. If the absolute
value of difference is greater than the threshold (30 seconds),
the minute of the decompressed data will be modified to be
the adjacent number (+1/−1) to get the minimum reasonable
difference. An example is shown in Figure 11.The remote time
is 20:20:59 121, and the local time is 20:21:00 136, which will
make the normal decompressed time 20:21:59 121. As it is
unreasonable, the adjacent minute (20:20) is chosen to be the
prefix of the remote time to get the minimum the absolute
value of time difference. For the latitude and longitude, the
purpose of the decompression is obtaining the minimum
difference between the remote location and the local location.
Similar to the time, if the absolute value of difference is greater
than the threshold (200meters), the first decimal places of the
latitude and longitude aremodified to be the adjacent number
(+1/−1) to get the minimum reasonable difference.

The format of the SSID field is demonstrated in Figure 12.
We use the number to represent the special driving behaviors
in the driving behavior segment (0: pedestrian, 1: accelera-
tion, 2: brake, 3: turn left, 4: turn right, 5: turn back, 6: left
lane change, and 7: right lane change). For the pedestrians,
their smartphones sense their moving information from the
GPS readers and broadcast the same elements to remind the
drivers of their existence.The driving behaviors element is set
to “0”, which means this message is from the pedestrian.
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Figure 12: The format of the SSID field.
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Figure 13: The area division for safety reminding.

6. Collision Forewarning

The vehicle will receive two kinds of messages: one kind from
the pedestrians and the other from the vehicles.

After the vehicle gets the driving information of the
surrounding vehicles, it will estimate if these vehicles will
crash into it to ensure the safety of the vehicle and the
driver. Besides, it will also remind the drivers of the driving
behaviors from the surrounding vehicles to make the drivers
have a better understanding of the driving environment.

As is shown in Figure 13, considering the vehicle moving
direction, the surrounding area of the vehicle is divided into
four quarters: front, behind, left, and right. After receiving a
new message, the vehicle will calculate which area it belongs
to. Furthermore, the driver can get the information where the
threat comes from.

When the vehicle receives the messages from the sur-
rounding vehicles, it translates latitudes and longitudes to
Gauss-Krueger plane rectangular coordinates system. Then
it calculates the driving vector of each vehicle and finds
vehicles that have intersection with it and gets the location
where they may have the intersection, as shown in Figure 14.
If the vectors have the intersection in the near future, it
will calculate the distance of the current vehicle and the
threat vehicle to intersection and calculate the time to the
intersection (safety reaction time) furthermore. If one of
these two times is less than the safety reaction time threshold,
and the absolute difference of them (safety intersection
time) is less than safety intersection time threshold, these two
vehicles will be estimated to have the threat of crashing into
each other. When the vehicle receives the messages from the
surrounding pedestrian, it will calculate the distance of the
current vehicle and pedestrian to intersection and the time

Ho

Vo
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Vm

(Xo, Yo)

(Xm, Ym)

Figure 14: Intersection collision estimation.

of vehicle to the intersection. If the distance of pedestrian is
less than safety distance threshold, and the time of vehicle to
the intersection is less than safety reaction time threshold, the
vehicle will be estimated to have the threat to the pedestrian.

We reference the safety reaction time threshold (3 sec-
onds) recommended in [23] and safety intersection time
threshold (2 seconds) recommended in [24] to avoid a
collision when GPS is accurate. Assuming the inaccuracies of
GPS location are up to 10meters and the speeds of the vehicles
are around 10m/s, as a result, the error of the safety reaction
time is up to 1 second and the error of the safety distance is
up to 10 meters. Thus, we set safety reaction time threshold
(4 seconds) to 1 second higher than the value which assumes
the GPS is accurate and safety intersection time threshold (4
seconds) to 2 seconds higher than the value which assumes
the GPS is accurate.

7. Performance Evaluation

To evaluate the performance of SenSafe, we implemented
SenSafe on a Samsung Galaxy Note II and a Huawei Chang-
wan 4X.

7.1. Parameter Setting. Theparameters used in SenSafe are set
as the values in the following list:

Acc Threshold: 0.8m/s2

Brake Threshold: −1m/s2

Acc Time Threshold: 0.6 seconds
Brake Time Threshold: 0.6 seconds
Ang SE Threshold: 0.03 rad/s
Ang Top Threshold: 0.05 rad/s
T Bump Threshold: 1.5 seconds
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Figure 15: Real road testing routes.

Delay threshold: 2 seconds
G threshold: 0.3m/s
safety reaction time threshold: 4 seconds
safety intersection time threshold: 4 seconds
safety distance threshold: 12meters
HD Lower Threshold: 1.5meters
HD Upper Threshold: 4meters

7.2. Accuracy of the Driving Behavior Detection. First, we
evaluated the accuracy of SenSafe in determining driv-
ing behaviors around the Beijing University of Posts and
Telecommunications.The roadsweused for testing are shown
in Figure 15. The car we used for the test was Dongfeng
Peugeot 307. During these experiments, the smartphones
were mounted on the windshield.

We tested the driving behaviors including turn left, turn
right, acceleration, brake, single-lane change, multiple-lane
change, and turn back. The difference between the single-
lane change and multiple-lane change is that multiple-lane
change needs more horizontal displacement. The test results
are shown in Figure 16. The real number of times for each
driving behavior is manually recorded. From the figure we
can see that almost all of the turn left, turn right, acceleration,
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Figure 16: Driving behaviors detection results.

and brake have been detected. 88% singe-lane change, 91%
multiple-lane change, and 84% turn back can be successfully
detected.

We furthermore summarized the horizontal displace-
ment and angle change of heading for single-lane change,
multiple-lane change, and turning back in Tables 2, 3, and 4.
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Table 2: Horizontal displacement and angle change of heading for
single-lane change.

Displacement 1 2 3 4 5 Average
SenSafe (m) 1.91 1.61 3.06 2.1 2.45 2.226
Real (m) 1.92 1.59 3 1.9 2.27 2.136
Heading angle change 0.6 0.86 1.63 0.66 4.24 1.598

Table 3: Horizontal displacement and angle change of heading for
multiple-lane change.

Displacement 1 2 3 4 5 Average
SenSafe (m) 4.87 4.83 5.53 9.3 8.67 6.656
Real (m) 4.81 4.84 5.76 9.1 9.77 6.854
Heading angle change 1.98 0.66 1.55 7.76 0.52 2.494

Table 4: Horizontal displacement and angle change of heading for
turning back.

Displacement 1 2 3 4 5 Average
SenSafe (m) 7.88 7.47 8.09 7.01 8.91 7.87
Real (m) 9.07 7.69 9.51 10.21 7.79 8.854
Heading angle
change 179.45 172.4 179.48 183.98 183.86 179.834

The real horizontal displacement is calculated using the speed
from the OBD of the vehicles. From Tables 2, 3, and 4 we
can see that SenSafe can provide the accurate horizontal
displacement and angle change of heading.

7.3. Performance of Communication. We test the performance
of the communication considering the relationship between
the distance and the probability of successfully receiving at
least one packet per second.

We used one smartphone to broadcast the beacons and
used the other to scan the beacons. The results are shown in
Table 5. From the table we can see that, when the distance
is less than 30 meters, the client can almost receive at least
one packet per second. After the distance is beyond 50m, the
probability has an obvious drop.

7.4. Performance of Collision Forewarning. We tested the
performance of collision forewarning considering the alert
for the brake in front, acceleration in behind, and intersection
collision forewarning.

For the brake in front, we used the front vehicle to make
the brake to see if the behind vehicle can get the alert. The
distance between the two vehicles was around 30 meters. We
tested this scenario ten times, and the behind vehicles had
gotten the alert ten times.

For acceleration in behind, we used the behind vehicle
to make the acceleration to see if the front vehicle can get
the alert. The distance between the two vehicles was around
30 meters. We tested this scenario ten times, and the front
vehicles had gotten the alert ten times.

Table 5: Relationship between the distance and the probability of
successfully receiving at least one packet per second.

Distance
(m)

Total time
(second) Seconds no packet Probability

10 1200 0 100%
20 1200 39 97%
30 1200 72 94%
40 1200 234 81%
50 1200 354 71%
60 1200 557 54%

For intersection collision forewarning, we tested it in the
campus of Beijing University of Posts and Telecommunica-
tions. Considering that the probability of successfully receiv-
ing at least one packet per second is less than 80% when the
distance is greater than the 40 meters, we add 1 more second
in safety reaction time threshold and safety intersection time
threshold when the distances between vehicles are greater
than the 40 meters. We used two vehicles to meet at the
intersection to see if the driverwill be reminded of the coming
vehicles. The speed of the vehicle was around 6m/s. One of
the vehicles accelerated for 1 second with acceleration around
1m/s2 to trigger the beacon broadcasting. We tested this
scenario ten times, and the listening vehicle had gotten the
alert nine times. We used one vehicle and a pedestrian to
meet at the intersection to see if the driver will be alerted
of the coming pedestrian. The speed of the pedestrian was
around 2m/s, and the speed of the vehicle was around 6m/s.
We tested this scenario ten times, and the vehicle had gotten
the alert nine times.

8. Conclusion

In this paper, we develop a smartphone-based traffic safety
framework named SenSafe to sense the surrounding events
and provide alerts to drivers. Firstly, a driving behaviors
detectionmechanism is providedwhich can runon commod-
ity smartphones. Secondly, theWi-Fi association and authen-
tication overhead is reduced to broadcast the compressed
sensing data using the Wi-Fi beacon to inform the drivers
of the surroundings.Thirdly, a collision estimation algorithm
is proposed to provide the appropriate warnings. Finally, an
Android-based implementation of SenSafe has been achieved
to evaluate the performance of SenSafe in real environments,
and experimental results show that SenSafe can work well in
real environments.

Competing Interests

The authors declare that they have no competing interests.

Acknowledgments

This work was supported by the National Key R&D Program
of China (2016YFB0100902).



Mobile Information Systems 13

References

[1] Real time traffic accidents statistics, http://www.icebike.org/
real-time-traffic-accident-statistics/.

[2] Intelligent Transportation Systems-Dedicated Short Range
Communications, http://www.its.dot.gov/DSRC/.

[3] N. D. Lane, E. Miluzzo, H. Lu, D. Peebles, T. Choudhury, and
A. T. Campbell, “A survey of mobile phone sensing,” IEEE
Communications Magazine, vol. 48, no. 9, pp. 140–150, 2010.

[4] Applications, http://www.mobileye.com/technology/applica-
tions/.

[5] Drivea-driving assistant app, https://play.google.com/store/
apps/details?id=com.driveassist.experimental&hl=en.

[6] Turn Your Smartphone Into a Personal Driving Assistant,
http://www.ionroad.com/.

[7] AugmentedDriving, https://itunes.apple.com/us/app/augment-
ed-driving/id366841514?mt=8.

[8] C.-W. You, N. D. Lane, F. Chen et al., “CarSafe app: alerting
drowsy and distracted drivers using dual cameras on smart-
phones,” in Proceedings of the 11th Annual International Confer-
ence onMobile Systems, Applications, and Services (MobiSys ’13),
pp. 13–26, ACM, Taipei, Taiwan, June 2013.

[9] S. Hu, L. Su, H. Liu, H.Wang, and T. F. Abdelzaher, “Smartroad:
smartphone-based crowd sensing for traffic regulator detection
and identification,” ACM Transactions on Sensor Networks, vol.
11, no. 4, article 55, 2015.

[10] Z.Wu, J. Li, J. Yu, Y. Zhu, G. Xue, andM. Li, “L3: sensing driving
conditions for vehicle lane-level localization on highways,” in
Proceedings of the 35th Annual IEEE International Conference
on Computer Communications (IEEE INFOCOM ’16), pp. 1–9,
IEEE, San Francisco, Calif, USA, April 2016.

[11] D. Shin, D. Aliaga, B. Tunçer et al., “Urban sensing: using
smartphones for transportation mode classification,” Comput-
ers, Environment and Urban Systems, vol. 53, pp. 76–86, 2015.

[12] J. Yu, H. Zhu, H. Han et al., “SenSpeed: sensing driving con-
ditions to estimate vehicle speed in urban environments,” IEEE
Transactions on Mobile Computing, vol. 15, no. 1, pp. 202–216,
2016.

[13] Y.Wang, J. Yang, H. Liu, Y. Chen,M. Gruteser, and R. P.Martin,
“Sensing vehicle dynamics for determining driver phone use,”
in Proceedings of the 11th Annual International Conference on
Mobile Systems, Applications, and Services (MobiSys ’13), pp. 41–
54, ACM, Taipei, Taiwan, June 2013.

[14] C. Saiprasert, T. Pholprasit, and S.Thajchayapong, “Detection of
driving events using sensory data on smartphone,” International
Journal of Intelligent Transportation Systems Research, 2015.

[15] D. Chen, K.-T. Cho, S. Han, Z. Jin, and K. G. Shin, “Invisible
sensing of vehicle steering with smartphones,” in Proceedings
of the 13th Annual International Conference on Mobile Systems,
Applications, and Services (MobiSys ’15), pp. 1–13, Florence, Italy,
May 2015.

[16] CohdaWireless, http://www.cohdawireless.com/.
[17] L. Zhenyu, P. Lin, Z. Konglin, and Z. Lin, “Design and

evaluation of V2X communication system for vehicle and
pedestrian safety,”The Journal of China Universities of Posts and
Telecommunications, vol. 22, no. 6, pp. 18–26, 2015.

[18] U. Hernandez-Jayo, I. De-La-Iglesia, and J. Perez, “V-alert:
description and validation of a vulnerable road user alert system
in the framework of a smart city,” Sensors, vol. 15, no. 8, pp.
18480–18505, 2015.

[19] W. Sun, C. Yang, S. Jin, and S. Choi, “Listen channel random-
ization for faster Wi-Fi direct device discovery,” in Proceedings
of the 35th Annual IEEE International Conference on Computer
Communications (IEEE INFOCOM ’16), IEEE, San Francisco,
Calif, USA, April 2016.

[20] K. Dhondge, S. Song, B.-Y. Choi, and H. Park, “WiFiHonk:
smartphone-based beacon stuffedWiFi Car2X-communication
system for vulnerable road user safety,” inProceedings of the 79th
IEEE Vehicular Technology Conference (VTC ’14), pp. 1–5, IEEE,
Seoul, South Korea, May 2014.

[21] P. Zhou, M. Li, and G. Shen, “Use it free: instantly knowing
your phone attitude,” in Proceedings of the 20th ACM Annual
International Conference on Mobile Computing and Network-
ing (MobiCom ’14), pp. 605–616, ACM, Maui, Hawaii, USA,
September 2014.

[22] R. Chandra, J. Padhye, L. Ravindranath, and A. Wolman,
“Beacon-stuffing: Wi-Fi without associations,” in Proceedings
of the 8th IEEE Workshop on Mobile Computing Systems and
Applications (HotMobile ’07), pp. 53–57, Tucson, AZ, USA,
February 2007.

[23] M. M. Minderhoud and P. H. L. Bovy, “Extended time-to-
collision measures for road traffic safety assessment,” Accident
Analysis & Prevention, vol. 33, no. 1, pp. 89–97, 2001.

[24] K. Vogel, “A comparison of headway and time to collision as
safety indicators,” Accident Analysis & Prevention, vol. 35, no. 3,
pp. 427–433, 2003.

http://www.icebike.org/real-time-traffic-accident-statistics/
http://www.icebike.org/real-time-traffic-accident-statistics/
http://www.its.dot.gov/DSRC/
http://www.mobileye.com/technology/applications/
http://www.mobileye.com/technology/applications/
https://play.google.com/store/apps/details?id=com.driveassist.experimental&hl=en
https://play.google.com/store/apps/details?id=com.driveassist.experimental&hl=en
http://www.ionroad.com/
https://itunes.apple.com/us/app/augmented-driving/id366841514?mt=8
https://itunes.apple.com/us/app/augmented-driving/id366841514?mt=8
http://www.cohdawireless.com/


Research Article
A Service-Oriented Approach to Crowdsensing for
Accessible Smart Mobility Scenarios

Silvia Mirri,1 Catia Prandi,1 Paola Salomoni,1 Franco Callegati,2

Andrea Melis,2 and Marco Prandini1

1Department of Computer Science and Engineering, University of Bologna, Bologna, Italy
2Department of Electrical and Information Engineering, University of Bologna, Bologna, Italy

Correspondence should be addressed to Andrea Melis; a.melis@unibo.it

Received 20 May 2016; Accepted 1 September 2016

Academic Editor: Enrico Natalizio

Copyright © 2016 Silvia Mirri et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This work presents an architecture to help designing and deploying smart mobility applications. The proposed solution builds on
the experience already matured by the authors in different fields: crowdsourcing and sensing done by users to gather data related to
urban barriers and facilities, computation of personalized paths for users with special needs, and integration of open data provided
by bus companies to identify the actual accessibility features and estimate the real arrival time of vehicles at stops. In terms of
functionality, the first “monolithic” prototype fulfilled the goal of composing the aforementioned pieces of information to support
citizens with reducedmobility (users with disabilities and/or elderly people) in their urbanmovements. In this paper, we describe a
service-oriented architecture that exploits the microservices orchestration paradigm to enable the creation of new services and
to make the management of the various data sources easier and more effective. The proposed platform exposes standardized
interfaces to access data, implements common services to manage metadata associated with them, such as trustworthiness and
provenance, and provides an orchestration language to create complex services, naturally mapping their internal workflow to code.
The manuscript demonstrates the effectiveness of the approach by means of some case studies.

1. Introduction

As world populations concentrate in cities, mobility in urban
environments is becoming one of the most prominent and
interesting research fields in the smart city context. A well-
known definition of smart city is provided in [1] and says that
a smart city is “a city well performing in a forward-looking
way in economy, people, governance, mobility, environment,
and living, built on the smart combination of endowments
and activities of self-decisive, independent and aware citi-
zens.” The World Health Organization has recently released
a report about Urban health [2], which claims that about
3.7 billion people live in cities today and that a further 1
billion people will be added by 2030, with 90% of the growth
being in low- and middle-income countries. According to
this study, the ways that cities are planned and built can
profoundly affect the ability of their citizens to live long,
healthy, and productive lives. Urban mobility plays a key-
role in this context, because it is strategic in making cities

age-friendly and accessible for communities, with particular
regard to those persons with disabilities [2]. Hence, providing
and adequately orchestrating services devoted to improving
urban mobility is fundamental in achieving smart mobility
[3].

In this context, the crowdsensing and the mobility as
service paradigms are emerging. In particular, crowdsensing
is rising thanks to the widespread diffusion ofmobile devices:
it involves people who are moving and collecting data from
different places and routes, by carrying sensors integrated
in their mobile devices, such as smartphones and tablets
[4]. Here, we can identify the three interrelated components
(space, people, and technology) of the urban computing
systems, as presented in [5].

The concept of Mobility as a Service (MaaS) was born in
Finland and it is rapidly spreading worldwide [6] as an
effective approach to achieve business efficiency, traveler
satisfaction, and government agenda fulfillment through
smart mobility.
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Given this background, we envision the creation of ICT
infrastructures based on microservices. This modern and
renowned development model [7] fosters the creation of an
ecosystem of reusable components. In the context of MaaS,
microservices shall efficiently and flexibly combine hetero-
geneous data sources, such as available transport options,
real-time data regarding vehicles and infrastructures, and
pricing, to provide customized travel planning, information,
and ticketing to final users, as well as monitoring and
strategic planning tools to policy-makers. In this context,
crowdsensing plays a fundamental role, letting the users and
their devices be a significant actor in the whole picture,
becoming one of the data sources. As emerging by the
results found in [8], crowdsensing from citizens’ devices is
an important advantage and opens a range of potential appli-
cations and tools. This would improve data and applications
made available by operators, policy-makers, and transport
providers, enriching the entire smart mobility context.

This paper presents the design of an infrastructure as a
marketplace for mobility services, called Smart Mobility for
All (SMAll). A prototype of such infrastructure has been
developed and its architecture is described in the remainder
of this paper, as well as some of the provided services.
In our vision, SMAll is the enabling technology to solve
the challenges of the MaaS market, from developing user-
contributed, crowdsourced applications and crowdsensing
services to launching a MaaS operator and to planning
effective and sustainable transport policies for smart cities.
Particular attention has been given to specific services offered
with the aim of supporting mobility of citizens with disabili-
ties and special needs within urban environments.

The remainder of this paper is organized as follows.
Section 2 presents the background and some of the main
related work which have inspired and driven our research.
Section 3 describes the overall system architecture we have
designed and developed, which is based on services orches-
tration. Two broad categories of services, namely, data quality
management and data sources, are illustrated in detail in
Sections 4 and 5, respectively, before their orchestration is
described in Section 6. Two case studies are introduced in
Section 7, and, finally, Section 8 concludes the paper and
presents some future works.

2. Background and Related Work

An emerging trend introduced with cloud computing [9]
defines a new category of models which can be identified
under the umbrella term Everything as a Service (XaaS)
[10]. The basic idea behind cloud computing is to concen-
trate resources, such as hardware and software, into few
physical locations and offer those resources as services to
a large number of users who are located in many different
geographical locations around the world in an effective
way. In this context, three major service models have been
traditionally exploited: infrastructure-as-a-service, platform-
as-a-service, and software-as-a-service. The main common
element among them is that they all provide resources as a
service. These models arose a wide popularity and starting

from them, several similar yet context-specific models have
been proposed [11].

One of these ones is the Sensing as a Service (SaaS)
model, which can be considered a solution based on IoT
infrastructure and it has the capability to address some of the
most challenging issues in smart cities [12]. Many everyday
objects are equipped with sensors and the European Com-
mission has predicted that, by 2020, there will be 50 to 100
billion devices connected to the Internet [13]. This represents
a strongmotivation behind the diffusion and the opportunity
of efficiently exploiting the SaaS model. In a typical SaaS
cloud, multiple sensing servers can be deployed to handle
sensing requests from different locations [14]. Usually, a SaaS
cloud works as follows. When a cloud user initiates sensing
requests through a Web front-end from either mobile phone
or a computer, the request will be forwarded to a sensing
server which will then push the request to a subset of mobile
phones that happen to be in the area of interest [15]. Such
mobile devices will fulfill the corresponding sensing task.The
sensed data will then be collected by a sensing server, stored
in a database and returned to the cloud user who requests
the service. An interesting feature is that in such a system
a mobile user can be at the same time a provider and a
consumer of the sensing services [15, 16]. And this is the case
of the sensing service prototype we are going to present in
Section 4.2 of this paper.

Taking into account mobile phone sensing, we can iden-
tify two primary paradigms [17]:

(1) Participatory sensing: mobile users actively engage
in sensing activities by manually determining how,
when, what, and where to sense.

(2) Opportunistic sensing: sensing activities are fully
automated without the involvement of mobile users.

It is worthmentioning that, despite the fact that in traditional
sensor network the owner is typically a single organization,
in mobile phone and sensors the control is spread between
different individual users. This means that mobile sensing
activities and resulting data are not controllable and not easy
to predict [14]. In some contexts, in particular in the partici-
patory sensing ones, SaaS is considered as a crowdsourcing
system that depends on mobile users to provide data [15],
and it can also be referred to as crowdsensing [18], which has
been also defined as a subtype of crowdsourcing, where the
outsourced job is a sensing task [4].

Crowdsensing is recognized as an important techno-
logical enabler for smart cities that has attracted several
research efforts, with the aim of improving sensing quality on
mobile devices, promoting user participation, and validating
collected data [19, 20]. Compared to infrastructure-based
sensing, crowdsensing has several advantages, even if it can
bring some additional issues.

A system based on crowdsensing can potentially be
cheaper than infrastructure-based sensing solutions, because
it does not require the deployment of expensive fixed infras-
tructure. Moreover, it is easier to deploy and can be used in
areaswhere deploying a fixed infrastructure can be difficult or
maybe impossible, but it can introduce additional complexity
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and challenges. In general, mobile devices used for crowd-
sensing and infrastructure-based sensing are complementary
technology that can cooperate to enable sensing in smart
cities [18].

In the smart city context, crowdsensing can be exploited
by involving sensors which aremoving (since they are carried
by users) and human intelligence into the sensing process
[4]. Some of these use cases address tasks related to urban
transportation systems, such as tracking of public vehicles
(e.g., buses, trams, and subways) or others like mapping
bumps on the road to inform authorities.

Crowdsensing can provide great support in optimizing
urban transportation. Traffic can be unpredictable; moreover,
most influenced public transportation lines can bear shorter
or longer delays. Weather conditions can influence the trav-
eling speed of vehicles in the city. In [21], an effective way
of describing the entities of a crowdsourced public transit
networks (including locations and vehicles) was presented
and discussed. A system devoted to monitoring public
transport vehicles with an application running on traveling
users’ mobile phones and detecting the stopping places of
vehicles is described in [22]. An interesting example of
participatory sensing is represented by the platform called
Waze [23], which supports car drivers to get information on
road conditions. Thanks to its versatility, it was the wider
community-assisted navigation app in 2015. To improve
routing, users can report changes in local maps to keep them
up to date [4].

It is important to note that systems based on crowd-
sensing need to reach a critical mass of gathered data in
effectively and efficiently providing services. For this reason,
contributors have to feel motivated and involved in collecting
data. Different research works have proved that resorting
in intrinsic motivation (the activity is perceived as intrinsi-
cally rewarding) and/or extrinsic motivation (the action is
driven by an external outcome, as rewards or an increase
of reputation) makes it possible to engage contributors in
participating, with an increment of the quantity and quality
of collected data [24, 25]. An interesting concept that some
of the authors are investigating is the one about the use of
gamification so as to motivate the participation of the crowd
in gathering data about the urban environment (see, e.g., [26–
28]).

Some among the several crowdsourcing and crowd-
sensing systems and applications developed in the smart
cities paradigm are devoted to let citizens collaborate in
improving the quality of life in their urban environment
[29, 30]. A part of them aims to collect data about urban
accessibility [31], improving the quality of life and the
level of independence of persons with disabilities [32, 33].
Many sensing apps have been developed to monitor human
activities and a part of them could be effectively used to
detect accessibility/pedestrian barriers (such as stairs) and
facilities (such as zebra crossing). These researches present
sensing architectures and algorithms studied to be used in
different contexts, so they need to be adapted in order to
be exploited in detecting barriers and facilities (see, e.g., [34,
35]). In [36], the authors (by using data obtained by a smart-
phone accelerometer) aim to recognize the position where

a pedestrian stops and crosses a street ruled by a traffic light.
Some barriers and facilities could be recognized more easily
by using cooperative sensing, working on detecting move-
ment of groups of people [37]. In [38, 39], the authors propose
methodologies for developing large scale accessibility map
with personal sensing by using smart phones. In particular,
the idea is to exploit devices held by wheelchair citizens and
then to apply machine learning technologies (i.e., supervised
learning techniques) with the aim of estimating types of
ground surfaces.

Using moving sensors in crowdsourcing is called mobile
crowdsensing (MCS) [4]. MCS differs from the deployed
sensor networks in involving people who are moving and
collecting data from different places and paths. People can
carry sensors integrated to their mobile devices and they can
provide information about the surroundings manually [19].
TheMCS as a Service (MCSaaS) paradigmhas been proposed
in [40]. The authors discussed about the MCSaaS vision and
presented a platform prototype and its evaluation. In partic-
ular, regarding the MCSaaS vision, the authors proposed to
implement such an approach by splitting theMCS application
deployment into two domains: the infrastructure and the
application ones.

Another important and interesting concept that is at the
basis of our work is Mobility as a Service (MaaS) [6]. One
of the main advantages of a MaaS provider is that it shall
offer a unique and seamless interface to users, aggregating
heterogeneous transport options offered by differentmobility
providers (e.g., different agencies providing transportation by
taxi, bus, train, airplane, and car-sharing, including the public
transportation providers) and handling the whole experience
of traveling, from providing information to travel planning
and payments [41].

All these concepts and studies have inspired ourwork and
the resulting system we present in this paper. In particular,
our prototype is exploiting sensing, mobile crowdsourcing,
and mobility as a service with the specific purpose of
supporting citizens in wandering the city (i.e., in the context
of smart mobility). A specific attention has been paid to meet
the needs of those people who would get more benefits than
the others from the availability of information about urban
accessibility in terms of barriers and facilities.

3. Smart Mobility for All (SMAll)

From a software engineering point of view, it is useful to
frame the various functions needed to build any smart-city
vertical application within a common reference model based
on microservices [7].

By modeling and implementing every component of a
mobility application as a service, several remarkable advan-
tages emerge. Data can be transparently collected from
different sources that, wrapped inside amicroservice, become
available through a standard interface. Preprocessing and
labeling of data, for example, to assign trustworthiness
values, can be implemented by means of different algorithms
available as services; these, in turn, can take advantage of
shared knowledge bases, for example, managing user ratings.
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Sharing databases through services instead of giving direct
access means having a finer control on access policies, both
in terms of simple access rights and in terms of precomputa-
tions that allow providing properly aggregated or otherwise
sanitized data to applications. It is worth noting that security
issues can emerge from this kind of open structure, yet the
platform itself can play a crucial role in mitigating them
[41, 42].

Generally speaking, a platform to “glue”mobility services
together could enable the establishment of Mobility as a
Service operators.

One way to develop a MaaS-enabling infrastructure is to
structure it as a marketplace (Figure 1) for mobility services,
where the definition of open standards for service invocation
guarantees interoperability, the availability of infrastructural
components (i.e., authentication, access control, QoS negoti-
ation, and business intelligence) lowers the effort needed for
the development of applications, and an orchestration frame-
work streamlines the composition of available services into
more complex applications. We are developing a prototype of
this system called SMAll.

Indeed, we already classified some macrocategories of
services that we can expect to find in such a marketplace.
Figure 2 outlines some of the most important ones, arranged
in layers of increasing complexity—in this context, “complex”
means the creation of functionalities on top of other “simple”
services. Starting from the bottom, we find services that
are either wrappers for legacy software, for example, travel
planners that do not include real-time functionalities, or
services that process basic data. The aim of this class of
services is to standardize the data and the interfaces of
legacy software to make them available to other services.
Other more complex services, found in the upper layers,
orchestrate these basic ones to implement their behaviors,
up to the very refined policies of MaaS operators and similar
applications.

Asmentioned at the beginning of the section, we envisage
the adoption ofmicroservices to provide seamless implemen-
tation of these categories of components:

(i) Wrappers converting legacy data source into standard
services
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(ii) Helper services (e.g., authentication, authorization,
scheduling, routing, and orchestration)

(iii) The service registry storing the definition of all the
services deployed on the platform

(iv) The actual business logic deployed by operators or
intermediaries, collecting, storing, and processing
data to offer some data-related insight on the usage
of services.

According to this model, there is no single actor respon-
sible for data quality and service correctness, so we are
introducing a layer of services to manage the quality issues
of data resulting from crowdsourcing. This layer will offer
metadata management services, such as the evaluation of
data provenance, data reliability, and data trustworthiness,
and the propagation of these indicators across services which
compose data, ready to be exploited in coordination with any
service that exposes data. The microservices architecture is
suitable for this kind of scenario, because it allows creating
independent services for specific tasks (and for different
implementation of the same task) of the data quality man-
agement process. On the SMAll platform, it will be possible
to exploit these services through orchestration.

The concept is illustrated in Figure 3.
On the bottom level, we have the services that expose

data. These services are heterogeneous in terms of amount,
sensitivity, expressiveness, representativeness, and so forth.
Above the data level, there are the microservices in charge
of the implementation of the mechanisms dealing with each
of the data management problems described (provenance,
trustworthiness, etc.). While the two levels are kept separated
to highlight their different function, there is no hierarchical
relation between them. From an architectural point of view,
every box is a service, and their invocation is defined by a
workflow, representing the desired data quality policies, and
implemented through the orchestration mechanism.

4. Data Sources

Various kinds of data sources feed the system.We can classify
them in broad categories, according to their provenance
(e.g., official data about the transport infrastructure versus
crowdsourced POIs) and their timescale (e.g., real-time
information versus planned timetables and static features).
Indeed, each stored data includes specific information and
has peculiar characteristics depending on its own source.
For instance, traffic data feeds are automatically posted and
updated in the system; instead, the quantity and quality of
crowdsourced/crowdsensed data are strongly influenced by
the voluntary nature of the action and engagement of the
participant [43].

In any case, all the data sources, independently of their
category, will be accessed in a homogeneous fashion, through
appropriate microservices.

4.1. Profiling System. To provide personalized services, we
have to build a category of services that exploits a user (JSON-
based) profile, structured in three interconnected parts: (A)
the Generic Profile (GProfile) which includes some general
data about the user, such as personal info, language, unit
of measurement, device(s) in use, average walking speed,
data about his/her credibility, and data about his/her favorite
public means of transport routes; (B) the Urban Profile
(UProfile), which describes users preferences related to the
urban environment, expressed according to his/her needs,
and preferences about the urban Point of Interests (POI); a
specific section of such a part of the profile is devoted to
describing the user’s preferences about the urban barriers
(such as stairs) and facilities (such as curb cuts); and (C)
the eAccessibility Profile (eAProfile), which describes users
preferences related to the e-accessibility and to the interface
of the application.

4.1.1. Generic Profile. The Generic Profile describes the gen-
eral information about the user. It includes personal data
and data about the device in use, as well as the language
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and the unit of measurement. These latter data can be
automatically set by the service, deriving them from users
location, or manually set up by the user. In such part of
the profile, the user can also declare his/her average speed
when he/she moves in an urban environment. Alternatively,
such data can be automatically derived from device sensor,
which can track the users movement and then compute
his/her average speed. This information is essential for our
system, because the routing algorithms compute the best
personalized paths taking them into account. For example,
when combined to real time availability of buses (when the
paths include the use of publicmeans of transports), the user’s
ability to reach a stop in time to catch the bus prunes the
set of feasible different paths. Finally, the user could store
here information about his/her traveling habits, providing
data about his/her favorite bus routes. The user can provide
a location in the city by exploiting his/her current position
or an address (i.e., street and number). Then, our system
provides all the bus stops that the user can reach (in a
configured time) with a list of the bus routes available at those
stops; finally, the user can choose bus stops and routes of
interest.

4.1.2. Urban Profile. The Urban Profile stores information
about users preferences related to the urban environment. In
particular, the urban elements are called Point of Interests
(POIs) and users can set their preferences, classifying them
as NEUTRAL, LIKE, UNLIKE, and AVOID on the basic
of their degree of interest, preference, and/or need. Some
examples of POIsmapped in our system are bus stops; subway
stations; bicycle-sharing stations; parking; and so on. An
interesting subset of POIs is related to identify urban barriers
and facilities in the city. Such specific POIs are defined as
aPOIs (accessibility Points of Interests).We have classified the
aPOIs in categories that derive from the mobility context, in
particular for those people with disabilities that we treat in
the use cases of this work (see Section 7). These categories
include items such as gaps, crosses, obstructions, and surface
descriptions. Users have the possibility of defining their
preferences about the above-listed aPOIs (stored in theUrban
Accessibility Profile (UAProfile)) as follows:

(i) NEUTRAL: the user has neither difficulties nor pref-
erences related to the aPOI type. The presence of this
type of barrier/facility on a path is irrelevant to the
user.

(ii) LIKE: the user prefers aPOIs of this type, when
they are available. The presence of this type of bar-
rier/facility on a path is positive to the user.

(iii) DISLIKE: the user can face this aPOI type, but with
some efforts. In this case, an alternative path is
preferred (when available), but it is not necessary.The
presence of this type of barrier facility on a path is
negative to the user.

(iv) AVOID: the user cannot face this aPOI type and an
alternative path is necessary.The presence of this type
of barrier/facility on a path prevents the user from
following this path.

Figure 4: Stairs in Bologna porticos.

A more detailed description of such urban accessibility
preferences can be found in [33, 44]. On the basis of them, our
system computes an accessible route that comes across the
LIKEd aPOIs when feasible, gets round the DISLIKE aPOIs
if it is possible, and avoids the AVOIDed aPOIs every time.
It is worth noting that positive preferences can be associated
with barriers and negative preferences can be associated with
facilities. As an example, a blind user can set as LIKE some
specific barriers, such as stairs and steps, because they can
represent a reference point. Analogously, wheelchair users
can set tactile paving as DISLIKE, because such surfaces can
be uncomfortable for them.

4.1.3. eAccessibility Profile. The e-Accessibility Profile is
devoted to storing preferences and needs in terms of maps
rendering. The main selection is the one related to tex-
tual/graphical representation of the map. On the basis of
it, users can choose specific styles to represent POIs. For
instance, the graphical representation can be personalized in
terms of colors and size of the POIs icons in themap, addition
of textual labels, and visualization (show or hide) of POI
categories or of POI types. In particular, different style rules
can be associated with the whole application, to a specific
preference (LIKE, DISLIKE, etc.) or to a single type of POI.

4.2. Data Sensing. We designed and developed a specific
sensing service prototype that would be exploited on users
smartphones, with the aim of sensing stairs, automatically
storing information about such a kind of urban barrier.
Stairs are commonly placed in pedestrian areas of the urban
environment, in particular in European cities, due to their
old origins. As an example, we report in Figure 4 a picture
taken in Bologna. Bologna is famous for its porticos, which
are devoted to pedestrian paths all over the city (over 45
kilometers of arcades) and where stairs often affect the urban
accessibility.

The design issues of such an ad hoc service were
based on the need of low energy consumption and of high
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Figure 5: A screenshot of the signal sensed bymeans of the accelero-
meter.

precision,minimizing false positive and false negative results.
Analyzing the sensors available on a smart phone, we focused
on gyroscopes, accelerometers, andmagnetometers.The idea
was to create a service, which would be used in background,
without affecting other uses activities, applying an oppor-
tunistic sensing.

Several methodologies have been evaluated, such as
sensors fusion (combining data coming from the gyroscope,
the accelerometers, and the magnetometer, with the aim of
identifying the device inclination), Fourier analysis, Kalman
filtering, convolution (cross-correlation and signal analysis
of the forces applied on the device, with the aim of recon-
structing and interpreting the device movements). We have
exploited this latter method, by using only the accelerometer.
In particular, our prototype compares the signal recorded
by the smartphone accelerometer with a set of presampled
ones, so as to assess the actual presence of a stair. Such
presampled signals correspond to signals obtained climbing
stairs up and down, by a group of different users equipped
with their smartphones in different modalities (by walking,
by running, and by keeping the smartphone in the pocket, in
hand, in a bag, or in a backpack).The use of this method (and
in particular of the sole accelerometer) lets us avoid the use
of the gyroscope, then limiting the energy consumption and
false positives and negatives.

The sensing prototype we have developed is based on
Android operating systems; it exploits the spatial components
thanks to the accelerometer, which senses the force applied to
all spatial components. Once our sensing service prototype
recognizes the presence of a stair, data about its position are
sensed and stored. Hence, our prototype records the sensed
data, analyses them, and stores the corresponding signal. A
screenshot of a corresponding plot is shown in Figure 5.

4.3. Transit Infrastructure. Information regarding the opera-
tion of buses, trains, and other means of transport is possibly

the most complete example of variety that benefits from the
standardization offered by wrapper services.

(i) Operators are usually the authoritative source for
static information about the transport infrastructure
(stops, routes, etc.) and planned services (timetables,
vehicles features, etc.). Operators can make this data
available through different open data formats. GTFS
[45] is rapidly growing to the status of de facto
standard, yet many company-specific formats are still
in use. A set of wrapper services is useful not only
to convert these formats into a standard one but
also to offer more sensible ways to access data, for
example, allowing for discovering nearby stops given
an address or set of coordinates, to know the set of bus
lines serving a given stop, and so forth.

(ii) Real-time information about the transport services
is, again, usually provided by operators. Depending
on the end-user needs, it could be useful to know
either the position of a vehicle or its delay with
respect to planned operation or the estimated time
of arrival at a given stop. Of course, these data are
all mutually related, and it turns out that different
operators may decide to provide different views of the
samebasic information (in our region, e.g., the biggest
bus operator provides the arrival time of the next two
buses at a given stop to the public, but at the same
time, it feeds the “raw”GPS position of each vehicle to
the regional transport authority, which is considering
to make these data available for crowdsourced appli-
cations). By wrapping the composition between the
available kind(s) of data and other information (e.g.,
position of vehicles crowdsensed by passengers, travel
times measured on street segments), it is possible to
obtain all the needed views and even to improve the
precision of estimates.

(iii) Real-time information about the transport infras-
tructure comes from many different sources, such
as public administrations announcing planned or
extraordinary works, emergency teams intervening
on accidents, operators giving notice of strikes of
vehicle failures, weather reports, and of course people
in the streets.

5. Data Quality Management Services

Various kinds of data sources feed the system.We can classify
them in broad categories, according to their provenance (e.g.,
official data about the transport infrastructures versus crowd-
sourcedPOIs) and their timescale (e.g., real-time information
versus planned timetables and static features).

Indeed, each stored data includes specific information
and has peculiar characteristics depending on its own source.
For instance, traffic data feeds are automatically posted and
updated in the system; instead, the quantity and quality of
crowdsourced/crowdsensed data are strongly influenced by
the voluntary nature of the action and engagement of the
participant [43].
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In any case, all the data sources, independently of their
category, will be accessed in a homogeneous fashion, through
appropriate microservices.

5.1. Data Provenance. Data Provenance for single hosts
sources is a known problem in literature. According to works
like [46], this problem could be solved only with a creation of
private and public key system for data stream certification. A
good reference is the system developed in [47], describing a
cryptographic provenance verification approach for ensuring
data properties and integrity for single hosts. Specifically, the
authors designed and implemented an efficient cryptographic
protocol that enforces keystroke integrity.This kind of proto-
col can be integrated as a microservice in our architecture.
However, public-key schemes are known for their significant
computational load, thus existing techniques may not be
suitable for high-rate, high-volume data sources. Moreover,
there could be the need for an algorithm for the propagation
of provenance data. In some cases, data originated from the
composition of raw (or otherwise “lower ranked”) sources
should be accompanied by suitable metadata that allows
verifying the provenance of the input values, in a crypto-
graphically strong way. Merkle hash trees could be a good
candidate to build proofs for composed data pieces [48].

5.2. Data Trustworthiness. Trustworthiness often referred
to measuring and quantifying the quality of information
coming from online resources and systems [49]. Several
studies have been conducted with the aim of supporting
users in quickly judging the trustworthiness of information
they get, providing automatically computed values, which
can be continuously updated [49, 50]. The authors of [51]
based the trustworthinessmodel on usersmobility and on the
usefulness of their past contributions to the system.Thiswork
focuses on data integrity (for data coming from automatic
readings from devices), data correctness, and quality. Users
contributions are comparedwith those ones provided by local
authoritative data sources, certified by the data provenance
microservice. The trustworthiness microservice considers
information provided by authoritative data sources (i.e.,
local administrations, municipalities) as a gold set. Thus,
our idea is to compare information provided by users with
trustworthy and correct data. Hence, it is possible to base our
trustworthiness service on the computation and assignment
of more effective credibility values to users, similar to what
has been done in other works, for example, [52].

5.3. Data Reliability and Reporting Service. Once we are able
to verify the provenance and trustworthiness of the data
intended as verification of the correct elaboration process,
we have to verify that the results or the data displayed
are actually correct. The process of correctness verification
of the results of a crowdsourced data can be done in two
ways: through an automated systemwith artificial intelligence
embedded or through a reporting system with a trusted
source approach. Considering that this work is mainly aimed
at helping disabled people, who are known to be more
collaborative in using reporting systems, has obviously led

us to implement the second solution. The description of the
reporting system for our architecture is inspired from the
mPASS model [32], which is based on the mapping of POI.
Each POI and its related data can be added to our system by
means of one or more reports. Reports are classified in three
different source classes, according to how they are collected.
The three source classes have a growing validity:

(i) U-report (report obtained by users): users can add
POI to the DB system. This can be done in two
ways: (i) spontaneously, a user encountering a specific
barrier or an accessibility facility can send a report
to the reporting service (RS); (ii) on demand, the
RS can ask users to improve validity of an existing
POI (usually a POI reported by sensors). Hence, the
system will exploit the user report instead of sensor
ones and the user gets an award badge on his/her
public profile.

(ii) S-report (report obtained by sensors): the RS can
automatically produce data by sensing from mobile
devices sensors. These reports are supposed to have
a low validity.

(iii) E-report (report produced by experts): experts are
people working for organizations involved in moni-
toring urban accessibility (such as local administra-
tions and municipalities or disability right organiza-
tions).

Being professionally able to correctly classify andmeasure
every kind of POI and POIs, their reports are considered
totally valid. Reports from administrators can be added
in two ways: (i) spontaneously: administrators add reports
according to their program of activities, sending to the RS
reports on barriers or accessibility facilities; (ii) on demand:
the RS can ask administrators to improve validity of an
existing POI (usually a user-added one). Hence, the system
will use the administrator report instead of user ones. Hence,
the RS can have more reports of the same POI, classified with
one or more different source classes. Both the map provided
to users and the data set considered by the routing algorithm
are based on the more valid reports available. For example,
if a POI is added by both sensors and users, U-reports
are used instead of S-reports, since they are considered
more valid. Analogously, if a POI is added by both users
and administrators, E-reports are used instead of U-reports,
because they are considered more valid. To populate the RS
database, we also added some POIs and reports obtained by
converting, filtering, and mashing up existing data.

5.4. Feedback Scoring System. The Feedback Scoring System
service is linked with the reporting service, an algorithm that
calculates the reliability of a report based on the assigned
scores on the basis of certain characteristics. It can happen,
however, that in some cases these reports are uncertain, or
missing, or simply they are too few to yield a reliable result. In
this case, we can ask for the user interaction in order to give
a feedback of a specific case. When uncertainty occurs on a
POI, we activate a simple mechanism of user request, asking
to confirm the presence/absence of this POI or to confirm
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Figure 6: Example of orchestration workflow.

parameters about measures of this POI.This feedback cannot
always be sharp; it can include a confidence score, showing
how much the user trusts the POI features to be correct.
This score will be used to recalculate the reliability of the
crowdsourced data.

6. Orchestration

The core of this architecture is the orchestration process. As
previously described, as service orchestration we mean the
composition of microservices, tools, and processes invoked
and the connection and automation of workflows to deliver a
defined service [53]. To this end, our platform can natively
run orchestration tasks written in Jolie [54], a program-
ming language offering several structural advantages: it
provides workflow constructs such as sequence, parallelism,
and nondeterministic choice for composing communication
interactions, it deals with statefulness by activating different
workflow instances for each business task to manage, and
it implements interfaces to almost every communication
protocol commonly used.

Figure 6 represents one of the possible workflows man-
aged by the orchestrator. The idea is that the evaluation of
data quality is carried out by suitably combining one or more
specific microservices.

In our case, the workflow represents the composition
of data management services that, according to the legacy
service policy, will produce results and an evaluation of
their quality at the same time. To do that, the orchestrator
begins invoking a service of the data management layer,
in this case the data provenance service that certifies the
provider.The results can be used by the service caller to refine
authentication data as well feed back the data provenance
service. This result will improve the data quality evaluation
in subsequent data source service invocations.

7. Use Cases

In order to prove the effectiveness of our approach, we tested
our system with many different user profiles (such as users
with reduced mobility, elderly people, blind users, and users
with low vision). In this section, we present two scenarios
illustrating urban accessibility issues involving a wheelchair
user and an elderly user. More generally, different scenarios
can be pictured, involving all the different aspects of the smart
mobility context. For instance, an interesting use case can be
envisioned by considering a bicycle-sharing system together
with subway/bus stops: real time subway/bus information
are automatically provided by the transportation provider
company, while data related to the bicycle-sharing stations
with available bikes or open docks are crowdsourced by users
and/or derived by crowdsensed data obtained in the activity
of bike block/unblock, exploiting, for example, RFID/NFC
technologies and GPS position. In this way, the SMAll system
can compute personalized paths by taking into account the
actual time of the interested subway or bus and the effective
availability of bikes or of open docks suggesting the best
bicycle-sharing station to reach, according to the defined
destination of the route.

Another interesting use case that we are currently devel-
oping involves particular rural areas, whosemain features are
a low population density and a difficult road conditions due
to rugged environmental conditions.

For these particular areas, in general, many public trans-
port services such as buses and trains are not economically
justified by the current demand. Conversely, however, more
accessible urban public transport services become essential
to reach other important social services such as healthcare
which are often far apart.

SMAll provides the following solution. The public trans-
port network is acting as a targeted service on request for each
applicant. A network of taxis satisfies every single request.



10 Mobile Information Systems

Figure 7: Path proposed by our system, tailored on a wheelchair
user profile.

Figure 8: Path proposed by our system, tailored on an elderly user
profile.

The SMAll task is to coordinate the various taxi operators
who have the assigned races, from call handling to profit
redistribution. SMAll would deal to merge close calls in an
efficient way (e.g., Uber Pool).

The advantage is twofold, the administration spends less
to provide a service and the quality of the service for citizen
is improved. Moreover, this can be considered an example of
fostering and supporting community awareness in rural area
[55].

In the two user cases here detailed, the users request
personalized paths, by using their own smartphones. In
particular, let us consider amale user equippedwith amanual
wheelchair (first scenario) and an elderly woman (second
scenario); both of them ask for a specific path (including bus
routes) in the city of Bologna (Italy), with the same starting
point A and the same destination B (shown in Figures 7 and
8). The path usually proposed by the most commonly used
geospatialmapping platforms (e.g., GoogleMaps, BingMaps)
takes 17 minutes as a whole and is structured in three parts:

(i) A pedestrian part to reach the bus stop: this part is
supposed to take 8 minutes to the user.

(ii) A part of a bus route (from the blue bus stop to the
green bus stop): this part is supposed to take 8minutes
(with four in-between stops).

(iii) Another pedestrian part from the arrival bus stop to
the final destination: this part is supposed to take 1
minute.

This path presents some issues our users have to face:

(1) There is a stair in the first pedestrian part of the
path and there is no information about its presence;
this means that our wheelchair user cannot afford
the suggested pathway, but he has to find another
alternative and accessible route.

(2) There is no information about accessibility of the
public mean of transport and of the bus stops; in
particular, not all the vehicles are provided with
facilities to support our specific user, such as ramps,
kneeler features, and lifts.

(3) Estimated time to reach the departure bus stop from
the starting point (8 minutes, for 600 meters) is
computed taking into account abilities and speed of
an average user, instead of considering the actual
abilities average speed of our specific users.

(4) Information about bus arrival time is derived from a
time table, instead of referring to the real bus position
and availability.

The following subsections detail the scenarios about the
sensing and the data consuming activities of two different
users with different needs and preferences about the urban
environment. The design of the interface is under investiga-
tion and some preliminary results can be found in [56].

7.1. First Scenario. As a first scenario, let us consider a
wheelchair user who asks for an accessible path starting
from A to the destination B. He has set up his UAProfile
declaring that he stated as LIKE ramps and curb cuts (as gap
facilities), parking slots reserved to people with disabilities
(as parking facility), sidewalks with an adequate width (in
the pathway category), and zebra crossing and traffic lights
(as crossing facilities). He initialized uneven road surface
and tactile paving (in the surface category) as DISLIKE and
Gap category aPOIs and obstructions barriers as AVOID.
Handrails and audible traffic lights are NEUTRAL for him,
as well as street lighting. Algorithm 1 shows a fragment of his
profile in JSON format.

When this user asks for a path from the starting point A to
the destination B, then our system computes a personalized
route taking into account the users profile (i.e., avoiding such
barriers which affect him and including as much as possible
the LIKEd facilities).

Our system computes a personalized path, by taking into
account real data about bus availability and the users profile,
in terms of barriers to avoid, LIKEd facilities to include as
much as possible, and users personal average speed (set up as
0.98m/s, according to [57]). This path is structured in three
parts (shown in Figure 7), where only the first part is different
from the path previously described. In particular,

(1) our path suggests a different first pedestrian part of
the path, taking into account the presence of that stair,



Mobile Information Systems 11

{

"UAProfile": {
"style": {
"neutral": {

" style": "hidden"
},
"like": {

" style": "ok"
},
"dislike": {

" style": "warning"
},
"avoid": {

" style": "alert"
}

},
"gap": {
"steps": {

" type": "barrier",
" pref": "avoid"
},
"gaps": {

" type": "barrier",
" pref": "avoid"
},
"stairs": {

" type": "barrier",
" pref": "avoid"
},
"ramps": {

" type": "facility",
" pref": "like"
},
⋅ ⋅ ⋅

},
"crossing": {
"zebra crossings": {

" type": "facility",
" pref": "like"
},
⋅ ⋅ ⋅

},
"parking": {
"slots for disabled": {

" type": "facility",
" pref": "like"
}

},
"pathway": {
"sidewalk": {

" width": "90",
" units": "cm",
" pref": "like",
" style": "emphasis"
}

}

⋅ ⋅ ⋅

}

Algorithm 1

and finds an alternative accessible path, including a
ramp (highlighted in Figure 7 with a green icon);

(2) information about the accessibility of the public
means of transport is provided; in particular, the path
is computed taking into account a bus equipped with
a kneeler and wheelchair anchorage features;

(3) estimated time to reach the departure bus stop from
the starting point is computed taking into account our
specific users abilities and average speed, as declared
in his profile (16 minutes, for 900 meters);

(4) information about bus arrival time is provided taking
into account open data about the real bus position and
eventual delays, provided by the local public means of
transport operator.

The time to complete the path is estimated to be 30
minutes and it is computed according to the users average
speed and real bus availability (by considering real time data
about eventual delays, traffic, and so on, coming from open
datamade available by the public transportation provider), as
follows: 16minutes for the first part, 12minutes for the second
part, and 2minutes for the last one.Meanwhile, crowdsensing
and crowdsourcing services are exploited on the user’smobile
device, with the aim of collecting data and reports about
urban barriers and facilities.

7.2. Second Scenario. As a second scenario, let us consider
an elderly woman who asks for a path from A to B, tailored
according to her preferences. She has set up her UAProfile
declaring that she stated as LIKE streets lighting, crossing
facilities, sidewalks, ramps, curb cuts, and handrails. She also
stated as LIKE stairs, because her doctor suggested her to
do some exercise, climbing stairs. She stated as DISLIKE
garbage bins, while steps, gaps, uneven road surface, and
tactile paving are NEUTRAL. Algorithm 2 shows a fragment
of her profile in JSON format.

Once such a user asks for a pedestrian path, our system
computes a personalized route from the starting point (A) to
the destination point (B) taking into account her profile (i.e.,
stairs) and real data about bus availability. Also in this case the
personalized path is structured in three parts and it is similar
to the one previously described, including the stairs in its
first part. Since this user is equipped with a smart phone, she
would actively provide data coming from her mobile device
accelerometer, so as to enrich the available information that
are exploited by SMAll, with the aim of equipping citizens
with smart mobility applications and data.

8. Conclusion

Smart mobility is a key point in supporting citizens in their
daily activities and in offering them a feasible smart city.
Information about urban transportation (including taxis,
buses, trains, and car-sharing), urban barriers and facilities,
and pedestrian and multimodal paths would be of great
benefit in this context, as well as all the information about
the whole experience of traveling and wandering the city,
including travel planning and payments. Crowdsensing and
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{

"UAProfile": {
"style": {

"neutral": {
" style": "hidden"
},
"like": {
" style": "ok"
},
"dislike": {
" style": "warning"
},
"avoid": {
" style": "alert"
}

},
"gap": {

"steps": {
" type": "barrier",
" pref": "neutral"
},
"gaps": {
" type": "barrier",
" pref": "neutral"
},
"stairs": {
" type": "barrier",
" pref": "like"
},
"ramps": {
" type": "facility",
" pref": "like"
},
"curbcuts": {
" type": "facility",
" pref": "like"
},
⋅ ⋅ ⋅

},
"crossing": {

"zebra crossings": {
" type": "facility",
" pref": "like"
},
"traffic lights": {
" type": "facility",
" pref": "like"
},
⋅ ⋅ ⋅

},
⋅ ⋅ ⋅

}

}

}

Algorithm 2

Mobility as a Service can play a key role in this background.
As discussed in Sections 3–6, in providing a complete and
smart urban mobility service, different requirements need
to be considered and orchestrated. In particular, an efficient

service-oriented approach for smart mobility needs (i) real
time data about publicmeans of transport; (ii) updated urban
data collected via crowdsensing and crowdsourcing; (iii) a
model able to calculate the trustworthiness of collected data;
(iv) a definition of a precise profile according to user’s prefer-
ences and needs. Keeping into account these design issues, we
designed and prototyped an infrastructure as a marketplace
for mobility services, called Smart Mobility for All (SMAll).
A prototype of such infrastructure has been developed and
its architecture has been described in the paper, as well as
some of the provided services. In particular, two use cases
have been presented, focusing on a wheelchair user and an
elderly person. We are now doing further studies with the
aim of profiling users by tracking their daily journeys, by
exploiting machine learning techniques, integrating them
in crowdsensing activities. Adaptation mechanisms will be
applied to the profile, so as to dynamically and automatically
modify it according to users actual abilities and habits. The
adopted SOA approach will make all future additions easy
to integrate, since each new algorithm or service will be
developed as an independent microservice and plugged into
the orchestration logic as needed.

As future work, we are planning to conduct the evaluation
of the system in terms of (i) efficiency, scalability, and robust-
ness and (ii) effectiveness, user experience, and usability.
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and challenges for realising the Internet of Things,” EUR-OP,
vol. 20, no. 10, 2010.

[14] X. Sheng, J. Tang, X. Xiao, and G. Xue, “Sensing as a service:
challenges, solutions and future directions,” IEEE Sensors Jour-
nal, vol. 13, no. 10, pp. 3733–3741, 2013.

[15] X. Sheng, X. Xiao, J. Tang, and G. Xue, “Sensing as a service:
a cloud computing system for mobile phone sensing,” in
Proceedings of the 11th IEEE SENSORS 2012 Conference, pp. 1–
4, IEEE, Taipei, Taiwan, 2012.

[16] A. Melis, S. Mirri, C. Prandi, M. Prandini, P. Salomoni, and
F. Callegati, “Crowdsensing for smart mobility through a
serviceoriented architecture,” in Proceedings of the 2nd IEEE
International Smart Cities Conference, 2016.

[17] N. D. Lane, E. Miluzzo, H. Lu, D. Peebles, T. Choudhury, and
A. T. Campbell, “A survey of mobile phone sensing,” IEEE
Communications Magazine, vol. 48, no. 9, pp. 140–150, 2010.

[18] G. Cardone, L. Foschini, P. Bellavista et al., “Fostering partic-
ipaction in smart cities: a geo-social crowdsensing platform,”
IEEE CommunicationsMagazine, vol. 51, no. 6, pp. 112–119, 2013.

[19] R. K. Ganti, F. Ye, and H. Lei, “Mobile crowdsensing: current
state and future challenges,” IEEE Communications Magazine,
vol. 49, no. 11, pp. 32–39, 2011.

[20] M. Talasila, R. Curtmola, and C. Borcea, “Improving location
reliability in crowd sensed data with minimal efforts,” in
Proceedings of the 6th Joint IFIPWireless andMobile Networking
Conference (WMNC ’13), pp. 1–8, IEEE, Dubai, UAE, April 2013.

[21] A. Vemula, N. Patil, V. Paharia et al., “Improving public
transportation through crowd-sourcing,” in Proceedings of the
7th International Conference on Communication Systems and
Networks (COMSNETS ’15), pp. 1–6, Bangalore, India, January
2015.
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With the advent of smartphones, opportunistic mobile crowdsensing has become an instrumental approach to perceive large-scale
urban dynamics. In this context, the present work presents a novel approach based on such a sensing paradigm to automatically
identify andmonitor the areas of a city comprisingmost of the human transit. Unlike previous approaches, the systemperforms such
detection in real time at the same time the opportunistic sensing is carried out. Furthermore, a novel multilayered grill partitioning
to represent such areas is stated. Finally, the proposal is evaluated by means of a real-world dataset.

1. Introduction

For the last years, smartphones have been the center of most
of the technological advances due to their growing popularity.
As a result of these improvements, they are now equipped
with several sensors like GPS, accelerometer, microphone,
and so forth.

This palette of sensors allows capturing a large amount
of contextual information related to the phone’s holders and
their surrounding environment [1]. This has eased the devel-
opment of the mobile crowdsensing (MCS) or human/people
sensing paradigm so as to perceive large-scale phenomena
that can not be detected at an individual level [2].

One of the most useful phenomena to be perceived is
human dynamics. Due to the steady improvement of the
positioning sensors installed in mobile devices or vehicles
and the fact that location is the most critical element in
reflecting users’ movement, the mobility mining discipline is
one of the domains whereMCS has beenmost widely applied
so as to uncover different human mobility aspects [3]. In
turn, this eases the deployment of innovative location-based
services like predictive queries for moving object databases
[4] or pervasive navigation systems [5].

Although several studies already exist, mobility mining
solutions based on MCS still face the following challenges.

(i) The intensive usage of the positioning and communi-
cation capabilities of mobile devices required by this
type of solution is rather battery draining. This is an
important barrier for users to contribute to MCS-
based solutions for mobility detection. Nonetheless,
when it comes to composing detailed mobility mod-
els, most works assume that a large set of users are
always available to report their location traces.

(ii) Existingmechanisms usually follow an offlinemining
process of a previously gathered mobility dataset. As
a result, the extracted knowledge is fixed and can not
smoothly adapt to changes of human dynamics.

(iii) Last but not least, location data is quite sensitive in
terms of privacy for many people.Therefore, mobility
models should be designed so that they can not
be used to uncover meaningful places or routes of
particular users.

In this context, the present work proposes an innovative
framework for humanmobilitymodelling with opportunistic
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Figure 1: Overview of transit areas detection in the 2D space. (a) Users’ raw trajectories, (b) detection high transit areas, and (c) transit areas
parameters extraction.

MCS that considers the aforementioned open challenges.The
key goal of the proposal is to detect regions with a high
density of human transit that capture most of the mobility of
a city.

In large city deployments, the number of these dense
transit areas is usually very high. Hence, in order to ease
their storage and management, a novel region abstraction for
mobility mining is introduced. As Figure 1 shows, the idea is
to represent such regions of interest with basic geometrical
forms and define the incoming and outgoing flow of people
inside each region with respect to their (left, right, up, and
bottom) sides.

To do so, an online aggregation of the spatiotemporal
traces from a set of contributing users is proposed. Unlike
previous offline proposals, the introduced mechanism allows
discovering the target regions at the same time the trajectories
are being received. Once a stable set of transit regions have
been discovered, they are continuouslymonitored by a subset
of suitable contributors who are dynamically selected.

The goal of such monitoring is to detect sudden or long-
standing meaningful changes of human movement within
the detected regions like people driving slower than usual or
walking in unusual directions. These mobility shifts can be
signs of events of interest, like unplanned demonstrations or
serious traffic problems, whose early perception is of great
help for many public and private stakeholders.

All in all, bearing inmind the open challenges of mobility
mining based on MCS listed before, the salient contributions
of the present work are the following.

(i) A novel mechanism uses only a subset of contributors
to monitor the state of the composed transit areas:
since the rest of users are deactivated, it reduces the
extra cost of taking part of this type of solution.

(ii) A new solution explicitly detects changes in the
movement of people within the target areas.

(iii) As far as privacy is concerned, the model of the
detected areas only exposes general mobility infor-
mation without disclosing any personal details of the
contributors. This allows sharing the detected areas

with third-party services without suffering serious
privacy leaks.

Finally, the remainder of the paper is structured as
follows. To start with, Section 2 is devoted to describing in
detail the concept of dense transit area and the logic structure
of the proposed system. Section 3 puts forward the procedure
to discover such transit areas. Next, how these areas are
monitored is stated in Section 4. Then, Section 5 discusses
the main results of the experiments. An overview about
mobility mining is put forward in Section 6. Finally, the main
conclusions and the future work are summed up in Section 7.

2. Dense Transit Areas Detection System

This section is devoted to explaining the goal of the proposal
along with the architecture. For the sake of clarity, Abbrevia-
tions summarizes the key acronyms and symbols used in the
following sections.

2.1. Dense Transit Area Definition. The main goal of the
system is to detect the spatial areas within a city where a high
density of human transit exists. In our setting, such human
transit is defined as the routes that people follow tomove from
one place to another (e.g., home, work, and school).

Definition 1. A city’s region of influence is the spatial region
comprising all the frequent origins O and destinations D of
its citizens.

Definition 2. A route of a person 𝑝, 𝑟(𝑝), is the continuous
movement in a city’s region of influence from an origin 𝑜

𝑟
∈ O

to a destination 𝑑
𝑟
∈ D.

Definition 3. The lifetime of a route 𝑟(𝑝), 𝑡(𝑟(𝑝)), is the time
interval [𝑡

𝑜
, 𝑡
𝑑
] between the instant at which 𝑝 departed from

O
𝑟
(𝑡
𝑜
) and the arrival time atD

𝑟
(𝑡
𝑑
).

Definition 4. A subroute of a route 𝑟(𝑝), 𝑟(𝑝)𝑠, is the part of
the continuousmovement of 𝑟during a time interval [𝑡

𝑖
, 𝑡
𝑓
] ⊆

𝑡(𝑟(𝑝)).
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Figure 2: System architecture.

Bearing in mind the aforementioned concepts of human
movement, we can then come up with a transit area defini-
tion.

Definition 5. A dense transit area (DTA) is a spatial region
that has been visited by a set of subroutesR𝑠, |R𝑠| ≫ 1, from
a set of peopleP, |P| ≫ 1.

Consequently, a DTA represents a spatial region of a city
that is visited by a large number of citizens’ routes (e.g., ring
roads, central avenues, or parks). For example, Figure 1 shows
two DTAs, each one comprising 3 different subroutes. Note
that these routes may have any purpose like commuting,
going to the school, or shopping.As a result, the set ofDTAsof
a city comprise the areas that capture most of the movement
of its population. The following sections describe how such
DTAs can be perceived.

2.2. System Architecture. As it has been previously stated,
the system follows an opportunistic MCS approach so as to
detect the DTAs. Therefore, it relies on a set of participants
or contributors that voluntarily accept to undertake sensing
tasks.

From an architectural point of view, Figure 2 depicts that
the system comprises two different elements, a thin client
running in the personal or vehicle-mounted devices of the
users and a back-end server.

The mobile client is in charge of detecting, at each mo-
ment, the routes of the device’s holder and sending them to
the central server. Due to the adopted opportunistic sensing,
this task is carried out in unconscious mode; namely, the
client runs in the background and opportunistically collects
and delivers the routes without active involvement of user.

Next, the server, on the basis of the collected routes,
composes and manages the DTAs. It is important to note
that such DTA generation is undertaken in an incremental
manner at the same time users cover their routes, so the
system does not rely on any type of previously gathered
data.

2.3. System Operation Modes. The present system supports
two different modes of execution, DTA discovery and DTA
monitoring. Depending on the active mode, the system
focuses on a particular task and it changes from one mode
to the other when certain conditions arise.

(i) Firstly, the DTA discovery phase is the initial mode of
the system. During this state, the system focuses on
generating a set of DTAs,A, as complete and detailed
as possible. To do so, the system collects all the routes
from all the participants and timely composes A on
the basis of these routes.

(ii) Once the system has been able to generate a suitable
set A then it transitions to the DTA monitoring
mode. In this second mode, the system focuses on
controlling the evolution of certain mobility features
of the DTAs in A to early detect potential mobility
shifts. To do so, the system processes the routes of
a subset of participants that allow reliably perceiving
the aforementioned features. Finally, in case the sys-
tem actually detects a potential shift, it moves to the
initial DTA discovery mode in order to fully capture
the mobility change inA.

By means of these two modes, the system is able not
only to detect the DTAs but also to perceive the movement
inside them. Besides, for the monitoring task the system only
uses part of the contributors so it does not require all the
participants to report their locations all the time. For the sake
of clarity, Figure 3 shows the state machine of the system. We
will see the inner functionality of the system with respect to
both modes in the upcoming sections.

3. DTA Discovery

During the DTA discovery mode, the system’s components of
both the thin client and the back-end server are intensively
executed so as to generate an initial or refined set of DTAs
A. In more detail, the steps followed by the system are put
forward next.
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DTA discovery DTA monitoring
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Figure 3: System’s state machine where the DTA discovery is the
initial state of the system.

3.1. Users’ Routes Generation. In order to generate the routes
covered by the user, both the route composer and the route
deliverer components work in a collaborative manner.

3.1.1. Route Composer. As Figure 2 shows, this element is part
of the mobile client running in each user’s mobile device. Its
key goal is to detect the current route 𝑟(𝑝) that the device’s
holder 𝑝 is covering at each moment.

For this goal, this module only relies on the device’s GPS
sensor to extract the routes’ raw locations. In particular, the
sensor periodically provides the module with a new times-
tamped location 𝑙 comprising the tuple ⟨𝑥, 𝑦, 𝑡⟩ where ⟨𝑥, 𝑦⟩
is the location in terms of latitude-longitude coordinates at
instant 𝑡.

On the basis of the collected locations, the system incre-
mentally composes the sequence of timestamped locations,
𝑟(𝑝)
𝑙
= {𝑙
1
, 𝑙
2
, . . . , 𝑙
𝑛
}, of the ongoing route 𝑟(𝑝). This is done

by a two-step procedure.
Firstly, the algorithm removes erroneous or irrelevant

locations that the GPS sensor may return [7]. This is done
by means of the distance-based filtering applied to each new
location 𝑙new described in [8] that allows performing this
cleaning in real time.

Secondly, if 𝑙new is not discarded by the aforementioned
filter then it is appended to 𝑟(𝑝)

𝑙
by following a spatiotem-

poral gap identification approach. To do so, a maximum
distance, Sgap, and time interval,Tgap, between two consec-
utive locations are defined. If the spatial or temporal distance
between 𝑙new and the last location in 𝑟(𝑝)𝑙, 𝑙last, exceedsSgap or
Tgap, it identifies 𝑙last as ending point 𝑑𝑟 of the ongoing route
𝑟(𝑝) and 𝑙new as the starting point 𝑜

𝑟
of a new 𝑟(𝑝). Otherwise,

𝑙new is appended to 𝑟(𝑝)
𝑙
as the new last location.

Finally, the current sequence of the ongoing route, 𝑟(𝑝)
𝑙

(and the one of the just-completed route, 𝑟(𝑝)ended
𝑙

, if any), is
sent to the route deliverer component.

3.1.2. Route Deliverer. This element is in charge of controlling
the routes sequences that are delivered to the central server
from the mobile client.

When the system runs in the DTA discovery mode, this
component only processes each completed route sequence
𝑟(𝑝)

ended
𝑙

. In particular, it carries out two different tasks: (1)
it delivers the route to the central server and (2) it stores such
route in the local personal routes repository within the mobile
client (see Figure 2). Such repository keeps the last routes
covered by the user. As we will see later, this repository is
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Figure 4: Graphical representation of the setC(𝑐
5
)
sub.

instrumental when the system runs in the DTA monitoring
mode.

3.2. DTA Generation. Once the server receives the users’
routes, it makes up the DTAs by means of two of its modules,
the DTA composer and the DTA aggregator.

3.2.1. DTA Composer. This module of the back-end server is
responsible for actually detecting the new DTAs of the city.
Hence, it receives all the completed routes from all the users
when the system runs in DTA discovery.

Bearing in mind Definition 5, we can regard a DTA as
a spatial region exhibiting a high density of routes from
many different users. Consequently, this module adopts
an approach based on computing certain features of the
incoming routes with respect to a predefined spatial partition
so as to calculate the density of routes in each part of the city
and, thus, uncover its DTAs.

To do so, DTA composer firstly divides the whole spatial
region of the city under study into squared cells of the same
size, C. In turn, each cell 𝑐

𝑖
∈ C is further divided into four

subcells each one covering a different spatial region inside 𝑐
𝑖
;

namely, C(𝑐
𝑖
)
sub

= {𝑐
𝑢

𝑖
, 𝑐
𝑏

𝑖
, 𝑐
𝑙

𝑖
, 𝑐
𝑟

𝑖
}. As Figure 4 shows, these

subcells split the cell regarding the different manners a route
can traverse it.

On the basis of this multilevel spatial partition, the
module calculates the route density in each cell and subcell
by the procedure shown in Algorithm 1. This algorithm is
launched whenever a new route 𝑟(𝑝)ended

𝑙
from any user is

received.
First of all, the algorithm gets the timestamp at which the

incoming route started (line 2 of Algorithm 1). Next, it maps
the sequence of timestamped locations of the incoming route
to the multilayered spatial partition described above. As a
result, the route is translated into a sequence of cells, 𝑟(𝑝)ended

𝑐

(line 3). As Table 1 shows, each cell 𝑐 ∈ 𝑟(𝑝)
ended
𝑐

comprises
five movement attributes related to 𝑟(𝑝)ended

𝑙
.

These five attributes can be computed using simple
mathematics and computational geometry [9]. In that sense,
Figure 5 shows an example of how a route comprising six
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Input: A completed route’s abstraction 𝑟(𝑝)
ended
𝑙

Output: Set of new generated DTAsAnew
(1) Anew ← 0

(2) 𝑡 ← 𝑟(𝑝)
ended
𝑙

.𝑡init
(3) 𝑟(𝑝)

ended
𝑐

← 𝑚𝑎𝑝(C, 𝑟(𝑝)
ended
𝑙

)

(4) for each 𝑐 ∈ 𝑟(𝑝)
ended
𝑐

do
(5) if 𝑐.𝑠𝑝𝑒𝑒𝑑 ≤ 𝑠𝑝𝑒𝑒𝑑

𝑤𝑎𝑙𝑘𝑖𝑛𝑔
then

(6) 𝑐tr ← C𝑤tr .𝑔𝑒𝑡(𝑐)

(7) else
(8) 𝑐tr ← Cnw

tr .𝑔𝑒𝑡(𝑐)

(9) if 𝑢𝑝𝑑𝑎𝑡𝑒 𝑐𝑒𝑙𝑙(𝑐tr, 𝑐, 𝑡) = 𝑡𝑟𝑢𝑒 then
(10) 𝑑𝑡𝑎new ← new DTA(𝑐tr)
(11) Anew ← Anew ∪ 𝑑𝑡𝑎new
(12) else if 𝑐.𝑐sub ̸= 0 then
(13) 𝑐

sub
tr ← 𝑐tr.𝑔𝑒𝑡 𝑠𝑢𝑏𝑐𝑒𝑙𝑙(𝑐.𝑐sub)

(14) if 𝑢𝑝𝑑𝑎𝑡𝑒 𝑐𝑒𝑙𝑙(𝑐subtr , 𝑐.𝑐sub, 𝑡) = 𝑡𝑟𝑢𝑒 then
(15) 𝑑𝑡𝑎new ← new DTA(𝑐tr)
(16) Anew ← Anew ∪ 𝑑𝑡𝑎new
(17) return Anew
(18) function 𝑢𝑝𝑑𝑎𝑡𝑒 𝑐𝑒𝑙𝑙(𝑐tr, 𝑐, 𝑡)
(19) 𝑐tr.𝑢𝑠𝑒𝑟𝑠 ← 𝑐stats.𝑢𝑠𝑒𝑟𝑠 ∪ 𝑝

(20) 𝑐tr.𝑛 𝑟𝑜𝑢𝑡𝑒𝑠 ++
(21) 𝑐tr.𝑔𝑒𝑡 𝑡𝑖𝑚𝑒(𝑡).𝑔𝑒𝑡 𝑠𝑖𝑑𝑒(𝑐.𝑠𝑖𝑑𝑒in).𝑟𝑜𝑢𝑡𝑒𝑠in ++
(22) 𝑐tr.𝑔𝑒𝑡 𝑡𝑖𝑚𝑒(𝑡).𝑔𝑒𝑡 𝑠𝑖𝑑𝑒(𝑐.𝑠𝑖𝑑𝑒out).𝑟𝑜𝑢𝑡𝑒𝑠out ++
(23) 𝑐tr.𝑔𝑒𝑡 𝑡𝑖𝑚𝑒(𝑡).𝑠𝑝𝑒𝑒𝑑 ← 𝑖𝑛𝑐 𝑎V𝑔(𝑐stats.𝑛 𝑟𝑜𝑢𝑡𝑒𝑠, 𝑐stats.𝑔𝑒𝑡 ℎ𝑜𝑢𝑟(ℎ).𝑠𝑝𝑒𝑒𝑑, 𝑐.𝑠𝑝𝑒𝑒𝑑)

𝑐tr.𝑟𝑜𝑢𝑡𝑒 𝑙𝑒𝑛 ← 𝑐tr.𝑟𝑜𝑢𝑡𝑒 𝑙𝑒𝑛 + 𝑐.𝑟𝑜𝑢𝑡𝑒 𝑙𝑒𝑛

(24) 𝑎 ← 𝑐.𝑠𝑖𝑑𝑒 𝑙𝑒𝑛𝑔𝑡ℎ × 𝑐.𝑠𝑖𝑑𝑒 𝑙𝑒𝑛𝑔𝑡ℎ

(25) if 𝑐tr.𝑟𝑜𝑢𝑡𝑒 𝑙𝑒𝑛/𝑎 ≥ 𝛿min ∧ |𝑐tr.𝑢𝑠𝑒𝑟𝑠| ≥ 𝜇min then
(26) return true
(27) return false

Algorithm 1: DTA detection algorithm.

Table 1: Attributes for each cell 𝑐 in a cell-based route sequence
𝑟(𝑝)

ended
𝑐

.

Attribute Meaning

side length Length of each side of the cell. This
value is the same for all 𝑐 ∈ C

speed Average speed of 𝑟(𝑝)end
𝑙

in 𝑐

route len Spatial length of 𝑟(𝑝)end
𝑙

in 𝑐

𝑠𝑖𝑑𝑒in

Side of the cell at which the route
got into it (upper, bottom, right, or

left)
𝑠𝑖𝑑𝑒out Outgoing side of the route for 𝑐

𝑐sub
Subcell ofC(𝑐)

sub fully covered by
𝑟(𝑝)

ended
abs in 𝑐

timestamped locations is mapped to a sequence of four
different cells 𝑟(𝑝)

ended
𝑐

= {𝑐
4
, 𝑐
1
, 𝑐
2
, 𝑐
5
} along with some

attributes of each cell. In that sense, we can see that not all the
cells include the 𝑐sub attribute (see Table 1). This is because,
in many cases, the subroute in a cell covers more than one of
the subcells. For example, in Figure 5 the subroute of 𝑟(𝑝)

𝑙
in

cell 𝑐
4
is fully covered by the subcell 𝑐𝑙

4
whereas in cell 𝑐

1
the

subroute is partially covered by the 4 subcells.

l3

l2

l4

l5

cl4

c1 c2 c3

c4 c5 c6

l1(𝒪r) l6(𝒟r)

r(p)ended
l = {l1, l2, l3, l4, l5, l6}

r(p)ended
c = {c4, c1, c2, c5}

c4 · sideout = upper

c4 · csub = cl4

c1 · sidein = bottom

c1 · sideout = right

c2 · sidein = left

c5 · sidein = upper

c2 · sideout = bottom

Figure 5: Example mapping of a route and the attributes of each of
its cells.

Once the mapping is completed, the algorithm uses the
resulting sequence 𝑟(𝑝)ended

𝑐
to update the space partitioning

stats repository (see Figure 2).
This repository stores aggregated transit data of the space

partition C. In particular, such data is organized in two
entities, C𝑤tr and Cnw

tr . The former stores information about
routes having a low speed so that they are likely to have been
covered walking whereas the latter stores information about
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nonwalking routes as they exhibit higher speed representing
vehicle-based routes. Both C𝑤tr and Cnw

tr store for each 𝑐 ∈ C
the transit properties shown in Table 2.

The rationale of having two separate instances is that
urban dynamics might be different depending on whether
we consider movement on foot or in vehicles. For example,
vehicle-based routes are constrained by the road network of
the city whereas walking-based routes usually do not show so
constrained displacements.

Consequently, for each cell 𝑐 in 𝑟(𝑝)
ended
𝑐

the system
updates C𝑤stats or Cnw

stats depending on its speed attribute
and a domain-dependant threshold 𝑠𝑝𝑒𝑒𝑑

𝑤𝑎𝑙𝑘𝑖𝑛𝑔
(lines 5–8

of Algorithm 1). This update process is carried out by the
update cell function (line 9). This function takes a cell from
𝑟(𝑝)

ended
𝑐

, 𝑐, and its associated element in the repository 𝑐tr.
As a result, it returns a Boolean value indicating whether the
historical transit data in 𝑐tr allows classifying it as a DTA. If
that is the case, such entity gives rise to a new DTA (line 10)
that is eventually added to the set of new DTAs (line 11). In
this generation, the system removes the users attribute to keep
DTAs anonymized. Otherwise, the system repeats the same
process but this time with the subcell of 𝑐, 𝑐sub (see Table 1)
(lines 12–16 in Algorithm 1).

This way, the algorithm follows a top-down approach so
as to generate theDTAs, as it firstly tries to generate cell-based
DTAs. If that is not possible, it focuses on detecting smaller
DTAs with subcell granularity. Finally, the algorithm returns
the set of new DTAs generated on the basis of the incoming
route (line 18).

Concerning the inner functionality of the update cell
function (lines 18–27), it firstly updates 𝑐tr with the attributes
of its associated cell 𝑐 by simple or incremental addition (lines
19–23). In that sense, attributes speed, routesin, and routesout
are disaggregated by a temporal criterionTcrit. This way, it is
possible to know the speed and information about incoming
and outgoing sides in a particular time interval 𝑡 ∈ Tcrit
with predefined granularity. As a matter of fact, if an hour
granularity is chosen thenTcrit is defined as an arrayTcrit =
{0, 1, . . . , 23}.

Once 𝑐tr has been updated, update cell also detects
whether it actually can give rise to a DTA (lines 25-26). For
that goal, the function checks two features of 𝑐tr, (1) its density
of routes and (2) the number of users that have visited at least
once the cell.

The first one can be calculated with respect to the total
length of historical subrouteswithin 𝑐tr and its geometric area.
Since we are using square cells, we can easily compute such
area as the cell’s side length squared (line 24). At the end,
if such density and number of users are over two domain-
dependant thresholds, 𝛿min and 𝜇min, the function concludes
that 𝑐tr actually represents a DTA, thus returning the Boolean
value true. Otherwise, false is returned.

3.2.2. DTA Aggregator. The resulting set, Anew, from the
previous algorithm is directly delivered to this module (see
Figure 2). In that sense, Anew comprises DTAs at a cell or
subcell granularity. However, real DTAs can cover spatial
areas larger than the predefined size of a cell. For that reason,

theDTA aggregator element applies a fusion procedure to the
resulting DTAs to merge such areas.

The key idea of this procedure is that two closed DTAs
can be merged together, creating a larger DTA, if the transit
information they represent is strongly related. In our setting,
we infer that two DTAs represent the same transit flow
if people move at a similar speed and direction in both
areas. More specifically, we distinguish between two types of
similarities among DTAs, namely, the following:

(i) Parallel-transit similarity, simpar: this similarity arises
when the subroutes of the DTAs have a very similar
direction and speed.

(ii) Common-transit similarity, simcom: this similarity
occurs when the DTAs have a certain number of
common subroutes covering them.

For example, the two DTAs in Figure 6(a) comprise quite
different transit flows in terms of both speed (one of them
is mostly covered by vehicle-based routes whereas the other
one has more walking routes) and direction (the routes in
each DTA go in reverse with respect to the other). However,
Figure 6(b) shows a parallel-transit similarity between the
two DTAs whereas Figure 6(c) depicts a common-transit
similarity. Therefore, the DTAs in these two last situations
could be merged to make up a new and larger DTA.

In order to compute each similarity we made use of the
number of incoming and outgoing subroutes that each DTA
comprises (see Table 2). Thus, given two DTAs 𝑎 and 𝑏 their
parallel similarity simpar(𝑎, 𝑏) ∈ [0, 1] is calculated as follows:

dissimin
par (𝑎, 𝑏)

=
∑
𝑠

󵄨󵄨󵄨󵄨𝑎.routes
𝑠

in/𝑎.𝑛 routes − 𝑏.routes𝑠in/𝑏.𝑛 routes󵄨󵄨󵄨󵄨
4

,

(1)

dissimout
par (𝑎, 𝑏)

=
∑
𝑠

󵄨󵄨󵄨󵄨𝑎.routes
𝑠

out/𝑎.𝑛 routes − 𝑏.routes𝑠out/𝑏.𝑛 routes󵄨󵄨󵄨󵄨
4

,

(2)

simpar (𝑎, 𝑏)

= 1 − (
dissimin

par (𝑎, 𝑏) + dissimout
par (𝑎, 𝑏)

2
) .

(3)

Equations (1) and (2) calculate the dissimilarity between
the two rates of incoming and outgoing subroutes for each
of the four sides of a DTA. Finally, (3) aggregates both rate
differences to generate the final parallel similarity.

Furthermore, the common-transit similarity
simcom(𝑎, 𝑏) ∈ [0, 1] is calculated as follows:

simcom (𝑎, 𝑏) = 1 − (

󵄨󵄨󵄨󵄨󵄨󵄨
𝑎.routes𝑠in − 𝑏.routes𝑠

󸀠

out
󵄨󵄨󵄨󵄨󵄨󵄨

2

+

󵄨󵄨󵄨󵄨󵄨󵄨
𝑎.routes𝑠out − 𝑏.routes𝑠

󸀠

in
󵄨󵄨󵄨󵄨󵄨󵄨

2
) ,

(4)
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Table 2: Attributes for each cell 𝑐tr inC𝑤tr andCnw
tr and DTA inA (except users).

Attribute Meaning
type Type of movement within the cell, namely, walking or nonwalking
users Number of users who have at least one route covering the cell 𝑐
n routes Number of different historical subroutes that have traversed 𝑐
route len Total length of all the subroutes that have covered 𝑐
speed Average speed of the routes while traversing 𝑐

𝑟𝑜𝑢𝑡𝑒𝑠
𝑠

in
Number of subroutes that have gone into 𝑐 through a particular side 𝑠 of the cell (𝑠 ∈ {upper|bottom|left|right}).

For example, 𝑟𝑜𝑢𝑡𝑒𝑠leftin informs about how many routes have covered 𝑐 by getting into its left side
𝑟𝑜𝑢𝑡𝑒𝑠

𝑠

out Number of subroutes that have left 𝑐 through each side of the cell

DTA2

DTA1

(a) Nonrelated DTAs

DTA2

DTA1

(b) DTAs with high parallel-transit similarity

DTA2

DTA1

(c) DTAs with high common-transit similarity

Figure 6: Examples of DTAs similarities. Each DTA is shown as a grey square.

where 𝑠 is the common side between 𝑎 and 𝑏 from 𝑎 per-
spective whereas 𝑠󸀠 is the adjacent side from 𝑏 point of view.
For example, in Figure 6(a) 𝑠 = bottom (for DTA

2
) whereas

𝑠
󸀠

= upper for (DTA
1
). As we can see, simcom basically meas-

ures the subroutes that actually move between the two DTAs
under consideration.

All in all, Algorithm 2 shows the mechanism applied
by the DTA composer so as to fuse DTAs. Basically, this
algorithm takes a set of DTAs to be merged, Atarget. Then,
each pair of adjacent DTAs is compared to measure its

parallel (lines 4–7) and common (lines 9–12) similarity. In
that sense, only DTAs with the same type attribute (see
Table 2) are compared.This way, we ensure that both contain
similar routes in terms of speed. It is also important to
note that both similarities are calculated with respect to
the time criterion Tcrit. Thus, if any of these similarities
is above its associated threshold simmin, it means that both
DTAs comprise a similar or common human dynamics for
different time periods. As a result, the two DTAs can be
merged.
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Input: Set of DTAsAtarget

Output: Set of merged DTAsAmerged
target

(1) A
merged
target ← 0

(2) for each 𝑎 ∈ 𝐴 target do
(3) A𝑎adj ← 𝑓𝑖𝑛𝑑 𝑎𝑑𝑗 𝐷𝑇𝐴𝑠(𝐴new, 𝑎)

(4) for each 𝑎adj ∈ 𝐴
𝑎

adj do
(5) if ∑

𝑡∈Tcrit
𝑠impar(𝑎, 𝑎adj, 𝑡)/|Tcrit| ≥ simmin then

(6) 𝑎 ← 𝑚𝑒𝑟𝑔𝑒𝐷𝑇𝐴(𝑎, 𝑎adj)

(7) 𝐴 target ← 𝐴 target − 𝑎adj
(8) A𝑎

𝑎𝑑𝑗
← 𝑓𝑖𝑛𝑑 𝑎𝑑𝑗 𝐷𝑇𝐴𝑠(𝐴new, 𝑎)

(9) for each 𝑎adj ∈ 𝐴
𝑎

adj do
(10) if ∑

𝑡∈Tcrit
𝑠imcom(𝑎, 𝑎adj, 𝑡)/|Tcrit| ≥ simmin then

(11) 𝑎 ← 𝑚𝑒𝑟𝑔𝑒𝐷𝑇𝐴(𝑎, 𝑎adj)

(12) 𝐴 target ← 𝐴 target − 𝑎adj

(13) A
merged
target ← A

merged
target ∪ 𝑎

(14) return A
merged
target

Algorithm 2: DTA fusion algorithm.

Finally, Algorithm 2 is executed by the DTA aggregator
by two different manners. In the first one, the algorithm is
automatically launched when a new set of DTAs is delivered
from theDTA composer.Then, the resulting set of fusedDTA,
A

merged
target , is appended to the global set of DTAs, A, in the

DTA global repository (see Figure 2). Additionally, since this
first type of execution only fuses the DTAs generated due
to a single route, the fusion mechanism is also periodically
launched over theDTA set,A, so as to detect correlatedDTAs
in the whole city under study.

3.3. DTA Discovery-DTAMonitoring Transition. At the same
time the server composes the DTAs it controls their state so
as to decide whether the system remains in theDTA discovery
mode or it can move to the DTA monitoring phase.

In that sense, the system should transition from the
discovery to the monitoring stage if a stable set of DTAs
has been composed. In that sense, the DTA global manager
module implements this decision process.

3.3.1. DTA Global Manager. This module defines a sampling
time periodT

𝑠
and for each period calculates the number of

new DTAs 𝑛dta and the number of received routes from all
the users 𝑛routes. If the ratio 𝑛dta/𝑛routes is below a decision
threshold 𝑑𝑡min then it means that the system has not
composed many new DTAs with respect to the incoming
routes. Consequently, the module infers that the system has
reached a consistent set of DTAs and eventually transitions to
the DTA monitoring as it is depicted in Figure 3.

During this transition, the DTA global manager dis-
tributes the setA of DTAs uncovered by the server among all
the contributors. In the client side, the DTA Local Manager
receives such set and stores it in the DTA local repository (see
Figure 2). As we will see in the next section, locally storing
this data is of great help in the DTA monitoring mode.

On the whole, the system during theDTA discoverymode
composes a set of DTAs by means of an approach that

combines a multilayered partition of the space and its
posterior fusion to come up with a reliable set of DTAs.
Next, during DTA monitoring stage the system focuses on
controlling the fact that the current set of DTAs actually
represent the dynamics of the city under study.

4. DTA Monitoring

In theDTAmonitoringmode, the system focuses on selecting
a subset of users and uses their reported routes to compare
the current state of the human transit in the city with respect
to the one represented by the DTAs to see whether any
discrepancy exists.This allows deactivating certain users and,
thus, avoiding their continuous contribution to the system
with the consequent resources saving.

As a result, the behaviour of the system changes with
respect to the one described in the previous section so as to
adapt to this new goal. In particular, the steps of the system
in this mode are described next.

4.1. User Subset Selection. Thefirst task the system does when
it starts to operate in monitoring mode is to select the target
set of monitoring users. This selective process is undertaken
by the DTA global manager component.

4.1.1. DTAGlobalManager. For the aforementioned goal, this
module uses the sampling time period 𝑡

𝑠
and selects, for each

period, the subset of users providing the best coverage of the
detected DTAs. This selection process follows the following
steps.

(1) For each DTA in A, the module asks the mobile
clients to report their availability to visit this DTA
within the current sampling period.

(2) Among all the users reporting an availability score
over a domain-dependant threshold avmin, it chooses
the top 𝑘 users according to this value.
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(3) These top 𝑘 users are committed to report their ongo-
ing routes to the server during the current sampling
interval.

4.1.2. DTA Local Manager. This module in the mobile client
is in charge of calculating the availability score used by the
aforementioned selection process.

To do so, each time the mobile clients switch to the DTA
monitoring mode, this module reads the historical routes
of the user stored in the personal routes repository. Then, it
counts the number of visits to each DTA stored in its DTA
local repository, for each time period inTcrit.Then, it removes
all these historical routes from the repository. This way, only
the routes covered by the user during the previous DTA
discovery cycle are used to generate the visit statistics. This
avoids the usage of rather deprecated routes.

With this information, the module can easily calculate
probability of visiting a DTA, dta, at particular time interval
𝑡 ∈ Tcrit as

𝑝 (𝑑𝑡𝑎)
𝑡
=
𝑛V (𝑑𝑡𝑎)

𝑡

𝑛𝑟
𝑡

, (5)

where 𝑛V(𝑑𝑡𝑎)
𝑡
is the number of visits to dta during 𝑡 and 𝑛𝑟

𝑡

is the number of routes that started during 𝑡. On the basis
of such probability the module calculates the availability to
visit a DTA at a particular time interval 𝑡, av(𝑑𝑡𝑎)

𝑡
∈ [0, 1], as

follows:
av (𝑑𝑡𝑎)

𝑡
= contributionfactor × 𝑝 (𝑑𝑡𝑎)

𝑡
, (6)

where contributionfactor is a corrective factor to avoid the fact
that a user contributes to the monitoring state during too
many consecutive time intervals. To do so, themodule counts
the number of times the user has been selected by the server
during the last 𝑛𝑐max instants, 𝑛𝑐𝑚, and computes such factor
as follows:

contributionfactor = 1 −
𝑛𝑐
𝑚

𝑛𝑐max
. (7)

Finally, av(𝑑𝑡𝑎)
𝑡
for each DTA is locally stored and sent

to the central server in each selection process.

4.2. User Subset Routes Generation. As in the previous mode,
this task is performed by the same two modules in the client
side, route composer and route deliverer (see Figure 2).

4.2.1. Route Composer. This component in the client has the
same functionality in both operational modes. Hence, it just
composes the sequences of timestamped locations of the
user’s routes and sends them to the route deliverer as it has
been described in Section 3.1.

4.2.2. Route Deliverer. The behaviour of this element changes
slightly under the monitoring stage. In particular, it now
forwards to the central server the ongoing route’s sequence
𝑟(𝑝)
𝑙
instead of the completed routes.Therefore, each time the

route composer appends a new location to such sequence, this
module immediately delivers the new version to the server.
Thisway, the central server is informed of how the usersmove
in real time under this operation mode.

4.3. DTA Change Detection. The key tasks in this operation
mode are to perceive potential changes of the urban dynamics
in the target city. This process involves the DTA change
detector component.

4.3.1. DTA Change Detector. This module processes all the
ongoing routes reported by the subset of users so as to extract
the current movement features inside each DTA in terms
of direction and speed. Then, it periodically compares such
current values with the historical ones stored in the DTA
global repository. Algorithm 3 shows this process in more
detail.

In short, the algorithm firstly maps each route to its cell-
based representation (line 3). After that, it updates the current
state of each DTA covered by the route’s cells (lines 5–9).

Next, the similarity between the current and the historical
state of each DTA in terms of transit direction and speed
is measured (lines 11–13). In that sense, we use the parallel
similarity for the directional features (see Section 3.2.2). This
allows detecting whether the subroutes currently visiting the
DTA enter and exit it in the same way and speed that is
reflected in the historical data. If that is not the case, it means
that people or vehicles are moving in an unusual direction
or speed. This might be originated due to planned events
(e.g., road works) or unplanned ones (e.g., sudden riots or car
accidents).

Consequently, if either the speed or direction similarity is
below a predefined threshold then the algorithm infers that
the human dynamics inside the DTA under review might
have moved with respect to its default state. As a result, it is
appended to the list of DTAs with potentially changed DTAs,
Ashift (line 16).

4.3.2. Low DTA Coverage Problem. It might occur that the
selection process described in Section 4.1 is not capable of
configuring a suitable set of top-𝑘users for one ormoreDTAs.
In order to cope with this limitation, the system indirectly
calculates the potential dissimilarity of these uncoveredDTAs
by using the𝐾-nearest neighbours (KNN) method.

In more detail, for each DTA with low coverage, dtalc, the
DTA change detector gets the speed and direction similarity,
simdir, simspeed of its 𝑘 closest DTAs with suitable coverage,
A(dta)

𝑘
.Then, it extrapolates suchmeasurements to infer the

associated similarities of dtalc as follows:

simdir =
∑
𝑖∈|𝑘|

𝜆
𝑖

dist × sim𝑖dir
∑
𝑖∈|𝑘|

𝜆𝑖dist
,

simspeed =
∑
𝑖∈|𝑘|

𝜆
𝑖

dist × sim𝑖speed
∑
𝑖∈|𝑘|

𝜆𝑖dist
,

(8)

where 𝜆
𝑖

dist is a decay factor proportional to the distance
between the 𝑖th DTA inA(dta)

𝑘
and dtalc whereas sim

𝑖

dir and
sim𝑖dir are the direction and speed similarities of the 𝑖th DTA
inA(dta)

𝑘
.

Lastly, these two inferred values are used like the ones
calculated by Algorithm 3 for the anomaly detection in DTAs
described above.
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Input: Ongoing route 𝑟(𝑝)
𝑙
, DTAs current features

Acurr, DTA historic featuresA
Output: Set of DTAs with meaningful shiftsAshift
(1) Ashift ← 0

(2) 𝑡 ← 𝑟(𝑝)
𝑐
.𝑡init

(3) 𝑟(𝑝)
𝑐
← 𝑚𝑎𝑝(C, 𝑟(𝑝)seq)

(4) for each 𝑐 ∈ 𝑟(𝑝)
𝑐
do

(5) 𝑑𝑡𝑎curr ← Acurr.𝑔𝑒𝑡(𝑐)

(6) 𝑑𝑡𝑎curr.𝑛 𝑟𝑜𝑢𝑡𝑒𝑠 ++
(7) 𝑑𝑡𝑎curr.𝑔𝑒𝑡 𝑡𝑖𝑚𝑒(𝑡).𝑔𝑒𝑡 𝑠𝑖𝑑𝑒(𝑐.𝑠𝑖𝑑𝑒in).𝑟𝑜𝑢𝑡𝑒𝑠in ++
(8) 𝑑𝑡𝑎curr.𝑔𝑒𝑡 𝑡𝑖𝑚𝑒(𝑡).𝑔𝑒𝑡 𝑠𝑖𝑑𝑒(𝑐.𝑠𝑖𝑑𝑒out).𝑟𝑜𝑢𝑡𝑒𝑠out ++
(9) 𝑑𝑡𝑎curr.𝑔𝑒𝑡 𝑡𝑖𝑚𝑒(𝑡).𝑠𝑝𝑒𝑒𝑑 ← 𝑖𝑛𝑐 𝑎V𝑔(𝑑𝑡𝑎curr.𝑛 𝑟𝑜𝑢𝑡𝑒𝑠,
(10) 𝑑𝑡𝑎curr.𝑔𝑒𝑡 ℎ𝑜𝑢𝑟(ℎ).𝑠𝑝𝑒𝑒𝑑𝑐.𝑠𝑝𝑒𝑒𝑑)

(11) 𝑑𝑡𝑎hist ← A.𝑔𝑒𝑡(𝑐)

(12) simdir ← ∑
𝑡∈Tcrit

𝑠impar(𝑑𝑡𝑎hist, 𝑑𝑡𝑎curr, 𝑡)/|Tcrit|

(13) if simdir ≤ simmin then
(14) Ashift ← Ashift ∪ 𝑑𝑡𝑎hist
(15) simspeed ← |(𝑑𝑡𝑎hist.𝑠𝑝𝑒𝑒𝑑 − 𝑑𝑡𝑎curr.𝑠𝑝𝑒𝑒𝑑)/max(𝑑𝑡𝑎hist.𝑠𝑝𝑒𝑒𝑑, 𝑑𝑡𝑎curr.𝑠𝑝𝑒𝑒𝑑)|
(16) if simspeed ≤ simmin then
(17) Ashift ← Ashift ∪ 𝑑𝑡𝑎hist
(18) return Ashift

Algorithm 3: DTA monitoring algorithm.

4.4. DTA Monitoring-DTA Discovery Transition. If a DTA is
included inAshift during 𝑡shift consecutive sampling periods,
the module concludes that the flow of people/vehicles within
such an area has actually changed. As a result, it alerts the
DTA global manager (see Figure 2).

When this module receives such an alert, it automatically
starts the transition of the whole system to go back to
the initial DTA discovery mode. The goal in this case is
to use again all the contributors’ routes so as to accurately
confirm the preliminary change detected by the DTA change
detector.

4.5. Exploitation of the DTA Global Repository. As Figure 2
depicts, the whole set of DTAs that the system generates and
updates in its two-operation-mode cycle is stored in theDTA
global repository.

Such a repository is exposed to third-party location-
based services that can make use of it. In that sense, it is
important to recall that the transit information that eachDTA
contains and, thus, is used by the stakeholders is completely
anonymized. According to Table 2, each DTA informs of the
average velocity of usual directions of routes visiting such area
but it does not comprise any type of personal information
of the users. Consequently, it prevents a malicious third-
party service from getting access to personal details of the
contributors by means of the public DTAs.

5. Evaluation

In order to state a comprehensive view of our proposal, we
evaluated it on a real-world dataset. Besides, we compared
our proposal with an existing approach to perceive abnormal
movements in the mobility mining domain.

Figure 7: Digital trace of the GL dataset.

5.1. Experiment Setup

5.1.1. Dataset. In order to test our system we have used
the GeoLife dataset (GL) [10], a public collection of human
trajectories produced by 178 users carrying different GPS
feeds in a period of over three years. Figure 7 depicts its
trace that falls into the square of latitude 40.17 to 39.86 and
longitude 116.14 to 116.34 covering a large area of Beijing
city (China). More details about the dataset are provided in
Table 3.

5.1.2. Settings. Table 4 summarizes the default configuration
of the system for the evaluation.

Furthermore, a week-hour granularity has been chosen
for Tcrit so it takes the form of an array Tcrit = {0, 1, 2, . . . ,

167} representing the 168 hours within a week. Consequently,
the transit features of theDTAs are disaggregatedwith respect
to such an array.
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Table 3: GL dataset general information.

Users Locations Routes Time period
178 23667828 17621 2007-04→ 2011-10

Table 4: System default configuration.

Parameter Module Value
Sgap Route composer 1000m
Tgap Route composer 15m
𝑠𝑝𝑒𝑒𝑑

𝑤𝑎𝑙𝑘𝑖𝑛𝑔
DTA composer 1.2m/s

𝛿min DTA composer 2m/m2

𝜇min DTA composer 5
simmin DTA aggregator 0.8
𝑡shift DTA change detector 3
𝑎Vmin DTA global manager 0.8
𝑘 DTA global manager 10
𝑑𝑡min DTA global manager 0.2
𝑛𝑐max DTA global manager 4
𝑡
𝑠

DTA global manager 360 s

5.2. Effect of the Cell Size. When a grill-based partitioning is
used to compose the representation of spatiotemporal routes,
the cell size is one of the parameters that has an important
impact on the whole system. In our case, this size also
indicates the default size of the DTAs. As a result, Figure 8
shows, for different cell sizes, the number of DTAs composed
by the system and the number of times the system detected a
shift in these DTAs.

As we can see, setting a small cell size implies the gen-
eration of a large number of DTAs. This allows representing
the transit information of the city with fine granularity. For
example, Figure 8 shows that when a 100m cell is used, the
system generated 681 DTAs.

In certain scenarios, such large number of areas could
not be convenient as stakeholders are more interested in
perceiving the movement within a city in a more general way.
In that sense, increasing the cell size involves, unsurprisingly,
the generation of a reduced number of DTAs and, thus, a
coarse-grained transit perception.

However, as Figure 8 also depicts, this increment comes
with a remarkable side effect; larger DTAs become more
sensitive to changes. Since they cover a large spatial region,
they are alsomore likely to suffer movement shifts of its inner
routes. For instance, according to Figure 8, given 3000mcells,
the system is only composed of 41 DTAs, but, on the contrary,
the number of average number of changes per area was 123.
In that sense, a large number of DTA changes imply that
the system transitions from one operation mode to the other
many times. In large deployments this can imply a large usage
of resources from both the server’s and contributors’ point of
view.

All in all, considering the existing trade-off among
cell size, providing DTA granularity, and number of DTA
changes, providingmode-transition stability, Figure 8 depicts
that the configuration providing an acceptable granularity
and stability is the one with a cell size of 1000m. Given this

 0
50

100
150
200
250
300
350
400
450
500
550
600
650
700

500 1000 1500 2000 2500 3000 3500 4000 4500
20
30
40
50
60
70
80
90
100
110
120
130
140

N
um

be
r o

f D
TA

s

Av
er

ag
e n

um
be

r o
f c

ha
ng

es

Cell size (m)

Number of DTAs
Number of DTA changes
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Figure 9: Percentage of active users and number of DTAs as the
system proceeded.

size, 270 DTAs were generated where each one changed, on
average, 69 times.

5.3. SystemEvolution. One of the key features of the proposed
system is its capability to compose the DTAs at the same time
users are covering their routes without relying on any type
of offline or previous data analytic stage. Therefore, Figure 9
shows the evolution of the system while it processed the GL
dataset in terms of number of generatedDTAs andpercentage
of active users reporting their routes at each moment.

According to this figure, we see that the system was
able to reduce the number of active users about 20% with
respect to the total number of contributors. Regarding the
generation ofDTAs, the system steadily generates them.Once
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Table 5: Precision of DTA direction change detection with respect
to a spatial distance approach.

DSSIM
0.2 0.4 0.6 0.8 1.0

System precision 0.21 0.32 0.43 0.74 0.88

it processed 60% of the dataset, the DTA generation was
reduced in meaningful terms. At this point, the system was
able to compose a map of DTA detailed enough to capture
the whole urban dynamics represented by the contributors.
As a result, a reduction of the number of active users is
also perceived because the system spends more time in DTA
monitoring mode.

On the whole, according to the stated results, the genera-
tion of the DTA-based model in real time is feasible in terms
of accuracy. However, it is true that the time required by the
system to compose such model could be a drawback when a
fast detection of the whole model is required.

5.4. DTA Change Detection Accuracy. Finally, we also anal-
ysed the accuracy of the approach when it comes to detecting
mobility shifts in a DTA. Since such changes are based
on speed and directional features, we have compared the
capability of the system to detect variations of these two
features with respect to two different existing solutions in the
spatiotemporal data mining field.

5.4.1. Direction-Based Change Accuracy. Regarding direc-
tion-based changes, we have compared our proposal with the
DSSIM function [11].This methodmeasures the dissimilarity
between two spatiotemporal trajectories during a time period
[𝑡
1
, 𝑡
𝑛
] as follows:

DISSIM (𝑅, 𝑆) = ∫

𝑡
𝑛

𝑡
1

𝐷(𝑅 (𝑡) , 𝑆 (𝑡)) 𝑑𝑡, (9)

where 𝑅 and 𝑆 are the two trajectories to compute and 𝐷 is
the Euclidean distance norm.

Given such a metric, we measured the average distance
between the subroutes visiting each DTA in a particular
sampling interval and the ones comprising the historical
information of theDTA.The idea is that if long distances were
detected then the direction of the current routes visiting the
DTA and the historical ones is different.

Therefore, we correlated such average distances with the
number of times the system perceived a transit change in a
DTA so as to study whether a DTA change detection actually
represents long dissimilarities between historical and current
routes. The results of this study are shown in Table 5.

This table represents the DSSIM distances normalized
with respect to the size of the DTA.Therefore, DSSIM values
close to 1 indicate that there were large differences between
the historical and the current routes in a DTA whereas
smaller values stand for higher levels of similarity. In the light
of these values, Table 5 shows the precision of the system

Table 6: Precision of the DTA speed change detection with respect
to [6].

% routes with speed
alert within a DTA

10 20 30 40 50 60
System precision 0.21 0.32 0.76 0.81 0.91 0.93

to detect DTA changes. Such measurement is computed as
follows:

Precision =
#DTA changes

#DTA changes + #miss DTA changes
, (10)

where #DTA changes is the number of times the system
detected a change for DTAs having the DSSIM values under
consideration whereas #miss DTA changes is the number of
times the system did not consider that a DTA had changed
given the DSSIM value under consideration.

As we can see, the system had a higher precision for large
DSSIM values that indicate very evident differences between
current and historical routes. In that sense, our proposal
achieved acceptable precision results, about 0.8, whenDSSIM
ranged between 0.8 and 1.0. However, the system’s precision
decayed for DSSIM values below 0.6. This is because, at such
point, certain differences of the routes do not imply changing
their incoming or outgoing sides in the DTA which are the
features used by the proposal to detect transit changes and,
thus, become invisible to the system.

5.4.2. Speed-Based Change Accuracy. For the speed feature
we followed a similar approach to the one for the direction.
In this case, we used the event-based mechanism proposed
in [6] to detect abnormally high or low speeds of moving
objects in real time. Although it was initially designed for the
maritime environment, it can be easily adapted to any kind of
mobility domain.

In more detail, we counted the percentage of routes for
which the aforementionedmechanism reported an abnormal
speed within each DTA. Then, we calculated the precision of
the system for each DTA as it was done for the direction.The
comparison of these two values is shown in Table 6.

Results in this table confirm a similar behaviour of the
system to the one for the direction; the larger the speed
variations, the more precise the system. For example, when
60% of the routes within a DTA reported an abnormal speed,
the precision of our system was 0.93. At the same time,
when a small set of routes have unusual speed values then
the precision of the system was affected with a remarkable
decrease. For example, if the number of routes with abnormal
speed moves from 30% to 20% then the system precision
drops from 0.76 to 0.32. Nevertheless, the precision of the
system in this case is slightly higher than the one based on
direction.

5.5. Results and Conclusions. From the whole evaluation
described above, we can draw up the following main conclu-
sions.
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(i) Firstly, the size of the cell has a great impact not only
in terms of model granularity but also in terms of sys-
tem stability. Consequently, its configuration should
be carefully chosen in each deployment bearing in
mind that large DTA could lead to an intensive usage
of the contributors’ device capabilities.

(ii) The generation from the scratch of the DTA map
comes with the price of a long convergence period in
case of large city deployments like the one used in this
evaluation. However, this could be a minor problem
in case of scenarios where it is not possible to collect
a reliable dataset for offline mobility mining.

(iii) The accuracy of the system to detect routes’ speed
or direction changes within DTAs is slightly below
that of the two approaches taken as reference, DSSIM
and the event-based abnormal-speed detector [8].
Nonetheless, we should note that both approaches
need the whole sequence of timestamped locations to
operate. On the contrary, the present proposal only
stores a few fields per DTA to compute such changes
with the consequent saving of resources.

6. Related Work

In this section we review the state of the art of MCS within
the mobility mining discipline with respect to our proposed
solution. Moreover, due to their relationship with our pro-
posal, we also provide a general overview of current efforts
for human mobility modelling and the different techniques
for regions of interest detection.

6.1. MCS-Based Mobility Mining Solutions. Several success
stories demonstrate the suitability of MCS to support the
development of mobility mining applications. In that sense,
we can observe two major trends of MCS-based solutions.

On the one hand, an important course of actionmakes use
of MCS for mapping activities by collecting the spatiotempo-
ral traces of contributors [12, 13]. The idea here is to compose
collaborative maps comprising not only road networks but
also routes that are interesting in different domains like
cycling or hiking.

On the other hand, due to the MCS potential for pro-
viding near real-time information, this sensing paradigm
has been widely used for traffic monitoring. In that sense,
a well-established line of work proposes the distributed
architectures to keep track or predict road traffic congestions
within an area by means of the mobility reports generated by
the on-board units of vehicles [14, 15].

These MCS-based traffic monitoring architectures have
recently profited from smartphones’ sensing capabilities. As
a result, now we can find solutions that combine static and
vehicle-mounted and smartphone sensors to detect the road
traffic in an area [16, 17].

Like the different lines of research described above, our
mechanism also makes use of the MCS paradigm to uncover
the transit state in a particular area of interest. However,
the mobility knowledge extracted by the aforementioned

solutions focuses on road traffic features whereas our solu-
tion intends to capture the human dynamics from a wider
perspective as our model based on DTAs is independent of
any road network topology.

6.2. Mobility Models Generation. In recent years, various
works have considered the processing of spatiotemporal
traces from users to extract relevant knowledge [18]. These
digital breadcrumbs can be collected from several sources like
location-based social networks [19], motion sensors [20], or
smart cards [21]. In that sense, GPS traces have been one of
the most popular datasources in this field.

In order to compose a model that represents the mobility
of an area of interest, trajectory pattern mining has been
widely studied, and works within this discipline can be
classified into three lines of research, namely, frequent item
mining, trajectory clustering, and graph-based trajectory
mining [22].

However, during the last years a host of studies have put
forward novel approaches to generate probabilistic models
for mobility modelling that do not explicitly compose tra-
jectory patterns. In these types of approaches, a database of
historical routes is usually used to make up such models. In
that sense, Bayesian networks [23], hidden Markov models
[24], or Markov decision processes [25] have been some of
the applied solutions.

In this case, our work provides a novel approach to
represent the urban dynamics of an area by proposing an
intermediate solution between trajectory pattern solutions
and probabilistic modelling. For example, it does not explic-
itly generate individual or collective trajectory patterns but
comprises information about how routes move within a DTA
in terms of direction and speed. Furthermore, unlike the
works cited above, our solution does not rely on any type
of historical data as it composes the DTA map at the time it
receives the routes.

6.3. Regions of Interest Detection. When it comes to detecting
the regions of interest (ROIs), given a collection of spatiotem-
poral traces, a well-known approach consists of applying
different types of clustering algorithms to such traces to
uncover the target ROIs.

On the one hand, density-based clustering has been
one of the prominent solutions in this area [26, 27]. These
methods cluster using measures such as the distance between
GPS points or density connectivity in a two-dimensional
Cartesian space. In that sense, our proposal does not rely on
any type of density-based clustering applied to trajectories.

Despite this high accuracy, density-based clustering algo-
rithms need to keep the whole set of GPS traces so as to
uncover the clusters and their complexity is exponential with
respect to the available number of points. On the contrary,
our system makes use of an aggregation method to compute
certain features of the routes in a predefined space partition-
ing. This lightweight approach does not require keeping all
the GPS traces in disk avoiding potential privacy leaks.

On the other hand, a different approach makes use of
frequency map based spatial-temporal clustering methods
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[28–31]. In this case, the area is partitioned into a fine grid of
cells and assigns a weight to each cell around each GPS point
based on the duration of the GPS staying at that point or its
low speed. Next, a cell is considered a ROI when its weight is
above a predefined threshold.

Our DTA detection mechanism also relies on a prede-
fined spatial partitioning. However, unlike the aforemen-
tioned works, our approach does not intend to detect mean-
ingful ROIs where people tend to remain stopped, but it
centers on actually detecting ROIs (DTAs) related to the
movement of people.

7. Conclusions

Opportunistic mobile crowdsensing has become a foremost
parading in the mobile computing era. The endless improve-
ment of the inner equipment of mobile phones and vehicle-
mounted devices has made such a paradigm instrumental so
as to uncover mobility phenomena in the urban domain.

In this context, the present work introduces a novel
approach to leverage such paradigm and compose a map of
DTAs within a city representing some of its mobility features.
In that sense, a novel multilevel grill partitioning of the space
to represent these DTAs has been put forward.

Besides, such a representation avoids storing any type
of personal information of the contributors so that the
generated map of DTAs can be disclosed without potential
privacy leaks. Last but not least, a novel mechanism based on
MCS to detect such DTAs based on two different operation
modes has been stated. These two operation modes allow the
system to select the best set of contributing users depending
on whether the goal is to discover new DTAs or just control
the existing ones.

Finally, future work will focus on enriching the sensing
mechanism by incorporating context-aware features in the
mobile clients so that contributors can proactively decide
when and where to activate their sensing capabilities. This
would reduce the dependency with the central server.

Abbreviations

DTA: Dense transit area
A: Set of discovered DTAs
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The broadcasting plays a vital role for context awareness inVANETs (Vehicular AdHocNetworks) whose primary goal is to improve
the driving safety depending on effective information exchanging. In this paper, based on the LQG (linear quadratic Gaussian)
optimal control theory, a broadcasting control scheme named LQG-CCA is proposed to improve the network throughput thus
increasing the opportunities for the safety-related events to be successfully handled. By predicting the network throughput with
the Kalman filter model, our LQGmodel is envisioned to minimize the difference between the predicted and expected throughput
through the adjustment of CCA (Clear Channel Assessment) sensing threshold. Numerical results show that our proposed model
can significantly improve the network performance in terms of average throughput, average End-to-End delay, and average packets
delivery ratio compared with a highly cited work D-FPAV and a latest published model APPR.

1. Introduction

VANETs are being developed for applications on road includ-
ing mainly safety-related events, such as Cooperative Col-
lision Warning (CCW) [1], traffic signal violation warning,
and lane change warning. Although the critical applications
usually rely on event-driven messages exchange in very
emergent cases, the periodical broadcasting in VANETs also
plays an important role in safety enhancement and guarantee.
For those safety-related applications, the correctness and up-
to-dateness of the messages greatly depend on the emergent
broadcasts delivery ratio and periodical beacons frequency.
For instance, in Cooperative Collision Warning or Coop-
erative Collision Avoidance (CCA) systems, the successful
reception of braking notifications from neighboring vehicles
directly influences the crash probability which depends on
the intervehicle distance and/or packets transmission delay.
An example is illustrated in Figure 1. Although the two
following vehicles behind the front braking vehicle may
have extra time to prepare for avoiding the potential crash
with wireless broadcasting enabled, the packets collision
from other beacons or event-driven messages may fail this

emergency notification transmission. Another instance is
shown in Figure 2. In intersections where approaching
vehicles from different directions become blind spots in each
other’s horizon, at least one of the broadcasted messages
should be received by the two potentially colliding vehicles
to prevent severer accidents. In the traffic light violation
warning scenario [2] as shown in Figure 3, reliable broadcast-
based notification mechanism is crucial for collision avoid-
ance before the specific vehicle approaches the danger area.

With above illustrations, it can be concluded that a
highly efficient and reliable broadcasting mechanism is very
necessary for VANETs to guarantee the driving safety. To
make such mechanism practical in real cases, a model with
lower communication overheads as well as complexity to
greatly reduce the experienced delay is required.This scheme
should also have the ability to avoid the traffic congestion
especially for the safety-related events. Generally speaking,
the primary cause of the network congestion is that the net-
work loads from the nodes exceed the storage and processing
capacity of the network.Therefore, the purpose of an effective
congestion control is to reasonably control the channel
loads and to ensure that the loads put on the network are
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CollisionCollision
Braking suddenly

Figure 1: Cooperative Collision Avoidance scenario.

Collision

Figure 2: Blind spot detection scenario.

within the resource and processing capacity of the network
while meantime making full use of the provided network
resources, such as spectrum in our work. Fortunately, many
achievements have been made on the congestion control
issue in the research field of wireless Ad Hoc networks [3–
5]. But due to the specificity of VANETs (i.e., rapid changing
topology, specific mobility model, and variable vehicular
density), the strategies used in the wireless Ad Hoc network
cannot be directly applied to VANETs [6]. As a result, in
this paper, a broadcasting congestion control framework has
been proposed which takes the special characteristics of
VANETs into account and attempts to fully utilize thewireless
spectrum to maximize the network throughput while not
making the channel congested at the same time, especially for
the safety-related cases.

Note that our proposed model is adaptive to the network
contexts such as traffic status and channel states through the
adjusting of the CCA threshold. In this way, the nodes in a
network can independently decide their channel sensing sta-
tus through different local CCA configurations, thus making
the global throughput maximized. In addition, by adaptively
controlling the CCA threshold, the packets collisions due to
hidden terminals could also be significantly alleviated [7].
Meanwhile, since we aim to control the channel congestion as
well as maximize the network throughput, the requirements
between transmission delay and network goodput especially
for safety-related broadcasting messages could be well bal-
anced in VANETs.

The rest of this paper is organized as follows. Section 2
describes some related works and gives their pros and cons.
Section 3 provides the details of our proposed LQG-CCA
model. Section 4 evaluates the performance of our model
with numerical results generated viaNS2. Section 5 concludes
this paper.

Danger area

Figure 3: Traffic light violation scenario.

2. Related Work

By looking at the safety- or non-safety-related applications
and their data traffic in VANETs, as well as the current
and foreseen possible multichannel strategies, there is a risk
that the corresponding radio spectrum could be readily
saturated if no congestion control algorithms are taken
especially in the dense environment. This channel saturation
would result in unstable vehicular communications thus
failing the promised applications. Therefore, although the
congestion control scheme now has not been proposed as a
mandatory term in related standards or drafts, we think it is
extremely necessary to include this feature in the VANETs
standardization process and its future realization. Consid-
ering the high mobility and dynamic network topology in
VANETs, a lot of congestion control algorithms have been
executed in a centralized way which has been proved to be
successful. P. Rani and M. Rani [8] proposed a centralized
scheduling technique by controlling congestion for safety
messages in the vehicular environment. Guan et al. [9]
proposed a centralized adaptive congestion control method
for the vehicular networks in road intersections. Wang et
al. [10] presented a method for finding an optimal tradeoff
between network congestion and the freshness of received
information in a cellular-based vehicular network. Although
previous studies showed that centralized control might be
suitable and efficient in the vehicular environment, their
results are actually only applicable to the case where delay
requirement is not much strict. For our discussed safety-
related events, the introduced communication overheads
from/to the central control node may be huge compared to
the notifications or context aware messages between vehicles
and might finally make the designed model impractical and
events fail. As a result, the distributed and self-organized
capability is sometime preferable in VANETs especially for
delay sensitive applications.

For decentralized congestion control schemes, there have
been several works which can be mainly classified into 3
categories, that is, utility, power control, and rate adjustment
based. Some works also seek methods to avoid information
congestion by regulating beacon frame length, but we con-
sider this sort of strategy to be not representative because
packets are generally very small in VANETs especially for
safety-related notifications.
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For utility-based methods, the design principle is to
assume a strictly concave utility function 𝑢(𝑟) of some given
network parameters such as packet sending rate, channel
capacity, transceiver power level, network throughput, or
their specific combinations. The congestion control scheme
is then a way to adjust the parameters to maximize total
utility of the system. Wischhof and Rohling [11] proposed
a Utility-Based Packet Forwarding and Congestion Control
scheme (UBPFCC) that works on top of IEEE 802.11x series
MAC protocols with emphasis on nonsafety applications.
They designed an application-specific utility function and
encoded the payoff information in each transmitted data
packet from a node locally. Then, a decentralized algorithm
was used to assign a share of the available data rate to nodes
proportional to their relative priorities which were calculated
based on their utilities to the “average utility value.” However,
as the authors stated in their paper, their work is only
applicable to the comfort applications of VANETs whereas
the safety-related applications, which have very stringent
delay and reliability requirements, were not considered at
all. Bouassida and Shawky [12] presented a cooperative and
fully distributed congestion control approach in VANETs
based on dynamic priority scheduling and transmission.
Their priority is composed of two parts, that is, the static
and dynamic part, and its assignment took the “messages”
utility into consideration through counting the number of
packets retransmissions in the neighborhood. By combining
the static assignment depending on the application type
and the dynamic determination upon the specific context
of the VANETs (neighborhood density, node speed, and
message utility and validity), the priorities of sent packets
were designated and used for messages scheduling in order
to avoid congestion in the overall network. However, their
application type specific priority configuration is a little bit
arbitrary where no metric or calculation formula is given
to determine the exact value of the priority for a specific
service. Additionally, how to determine “Service Channel
Congestion Threshold” was not given in this paper. Zhou
et al. [13] proposed a scheme jointly formulating the rate
control, medium access control, and routing problem for
cooperative VANETs in the framework of the utility function
optimization. Although their utility function considered the
tradeoff between users fairness, network cost, and users
rewards, their work cannot be used in safety background
where delay requirement andQoS (Quality of Service) should
be taken into account.

For congestion control strategies relying on transmitting
power adjustment, the design goal is to balance the trade-
off between power and packets generation rate. Generally,
although a higher packet generation rate can increase the
information accuracy with frequent updates, an uncontrolled
strategy could also readily lead to a saturated medium.
Likewise, a message sent with higher transmitting power can
reach further distances, but it will also increase the level of
interferences to other ongoing transmissions.Therefore, how
to handle the tradeoff between power and sending rate will
influence the up-to-dateness of sent messages as well as the
channel congestion level. Torrent-Moreno et al. [14] proposed
a fully distributed and localized power control algorithm

called Distributed Fair Power Adjustment for Vehicular
Networks for adaptive transmitting power adjustment which
is formally proven to achieve max–min fairness. Although
D-FPAV was proven effective through simulations under
different radio propagation models, its major concern lies on
the fairness in terms of channel busy time sensed by every
node in the highway. Accordingly, D-FPAV is not applicable
in urban environment for safety-related applications which
care more about the successful completion ratio instead of
fairness. Guo et al. [15] proposed a delay-aware and reliable
broadcast protocol (DR-BP) based on transmitting power
control. In their model, when emergency events occur, a
local optimal relay selectionmechanism is designed by which
only the vehicle selected can forward warning messages.
In this way, the extra redundant warning messages can be
effectively restrained thus notmaking the network congestion
and improving the delay performance for safety messages.

For generation rate control on periodic beacon messages,
the design goal is to balance the tradeoff between the
updating rate/interval and latency of received messages in
order to avoid congestion. Mitra and Mondal [16] proposed
two distributed channel congestion control algorithms by
controlling the message generation rate in VANETs. Note
that RSUs were actually introduced in this paper for access
authentication and further congestion reduction which may
make this work categorized as a centralized model. However,
their proposed two algorithms for message generation rate
control are fully distributed and can be locally executed on
each vehicle. In their first approach APPR-1, the channel
load is maintained to an estimated initial value calculated
depending upon the message generation rate of different
vehicles. For the second approach APPR-2, the channel load
is continuously increased till the percentage of message
loss lies below a predefined threshold. Sommer et al. [17]
proposed a novel approach to dynamic beaconing which can
provide low-latency communication (i.e., very short beacon-
ing intervals), while ensuring not to overload the wireless
channel, in the presence of radio signal obstructions caused
by other vehicles and by buildings. It is worth noting that their
designed dynamic beaconing (DynB) scheme allows more
aggressive channel use in time-variant signal shadowing
environment than in realistic case where no obstacle is
considered. Although DynB introduces more practical prop-
agation models into the design process of the information
dissemination schemes in vehicular networks, their major
concern actually does not focus on the safety applications
along with their various safety requirements. Nevertheless,
their evaluation of the impact of vehicles and buildings
shadowing on the performance of beaconing protocols is
really beneficial. In our work, we also take the obstacles effect
into account and discuss our congestion control problem
in a radio signal shadowing environment. Bai et al. [18]
proposed a distributed beacon scheduling scheme CABS
(Context Awareness Beacon Scheduling) which is based on
the spatial context information to dynamically schedule the
beacon by means of a TDMA-like manner. Their numerical
results showed that CABS can efficiently use the limited
network resources without leading to congestion and satisfy
the requirements of safety applications aswell. Although their
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work also introduces the time-slot-based scheduling, CABS
is actually a TDMA-like protocol where channel contention
has been resolved via slots assignment by the centralized
management node. However, our work attempts tomodel the
channel competitions in a full distributed environmentwhere
different vehicles randomly access the channel locally. Sahoo
et al. [19] proposed a congestion-controlled-coordinator-
based MAC (CCC-MAC) using time-slot-based medium
access protocol to address the packets congestion and safety
guarantee considerations in VANETs. By incorporating a
pulse-based slot reservation mechanism, their proposal can
ensure fast and reliable propagation of emergency messages
over multiple hops under different vehicular densities. Even
though CCC-MAC is confirmed by its ability to deliver
safety-critical messages to around 95% of the intended
recipients, it also needs centralized scheduling to ensure
that all vehicles in a segment can receive time slots for
their beacon transmissions. Chaabouni et al. [20] proposed a
congestion control approach that uses the number of detected
collisions as a metric to control the beacon generation
frequency and therefore reduce the effect of congestion and
improve e-Safety.Their works verified that they can achieve a
balanced tradeoff between beacon information accuracy and
beacon related overhead. However, in their work, the beacon
generation rate is dynamically adjusted based on the number
of collisions locally detected by each node, which may imply
a misjudgment of the network congestion status since local
information will not always correctly respond to the global
state. In addition, how to determine the important threshold
𝑉thresh used for initiating the rate adjustment process was not
given. Tielert et al. [21] designed a protocol named PULSAR
(Periodically Updated Load Sensitive Adaptive Rate control)
which aims at controlling channel load and in the mean-
time satisfying safety applications’ awareness requirements.
Their reactive congestion control strategy adjusts a vehicle’s
transmission rate based on guidance by the application layer
on transmission range as well as minimum and maximum
transmission rate. Although PULSAR is a distributed algo-
rithm and can accommodate differentmin/max transmission
rate intervals and radio ranges, it mainly focused on access
fairness but gave a little bit of consideration on differenti-
ated traffic which was common in VANETs with different
prioritized services. Javed and Khan [22] proposed a space-
division multiple access (SDMA) technique combined with
an adaptive rate control mechanism to improve the efficiency
of BSM (Basic Safety Message) transmissions. Their SDMA
can reduce the interference among vehicles and address the
hidden-node problem by introducing space-division access
opportunities. However, the efficiency of SDMA is highly
dependent on the accuracy of the estimation of density, which
is usually difficult to be collected on the fly in real time and
be precise enough in a highly dynamic environment.

Actually, the congestion avoidance or control according
to CCA threshold adjustment could be generalized to the
power control category since such adjustment will directly
influence the determination of the channel busy states based
on carrier sense range modification, which is usually altered
by the transmitting power. For the CCA threshold adjust-
ment based on adaptive schemes, there are already many

previous existent works. Zeng et al. [23] designed an EWM
(emergency warning message) dissemination algorithm that
uses a CCA threshold ladder setting mechanism to deal with
the road vehicle’s abnormal event. In this paper, message
ranking is combined with CCA adjusting which is judged
by Dissemination Successful Rate (DSR) and Packet Delivery
Delay (PDD). However, this method is not valid for networks
with IEEE 802.11p radios. Meanwhile, systematic evaluation
of this conjecture is not given in the paper. Similarly,Han et al.
[24] proposed a CCA threshold selection method to imitate
the behaviors of IEEE 802.11 MAC in multihop networks. By
calculating the interference and transmitting probability of
senders, the performance of EWMs can be improved through
CCA adjustment to ensure both real time and reliability of
EWM transmission. However, their experiments are only
tested on a stationary test bed without mobility considered,
which may suffer performance degradation when mobility
model is enabled. Cho et al. [25] proposed amethod to set the
carrier sensing threshold by computing the self-interference
at a secondary user based on the distance separation in a
cognitive radio oriented wireless network. In their work,
the carrier sensing threshold is presented as a common
parameter to control the activity of the secondary network.
The proposed method has low complexity and makes it
possible to compute the carrier sensing threshold in real time.
However, since cognitive radio is introduced in this work, the
complexity in terms of time and computation on “spectrum
hole” detection and awareness is nontrivial. Schmidt et al.
[26] also proposed a stepwise CCA Threshold Adaptation
(CTA) scheme depending on how long a packet has been
waiting for medium access. Numerical results showed that
their approach can mitigate significantly the problem of local
message drops and hence local congestion.

Different from the aforementioned CCA-based works, by
introducing LQG optimization control model, our algorithm
aims at maximizing the global throughput by controlling the
CCA threshold for each node locally. In addition, through the
distributed transmission opportunities control, all nodes in a
network could cooperatively schedule their transmitting thus
maximizing the global profit.

3. LQG-CCA

In this section, the LQG optimization algorithms used to
control our broadcasting scheme are given in the vehicular
environment. The Linear Quadratic Regulator (LQR) [27]
targets the linear system that takes the form of the state space
in the modern control theory, and its objective function is a
quadratic function of the object’s status and the control input.
In LQR, a state feedback controller 𝑆 is designed to minimize
the quadratic objective function, where 𝑆 is uniquely deter-
mined by the weight matrices 𝑄 and 𝑅. Although the LQR
theory is the oldest method for designing the state space, it is
capable of providing the optimized control rule according to
the linear feedback on the state, which is very helpful to our
discussed problem.

Since high mobility inevitably introduces random distur-
bance into the practical vehicular network, our congestion
control issue can be transformed to an optimal control
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problem tomaximize the network throughput in the presence
of the random disturbance. Note that we did not take the
latency as our optimization objective since different services
have different delay requirements and a global minimization
of delay might not guarantee the success even for the most
emergent event. In addition, the random disturbance is
assumed to be the Gaussian noise in our work for the sake
of analysis. Therefore, our control problem can then be
formulated as an LQG optimal control issue. Fortunately,
a famous law of segregation [28] already exists for our
discussed case, enabling us to study noise reduction and
congestion control separately. In this way, while we study
the congestion control problem, it can be assumed that the
network is free of noise; thus, all state variables could be
accurately obtained.

Our algorithm mainly consists of two parts, that is, the
Kalman filter model based prediction and LQG optimization
congestion control. Let us discuss them one by one in the
following.

3.1. Constructing the LQG Model for Our Congestion Control
Problem. Actually, our congestion control problem could
be formulated as a feedback control issue in the domain
of the Networked Control Systems (NCSs) [29], in which
the performance of a system is iteratively adjusted in a
closed-loop manner according to the generated feedback
from the system. In addition, as commented in almost all
the literatures on NCSs, the motivations to construct such a
control system via networks are its low installation andmain-
tenance costs, high reliability, increased systemflexibility, and
decreased wiring. On the other hand, a networked system
also introduced some other issues to influence the output
performance of a system such as uncertain delay caused by
traffic congestion, packets loss due to medium collision or
channel failure, and throughput degradation due to limited
bandwidth. In this paper, to alleviate the impact of traffic
congestion on the performance of VANET broadcasting, an
LQG-based optimal control model is applied to maximize
the system throughput according to themeasured throughput
and distributed CCA threshold control.

Generally, an LQG controlled system could be further
divided into the state estimation and control part [30],
respectively. In our work, the state of the next interval is
estimated using the Kalman filter model according to the
presently measured state considering the disturbance from
the system noise. Note that the packets transmissions on
the shared wireless medium are vulnerable to the channel
failure and packets collisions as well as noise interference.
Therefore, we compensate this performance loss in advance
by intelligently adjusting the coefficients of the observed
state and outputted control vectors. In addition, during the
control procedure, to minimize the output error between
the predicted and expected throughput, our throughput
maximization problem is transformed to an optimal control
issue, which in return reduced the packet loss ratio and
improved the system throughput.

The notations used for constructing and updating the
state space model are listed at the end of the paper for
convenience.

Channel
The system noise

Output

Kalman predictor

U
∗
(k)

Controller S(k)
X̂(k)

Y(k)

Figure 4: Network configuration.

Next, let us propose our LQG model regarding our
congestion control problem in detail. With reference to
literature [31], a state space could be described with the
following discrete linear time-invariant stochastic system:

𝑋(𝑘 + 1) = 𝐴𝑋 (𝑘) + 𝐵𝑈 (𝑘) + 𝐺𝑊(𝑘) , (1)

𝑌 (𝑘) = 𝐶𝑋 (𝑘) + 𝑉 (𝑘) , (2)

where (1) and (2) are the state and observation equations,
respectively. 𝑋(𝑘) denotes the state variable (i.e., network
throughput), 𝑈(𝑘) denotes the input control (i.e., CCA
threshold), and 𝑌(𝑘) denotes the measured output. 𝐴 and
𝐵 are the coefficient matrix of the state equation. 𝐶 is the
coefficientmatrix of the observation equation.𝑊(𝑘) and𝑉(𝑘)

are two uncorrelated white additive Gaussian noises with
variances 𝑄(𝑘) and 𝑅(𝑘), which will be discussed in detail
later. 𝐺 denotes the gain of the Kalman filter.

The network configuration for our throughput maxmiza-
tion problem through dynamic CCA adjustment could be
framed as shown in Figure 4. The detailed description
regarding each component is given as follows.

3.1.1. Channel. The component “channel” is used here to
model the transmisson medium in a VANET. The feedback
control vector is taken as the input and the measured
througput is taken as the output of the channel, respectively.

3.1.2. KalmanPredictor. A“Kalmanpredictor” is an estimator
for the linear quadratic Gaussian (LQG) problem, which
is the problem of estimating the instantaneous “state” of
a linear dynamic system by using measurements linearly
related to the state but corrupted by Gaussian white noise.
For a dynamic system, it is not always possible or desirable to
measure every variable that onewants to control.TheKalman
filter provides a means for inferring the missing information
from indirect (and noisy) measurements. In such situations,
the Kalman filter is used to estimate the complete state vector
from partial state measurements and is called an observer.
The resulting estimator is statistically optimal with respect to
any quadratic function of estimation error.

3.1.3. Controller. The “controller” module generates the con-
trol signal byminimizing the error between the predicted and
exptected state. Specifically, given a positive time horizon, the
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aim is to find the optimal control policy (𝑈
∗

) = {𝑈
∗

1
, . . . , 𝑈

∗

𝑀
},

to minimize the linear quadratic cost functional:

𝐽 (𝑈 (𝑘))

= 𝐸 (∑𝑒
𝑇

(𝑘) 𝑄 (𝑘) 𝑒 (𝑘) + 𝑈
𝑇

(𝑘) 𝑅 (𝑘)𝑈 (𝑘)) ,

(3)

where 𝐽(𝑈(𝑘)) is the cost function, 𝑒(𝑘) denotes the deviation
of the predicted value from the expectation, 𝑈(𝑘) is the con-
trol variable, and thematrices𝑄(𝑘) and𝑅(𝑘) are, respectively,
the weighting matrices indicating the state and control cost
penalties. 𝑄(𝑘) and 𝑅(𝑘) are determined through multiple
numerical tests in our work which will be discussed later.

By minimizing (3), the optimal control vector could be
given as follows:

𝑈
∗

(𝑘) = −𝑆 (𝑘)
̂
𝑋(𝑘), (4)

where 𝑆(𝑘) is the coefficient matrix, ̂
𝑋(𝑘) is the input, and

𝑈
∗

(𝑘) is the output of the optimal controller, respectively.

3.2. Modeling the Relationship between the CCA Threshold
and Throughput. To construct our LQG model and solve
the congestion problem according to effective CCA control,
the relationship between the CCA and finalized throughput
should be figured out at first.

As the de facto standard of VANETs, the IEEE 802.11p
[32] enables the CSMA/CA scheme to coordinate nodal
transmission of messages. The CSMA/CA specifies that the
node first senses the channel before transmitting, and it
only sends the data when it senses that the channel is idle.
If it finds that the channel is busy, which means another
node is occupying the channel, the node should back off for
a random duration for retransmission. For the CSMA/CA
mechanism, the CCA threshold actually corresponds to a
carrier sense area, with the node’s sensing range being in
reverse proportion to the CCA threshold. In other words,
a higher CCA means that the node’s sense area is smaller,
resulting in an increased probability that the node attempts
to transmit, even if another node is already transmitting on
this channel. If the CCA is reduced, then the node’s sensing
range will instead increase, making it more likely to sense the
channel being busy. As a result, the node will have a lower
probability of trying to transmit. In conclusion, the higher
the CCA threshold, the higher the collision probability. In
addition, with the dropping of the CCA threshold, not only
the collision probability but also the throughput and channel
utilization decline.

In fact, the network capacity is an important measure
of the network performance which mainly depends on two
indexes, that is, the channel throughput and spatial multi-
plexing level. In general, the channel throughput refers to the
amount of data transmitted on the channel per unit time,
and it mainly relies on the SINR (Signal to Interference and
Noise Ratio) of the current channel. The spatial multiplexing
level indicates the number of node pairs that can transmit in
parallel across the network and it is determined by the trans-
mission power and CCA threshold. In our work, by adjusting
the CCA threshold, some nodes will be restrained from

transmitting thus increasing the opportunities of concurrent
transmissions for others, improving the network throughput
to a great extent through spatial multiplexing.

Next, according to the framework in Figure 4, our conges-
tion control problem could be further formulated in detail as
follows. As defined in (1) and (2), 𝑋(𝑘) denotes the network
throughput and 𝑈(𝑘) denotes the CCA threshold in our
work, respectively. We predict the throughput and compare
it with the expected one, that is, the optimal throughput, and
minimize the difference between the predicted and expected
throughput by controlling the CCA threshold using our
presented LQG controller. Actually, by adjusting the CCA
threshold, some nodes will be restrained from transmitting
thus increasing the opportunities of concurrent transmis-
sions for others and improving the network throughput to a
great extent.

As a result, before constructing the LQG model, we
should first derive the relationship between the CCA thresh-
old and throughput.The notationsmentioned later to deduce
their relationship are listed at the end of the paper for
convenience.

In our envisionedmodel, a dense network is assumed and
wireless stations are uniformly and independently distributed
in an area of Area. A common and fixed transmission power
𝑃 is used by each transmitter.

Assume that a vehicle produced an emergency warning
message (EWM). Let us define the interferences to this source
node within the investigated area Area:

𝐼
𝑠
= ∑

𝑚∈Area
∑

𝑖∈Area
𝜋
𝑚
Pow (𝑖, 𝑘) , (5)

where 𝜋
𝑚
is a constant. Pow(𝑖, 𝑘) is the signal strength on the

receiver for packets from 𝑖 at time 𝑘; that is,

Pow (𝑖, 𝑘)

= Pow (𝑖)

− [92.44 + 20 log𝑓 (GHZ) + log 𝑑
𝑖𝑘

(km)] ,

(6)

where 𝑑
𝑖𝑘
indicates the distance between 𝑖 and its intended

receiver at time 𝑘. Pow(𝑖) is the transmitting power of 𝑖.
To make the EWM successfully decoded, the SINR of the

received signal should at least meet the SINR threshold at the
receiver, say, tolerate an interference no smaller than 𝐼

𝑠
. With

the CCA definition, we have

CCAth ≥ 𝐼
𝑠
. (7)

As a result, to make the throughput maximized, the CCA
will be

CCAth = 𝐼
𝑠
. (8)

Correspondingly, the SINR for this case can be expressed
as follows:

SINR =

Pow (𝑖, 𝑘)

𝑁
0
+ 𝐼
𝑠

=

Pow (𝑖, 𝑘)

𝑁
0
+ CCAth

, (9)

where 𝑁
0
is the noise power.
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(1) Input: Pow(𝑖, 𝑘), 𝜋
𝑚
, 𝑁
0

(2) Output: Throughput
(3) while (𝑖 ∈ Area){
(4) If obtain the optimal CCA then
(5) CCA = 𝐼

𝑠
;

(6) 𝐼
𝑠
is obtained by formula 𝐼

𝑠
= ∑
𝑚∈Area ∑𝑖∈Area 𝜋𝑚Pow(𝑖, 𝑘);

(7) Endif
(8) Insert (Pow(𝑖, 𝑘), 𝑁

0
, 𝐼
𝑠
, CCA);

(9) SINR is obtained by formula SINR = Pow(𝑖, 𝑘)/(𝑁
0
+ 𝐼
𝑠
) = Pow(𝑖, 𝑘)/(𝑁

0
+ CCA)

(10) 𝑖 = 𝑖 + 1;
(11) } //end of while
(12) while (SINR → 0);
(13) Throughput = 𝐶

0
/𝑋
2

∗ (1 + Pow(𝑖, 𝑘)/(𝑁
0
+ CCA));

Algorithm 1: The derivation of the relation between throughput and CCA.

With the above analysis, the relation between throughput
and CCA could be given as follows [33]:

Throughput = ChannelRate ∗ 𝑀

= 𝐶
0
∗

ln (1 + SINR)

𝑋
2

,

(10)

where ChannelRate is the achievable channel rate expressed
with Shannon capacity; that is, ChannelRate = 𝑊 log

2
(1 +

SINR). 𝑊 is the channel bandwidth in Hertz. 𝑀 accounts
for the total number of concurrent transmissions. 𝐶

0
is a

constant. 𝑋 = 𝐷/𝑅, where 𝐷 is the carrier sense range and
𝑅 denotes the maximum radio range.

When SINR → 0, throughput can be simplified as
follows:

Throughput =
𝐶
0

𝑋
2

∗ (1 +

Pow (𝑖, 𝑘)

𝑁
0
+ CCA

) . (11)

The pseudocode used to deduce the relationship between
throughput and CCA can be described as shown in Algo-
rithm 1.

Let 𝑋(𝑘) = THR(𝑘) = [thr
1
(𝑘) thr

2
(𝑘) ⋅ ⋅ ⋅ thr

𝑀
(𝑘)]

𝑇,
where thr

𝑖
(𝑘) is the throughput of vehicle 𝑖 at time 𝑘. Then,

thr
𝑖
(𝑘) can be derived as follows:

thr
𝑖
(𝑘) =

𝐶
0

𝑋
2

𝑖

∗ (1 +

Pow (𝑖, 𝑘)

𝑁
0
+ CCA

𝑖

) . (12)

Let𝑈(𝑘) = [CCA
1
(𝑘) CCA

2
(𝑘) ⋅ ⋅ ⋅ CCA

𝑀
(𝑘)]

𝑇, where
CCA
𝑖
is the CCA of vehicle 𝑖, and then (1) can be further

derived as follows:

THR (𝑘 + 1) = 𝐴 ∗ THR (𝑘) + 𝐵 ∗ CCA (𝑘)

+ 𝐺𝑊(𝑘) =

[

[

[

[

[

[

[

thr
1
(𝑘 + 1)

thr
2
(𝑘 + 1)

.

.

.

thr
𝑀

(𝑘 + 1)

]

]

]

]

]

]

]

= 𝐴

[

[

[

[

[

[

[

thr
1
(𝑘)

thr
2
(𝑘)

.

.

.

thr
𝑀

(𝑘)

]

]

]

]

]

]

]

+ 𝐵

[

[

[

[

[

[

[

CCA
1
(𝑘)

CCA
2
(𝑘)

.

.

.

CCA
𝑀

(𝑘)

]

]

]

]

]

]

]

+ 𝐺

[

[

[

[

[

[

[

𝑤
1

𝑤
2

.

.

.

𝑤
𝑀

]

]

]

]

]

]

]

.

(13)

Since nodes share the wireless medium, the throughput
of each node in the network is dependent on each other.
Therefore, the state transition matrix 𝐴 could be calculated
as follows.

For an 𝑀-node network, the Markov chain is character-
ized by the𝑀×𝑀 transitionmatrix𝐴 = [𝑝

𝑛𝑘
]with 𝑝

𝑛𝑘
being

the probability that the network state goes from 𝑛 to 𝑘 in one
transition. By [34], the Markov chain transition matrix𝐴 can
be obtained as 𝐴 = [𝑝

𝑛𝑘
], where

𝑝
𝑛𝑘

=

{
{
{
{
{

{
{
{
{
{

{

𝑛

∑

𝑦=𝑛−𝑘

𝑀−𝑛

∑

𝑥=0

𝑟
(𝑥+𝑦)[𝑥+(𝑛−𝑘)]

𝑄
𝑟
(𝑦, 𝑛)𝑄

𝑡
(𝑥, 𝑛) , 0 ≤ 𝑘 ≤ 𝑛

𝑀−𝑛

∑

𝑥=𝑘−𝑛

𝑛

∑

𝑦=0

𝑟
(𝑥+𝑦)[𝑥−(𝑘−𝑛)]

𝑄
𝑡
(𝑦, 𝑛)𝑄

𝑟
(𝑦, 𝑛) , 𝑛 ≤ 𝑘 ≤ 𝑀,

𝑄
𝑡
(𝑘, 𝑛) = (

𝑀 − 𝑛

𝑘

) (1 − 𝑝
𝑡
)
𝑀−𝑛−𝑘

𝑝
𝑘

𝑡
,

𝑄
𝑟
(𝑘, 𝑛) = (

𝑛

𝑘

) (1 − 𝑝
𝑟
)
𝑛−𝑘

𝑝
𝑘

𝑡
,

(14)

where 𝑄
𝑡
(𝑘, 𝑛) denotes the probability of 𝑘 transmissions

from successful nodes given that there are 𝑛 backlogged
nodes. 𝑄

𝑟
(𝑘, 𝑛) denotes the probability of 𝑘 transmissions

from backlogged nodes given that there are 𝑛 backlogged
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nodes. 𝑝
𝑡
and 𝑝

𝑟
denote the packet transmission probability

of successful and backlogged nodes.
Then, we can obtain the expression of the control coeffi-

cient 𝐵 in (1) as follows:

𝐵 =

THR (𝑘 + 1) − 𝐴 ∗ THR (𝑘) − 𝐺𝑊(𝑘)

CCA (𝑘)

. (15)

Further, take 𝑋(𝑘) and 𝑈(𝑘) into (15) and simplify it; we
can get the expression of 𝐵 as

𝐵 = [𝐵
1
(𝑘) 𝐵

2
(𝑘) ⋅ ⋅ ⋅ 𝐵

𝑀
(𝑘)]

𝑇

,

𝐵
𝑖
(𝑘) =

𝐶
0

𝑋
2

𝑖
∗ CCA (𝑘)

⋅
[

[

Pow (𝑖, 𝑘)

∗ (

1

𝑁
0
+ CCA (𝑘 + 1)

−

∑
𝑀

𝑗=1
𝑝
1𝑗

𝑁
0
+ CCA (𝑘)

)
]

]

−

𝐶
0

𝑋
2

𝑖
∗ CCA (𝑘)

⋅ (

𝑀

∑

𝑗=1

𝑝
1𝑗

− 𝐺
1
𝑊
1
(𝑘)) ,

(16)

where ∑
𝑀

𝑗=1
𝑝
1𝑗
is the sum of the first row of matrix 𝐴.

In [35], a strategy for dynamic iterative Kalman filtering
has been proposed which proved that the output of every
node in a Kalman filter is independent of each other. Accord-
ing to this conclusion, we assume the𝑀 nodes have identical
measurement coefficient; that is, 𝐶

1
(𝑘) = 𝐶

2
(𝑘) = ⋅ ⋅ ⋅ =

𝐶
𝑀

(𝑘) = 1. Then, we could thereby take the measurement
coefficient 𝐶(𝑘) = 𝐼. Further, for the noise variables 𝑊(𝑘)

and 𝑉(𝑘) in (1) and (2), they are two uncorrelated white
Gaussian noises with covariances 𝑄(𝑘) and 𝑅(𝑘); that is,
they are independent of each other. Meanwhile, in 𝑊(𝑘) =

[𝑤
1

𝑤
2

⋅ ⋅ ⋅ 𝑤
𝑀

], 𝑤
𝑖
(𝑖 = 1, 2, . . . ,𝑀) is distributed as

a multivariate Gaussian with expectation 0 and covariance
𝑄(𝑘) and, in 𝑉(𝑘) = [V

1
V
2

⋅ ⋅ ⋅ V
𝑀

], V
𝑖
(𝑖 = 1, 2, . . . ,𝑀) is

distributed as a multivariate Gaussian with expectation 0 and
covariance 𝑅(𝑘).

Then all variables in (1) and (2) have been deduced now.

3.3. Optimal Estimation. To accurately estimate the network
throughput in the next discrete interval, the Kalman filter
model is introduced to remove the noise from the estima-
tion. With the network throughput at previous interval and
the observation of throughput on the current interval, the
Kalman filter can eliminate the impact of the noise on the
state variable and iteratively compute the estimation of the
network throughput on the current interval. To remove the
noise with the Kalman filter, two stages are usually necessary,
that is, estimating and updating. At the estimating stage, the
filter forecasts the network throughput of the current interval
using the estimated throughput at the previous interval
according to the relation between carrier sense threshold and
network throughput. At the updating stage, the filter uses
the observation on the network throughput of the current
interval to amend the estimation of the network throughout
obtained at the estimation stage, resulting in an accurate
observation on the throughput.

Let 𝑘 − 1 denote the previous interval and 𝑘 denote
the current interval, and suppose that system’s network
throughput and covariance at 𝑘−1 are known as𝑋(𝑘−1 | 𝑘−1)

and 𝑍(𝑘 − 1 | 𝑘 − 1), respectively. Thereupon, the network
throughput at 𝑘 can be computed as follows:

𝑋 (𝑘 | 𝑘 − 1) = 𝐴𝑋 (𝑘 − 1 | 𝑘 − 1) + 𝐵𝑈 (𝑘) , (17)

where 𝑋(𝑘 | 𝑘 − 1) is the estimated throughput the Kalman
filter provides based on the network throughput at 𝑘 − 1. The
covariance corresponding to 𝑋(𝑘 | 𝑘 − 1) is computed as
follows:

𝑍 (𝑘 | 𝑘 − 1) = 𝐴𝑍 (𝑘 − 1 | 𝑘 − 1)𝐴
𝑇

+ 𝑄 (𝑘 − 1) , (18)

where 𝑄(𝑘 − 1) indicates the variance of 𝑊(𝑘 − 1). The
𝑄(𝑘 − 1) is a specific value and it is determined through
multiple numerical tests in our work which will be discussed
in Section 3.4.

The Kalman gain 𝐺(𝑘) at 𝑘 is computed as follows:

𝐺 (𝑘) =

𝑍 (𝑘 | 𝑘 − 1) 𝐶
𝑇

𝐶𝑍 (𝑘 | 𝑘 − 1) 𝐶
𝑇
+ 𝑅 (𝑘)

, (19)

where 𝑅 denotes the covariance of the measurement noise𝑉.
With the parameters obtained, we can correct the estimation
of network throughput𝑋(𝑘 | 𝑘−1) at 𝑘made byKalman filter
in (10) to yield an accurate value of the throughput denoted
by ̂

𝑋(𝑘); that is,

̂
𝑋(𝑘) = 𝑋 (𝑘 | 𝑘 − 1)

+ 𝐺 (𝑘) (𝑌 (𝑘) − 𝐶𝑋 (𝑘 | 𝑘 − 1)) .

(20)

To enable the Kalman filter to operate iteratively, the
covariance 𝑍(𝑘 | 𝑘) corresponding to 𝑋(𝑘 | 𝑘) is given as
follows:

𝑍 (𝑘 | 𝑘) = (1 − 𝐶𝐺 (𝑘)) 𝑍 (𝑘 | 𝑘 − 1) . (21)

With (17)∼(21), the predicted network throughput after
the elimination of the noise can be worked out.

The prediction process is given as shown in Algorithm 2.

3.4. Computation of the Optimal Control Quantity. The linear
quadratic optimal control model is used in our work to make
the network throughput fulfill its expectation. In the case of
network congestion, the network throughput will decrease
anddeviate from the expectation. By comparing the predicted
network throughput with the expected one, we can compute
the CCA threshold that enables the network throughput
to meet the expectation using the linear quadratic optimal
control model.

Next, according to the discussed LQG model in Sec-
tion 3.1, our quadratic optimization control model is estab-
lished as follows. First, we should define an appropriate
expected network throughput 𝑌

𝑟
(𝑘), which is dependent on

the number of vehicles and road conditions. For the expected
throughput, we establish a Markov chain to get the optimal
throughput between the users with reference to the literature
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(1) Kalman Initialization
(2) Input: 𝑋(𝑘 − 1 | 𝑘 − 1), 𝑍(𝑘 − 1 | 𝑘 − 1)

(3) Output: ̂
𝑋(𝑘)

(4) while (𝑘 − 1 < 𝑡 ≤ 𝑘) {
(5) State prediction
(6) 𝑋(𝑘 | 𝑘 − 1) ← 𝐴𝑋(𝑘 − 1 | 𝑘 − 1) + 𝐵𝑈(𝑘);
(7) 𝑍(𝑘 | 𝑘 − 1) ← 𝐴𝑍(𝑘 − 1 | 𝑘 − 1)𝐴

𝑇

+ 𝑄(𝑘 − 1)

(8) obtain the measure state value
(9) 𝑌(𝑘) ← 𝐶𝑋(𝑘) + 𝑉(𝑘)

(10) Insert (𝑍(𝑘 | 𝑘 − 1), 𝐶, 𝑅(𝑘));
(11) state revision
(12) gain is obtained by the formula 𝐺(𝑘) = 𝑍(𝑘 | 𝑘 − 1)𝐶

𝑇

/(𝐶𝑍(𝑘 | 𝑘 − 1)𝐶
𝑇

+ 𝑅(𝑘));
(13) } //end of while
(14) Output (̂𝑋(𝑘) = 𝑋(𝑘 | 𝑘 − 1) + 𝐺(𝑘)(𝑌(𝑘) − 𝐶𝑋(𝑘 | 𝑘 − 1)));

Algorithm 2: The optimal estimation.

[36]. If the network congestion occurs due to high density
of vehicles, the predicted throughput 𝑌(𝑘) will be less than
𝑌
𝑟
(𝑘). Let 𝑒(𝑘) = 𝑌

𝑟
(𝑘) − 𝑌(𝑘) denote the deviation of the

predicted throughput from the expectation. Based on this
deviation, the cost function is defined as follows:

𝐽 (𝑘) = 𝐸 (∑𝑒
𝑇

(𝑘) 𝑄 (𝑘) 𝑒 (𝑘) + 𝑈
𝑇

(𝑘) 𝑅 (𝑘)𝑈 (𝑘)) , (22)

where 𝐽(𝑘) is the cost function, 𝐸(⋅) represents the mean
value, 𝑒(𝑘) denotes the deviation of the predicted throughput
from the expectation, 𝑈(𝑘) is the control variable, and
the matrices 𝑄(𝑘) and 𝑅(𝑘) are the weighting matrices,
respectively, indicating the state and control cost penalties.

To obtain the value of 𝑅(𝑘), a numerical test is launched
with different configurations of 𝑅(𝑘). According to [37], we
set the order of𝑅(𝑘) to 10

−4 and choose its value as 0.1∗10
−4,

1 ∗ 10
−4, 5 ∗ 10

−4, 10 ∗ 10
−4, and 20 ∗ 10

−4, respectively. The
corresponding results are listed in Table 1 for illustration.

As illustrated in Table 1, it can be concluded that the radio
minimum is observed when

𝑅 (𝑘) = 0.1 ∗ 10
−4

× [1 1 ⋅ ⋅ ⋅ 1]
𝑀×𝑀

. (23)

𝑄(𝑘) indicates the variance of Gaussian noise 𝑊(𝑘). In
our work, 𝑄(𝑘) is also determined through a numerical test.
At first, 𝑄

0
(𝑘) is initialized with the elements on its diagonal

at order of 10−4 [37]; that is,

𝑄
0
= 10
−4

× diag [1 1 ⋅ ⋅ ⋅ 1]
(𝑀+1)×(𝑀+1)

. (24)

Then, we choose 𝑄(𝑘) as 0.1 ∗ 𝑄
0
, 𝑄
0
, 10 ∗ 𝑄

0
, 100 ∗ 𝑄

0
,

and 1000 ∗ 𝑄
0
to test and the results are listed in Table 2.

It can be noticed from Table 2 that, for the same
state transition process, the bigger the 𝑄(𝑘), the bigger the
disturbance to the state variable. At the same time, when
𝑄(𝑘) begins to increase, the speed of the convergence of𝑄(𝑘)

becomes slow. As a result, we choose 𝑄(𝑘) = 0.1 ∗ 10
−4

×

diag [1 1 ⋅ ⋅ ⋅ 1]
𝑀×𝑀

in our work.
Using LQG benchmark, the achievable performance of

𝐽(𝑘) is given by a tradeoff curve between var(𝑌(𝑘)) and
var(𝑈(𝑘)) as shown in Figure 5 and this curve can be further
obtained by solving the LQG problem [38].

Table 1: Kalman filtering error table with different matrix 𝑅(𝑘).

Parameters for
filtering 𝑅(𝑘)

Predicted
value ̂

𝑋(𝑘)

The ratio of predicted
value to the measured

value
0.1 ∗ 10

−4 30.96 41.25%
1 ∗ 10

−4 23.81 31.72%
5 ∗ 10

−4 34.60 46.10%
10 ∗ 10

−4 53.54 71.34%
20 ∗ 10

−4 93.97 95.20%
Measured value
𝑌(𝑘)

75.06 100%

Table 2: Kalman filtering error table with different matrix 𝑄(𝑘).

Parameters for
filtering 𝑄(𝑘)

𝑒 (𝑘) = 𝑌
𝑟
(𝑘) − 𝑌 (𝑘)

The ratio of 𝑒(𝑘)
to 𝑌
𝑟
(𝑘)

0.1 ∗ 𝑄
0

16.68 39.69%
𝑄
0

19.87 47.26%
10 ∗ 𝑄

0
25.04 59.57%

100 ∗ 𝑄
0

33.58 79.89%
1000 ∗ 𝑄

0
39.92 94.97%

Expected value
𝑌
𝑟
(𝑘)

42.04 100%

The LQG problem is set up to control the system by
keeping the output error small via small control energy.
Therefore, our problem can be formulated as the problem
of minimizing the cost function to work out the optimal
feedback control rule 𝑈

∗

(𝑘), that is, making 𝑌(𝑘) equal to
𝑌
𝑟
(𝑘).
With reference to [39], definition 1, the LQGsystem is said

to be stable in the mean square sense if all initial states 𝑋(0)

yield

lim
𝑘→∞

𝐸 (𝑋 (𝑘)𝑋 (𝑘)
𝑇

) = 0. (25)
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Achievable performance

Minimum variance

Var (Y(k))

Var (U(k))

Figure 5: Optimal performance curve obtained through LQG
benchmark.

The LQG system is said to be stabilizable in the mean
square sense if there exists a matrix 𝑆(𝑘) such that

𝐽 (𝑈 (𝑘))

= 𝐸 (∑𝑒
𝑇

(𝑘) 𝑄 (𝑘) 𝑒 (𝑘) + 𝑈
𝑇

(𝑘) 𝑅 (𝑘)𝑈 (𝑘))

(26)

is stable in the mean square sense. We use the concept of
stability here aswhatwould in other contexts usually be called
asymptotic stability. Note that stability in the mean square
sense implies stability of the mean (i.e., lim

𝑘→∞
𝐸{𝑋(𝑘)} = 0)

for all 𝑋(0) and almost sure stability (i.e., lim
𝑘→∞

𝑋(𝑘) = 0,
for all 𝑋(𝑘)). In particular, this implies that stability of the
deterministic system

𝑋(𝑘 + 1) = 𝐴𝑋 (𝑘) + 𝐵𝑈 (𝑘) , (27)

is a necessary condition for mean square stability of LQG
system. (This condition is satisfied if (27) is, say, controllable
[40].)

Finally, according to the framework of LQG in Figure 4,
our optimal controller could be expressed as (28). With
reference to [38], the LQG controller computing an optimal
state feedback control law by minimizing the quadratic cost
function 𝐽 can be expressed as follows:

𝑈
∗

(𝑘) = −𝑆 (𝑘)
̂
𝑋(𝑘), (28)

where ̂
𝑋(𝑘) denotes the predicted throughput with Kalman

filtering and 𝑆(𝑘) is the optimal feedback gain matrix which
can be solved via MATLAB LQ (linear quantifier) function.
According to Figure 4, when the state estimation ̂

𝑋(𝑘) is
obtained from the Kalman filter, the optimal control vector
𝑈
∗

(𝑘) will be obtained by ̂
𝑋(𝑘) multiplied by 𝑆(𝑘). The

optimal state feedback gain matrix 𝑆(𝑘) is available from
solving the associated discrete algebraic Riccati equation [41];
that is,

𝑆 (𝑘) = − (𝑅 (𝑘) + 𝐵
𝑇

𝑄
𝑘+1

(𝑘) 𝐵)

−1

𝐵
𝑇

𝑄
𝑘+1

(𝑘) 𝐴,

∀𝑘 ∈ {0, . . . , 𝑇 − 1} .

(29)

Constructing the Kalman equations between CCA
threshold and throughput

Updating Kalman states and optimal estimation

Building the target function and minimum

Deriving the relationship between CCA threshold
and throughput

Figure 6: An LQG optimized information congestion control
scheme.

So the corresponding minimum cost is

𝐽 (𝑈
∗

(𝑘)) = [

𝑋 (𝑘)

𝑈
∗

(𝑘)

]

𝑇

[

𝑄 (𝑘) 𝑆 (𝑘)

𝑆
𝑇

(𝑘) 𝑅 (𝑘)

] [

𝑋 (𝑘)

𝑈
∗

(𝑘)

] . (30)

When the optimal CCA threshold CCA = 𝑈
∗

(𝑘) is
obtained, we can figure out the optimal throughput of all
vehicles as follows:

Throughput (𝑘) = ∑

𝑖

thr
𝑖
(𝑘) . (31)

Finally, our proposed scheme in this paper can be sum-
marized as a flow chart as shown in Figure 6.

4. Simulation

The simulation in this paper is performed in a Linux system
which combines MATLAB with NS2.The topology is created
with the popular Vanetmobisim toolset [42] as shown in
Figure 7. The street layouts used for simulation, that is, the
selected area of Washington DC, are loaded from TIGER
database. The complexity of the selected area of Washington
DC is 42, 80, and 125; that is, there are 42 junctions and
80 streets and the average length of streets is 125 meters.
The labels with numbers in Figure 7(b) indicate different
vehicles and they are a little bit overlapped due to limited
screen space especially when they are stopped by traffic lights.
The lines represent avenues or streets. Since traffic lights are
enabled in simulation, the colored line means there is a traffic
light on the junction. The red color line indicates that the
traffic on this line is stopped by a red light and vice versa.
Note that the configuration of the position and number of
traffic lights are not the real case, but it can be adjusted
during simulations to reflect the practical situation. In our
cases, we set the number of traffic lights to 10. In addition,
although TIGER can describe land attributes such as roads,
buildings, rivers, and lakes, it is still difficult to draw obstacles
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on output traces by Vanetmobisim till now. However, to
reflect the influences from obstacles which are common in
urban environment, we extracted the coordinates of obstacles
from the investigated parts of real maps and input them into
NS2. Besides, since there is no height information in TIGER
database, amodification toNS2 is needed to reflect the impact
of obstacles on channel fading and power attenuation. To
support obstacle modeling, a two-dimension obstacle object
“Obstacle Class” is introduced which represents a wall of
1 meter deep and has the length indicated by the distance
between two coordinates extracted from the real maps, that
is, 𝑃
1
(𝑥
1
, 𝑦
1
) and 𝑃

2
(𝑥
2
, 𝑦
2
). By this way, a building could be

expressed by four connected walls. When the line of sight
(LOS) of a communication pair intersects with the outline of
the building, the power attenuation could be calculated by the
following equation, which combines the generic free space
path loss model with the obstacle model presented in [43];
that is,

𝑃
𝑟
[dBm] = 𝑃

𝑡
[dBm]

+ 10 log(

𝐺
𝑡
𝐺
𝑟
𝜆
2

16𝜋
2
𝑑
𝛼

) − 𝛽𝑛 − 𝛾𝑑
𝑚
,

(32)

where 𝑃
𝑟
, 𝑃
𝑡
, 𝐺
𝑡
, 𝐺
𝑟
, 𝜆, 𝑑 are the receiving power, transmitting

power, sender antenna gain, receiver antenna gain, wave
length, and the distance between sender and receiver, respec-
tively. 𝑛 is the number of times that the border of the obstacle
is intersected by the line of sight. 𝑑

𝑚
here is the total length

of the obstacle’s intersection. 𝛽 and 𝛾 are two constants. 𝛽
is given in dB per wall and represents the attenuation a
transmission experiences due to the (e.g., brick) exterior wall
of a building. 𝛾 is given in dB per meter and serves as a rough
approximation of the internal structure of a building. The
general values of 𝛽 and 𝛾 inmost cases are 9 dB and 0.4 dB/m,
respectively.

The performance of our model is evaluated by varying
the density, the packet generation speed, and the intervehicle
distance according to the following metrics:

(1) Average throughput, defined as the average number of
successfully transmitted payloads per second for the
overall network.

(2) Average End-to-End delay (average E2E delay),
defined as the delay averaged among all the trans-
mitted packets by all the active vehicles during the
simulation period.

(3) Average packets delivery ratio (average PDR), defined
as the average ratio of the packets successfully deliv-
ered to the destinations with respect to those gener-
ated by the sources during the simulation period.

In our simulated highway scenario, all vehicles keep
sending and receiving periodic beacon messages. The max-
imum radio range of each vehicle is set to 1,000m. Actually,
according to the IEEE 802.11p, the fast-moving vehicles can
cover a transmission range over 1,000m [44]. Our scenario
is envisioned comprising 2 lanes and 10 km long in total,
where there are 50 (at least) to 400 (at most) vehicles in

Table 3: Simulation parameters.

Parameters Values
Frequency band (GHz) 5.92
Channel data rate (Mbps) 3
Transmission model Nakagami
Maximum communication range (m) 1000
SNR threshold for frame reception (dB) 5
Slot time (𝜇s) 16
AIFS (𝜇s) 9
Access class AC VO
𝑎𝐶𝑊min 15
𝑎𝐶𝑊max 1023
𝐶𝑊min(AC VO) (𝑎𝐶𝑊min + 1)/4 − 1

𝐶𝑊max(AC VO) (𝑎𝐶𝑊min + 1)/2 − 1

Beacon size (bytes) 500
Total road length (Km) 10
Propagation delay (𝜇s) 1
Number of traffic lights 10
Simulation time (s) 50

Table 4: Scenario generation parameters for IDM LC.

Description Value
Traffic light interval (s) 3
Min speed (m/s) 6.66
Recalculating movement step (s) 1
Number of lanes 2
Max speed (m/s) 24.44
Min stay (s)–max stay (s) 5–30

two directions and the vehicle moves using the IDM LC
(intelligent driver model with lane changing) mobility model
with the parameters listed in Table 4. Detailed simulation
parameters are listed in Table 3. The frequency band is set
to 5.92GHz which is configured to serve for the “High
Power Public Safety” services in IEEE 802.11p. The channel
data rate is chosen to be the lowest rate supported by IEEE
802.11p, namely, 3Mbps [45]. The Nakagami radio propaga-
tion model, whose parameters were adjusted to match actual
measurements reported in [46], has been used. The Access
Class is configured to AC VO, say, the highest priority for
voice transmission. This is because the packets exchanged in
our discussed scenario are safety-related where the highest
priority is necessary to guarantee their exclusive transmis-
sions.Thebeacon size is set to 500 bytes [47].Thepropagation
delay is fixed to 1𝜇s for simplicity. The simulation duration is
50 seconds and all the results are the average of 100 runs.

To evaluate the performance of our proposed LQG-CCA
algorithm, two other protocols, that is, D-FPAV and APPR,
are introduced for comparisons. Note that D-FPAV is a highly
cited work in the vehicular communication research filed to
address the channel congestion issue through transmission
power control to improve the network performance in terms
of dissemination delay and amount of message retransmis-
sions. Similarly, our LQG-CCA also tends to improve the
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(a) Satellite snapshot (b) Topology generated by Vanetmobisim

Figure 7: Simulation topology.

network performance by dynamically adjusting the CCA
threshold for each node tomaximize the network throughput
whereas not making the channel congested. In addition, D-
FPAV and LQG-CCA are both designed for time-critical
safety-related events in a vehicular environment. As a result,
we considerD-FPAV to be a better candidate for performance
comparisons with our proposed LQG-CCA. As for APPR, it
is also a channel congestion reduction scheme by varying the
length of beaconmessage, controlling the transmission power
and message generation rate, and removing the duplicate
messages from the message queue. Additionally, APPR is
also applicable to the safety-related scenarios in which an
emergency message or a warning message will be propagated
according to the aforementioned congestion control strate-
gies. Note that, in our work, only APPR II is implemented
for comparison since it is more reasonable in practice which
attempts to increase the channel load till the percentage
of message loss lies below a predefined threshold. Instead,
APPR I just maintains the channel load to a fixed value
depending upon the message generation rate of different
vehicles in a network. The important parameter in APPR II,
that is, the threshold of the message loss ratio, is set to 2%
according to [16].

Figure 8 shows the network average throughput perfor-
mance with the number of nodes varying from 50 to 400.
The packets generation speed for this case is 5 packets/s.
It is worth noting that our LQG-CCA always outperforms
the other two in this case. Before point 200, the average
throughput of LQG-CCA continuously increases. And after
200, there is a slow decrease of average throughput for LQG-
CCA and finally it outputs approximately 2.3Mbps which
is even bigger than the throughput corresponding to the
50 vehicles. At first, this result indicates that the impact
of the growth of senders on the throughput is larger than
that of the more introduced collisions from more vehicles.
This conclusion is also valid for APPR. However, D-FPAV
shows a lower throughput at point 400 compared to that
at point 50. The reason behind this is the transmission
restraining mechanism adopted by LQG-CCA and APPR.
For LQG-CCA, by dynamically computing the appropriate

50 100 150 200 250 300 350 400
1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

2.8

3

Number of vehicles

Av
er

ag
e t

hr
ou

gh
pu

t (
M

bp
s)

LQG-CCA
APPR
D-FPAV

Figure 8: Average throughput versus number of vehicles when the
packets generation speed is 5 packets/s.

CCA threshold for each active vehicle, the throughput could
be maximized by forcing some vehicles to stop sending
according to the channel load and contention level. In
APPR, it also will stop the generation of some messages
from vehicles if the packets loss ratio exceeds a predefined
threshold. In thisway,more transmission opportunities could
be protected by suppressing extra interferences. However, in
D-FPAV, the research emphasis falls on how to achieve the
fairness of transmission opportunities among different active
nodes. Every node starts with the minimum transmitting
power assigned and then increases their transmitting power
simultaneouslywith the same amount as long as the condition
on the beaconing network load (MBL) is satisfied. In this
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way, the fairness is guaranteed but the total throughput
in a network is damaged. As a result, D-FPAV outputs a
lower average throughput when there are too many nodes
simultaneously increasing their sending power, by which
mutual interferences are also increased thus leading to a
lower transmission opportunity for each node. In addition,
the superiority of our LQG-CCA over APPR and D-FPAV is
actually attributed to the distributed interference cancellation
mechanism. In this way, the global throughput could be
maximized by transmission opportunities assignment among
nodes locally.

The performance of average E2E delay is shown in
Figure 9 with the number of nodes varying from 50 to
400. Note that the safety-related events are given the highest
sending priority, that is, AC VO, with smaller contention
window and interframe space. It can be concluded that all
three protocolsmeet the delay requirements for safety-related
events according to “TABLE I” in [48], where a maximum
100ms latency is required for both periodical and emergency
warning messages. Since a larger density of vehicles will
definitely increase the average E2E delay considering the
packets collisions or transmission restraining, extra time is
needed to finish the transmission attempts of active nodes.
Our LQG-CCA also outperforms the other two protocols
with a maximum latency approximately 5ms at point 400.
The APPR ranks second while the D-FPAV is the worst. In
addition, by checking the slope of three curves, it can be
noticed that D-FPAV shows a faster growth of delay with
the density increasing compared to the other two. This is
actually because D-FPAV will easily saturate the channel
load when there are too many nodes concurrently increasing
their transmitting power. On the other hand, due to adaptive
control of transmission opportunities or packet generation
speed, LQG-CCA and APPR both show a more flat curve
reflecting their better adaptability to the network load.

Figure 10 shows the average PDR of three algorithms
with the number of nodes varying from 50 to 400. Con-
sistent with Figures 8 and 9, our LQG-CCA also ranks
first considering its ability to adaptively adjust the medium
sensing threshold thus leading to a better PDR. Note that
the restrained nodes are not taken into account in the
computation of PDR since they are no longer active. With
the vehicular density increase, the average PDR of three
protocols all drop. By checking the NS2 trace file, there are
lots of “DROP MAC COLLISION”, “DROP MAC BUSY”,
and “DROP MAC RETRY COUNT EXCEEDED” occur-
ring; that is, the packets dropped due to collisions, channel
being busy, and exceeding the retry limit, respectively.There-
fore, we could say that the packets retrying and backing off
contribute to the PDR falling when the density is increasing.
However, since intelligent transmission scheduling is enabled
in LQG-CCA and APPR, their PDR dropping is relatively
slight with a minimum of 0.6 compared to D-FPAV which
has a minimum PDR below 0.5. In addition, the smaller
slope of LQG-CCA implies its better load adaptive capability
compared to the other two.

The impact of packet generation speed on the average
PDR is shown in Figure 11 with the packet generation
speed varying from 0 to 10 packets/s. Note that, in this
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Figure 9: Average E2E delay versus number of vehicles when the
packets generation speed is 5 packets/s.
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Figure 10: Average PDRversus number of vehicles when the packets
generation speed is 5 packets/s.

simulation case, the number of nodes is fixed to 100, say,
a relatively slight density considering the total 10 km long
road segment.With the packet generation speed increases, all
three protocols show decreases of packets delivery ratio. This
result is reasonable as a larger data sending rate will readily
saturate the channel and bring more packets collisions thus
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Figure 11: Average PDR versus packet generation speed when there
are 100 nodes.

reducing the packets delivery ratio. What is noteworthy is
that both LQG-CCA and APPR introduced the transmitting
restraining schemewhichwill adaptively schedule the packets
sending instead of just sending them out upon generation. As
a result, although the packet generation speed is continuously
increasing, the decreasing speed of three protocols is quite
different according to their various medium access manners.
For D-FPAV, there is no strategy to counteract the adverse
impact on channel congestion from packet generation speed
growing. Therefore, D-FPAV shows the worst performance
consistentwith previous numerical results. To compareAPPR
with our LQG-CCA, since there are no traffic predictions in
APPR, their packet generation speed control mechanism will
only take effect after the receiving of the feedback regarding
a congestion that already occurred. In this way, our LQG-
CCAwill act more efficiently with accurate estimations of the
channel state thus leading to a better average PDR.

The impact of average intervehicle distance on the average
PDR is shown in Figure 12. Note that although a 1000-
meter radio range is assumed, the packets are actually
difficult to be received by their destinations 1000 meters
away considering the channel fading and obstacles which
are common in the urban environment such as skyscrapers,
big trucks, and giant trees. As a matter of fact, the wireless
signal will be attenuated by the equivalent walls according to
our introduced obstacle model expressed by (31). To control
the intervehicle distance, one parameter in IDM LC, that
is, the desired dynamical distance [49], has been changed
to generate a required average intervehicle distance in the
network. It is noteworthy that, with the increasing of average
intervehicle distance, the average PDR drops quickly. This is
because a larger intervehicle distancewill bringmore risks for
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Figure 12: Average PDR versus average intervehicle distance when
there are 100 nodes.

the signal to be sheltered by the obstacles. For our LQG-CCA,
because its throughput maximization procedure considers
the interferences from others using the SINR reception
model, its performance degradation is the smallest compared
to the other two. Since the reception model in APPR and
D-FPAV is not given explicitly, we just determine whether a
packet is successfully received according to the SNR threshold
for frame reception listed in Table 3. However, due to the
generation speed control according to the packet loss ratio in
APPR, its performance is better thanD-FPAV.As forD-FPAV,
which puts its emphasis on access fairness rather than channel
congestion and total throughput, it performs theworst among
three models.

5. Conclusion

In this paper, we propose an LQG-based congestion control
scheme in vehicular networks. Our model can dynamically
adjust theCCA threshold according to the difference between
the actual network throughput and the expected network
throughput. In this way, the determined CCA threshold for
each node can maximize the network throughput without
leading to channel congestion at the same time. Numerical
results show that our LQG optimized congestion control
algorithm can improve the network throughput and packets
delivery ratio and can reduce packet transmission delay
significantly. Our futureworkwill attempt to efficiently utilize
the capture effect to make concurrent reception available on
hardware and model the CCA threshold adjustable trans-
mission model with MU-MIMO (Multiuser Multiple Input
Multiple Output) enabled.
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Nomenclature

Variables

𝑋(𝑘): Predicted throughput
𝐴: Coefficient matrix of the state variable
𝐵: Coefficient matrix of the control

variable
𝑈(𝑘): The control variable
𝑊: The system noise
𝑌(𝑘): The actual measured throughput
𝐶: The coefficient matrix of measured

variable
𝑉: The measured noise
𝑄: The covariance of noise
𝑅: The weight of state variable
𝑋(𝑘 | 𝑘 − 1): The predicted throughput at time 𝑘

𝑋(𝑘 − 1 | 𝑘 − 1): The throughput at time 𝑘 − 1

𝑍(𝑘 | 𝑘 − 1): The covariance of predicted throughput
𝑍(𝑘 − 1 | 𝑘 − 1): The covariance of throughput at time

𝑘 − 1

̂
𝑋(𝑘): The estimated throughput at time 𝑘

𝑍(𝑘 | 𝑘): The covariance of estimated throughput
𝑌
𝑟
(𝑘): The expected throughput

𝐺(𝑘): The Kalman gain at time 𝑘

𝐻: The covariance of measured noise
𝑒(𝑘): The deviation of throughput from the

actual value
𝐽: The objective function of quadratic

form
𝑈
∗

(𝑘): The optimal control variable
𝑆(𝑘): The optimal output feedback gain

matrix.

Notations

𝐼
𝑠
: The received signal strength

𝑃: The transmission power
𝑟: The distance between the transmitter and receiver
𝜃: The path loss coefficient
CCAth: The Clear Channel Assessment sensing threshold
𝑅: The maximum transmission range
𝑊: The channel bandwidth
𝑛: The number of concurrent transmissions
Area: The network range.
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Mobile crowdsensing is a new paradigm that can utilize pervasive smartphones to collect and analyze data to benefit users.
However, sensory data gathered by smartphone usually involves different data types because of different granularity and multiple
sensor sources. Besides, the data are also time labelled. The heterogeneous and time sequential data raise new challenges for data
analyzing. Some existing solutions try to learn each type of data one by one and analyze them separately without considering
time information. In addition, the traditional methods also have to determine phone orientation because some sensors equipped
in smartphone are orientation related. In this paper, we think that a combination of multiple sensors can represent an invariant
feature for a crowdsensing context. Therefore, we propose a new representation learning method of heterogeneous data with time
labels to extract typical features using deep learning. We evaluate that our proposed method can adapt data generated by different
orientations effectively. Furthermore, we test the performance of the proposed method by recognizing two group mobile activities,
walking/cycling and driving/bus with smartphone sensors. It achieves precisions of 98.6% and 93.7% in distinguishing cycling from
walking and bus from driving, respectively.

1. Introduction

The smartphone has become extremely popular recently. The
development of the smartphone with various sensors and
powerful capabilities (computing, storage, and communica-
tion) motivates a popular computing and sensing paradigm,
crowdsensing. As a result of the explosion of sensor-equipped
mobile phones, we can sense the environment, infrastruc-
ture, and even social activities [1]. For example, in [2], the
authors proposed using a smartphone with a built-in triaxial
accelerometer to recognize physical activities, which can
provide valuable information regarding an individual’s degree
of functional ability and life style. Besides using a single type
sensor of smartphones, most often, we usemultitypes sensors
of the smartphone to obtain more comprehensive sensory
data for a variety of applications [3, 4]. However, the sensory
data from various data sources are usually heterogeneous,
representing different granularity and diverse quality. In
addition, the data are usually time labelled. Because of

the two characteristics of sensory data, how to “understand”
heterogeneous data with time labels correctly becomes a new
challenge for data analyzing.

Some existing solutions would prefer to analyze a single
type of data sensor by sensor [4–6]. For instance, in [5],
authors focus specifically on traffic monitoring by using
accelerometer, microphone, GSM radio, and/or GPS sensors
of the smartphone to detect potholes, bumps, braking, and
honking.They separately analyze data generated from each of
these sensors one by one. The disadvantage of these methods
is that they can only obtain a unidimensional characteristic
of sensory data. Some other researchers proposed sensor
fusion methods to learn the sensory data [3, 7]. This is
accomplished by a feature extraction approach in which
features from each sensor are computed independently.
Then, the extracted features are integrated for fusion of
information from multisensors. Although these methods
derive comprehensive characteristics of sensory data, they
cannot denote the internal relations of the heterogeneous
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data. Furthermore, all of these methods never consider time
labels of sensory data, which could lead to some typical
features being neglected. For this reason, some works try to
learn the time characteristics of sensory data using Hidden
Markov Model (HMM) [8, 9]. But HMM-based algorithm
can only obtain features of neighboring time points of sensory
data rather than the overall time features.

Due to the limitations of existing methods of dealing
with sensory data separately, we propose a new representation
learning method of heterogeneous data with time labels to
extract typical features using deep learning. In our model,
multitype sensors are set to the same sampling frequency.
Then, the sensory data are labelled by “sequence tag” accord-
ing to sequencing the collection of data. Thus, the collected
data and their sequence tags can be combined together as
an integral feature. Then, such global data integration can be
accepted as input by deep learning network. With multiple
layers, deep learning is more powerful and flexible. It is able
to combine many layers to generate an integrated feature.
In crowdsensing, we believe that the integrated feature
abstracted from multiple sensory data can well recognize
a corresponding context. Besides, due to the sensory data
tagged by time labels, we can learn the temporal knowledge
from raw data as well in our model. In a word, we not
only integrate heterogeneous data frommultiple sensors, but
also combine it with temporal information. We named the
combination as context fingerprint.

In this paper, we propose and demonstrate our method
to analyze sensory data in an overall view. We group all data
collected at time 𝑡

0
from multiple sensor sources and their

sequence tag 𝑇
0
as a vector. Suppose the vector generated at

time 𝑡
0
is denoted by x󸀠

1
and the length of sampling window

is 𝜏. Then, we can get a vector x󸀠
2
with sequence tag 𝑇

1

at time 𝑡
0
+ 𝜏 in the same way. Repeating this sampling

process for 𝑛 times, we can get the sample X󸀠, where X󸀠 =
(x󸀠
1
, x󸀠
2
, . . . , x󸀠

𝑛
) is a matrix with 𝑛 columns. Since the sensory

data are fromdifferent granularity data sources, it is necessary
to refine the raw sample X󸀠 by data preprocessing. With
the preprocessing, we get same size sample X from X󸀠. The
sample X will be set as an input for our deep learning
model. Experimental results show that the context fingerprint
reconstructed by deep learning can efficiently represent an
invariant feature for a crowdsensing context. Our proposed
method has the following innovative features: (i) it integrates
the overall feature (context fingerprint) of raw data as input,
(ii) it captures and learns, in addition to sensory data itself,
the tagged time information of data and utilizes both of them
for context inferring, and (iii) with the deep learning model,
we do not have to do orientation correction; in other words,
we need not care about the problem of phone orientation.

Themain contributions of this paper are multifold, which
include the following:

(1) We propose integrating features of multiple sensors
and their sequence tags as an overall fingerprint for
data analyzing in crowdsensing.

(2) We consider the factor of time information to improve
the efficiency of mobile activities recognizing.

(3) With deep learning model, we make the smartphone
data analysis independent of smartphone orientation.

(4) We evaluate our proposed scheme with real data
collected from multiple sensors of smartphone.

The rest of the paper is structured as follows. Section 2
presents a brief overview of related works. In Section 3 we
introduce the basic architecture of the time-delay multilayer
perception model. We explain network training in Section 4.
Section 5 evaluates our schemes in human mobile activity
inferring by the data we collected in realistic scenarios, and
Section 6 summarizes this paper.

2. Related Work

Due to the popularity of the smartphone and multitypes
sensors with which it is equipped, there is a growing interest
in mobile application researches [10–13]. They leverage the
sensors of smartphone to sense our physical environment or
individuals’ physiological parameters and so forth. The sen-
sory data are always multimodal, representing different gran-
ularity and diverse quality. In order to well understand the
potential meanings of the collected data, many researchers
devote themselves to learning representation of the data that
make it easier to extract useful information. In [14], authors
proposed calculating resultant vectors of accelerometer, gyro-
scope, andmagnetometer of smartphones, respectively.Then,
individual defined thresholds of the three sensors are used for
fall detection. The independent representation mechanism
of the sensory data of multitypes sensors is used in [15, 16]
as well. Although these methods are lightweight, they can
only obtain a unidimensional characteristic of sensory data
and cannot form a discriminant feature. For example, an
accelerometer for downstairs and upstairs has similar change
characteristics.

In view of the insufficiency of the independent represen-
tation mechanism of the sensory data, some researches put
forward sensor fusion based schemes to learn representation
of sensory data. Sensor fusion is combining of sensory
data or data derived from disparate source such that the
resulting information has less uncertainty than what would
be possible when these sources were used individually [17].
With a fusion process, we can get more accurate and more
dependable result from the disparate raw data source. For
example, in [18], in order to improve localization service,
the author manipulates at least four sensors including micro-
phone, camera, WiFi radio, and accelerometer. The aim is
to combine multiple features for reliable localization service.
In [19], authors presented a hierarchical algorithm for the
heterogeneous data representation. In the lower level, it
extracts feature vectors of accelerometer and microphone
for the motion and environment. In the higher level, it
combines the extracted two features to get an integration
feature for human activity recognition. Similarly, in [20],
Zeng et al. proposed a dynamic heterogeneous sensor fusion
framework to incorporate various sensory data. It learned the
weights of sensors to form an integrated feature for activity
recognition. The drawback of these schemes is that they only
simply integrate heterogeneous data, which do not consider
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the influence of different sensors. In addition, some of the
works have to implement coordinate reorientation of sensors
to obtain the meaningful sensory data that indicate physical
activities of objects [3, 6, 21], which increases the complexity
of system implementations.

Since the sensory data may present different temporal
characteristics for various sensing events, some studies try to
explore the time characteristic in learning sensory data. To
the best of our knowledge, the method used to analyze the
temporal characteristics of sensory data is Hidden Markov
Model-based algorithm [22, 23].However,HMM-based algo-
rithm requires prior knowledge to define its structure, which
limits its feasibility. In addition, it analyzes transfer features
of data of neighboring time points such that it cannot extract
an integrated time feature of sensory data.

3. Model Review

3.1.Why to Choose Deep Learning. Theoretical results suggest
that, for a complicated extraction process, the results can be
further improved by applying a “deeper” structure [24, 25]. In
this paper, we propose learning representation of the sensory
data tagged by time labels to extract typical features using
deep learning, which is a generative model that consists
of multiple layers of hidden stochastic latent variables of
feature. There are two advantages of our method. First of
all, we consider temporal information in our algorithm for
analyzing the time labelled sensory data. Secondly, different
from traditional ways that think each sensor presents one
feature (subfeature) separately, we believe that all sensorswith
which smartphone is equippedwill represent a unique feature
together corresponding to a context. Namely, we integrate all
of the subfeatures as an overall feature, which is the context
fingerprint we named before. We plan to explain more details
of these two considerations as follows.

3.1.1. Time Information of Sensory Data. Usually, the sensory
data generated by smartphone is time labelled. For example, if
we sample sensory data at the time 𝑡

0
with sampling window

length of 𝜏, then we can collect data sequences like this:
{x󸀠
𝑖
, 𝑦
(𝑖)
, 𝑖 = 1, 2, . . . , 𝑁}

[𝑡0+(𝑖−1)𝜏]
, where x󸀠

𝑖
denotes sample

data that is sequenced according to the collecting order.
Thus, x󸀠

𝑖
can be time labelled by “sequence tag” 𝑇

𝑖
. 𝑦(𝑖) is the

class label that x󸀠
𝑖
belongs to. For mobile crowdsensing, time

labels are valuable information that can be used to extract
changing characteristics of the sensory data with time. The
time labels should be considered in the algorithm design as
mucg possible as we can. However, existing methods usually
cannot deal with the temporal information effectively. In this
paper, we introduce a deep learning model to extract typical
features from time labelled sensory data.

3.1.2. Data Integration. In order to achieve typical features
extraction using deep learning, it is necessary to determine
the data integration which is as input data of our deep
learning. Data integration is to combine data residing at
different sources and to provide users with a unified view
of these data [26]. As discussed before, we combine all

kinds of sensory data and sequence tags together to obtain
a context fingerprint. In our model, rather than considering
different sensors as different subfeatures separately, the data
integration representation is an invariant feature, namely, the
context fingerprint. For example, if there are four kinds of
sensors, we can manipulate accelerometer, gyroscope, mag-
netometer, and compass. There must be a special fingerprint
vector generated from a special context c and a time point
it corresponds to. For each context c, there must be one and
only one f corresponding to it. And the fingerprint vector c is
orientation invariant.

f = {𝐴𝑐𝑐𝑥, 𝐴𝑐𝑐𝑦, 𝐴𝑐𝑐𝑧, 𝐺𝑦𝑟𝑥, 𝐺𝑦𝑟𝑦, 𝐺𝑦𝑟𝑧,𝑀𝑎𝑔𝑥,𝑀𝑎𝑔𝑦,

𝑀𝑎𝑔𝑧, 𝐶𝑜𝑚, 𝑇} .

(1)

3.2. The Deep Learning Model. In order to extract typical
features from sensory data with time labels, we use the
deep learning model which consists of many layers. Up to
now, there are various deep learning architectures, such as
convolutional neural networks, recursive neural networks,
and deep belief networks. The convolutional neural network
(CNN) is suitable for processing visual and other two-
dimensional data [27]. The recursive neural network (RNN)
uses a tensor-based composition function and its structure
is very complex [28]. RNN is suitable for natural language
processing [29]. The deep belief networks can be efficiently
trained in an unsupervised, layer-by-layer manner, where the
layers are made of Restricted Boltzmann Machine (RBM)
[30]. Thus, DBN can greatly reduce the training samples.
Through the comparative analysis, we select the deep belief
network (DBN) as our deep learning model. In this paper, we
use four-layer DBN structure which contains a visible layer
and three hidden layers. The four layers form three RBM
groups as shown in Figure 1. Suppose the input data vector
for our network is 𝑚-dimensional, which is collected and
integrated from accelerometer, gyroscope, magnetometer,
compass, and sequence tags (in this paper we only consider 4
sensors at all; for more sensors the network could be enlarged
in the same way).

There are 𝑙
1
units in the visible layer of our DBN, which

is responsible for accepting input samples. The samples data
are time labelled. Suppose each sample contains 𝑛 sampling
time points; then it is easy to know that each input sample X
is a matrix with𝑚 × 𝑛, X = [𝑥

𝑖𝑗
]
𝑚×𝑛

. The visible layer should
accept every element of one sample as shown in Figure 1. Until
now, the number 𝑙

1
, which is linearly correlated with both

𝑚 and 𝑛, can be calculated as 𝑙
1

= 𝑚𝑛. As we mentioned
before, the sensory data are from different granularity data
sources. Thus, the samples we used here are not the raw data
collected by smartphone but have been preprocessed. The
data preprocessing is further discussed in this paper. The
following three layers are hidden layers. The lowest hidden
layer has ℎ

1
hidden units, the next one has ℎ

2
, and the top

layer has ℎ
3
hidden units. The hidden units of the first RBM

get inputs from the visible layer and then forward their well-
trained outputs to the second RBM. At this time, the units
of the first hidden layer become visible units in the second
RBM.This process will be repeated until the top layer hidden
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Figure 1: The architecture of the deep belief network for mobile crowdsensing. It contains four layers. The input data is a vector that is
collected and integrated from accelerometer, gyroscope, magnetometer, compass, and time sequence.

units are determined. The number of each hidden layer unit
should be carefully chosen, and we can tune and search an
appropriate one by experiments.

3.3. Data Sampling and Preprocessing. In this subsection, we
explain how to define and get samples from the raw data
we collected from smartphones. As we discussed before, the
raw data is 𝑚-dimensional that contains sensory data and
sequence tags. For every sampling time point, one kind of
an 𝑚-dimensional vector would be generated. In our model,
we select successive sequences data as our training or test
sample rather than only one sampling point, because only
long enough sequential data can capture a pattern; in other
words, only a successive sampling sequence can represent a
special context correctly. Now, the problem is how to explore
an appropriate length of time frame of sampling, 𝑛, as we
discussed before.

In our model, we make the length of sample 𝑛 related to
a specific situation, such as human daily activity recognition
[2, 14, 31] or transportation mode recognition [32–34]. For
different application purpose, we choose different length of
time frame 𝑛. For example, in [33], it is necessary to determine
whether the people are on the bus. So, we should use longer
sensory data to achieve this objective; 20∼120 seconds may
be an appropriate length for sampling time frame accord-
ing to our experiments. However, for recognizing human
daily activity, such as cycling, 5∼8 seconds is enough. A
reasonable value of 𝑛 of different scenarios will be selected
from experiments. As we discussed before, there are 𝑛 times

samplings for each raw sample X󸀠; X󸀠 = [𝑥
󸀠

𝑖𝑗
]
𝑚×𝑛

. Since the
granularity of the raw sample is different, we do not input the
raw sample X󸀠 into our model directly. Actually, we propose
doing preprocessing for X󸀠 and getting the refined sample
X = [𝑥

𝑖𝑗
]
𝑚×𝑛

for training and testing as follows:

𝑥
𝑖𝑗
=

𝑥
󸀠

𝑖𝑗
− 𝑥
󸀠

𝑖

𝜎
𝑖

, 𝑖 = 1, 2, . . . , 𝑚, 𝑗 = 1, 2, . . . , 𝑛, (2)

where 𝑥
󸀠

𝑖
= (1/𝑛)∑

𝑛

𝑗=1
𝑥
󸀠

𝑖𝑗
and 𝜎

𝑖
is the variance of the 𝑖th

row of the raw sample X󸀠. The refined sample X = [𝑥
𝑖𝑗
]
𝑚×𝑛

is
smooth and it can also represent a context fingerprint.

4. The Deep Belief Network Training

After preprocessing, the samples with size of 𝑚 × 𝑛 could
be accepted by the visible layer of DBN. However, different
from image data, which is pixel matrix, our samples are time-
delay data sequences. In order to integrate the sensory data,
forming a typical feature, the deep belief network should be
well trained.Therefore, our purpose is to find the parameters
of DBN to minimize the network errors. This procedure is
divided into two phases: (1) pretraining phase and (2) fine-
tuning phase. In the following sections, we will describe the
two phases in detail.

4.1. Pretraining Phase. As shown in Figure 1, our DBN
consists of three RBM groups, which are separated from
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Figure 2: The model of Restricted Boltzmann Machine (RBM).

each other.Therefore, we train each RBM group individually.
For each RBM, it is an undirected graph that consists of
two layers: visible layer used to denote the observations and
hidden layer used to denote the feature detectors. W is the
weight of the connection between the visible layer and hidden
layer. The structure of RBM is shown in Figure 2.

Let vectors k and h denote the state of visible unit and
hidden unit, in which V

𝑖
denotes the state of the 𝑖th visible

unit and ℎ
𝑗
denotes the state of the 𝑗th hidden unit. For a

given state of (k, h), the energy of the joint configuration in
RBM is

𝐸 (k, h | 𝜃) = −∑

𝑖∈k
𝑎
𝑖
V
𝑖
− ∑

𝑗∈h
𝑏
𝑗
ℎ
𝑗
−∑

𝑖∈k
∑

𝑗∈h
V
𝑖
𝑤
𝑖𝑗
ℎ
𝑗
, (3)

where 𝜃 = {𝑤
𝑖𝑗
, 𝑎
𝑖
, 𝑏
𝑗
} is the parameter that needs to be

trained in RBM. 𝑤
𝑖𝑗
is the weight of the connection between

the 𝑖th visible unit and 𝑗th hidden unit and 𝑎
𝑖
and 𝑏

𝑗
are

their bias. Based on the energy function, the joint probability
distribution of (k, h) is given as

𝑃 (k, h | 𝜃) =
𝑒
−𝐸(k,h|𝜃)

𝑍 (𝜃)
, (4)

where 𝑍(𝜃) = ∑k,h 𝑒
−𝐸(k,h|𝜃) is the partition function. For a

practical problem, the aim of the pretraining algorithm is to
determine the distribution of the observation data 𝑃(k | 𝜃),
that is, the marginal probability of 𝑃(k, h | 𝜃). It can be given
as

𝑃 (k | 𝜃) =
1

𝑍 (𝜃)
∑

h
𝑒
−𝐸(k,h|𝜃)

. (5)

Since the energy of a training sample could be lowered by
raising the probability of the sample, the optimal parameter
𝜃 can be computed by maximizing the likelihood function of
𝑃(k | 𝜃). It can be computed by taking the derivation of the
likelihood function of𝑃(k | 𝜃)with respect to the parameters:

𝜕 log𝑃 (k | 𝜃)

𝜕𝑤
𝑖𝑗

= ⟨V
𝑖
ℎ
𝑗
⟩data − ⟨V

𝑖
ℎ
𝑗
⟩model

𝜕 log𝑃 (k | 𝜃)

𝜕𝑎
𝑖

= ⟨V
𝑖
⟩data − ⟨V

𝑖
⟩model

𝜕 log𝑃 (k | 𝜃)

𝜕𝑏
𝑗

= ⟨ℎ
𝑗
⟩data − ⟨ℎ

𝑗
⟩model ,

(6)
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Figure 3: The model of unrolling deep belief network (DBN).

where ⟨⋅⟩data is the expectation of the product of the parame-
ters and observed data and ⟨⋅⟩model is the expectation for the
model observations that is generated according to the model.
When the training data and generated data are similar, we
obtain the optimal performance.Thus, the parameters can be
updated by

Δ𝑤
𝑖𝑗
= 𝜖 (⟨V

𝑖
ℎ
𝑗
⟩data − ⟨V

𝑖
ℎ
𝑗
⟩model)

Δ𝑎
𝑖
= 𝜖 (⟨V

𝑖
⟩data − ⟨V

𝑖
⟩model)

Δ𝑏
𝑗
= 𝜖 (⟨ℎ

𝑗
⟩data − ⟨ℎ

𝑗
⟩model) ,

(7)

where 𝜖 is a learning rate. Through experimental test, 𝜖 is set
at 0.01. After the first RBM is well trained, the hidden units in
this RBM become visible unit for learning the second RBM.
The layer-to-layer learning will repeat until the last RBM is
well trained. At this time, we obtain coarse grain optimal
values of the parameters. To further improve the result, a fine-
turning process is implemented in the next phase.

4.2. Fine-Tuning Phase. The phase described above is a
bottom to top unsupervised learning process to achieve
the network pretraining. After that, the models unfold (as
shown in Figure 3) to produce encoder and decoder network.
Then, we implement a fine-turning process to optimize the
parameters of the deep belief network. In this step, the process
is a top to bottom supervised learning.

In order to achieve fine-tuning of the network, in this
paper, we use backpropagation (BP) method, which calcu-
lates gradient descent of themean-squared error as a function
of the weights [35]. Specifically, backpropagation procedure
performs two stages through the unrolling network, forward
and backward. During the forward stage, we forward the
training data to the input of the network and calculate the
difference between the inferred hidden unit and the learned
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Figure 4: Precision statistics of seven different sample lengths 𝑛. (a) The precision statistics of walking/cycling with sample length as
0.75 s, 1.75 s, 3.25 s, 5.25 s, 7.75 s, and 10.75 s. (b) The precision statistics of driving/bus with sample lengths 2.5 s, 7.5 s, 15 s, 25 s, 37.5 s, 52.5 s,
and 70 s.

hidden unit. In this way, an error can be computed by
comparing output with desired output. For the backward
stage, we can evaluate the derivatives of the error function
with respect to the weights and then use them to adjust
weights among all the connections. This process will repeat
many times for each of the training data until the network
converges. During the whole process, the initial weights are
the same weights that are well trained in pretraining phase.

5. Evaluation

5.1. Sample Sets. Analyzing data generated by multiple sen-
sors of smartphone to design and develop a mobile appli-
cation is not the goal of this paper. The most important
thing in this paper is proposing and demonstrating a novel
solution for integrating and analyzing multiple time labelled
sensory data effectively. As mentioned in Section 3.1, we plan
to integrate four kinds of sensors, accelerometer, gyroscope,
magnetometer, and compass. We can start our evaluation by
explaining how to do preprocessing firstly.The testing sample
sets we gathered are corresponding to two groups of mobile
activities, walking/cycling and driving private car/taking bus.
We have six volunteers to collect data, including 4 males
and 2 females. In two weeks, the volume of sensory data
they collected is over 180 hours. They carry six different
Android smartphones (different handset makers) equipped
with the four sensors we mentioned before. The sampling
frequency is 4Hz. And we do never restrict smartphone
orientation during data collecting. It means all volunteers
could do sample with the most comfortable gestures as they
prefer. Usually, the orientation for woman carrying phone
is different from man. But the only thing is that they have
to keep one gesture constantly during one sampling period.

It means that the gesture with smartphones cannot change
during the sampling period. And we do the training and
testing with the cross validation method. We grouped the
samples into four parts and randomly choose three of them
as the training set. The left part is testing set.

5.2. Experimental Results

5.2.1. Running DBN with Different Sample Length 𝑛. We do
all the tests with two groups of human mobile activities,
walking/cycling and driving/bus. Based on the integrated
features, then we use an SVM classifier to distinguish the
activities. Precision and recall are the most widely used
quality measurements. We observe and compare the pre-
cision and recall when tuning sample length 𝑛. Figures 4
and 5 compare the precision and recall with different value
of 𝑛. We firstly test our model on walking/cycling testing
set with sample lengths 0.25 s (only one sampling point),
0.75 s, 1.75 s, 3.25 s, 5.25 s, 7.75 s, and 10.75 s, respectively. In
classifying these two kinds of mobile activities from each
other, we firstly define cycling as positive class (1) andwalking
as negative class (0). So, the precision of recognizing cycling
can be calculated. Then, we change walking as positive class
and get the precision for classifying walking as shown in
Figure 4(a). From Figure 4(a), we can find that the integrated
features achieve an excellent performance with different
sample lengths. And a sample length around 1.75 s∼5.25 s
achieves a stable precision above 92% and with a peak value
98%.

The testing for driving/bus works acts in the same way.
However, for recognizing driving from bus, we need to
enlarge the sample length because only long enough sample
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Figure 5: Recall statistics of seven different sample lengths 𝑛. (a) The recall statistics of walking/cycling with sample length as
0.75 s, 1.75 s, 3.25 s, 5.25 s, 7.75 s, 10.75 s. (b) The recall statistics of driving/bus with sample lengths 2.5 s, 7.5 s, 15 s, 25 s, 37.5 s, 52.5 s, 70 s.

can capture the characteristic of driving or taking bus.There-
fore, in searching an appropriate sample length,we choose the
candidate sample length as 2.5 s, 7.5 s, 15 s, 25 s, 37.5 s, 52.5 s,
and 70 s, respectively. As shown in Figure 4(b), the sample
length 𝑛 plays a more important role in distinguishing
driving/bus than cycling/walking. An effective range of sample
length is 37.5 s∼52.5 s. Too small or too large sample length
would never achieve a satisfying precision. Actually, not only
𝑛 but also the number of the hidden layer unit for the two
tests is also different. We choose ℎ

1
= 100, ℎ

2
= 60, and

ℎ
3

= 3 for the experiment of recognizing walking/cycling.
For driving/bus, we choose ℎ

1
= 900, ℎ

2
= 300, and ℎ

3
= 4.

For the visible unit, because the sampling frequency is 4Hz,
𝑙
1
= 1650(11∗37.5∗4) if we select 37.5 s as the sample length.
The recall of statistics is shown in Figure 5, which reveals

almost the same phenomenon with different sample lengths.
However, in the test of classifying driving and bus, it is
much easier to distinguish bus than to distinguish driving
from testing sample set. As shown in Figures 4(b) and 5(b),
both of the two quality measurements, precision and recall,
achieve a higher result in distinguishing bus from our testing
samples. One possible explanation is that bus usually runs
more regularly than driving a private car or taxi.

5.2.2. The Overall Performance of DBN. To evaluate the over-
all performance of our DBN model, we compare DBN with
an Activity Recognition System (ARS) with mobile phones
[36]. ARS manipulated three kinds of sensors, accelerometer,
magnetometer, and gyroscope. There are some differences
between DBN and the ARS. Firstly, ARS gets a constant
sample length, which is 2 seconds but with a sampling
frequency of 50Hz. Therefore, there are 100 sampling points.
Then, ARS calculates mean of temporal differences for the
100 sampling data sets named 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦, where 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 fl
(1/100)∑

100

𝑡=1
((𝑥
󸀠

𝑡
− 𝑥
󸀠

𝑡−1
)/𝜏). For the second, ARS’s network

Table 1: Experiment performance compare (𝐹1-measurement).

Activity ARS DBN
Walking 92.35% 96.36%
Cycling 75.96% 97.77%
Bus 70.10% 93.75%
Driving 58.33% 90.10%
Average 74.19% 94.50%

has 9 fully connected neurons in the input layer, which is less
than our DBN model.

We conduct experiments on classifying the four mobile
activities of walking, cycling, driving private car, and taking
bus usingDBN andARS. For each activity, ARS uses the same
sampling length, whereas DBN selects different sampling
lengths for different activities. As tested above, DBN uses 2 s,
5 s, 40 s, and 35 s sampling length with 4Hz sampling fre-
quency, respectively, for classifying walking, cycling, driving
private car, and taking bus. In order to evaluate performance
overall, we introduce F1-score as a new quality measurement
[37]. It is a measure of a test’s accuracy. F1-score is defined as
2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙/(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙).The F1-score results
of ARS and DBN are shown in Table 1.

As shown in Table 1, we can see that the integrated
features extracted from our DBN perform better than ARS
in recognizing all of the four mobile activities, especially for
the last three activities. The reason is that the long enough
temporal sequential data can capture more features of some
mobile activities. Besides, DBN also considers time labels
of the sensory data. Although ARS has higher sampling
frequency, in a short time, there will be no significant change
of the characteristic of sensory data. And it will increase the
computational load.
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Figure 6: The robustness testing for smartphone orientation invariance.

5.2.3. Evaluation of Orientation Invariance. Some of the
sensors with which smartphone is equipped are orientation
related as shown in Figure 6. For different orientations, data
will present differently in the same context. For example,
during walking, different gestures of carrying smartphone
will generate different data records of accelerometer. Tradi-
tionally, in dealing with those different representations of
data, we have to determine the orientation by some rules
firstly [5]. However, in our model, we do not need to do this
kind of job of adjusting orientations. It can learn context’s
different data representations for the same context effectively.
In other words, it is orientation invariant.

In evaluating the orientation invariance of our method,
we test it with a number of orientations and observe the
corresponding performances. As discussed before, we never
restrict smartphone orientation during sampling. And all
volunteers could do sample with the most comfortable
gestures as they prefer. Actually, there are totally five gestures
volunteers used, putting their phones in coat pockets, trouser
pockets, backpacks, lady’s handbags, and their hands. We
firstly do test on the testing data collected from only one
gesture of phone carrying. Then, we increase the category of
gestures to renew our testing. After that we use the extracted
features to observe the varieties of performance. We also do
the same experiments on cycling/walking and driving/bus.
As shown in Figure 6(b), our method achieves stable results
on both of the two classifying experiments. Despite data with
multiple orientations, it could also be recognized with good
performance.

6. Conclusion

In this paper, we propose and demonstrate a novel model
to analyze multiple time labelled sensory data using deep
learning in an overall view. Our method tries to integrate

feature of each sensor into a combined feature (context fin-
gerprint) and then set it as input for the DBNmodel. Besides,
it captures and learns not only the sensory data itself but also
tagged time information of data and utilizes both of them to
do context inferring. When analyzing data extracted using
our method, we even need not care about the orientation
of smartphone during sampling. We demonstrate our model
with capturing a reliable fingerprint of four sensory data sets
in inferring two categories ofmobile activities,walking/biking
and driving/bus.
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The Internet edge has evolved from a simple consumer of information and data to eager producer feeding sensed data at a societal
scale. The crowdsensing paradigm is a representative example which has the potential to revolutionize the way we acquire and
consume data. Indeed, especially in the era of smartphones, the geographical and temporal scopus of data is often local. For instance,
users’ queries are more and more frequently about a nearby object, event, person, location, and so forth. These queries could
certainly be processed and answered locally, without the need for contacting a remote server through the Internet. In this scenario,
the data is alimented (sensed) by the users and, as a consequence, data lifetime is limited by human organizational factors (e.g.,
mobility). From this basis, data survivability in the Area of Interest (AoI) is crucial and, if not guaranteed, could undermine system
deployment. Addressing this scenario, we discuss and contribute with a novel protocol named AirCache, whose aim is to guarantee
data availability in the AoI while at the same time reducing the data access costs at the network edges. We assess our proposal
through a simulation analysis showing that our approach effectively fulfills its design objectives.

1. Introduction

The technological revolution is palpable now more than ever
as we delve into the era of the Internet of Everything (IoE).
Through the IoE paradigm, every object, social network
profile, person, interest, and process will be part of an
interconnected scenario so as to create new intelligence
and services [1]. Our lives have already been enriched by
the success of smartphones which have brought into our
pockets any sort of sensors. Every user is now a producer
of a great quantity of data that, when combined, generate
new information that can then be redistributed to others.
In essence, every user becomes both a producer and a
consumer of information [2]; even more, data generation
and consumption are two inextricable processes as the latter
also provides information about user preferences, location,
interest, actions, and so forth (i.e., data generation). This
people-centric sensing paradigm leads to a scenario with
a diminishing presence of centralized server-based services
[3]. Rather, digital services will be more and more based on

crowdsensing and the ability to share the information in a
distributed, decentralized way [4].

In this context, it is interesting to notice how in recent
years, despite the continuous improvements of the connec-
tivity means, users have been more and more looking for
location-based services. A person connects to the Internet to
find out local events and restaurants, friends in proximity,
touristic information, offers, news, and much more related
to the environment she/he is immersed in. It could be hence
more efficient to just let these kinds of information float in a
certain Area of Interest (AoI), while users generate, consume,
and maintain them in the AoI. The latter, in particular, could
be achieved by having the AoI-related data replicated among
some of the users moving in the AoI and stationing there
and removed from storage if a user walks out of the AoI. In
our case study, we assume that the data is initially generated
by one of the users or brought from elsewhere. Nodes in
the AoI can exchange data (in an opportunistic way, when
in proximity of each other) for two main reasons: (i) in
case one user is interested in the available floating data and
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(ii) as nodes with the floating data in their storage may exit
the AoI or be simply turned off, the data need sometimes to
be replicated among the nodes to ensure the survivability in
the AoI [5].

This creates a sort of a layer of data which is supported
by the presence and participation of users and that is strictly
connected to a specific AoI, hence the name floating data
[6]. Clearly, the resilience of this system depends on the
number of users that circulate at any time in an AoI but it
could be certainly effective in crowded areas of any town.
Furthermore, the data could appear and vanish considering
the actual interest they could raise and their temporal and
geographical relevance. This is in contrast with the current
data model, being available globally and endlessly regardless
of their consumption profile [7].

In such a system, the main features that need to be
provided are accessibility and survivability in the AoI. One
naive, simple but not efficient, way to generate floating data
could be that of replicating the data on all the nodes in the
network through data sharing at any node encounter in the
AoI. Although this strategy could increase the chances for the
survivability of some data in the AoI, it is also limiting and
inefficient as it will consume more storage and energy than
actually needed.

Addressing the issues, we discuss AirCache (AC), a
distributed protocol aimed at guaranteeing data survivability
in the AoI. AirCache carefully replicates the content into
the network by taking into consideration energy and stor-
age availability of nodes. Nodes in our system periodically
and autonomously send beacon messages announcing their
respective capabilities and content they possess. This infor-
mation is then exploited in order to enforce the replication
policy required to augment data availability in the AoI. Fur-
thermore, AC is capable of controlling the spatial distribution
of the data, easing data access at the network edges. The
contribution of this paper is hence twofold: (i) presenting
the concept of AC, its modus operandi, and applicability; (ii)
proposing possible algorithms and protocols that can be used
to generate and maintain an AC in certain locations.

The outline of the paper is as follows: in Section 2, we
provide the necessary background information needed to
better comprehend the context under scrutiny. Section 3
discusses state-of-the art proposals in the context of mobile
networks addressing a problem similar to ours. Next, through
Section 4 we introduce our proposal, discussing its modus
operandi and key built-in features required to satisfy our
goals. Section 5 discusses the simulation environment and
the evaluation strategy adopted to assess the proposal, while
Section 6 discusses the evaluation outcome. Finally, Section 7
concludes the paper.

2. Background

The advances on wireless technology have created many
new possibilities for communication, giving rise to new
and decentralized networking paradigms such as the Mobile
Ad Hoc Networks (MANETs [8]). Nodes in this context
dynamically self-organize in a wireless overlay providing

networking support for the upper layers. This networking
paradigm is inherently decentralized and communication
in these settings follows the well-known peer-to-peer (P2P)
communication model rather than a client-server one. In
these settings, networking functions must be designed to
contemplate for disruptions due to mobility [9, 10].

In contrast with MANETs, the OPPortunistic NETwork-
ing (OppNet [11]) paradigm in addition exploits unplanned
communication opportunities to move data between end-
points. In MANETs mobility is a disruptive force hin-
dering networking performance, while OppNets leverage
on mobility in order to create additional communication
opportunities. To achieve this goal, networking functions
need to contemplate for a high degree of heterogeneity of the
entities involved in communication in terms of capabilities
and mobility dynamics [12, 13].

Nevertheless, the critical mass for opportunistic com-
munications and the ever increasing device capabilities are
two important factors in favor of this networking paradigm.
A representative example embracing this opportunity is the
people-centric sensing (crowdsensing) concept. The per-
vasive coverage of mobile sensing devices producing and
collecting sensory data has provided the basis for new
applications and serviceswhich can benefit our community as
a whole [14]. Indeed, cooperative environmental monitoring
or public sensing has created a cost-effective way of collecting
a vast variety of data which could be exploited in several ways.

In this spirit, Haggle is a first project of its kind aiming to
bring a content-centric solution for opportunistic networks
comprised of mobile handheld devices [15]. Haggle presents
a modular framework which can be extended to support a
variety of applications and services embracing the ad hoc
networking paradigm. At the core of the framework stands
the search-based module which transparently matches data
received during opportunistic communications servicing
them to the application layer. Search is hence identified as a
first-class operation, relying upon lower layer functionalities
to achieve its application-specific goal.

ICEMAN follows in these steps even though it was
designed for use in tactical scenarios [16]. It is seen as
an evolution of the Haggle architecture with a rich set of
capabilities aiming to provide reliable communication in
sensitive and disruptive environments. This is achieved by
introducing networking coding techniques and utility-based
content caching at the transmission layer counteracting the
disruptive nature of dynamic environments.

While the above projects are an interesting next step for
AirCache, our aim is to analyze and study the underlying
primitives needed to sustain the concept of floating data.
Indeed, AC can be deployed to support a vast variety of
crowdsensing applications, ranging from infotainment to
urban security. For instance, an urban security application
whereby users announce information pertaining to this
context could be sustained by a nearby deployed AirCache.
Information related to the context might involve a warning
about a nearby hole which is announced and sustainedwithin
the AC and of interest to a blind person passing through.
Free-speech manifestations might employ AirCache given
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its inherent benefits of being decentralized and operator-
free. On the other hand, infotainment information could
involve the dissemination of local events and goods which
might expire later on. To this end, in the following section
we review state-of-the-art work in the context of mobile
networks similar in spirit to ours. Next, we delve into the
technical details of our solution.

3. Related Work

We argued that data lifetime and accessibility in the AoI are
ingredients of paramount importance which demand atten-
tion in order to enable our envisioned scenario. Once data is
created or injected into the AC, amechanism guaranteeing its
immediate availability needs to be in place. A trivial approach
whereby data is replicated upon each opportunistic encounter
might seem as a solution to both requirements. However, this
epidemic dissemination of data is paid in terms of device
energy consumption and network storage as a whole.

To tackle the issues, we reviewed literature material in
the context of content placement and replication techniques
to check if prior work could serve our purposes. Such
techniques have been vastly investigated in the realm of
infrastructure networks where topological information is
stable in time and is exploited to position data at fixed storage
locations [17]. In our scenario, network topology is volatile
and transient in time; hence these techniques cannot be
adopted as they are.

Networking techniques relying on the assumption of a
stable and global knowledge of network topology are unfea-
sible for generic OppNets. Tackling these issues in mobile,
dynamic environments are HybridCache in [18] and Hamlet
in [19] which rely on local information exchange among
neighboring nodes to fulfill their respective objectives. Both
approaches rely on local knowledge employing opportunistic
caching techniques. Nodes in HybridCache achieve this by
caching either the relayed data or the entire path toward that
specific data content. The strategy employed depends on the
size of the data being relayed which is a system parameter
configured at system bootstrap.

Hamlet builds on this idea bringing it a step further. The
caching strategy aims to create content diversity in the local
vicinity and this is achieved by estimating the cached items
in the neighborhood. Differently from HybridCache, where
each node is an autonomous entity making decisions, in
Hamlet there is a distributed, collective neighborhood effort
trying to optimize resource allocation. Both these techniques
rely on local information to perform their duty and, hence,
lead to suboptimal, best-effort solution in achieving their
goal.

Instead of binding to physical nodes, we can anchor
(bind) data to geographical location. This way we are decou-
pling the content placement problem from the volatile net-
work topology. In this direction, the authors of [20] propose
a strategy whereby data is anchored at geographical locations
and content replication degree inside an area is based on
content popularity. The authors show through simulations
that their proposal does outperformprior techniques in terms

of data access costs. The proposals idea is to define multilevel
grids covering a physical place, allocating popular contents to
fine-grained grids. In this way popular content is more likely
to be available nearbywhen compared to less popular content.

In order for the above scheme to reach its full poten-
tial, content popularity needs to be known in advance (a
closed-world assumption) in order to compute the content
anchoring strategy. Data in our scenario is produced and
maintained by the network nodes itself. Considering this, the
proposal above is reduced to simply maintaining an arbitrary
number of replicas for each data in a bounded geographical
area. Moreover, in our scenario data is produced locally and
is volatile. If no mechanism guaranteeing data survivability
(availability) is in place the data vanish.

Proposals [21, 22] address a scenario similar to ours.
Through a fluid model, the authors in [21] derive a sufficient
condition for the content to float with very high probability.
The model takes into consideration the average number
of nodes, the average node contact rate, and the average
sojourn time of nodes in the AoI. The authors validate their
model against simulation analysis showing that the derived
condition is actually a necessary condition for the content to
float with a high probability. To keep the model tractable, the
authorsmake unrealistic assumptions regarding, for example,
the dissemination strategy, assuming an epidemic approach
to data dissemination. Following these steps, the authors in
[23] provide evidence from a field trial employing a proof-of-
concept implementation of a floating data application.

In the following, we introduce and discuss AirCache, a
decentralized algorithm whereby nodes cooperate toward a
common goal in order to guarantee data survivability inside
anAoI. Our solution lends itself to another interesting feature
of controlling the spatial distribution of data through the
network, hence the possibility to control the data access costs.
AirCache has a conservative approach on the data replication,
taking into consideration energy and memory consumption
of nodes.

4. AirCache: A Floating Data Network

Weaim to devise a decentralized solution for the data anchor-
ing problem whereby the data are binded to a geographical
location of interest. The data are either produced locally
or brought from elsewhere and need to be kept alive until
some conditions are met. Indeed, the data might expire,
for example, due to a time attribute attached to it expiring
or as a consequence of node mobility and/or the absence
of the necessary critical mass capable of sustaining an AC.
From a practical point of view, a node possessing the data
(e.g., the source node itself or a node which has taken this
responsibility) performs a search for a nearby existing AC to
which it can hook the data. If an AC is not present in the
surroundings, the node takes the responsibility to create a
new one. Independent of the starting conditions, once an AC
is available, it is crucial to start replicating the data so as to
have it persisting in the area regardless of node swarming.

Our solutions are designed to guarantee that a minimum
number (Min) of replicas are always present in the system.
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Of course, these criteria can only be enforced if the number of
nodes required to fulfill is present in the anchoring zone. On
the other hand, avoiding the negative effects of an epidemic
dissemination, a good design choice is to also enforce an
upper threshold (Max) of replicas. In specifics, the system
allows a number of average (Avg) replicas in the AoI and
exploits hysteresis in order to decide whether the replicas
have to be augmented (Avg < Min) or diminished (Avg ≥

Max) so as to reach a stable situation where the number
of replicas equals Avg. In this way, our system can provide
guarantees that a balance of replicas between an upper and a
lower number is always present.

Nodes in the system periodically broadcast their own
capabilities translated in terms of energy, mobility, andmem-
ory space. This information is later on exploited whenever
a content replication event is triggered. In these settings,
a distributed algorithm establishing the grounds for node
cooperation needs to be put in place. To this end, we
delved into scientific literature and found an interesting
solution that could suit our purposes. The Reliable R-Aloha
(RR-ALOHA [24]) protocol is a distributed collision-free
protocol employing a reservation mechanism, establishing
the grounds for node cooperation. Through the rest of this
section we detail our proposal built on top of the RR-Aloha
protocol, discussing the added features and overall system
modus operandi.

4.1. Joining the AC and Data Replication Policy. Reliable
R-Aloha is a distributed MAC layer protocol employing a
reservation mechanism for assigning dedicated communica-
tion slots to nodes in a distributed fashion. The reservation
mechanism employs a Frame Information (FI) structure
comprised of a certain number of Basic Channels (BCH)
or communication slots of a certain duration which are
contended by nodes. The protocol is collision-free and has
been shown to solve the hidden terminal problem, providing
the means for a reliable single-hop broadcast channel among
neighboring nodes. In essence, RR-Aloha builds a slotted
shared channel guaranteed to be accessed inmutual exclusion
among nodes. Though the protocol is particularly apt to the
slotted physical layers it could be ported on top of any physical
layer, in particular on top of the 802.11 stack.

A node upon entering an AoI, a geographical location
where some data needs to be anchored, goes into listening
mode. While in listening mode, the node verifies whether
there is an existing local AC nearby. If no local FI announce-
ments are heard during this period, the node can proceed
with creating a fresh AC; otherwise it enters a contention
period (join-mode). In both cases, a node listens to nearby
transmissions for a Frame Information Time (FIT) in order
to reduce the probability of nearby collisions in case an AC
is present. The current implementation considers a fixed FI
length with a default value set to 100 BCHs. However, this is a
system configuration parameter which can be set at system
bootstrap. The consequence of a fixed FI length poses an
upper bound on the number of nodes that can contend the
slots in a FI. Also, as in the original designwe further limit the
number𝑁 of contending nodes for a FI to 50, leaving the rest

[No AC nearby]
Parked

[No AC/data]

Active

Listening
[Wake up]

[AC join/create]

Figure 1: Diagram representing node state transitions.

of the communication slots for use in cases when additional
bandwidth is required (later on).

After a FIT listening period, if the node has not sensed
the presence of an AC and has data that require anchoring,
it proceeds with the creation of the AC; otherwise it enters a
contention period. The contention resolution period, which
we discuss later in its fullness, ends with the node acquiring
its own communication slot referred to as basic channel.
Once the BCH is acquired, the node becomes active and
participates in the system by broadcasting its view of the
surroundings along with its chosen basic channel identifier
appended at the end of the FI. Otherwise, if a node does not
have any data content that needs anchoring and no local AC
is sensed nearby, it is considered as parked. Parked nodes are
not considered as part of the systembut are eligible candidates
at a later moment. Also, nodes can enter a parking mode
whenever the AC has exhausted the available communication
slots. Figure 1 depicts this entire process by showing the nodes
state transition diagram.

Having introduced the basics of the AC mechanism,
we need to discuss how the system enforces the replication
policy. Each node, after Frame Information Time has gone by,
has all the necessary information about the data replication
level within the neighborhood or cluster (refer to Section 4.2).
If the number of replicas for a particular data content is
less than a threshold (Avg ≤ Min) and the system has
the capability to further replicate it, a replication event
is triggered. Contemplating for resource-consumption, the
most capable nodes are involved in the replication process.
The node eligible to broadcast a replica of the data is chosen
based on the battery index (higher energy index) whereas the
receiver(s) election is based on the buffer occupancy index
(lower buffer occupancy). If the triggered event did not have
any effect on the number of replicas the process repeats.

Similarly, if the maximum threshold is exceeded (Avg
≥ Max), the redundant replicas are discarded. The nodes
eligible in this case are thosewith the lowest battery andbuffer
occupancy index and the resulting index is computed giving
equal weight to both indexes.

4.2. Slot Reservation Mechanism. Before discussing the
salient features of the AC protocol and delving into its
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algorithmic details, we start by providing a formal definition
of cluster coined in the original RR-Aloha proposal.

Definition. Consider Cluster(𝐶) = {Node(𝐴) ∧ Node(𝐵) |

Node(𝐴) ̸= Node(𝐵) ∧ Node(𝐴) ∈ 𝐶 ∧ Node(𝐵) ∈ 𝐶 ⇔

Node(𝐴) hears Node(𝐵) ∧Node(𝐵) hears Node(𝐴)}.

That is to say, nodes participating within a cluster are
nodes that can all hear and be heard by each other. In other
words, a cluster is a strongly connected component of the
temporal connection graph with vertexes where the nodes
and the edges are bidirectional connections among these
nodes.

A basic channel in the FI is either reserved or free.
Nodes in the system periodically, after a FIT, confirm their
reservation by broadcasting their perception of the surround-
ing neighborhood. Upon receiving this FI transmission,
each node checks if its position as overheard by others is
consistent with its view. If this is not the case, the node
enters in contention mode for another slot. RR-Aloha adopts
a sliding framemechanism in order to compute this outcome
whereby each node verifies the status of the BCH comprising
the FI based on previous transmitted information from its
single-hop neighboring nodes. We adopt a slightly different
approach in processing the FI slot status occupancy as shown
in Algorithm 1 and exemplified in Figure 2.

The original algorithm accounts only for a partial infor-
mation of the overheard FIs, those parts of information falling
inside the sliding frame of 𝑁 slots. Differently from the
original proposal, we exploit a node’s local view in its fullness.
The idea behind this design choice is due to the different
mobility dynamics of vehicular network, context for which
RR-Aloha was initially conceived, and human comprised
networks. The former being more dynamic, demanding a
more reactive algorithm for slot status computation. Our
approach allows for a more complete picture of the slot
reservation status, information which is not propagated
but is instead used locally to reserve additional bandwidth
whenever needed (later on). In this way, we are considering
information which is at most 2 ∗ FIT old. However, taking
into account the human mobility in most scenarios and the
802.11 transmission range, this amount of time is negligible.
As a future work, we plan to evaluate our approach when
combined with optimal forwarding algorithms proposed in
the context of vehicular networks [25, 26].

To implement the discussed features, we have devised
some application level data structures as evidenced in Fig-
ure 3. The Frame Information is a data structure comprised
of basic channels (BCHs), denoting the slot occupancy status
of the 1-hop neighborhood.The BCH on its turn is also a data
structure comprised of the following fields:

(1) A node identifier represented by an integer value
holding the node identifier who has reserved that
particular BCH, otherwise −1.

(2) The slot occupancy status represented by a flag with a
true value if the BCH is Free or false if it is Reserved
by some node.

(3) Another flag variable which is used to denote if a BCH
is eligible for use in case some extra bandwidth is
required for a transmission.

The ReservationBoard used by Algorithm 1 has structure
similar to the FI with the difference that its contents denote
the slot status occupancy in a 2-hop coverage area. The
reason for holding a 2-hop slot occupancy status in the
ReservationBoard is so as to implement the extra bandwidth
reservation mechanism whereby nodes reserve additional
transmission slots whenever the data to be transmitted
cannot not fit inside a single BCH. If conditions are met
and a node requires extra transmissions slots, it unilaterally
decides and reserves the additional slots after consulting its
local reservation board. Its intention is then notified in the
outgoing FI.The additional slot reservations expire as soon as
they are not needed anymore and this control is contemplated
through lines 23–26 of Algorithm 1. This information is sent
in broadcast once and only by the node requiring the slots.

Referring to Figure 3, TableInfo is yet another data
structure holding the device capabilities and a list of content
identifiers cached by the node. The identifier in practice
might consist of the resulting hash value of the raw data
content. Nodes broadcast this information in their reserved
BCH along with the FI status. The replication mechanism
exploits these data to compute and enforce the replication
policy.

4.3. Controlling the Spatial Distribution of the Data. Data
accessibility inside the Area of Interest is another important
feature we deem worth pursuing. Depending on the data
entry point in the AoI, data may get confined and replicated
only in limited portions of the AoI. This happens because
nodes within the AC start enforcing the replication policy
only after having heard about the existence of the data. While
it might happen that the data gets replicated in the entire AC,
for example, due tomobility dynamics, this event is accidental
rather than intentional.

Hence, it is necessary to provide a mechanism which can
effectively control the spatial distribution of the data. The
rationale being that a homogeneous data distribution in the
area reduces data access costs, easing data availability in the
AoI. Cluster intersection nodes are the best candidates which
can be exploited to fulfill this objective. Intuitively, they are
in the position that exposes the data to new areas which once
introduced can be replicated if the conditions are met. To
this end, after a FIT, nodes autonomously check whether they
are positioned in a cluster intersection. This step involves
partitioning the set of confirmed slots in the outgoing FI into
disjoint clusters as detailed by Algorithm 2.

After completing the steps involved in Algorithm 1, nodes
autonomously verify their position in their neighborhood
in order to find out whether they are positioned at cluster
intersections. The neighborhood connectivity graph is built
by exploiting the received FIs transmissions. Through Algo-
rithm 2 each node checks the received FIs whether they have
an entry with a slot assigned to him (line 1).



6 Mobile Information Systems

Outgoing frame information from node 7 local

7

7

7

7

7

Frame status processed by terminal 7

Transmissions

information (LocalFI)

(ReservationBoard)

FI-7

FI-6

FI-5

FI-4

FI-6

FI-7

FI-4

FI-2

FI-1

FI-5

FI-3

AAAAR R R R RR

4

4

4

42

2

2

2

1

1

5

5

5

53

3

3

36

3

3

3

6

7

7

7

7

7 7

7

4

4

4

4

4

4

4

4

4

4

2

2

2

2

2

2

2 2

2

1

1

1

1

1

1

1

5 5

5

5

5

5

5

5

5

53

3

3

3

3

3

3

6 6

6

6

6

6

6

6

6

6

6

4

4

4

4

7

7

7

7

5

5

5

5

6

6

6

6

1

1

2

2

2

Translated positions considering the offset:
offset (6) = 1 | offset (5) = 5 | offset (4) = 10

Figure 2: Algorithm employed for slot status computation. In the upper part the FI composition transmitted by each node is shown while
the bottom part exemplifies the steps involved in the computation of the ReservationBoard and of the outgoing FI from node 7 perspective.
Circled nodes are part of node’s 7 cluster.

Thismeans that a bidirectional connection exists between
the two. After this filtering process, the algorithm starts to
partition the set of remaining nodes into disjoint clusters
by exploiting the cluster property defined above (line 8). To
avoid ambiguities, we point out that the computed clusters are
not necessarily complete or entirely disjoint. The algorithm
intentionally does not account for common elements (line
11) and incomplete information comes from the fact that we
use only local information rather than a global view of the
network. The purpose for this is related to the replication
policy enforced by nodes found in cluster intersections which
we detail below.

After nodes have inferred their respective positions in the
neighborhood according to Algorithm 2, different behaviors
are assumed depending on their role. Nodes present in at
most one cluster react as explained through Section 4.1,
while nodes found at cluster intersections, that is, nodes
that participate in more than one connected cluster, have
the responsibility to enforce the replication policy on a per
cluster basis. This is achieved by making use of a special data
packet which we call a pull data packet. This packet is sent
in broadcast whenever the replica level inside a cluster is
under the threshold and the cluster node has not a cached
replica of the data itself. The replication criteria also take
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input: FrameInformation (LocalFI), ReservationBoard (ReservationBoard), Received
FrameInformation(s) (ReceivedFIs), Local Node Identifier (NodeId)
output: Updated ReservationBoard and FrameInformation

(1) bool Collision← False, Owned← False;
(2) int Position← −1; BCH Channel← 0;
(3) for 𝑖 ← 1 to Length(LocalFI) do
(4) BCH Heard← BasicChannel(LocalFI, 𝑖);
(5) foreach 𝑓𝑖 in receivedFIs do
(6) Position← Shift(𝑓𝑖, 𝑖);
(7) Channel← BasicChannel(𝑓𝑖, position);
(8) Collision← False;
(9) Owned← Owner(Channel);
(10) if Owned and NotSameId(Channel, Heard) then
(11) Collision← True;
(12) break;
(13) end
(14) end
(15) if Collision then
(16) UpdateBoard(Reservationboard, 𝑖, Free);
(17) UpdateFI(LocalFI, 𝑖, Free);
(18) if 𝑁𝑜𝑑𝑒𝐼𝑑 = Id(Heard) then
(19) Collision(True);
(20) EnterContention();
(21) end
(22) else
(23) if (AdditionalAndExpired(Channel)) then
(24) UpdateBoard(board, 𝑖, Free);
(25) else
(26) UpdateBoard(board, 𝑖, Reserved);
(27) end
(28) end
(29) end

Algorithm 1: Slot status computation.

FrameInformation
int NodeIdentifier
BCH[] slotOccupancy

TableInfo
float batteryIndex
float bufferIndex
Set contentList

Figure 3: Devised data structures and respective data packets
transmitted during the BCH. Green triangles denote free slots.

into account the number of nodes available in that particular
cluster; that is, the minimum threshold is computed as the
Min(Minthresh, card(𝐶𝑖)).

4.4. Discussion and Current Limitations. There are different
design criteria and tradeoffs which need to be taken into
careful consideration before deploying an AC. As discussed

above, the FI has a fixed number of slots which needs to be
decided a priori. Yet, a high number of slots means more
nodes can participate in the system but at the same time it
slows system reactivity to data replication. Symmetrically, a
low number of slots could mean nodes being parked while
having a reactive system which is paid in terms of battery
consumption.

To tackle this issue, improvements have been proposed
to the original RR-Aloha protocol. These include the pos-
sibility to dynamically adapt the Frame Information size
by increasing or shortening its size depending on its level
of fragmentation [27]. The fragmentation is measured by
exploiting slots status information after a FIT. In our current
implementation we do not contemplate this feature and leave
it as a necessary future work.

A practical implication to the protocol’s modus operandi
is energy consumption due to the need to periodically reserve
the communication slot. When considering an AC sustained
by handheld portable devices this is indeed an issue which
needs to be addressed more thoroughly. A way forward in
addressing this issue might be to alternate nodes from active
to parked mode and vice versa when certain criteria are met
(e.g., the replica level is within the predefined thresholds).
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input: FrameInformation (LocalFI), Set (ReceivedFIs)
Set (ConnectedComponents)

output: Set of connected components ConnectedComponents
(1) Set Connected← Bidirectional(LocalFI, ReceivedFIs);
(2) Cluster 𝑃;
(3) 𝑃 ← 𝑃 ∪ FirstElement(Connected);
(4) ConnectedComponents← ConnectedComponents ∪ 𝑃;
(5) foreach Slot in Connected do
(6) bool InsideAnyCluster← False;
(7) foreach 𝐶 in ConnectedComponents do
(8) if IsMember(NodeId(Slot), 𝐶, ReceivedFIs) then
(9) 𝑃 ← 𝑃 ∪ NodeId(Slot);
(10) InsideAnyCluster← True;
(11) break;
(12) end
(13) end
(14) if not InsideAnyCluster then
(15) Cluster 𝑃 New;
(16) 𝑃 New← 𝑃 New ∪ NodeId(Slot);
(17) ConnectedComponents← ConnectedComponents ∪ 𝑃 New;
(18) end
(19) end

Algorithm 2: Cluster set computation.

Yet, another issue is the AC interference phenomenon
which occurs when different ACs come within communi-
cation range of each other. This interference can come as a
result of a potentially different time synchronization of nodes
participating in the different ACs. The phenomenon occurs
even when a node caching data from an AC-1 moves outside
the reach area of AC-1 but is still inside the AoI and has valid
data that need anchoring. As per current design, this will
trigger the node to create an AC-2 opened to other nodes to
join in. At some point in time, the two ACs might end up
interfering with each other.

The interference phenomenon undermines a factual
deployment of the AC; hence we provide some insight as to
how it might be addressed. The solution to this phenomenon
might be to add an identifier (e.g., a timestamp of creation) to
each autonomous ACwhich is propagated within the FI.This
way nodes hearing transmissions originating from a different
AC become temporarily parked. Interference between nearby
communications is solved by nodes entering a recontention
period for slots in their respective ACs. In this way, after
less than a FIT, respective nodes can identify the presence
of the other AC. Once interfering nodes are parked, an AC
merger procedure could be put in place to handle the gradual
merger of conflicting ACs with one another. Alternatively,
nodes might stay parked until a single AC is present in their
surroundings.

We deem this issue an important one, and how this inter-
acts with a dynamic frame adaptation algorithmdeserves fur-
ther investigation. The experimentation part of this scenario
is orchestrated in such a way so as to avoid this problem from
occurring (refer to Section 5).

5. Simulation Environment and
Evaluation Strategy

We chose to implement and evaluate our proposal in the
Network Simulator 3 (NS3 [28]), a state-of-the-art simula-
tion environment equipped with the 802.11 Phy/MAC stack.
Before we delve into the details of the experimentation sce-
nario, we briefly discuss some components of the simulation
environment under scrutiny relevant to our work. In Figure 4
the Node component is shown which is an abstraction for
the basic computing device. Nodes have certain capabilities
which can be configured and acted upon at run-time. In
our experimentation each node is equipped with a wireless
802.11 g interface and we adopt a flat addressing scheme,
assigning each node a unique layer-3 address. This is of
course a simplification as in a real deployment scenario this
assumption is not valid anymore. However, the dynamic
address assignment problem in decentralized environments
is still an open research issue [29]; Level-2, MAC addresses
are used in practice.

(1) Channel and NetDevice. They represent an abstrac-
tion for the transmission medium (either wireless or
wired) and the network device respectively. In our
simulation we adopt the wireless channel specifica-
tion proposed by [30] which is featured in NS3.

(2) Mobility Model. To model the targeted scenario each
node is configured with a proper mobility model.
Indeed, in order to demonstrate the feasibility of our
solution, we adopt the Random Way Point (RWP)
mobility model which despite its simplicity provides
some insights into the AC’s behavior. The mobility
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Application NodeList

MobilityModel

NetDevice

Ipv4 Node

1

1

1

0..∗

0..∗

0..∗

Figure 4: Node class diagram.

traces have been generated through the BonnMotion
tool [31].More details on thismatter are given later on
(refer to Section 6).

(3) Application. It represents the application layer where
all the logic is implemented.The algorithms discussed
throughout the paper have been implemented at this
layer.

(4) Energy Model. It is yet another feature which can
be attached to a node, accounting for the energy
consumption due to communication. Our solu-
tion exploits this information when electing the
sender/receiver nodes in the replication process.

The main objective of our proposal was to provide some
guarantees of data survivability in the AoI. Therefore, we
focus on the TTL metric, that is, the elapsed time interval
from data being brought into the AC and the time they
cease to exist. Yet another mandatory requisite was the
control of spatial data distribution within the AC. Intuitively,
a more homogeneous distribution of the data could ease
data availability in the AoI. To this end, demonstrating the
feasibility of our approach, we perform different simulations
with varying node density andmobility characteristics which
are discussed through Section 6.

Recalling the argument stated in Section 4.4, our protocol
in its current implementation does not contemplate for the
scenario of conflicting ACs. In the simulations this situation
is avoided by considering a single AoI, the same for all data
contents present in our simulation environment. Nodes in the
simulation scenario can only join andnot create theAC,while
the node creating (bootstrapping) the AC is chosen randomly
at the beginning of the simulation time from the entire node
population.

6. Results

Through this section we discuss the simulation strategy and
outcome. The evaluation metrics we employ are the time
interval the data surviveswithin theAoI and a distancemetric
formulated as shown below:

Distancedata =
1

𝑁

× ∑

𝑛∈AoI
distmin (𝑛, datum) . (1)

Table 1: Parameters for the RWP mobility model used for the
evaluation.

Simulation area 400 × 400
Mobility [0.5, 1.5] m/s
Pause time 30 s
Trace duration 60min
Attraction point 200 × 200
AoI radius 150m

The metric measures the minimum number of hops
required to reach the data, averaged over the population
of nodes sustaining the AC. The set 𝑛 ∈ AoI includes all
nodes inside the AoI even if they have not yet joined the AC.
Nodes caching a replica of the data are not considered. As
anticipated, themobility model used to evaluate our proposal
is the RWP mobility model generated with the parameters
shown in Table 1 and a cut-off time of 3600 s.

To activate relevant features of our protocol, each node
in the population is attributed an initial battery level taken
uniformly at random from the range [500, 1750]mAh. We
do not account for the buffer occupancy level and the
sender/receiver of data is chosen by exploiting the battery
level only. Each studied scenario we perform 20 runs per con-
figuration employing different mobility seeds. As discussed
in Section 5, we avoid the AC interference phenomenon
by delegating the responsibility of AC creation to a single
node chosen at random node within the AoI and restrict
the others to only join it. Nodes might still move away
from the original AC, giving rise to different ACs which are
time-synchronized with one another.The ACmerger process
in this scenario is left to the protocol without additional
intervention; conflicting nodes (if any) enter a recontention
period for new available slots.

6.1. Data Survivability in the AoI. Our first metric of rel-
evance is data survivability within the AoI. To this end,
we generate different contact traces with different seeds
employing the parameters evidenced in Table 1. The AoI is
a circle within the simulation world and nodes possessing a
replica of the data once outside the AoI discard the data along
with the AC related information and are marked as inactive.
We study the system behavior by imposing some control over
the in/outflow of nodes leaving and entering the AoI.

To this end, the nodes that fall outside the AoI before
simulation starts are marked as inactive. Inactive nodes
become active when entering the AoI and the number of
activated ones depends on the flow of nodes that have left the
AC. In order to enforce this in/out policy within the AoI, we
take a snapshot of the simulation world every 5 s and control
the inflow depending on the outflow of the last snapshot.

We study the data survivability with varying population
size and different in/out policies. Each scenario is simulated
20 times employing different mobility seeds in order to
increase the confidence of the results. The considered data
size alongwith the control data fits inside a single BCH; hence
there is no need for extra slot reservation. The results are
shown in Table 2.
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Table 2: Average AC survival times in minutes with varying
population size and different in/outflow policy.

Trace 1 : 1 1 : 2 1 : 3 1 : 4 1 : 5 Departure
Population size 10

Average 48.53 39.05 22.11 20.11 10.1 7.24 6.2
Median 42.12 30.55 18.42 17.23 6.56 4.54 4.3

Population size 15
Average 52.12 49.11 40.2 30.23 25.23 20.53 6.3
Median 43.5 40.57 33.47 23.47 18.34 15.45 4.5

Population size 20
Average 55.21 51.56 48.45 33.45 27.57 25.16 6.55
Median 53.32 49.06 46.45 32.29 25.54 23.46 5.5

Population size 25
Average 60 59.51 54.11 50.01 45.55 38.51 7.02
Median 60 56.53 50.37 44.4 39.5 30.36 4.5

Population size 30
Average 60 60 58.11 55.12 51.34 48.54 6.76
Median 60 60 55.45 50.7 49.23 40.32 7.3

Population size 35
Average 60 60 60 60 58.12 49.11 7.54
Median 60 60 60 60 52.18 44.5 8.12

The scenario denotedwith𝑇𝑟𝑎𝑐𝑒 serves as the benchmark
solution where no in/outflow policy is applied; that is, the
mobility dynamics inside the AoI are those exhibited by
the original trace. The last column (𝐷𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒) denotes the
average time interval that the producer nodes left the AoI for
each configuration run.

As it is shown by the outcome, the AC is able to provide
a margin of profit which decreases when the control flow
policy becomes more aggressive. Overall the obtained results
evidence the importance of a mechanism guaranteeing data
availability in the AoI and at the same time show that AC
serves its purpose. An increase in the node population size
corresponds to an increase of data lifetime. Similarly, when
a 1 : 6 policy is enforced the protocol is not as capable at
counteracting the effects of nodes departing the AoI. This
trend is exhibited in all the mobility traces. However, even
in this case we are able to provide a margin of profit when
compared to a scenario where no cooperation is involved.

6.2. Controlled Data Distribution. A homogeneous data dis-
tribution eases data accessibility in the AoI. As discussed, this
control is enforced by cluster intersection nodes whenever
conditions are met. To measure the benefits of this feature
we contrast the approach with the one where no distribution
control is enforced. To this end, we have orchestrated a
set of simulations, 10 for each configuration run, with the
parameters evidenced in Table 3.

We point out that, in the scenario where no distribution
control applies, the data does not survive the end of the
trace in 3 different runs with a data lifetime of 2.45, 5.45,
and 6.34min. We do not consider this particular runs when
averaging the distance metric reported in Figure 5. An
important effect of applying distribution control is resiliency

Table 3: Settings of the controlled distribution scenario.

Simulation area 500 × 500
Mobility [0.5, 1.5] m/s
Pause time 30 s
Trace duration 10min
Population size 35
Attraction point 250 × 250
AoI radius 200m

No control
Control

3

D
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ce
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1

0
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Figure 5: Comparison of the strategy employing a controlled
distribution approach versus the default one. A Min/Max policy of
1 : 2 is employed.

to mobility when compared to the strategy where no control
is applied. In the controlled approach the data are replicated
more rapidly, creating a distributed number of replicas over
the AoI rendering the AC data less subject to mobility
of nodes in a certain areas. The distance metric for the
distribution control scenario as in the graph converges to
1 more rapidly. In the case where no control is applied,
converging to 1 requires more time.

The process of data replication in the no control scenario
is incidental rather than intentional. Indeed, the scenarios
where data is replicated in other places that differ from
the initial point of entry depend on the mobility dynamics
and/or the chance of cluster nodes caching the data. Also,
when the data has reached a stable replica level within the
AC, the no control scenario is subject to more fluctuations
while the controlled scenario exhibits a more stable trend.
This fluctuation difference between the two schemes stands
in their modus operandi where in the control scenario data
the replication policy is enforced in a more timely fashion
while in the no control policy it depends upon node mobility
physically carrying the data to newly arrived nodes.

7. Conclusion

In this paperwehave presentedAirCache, a solution designed
to enable a floating data network in a distributed and
collision-free way. In the considered scenario, users volun-
tarily provide data, which is then maintained in an AoI
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through replication among passing-by or stationary users. In
our experiments, we have considered an AoI composed by
mobile wireless nodes and study the system behavior under
different scenarios.

Our tests have shown that AirCache can be effectively
deployed to guarantee data availability in the AoI. In other
words, we can push data storage and consumption close to
the network edges instead of congesting Internet links even
in presence of a local scopus. Clearly, node density in the
consideredAoI is a crucial factor to ensure the survivability of
the system, thus requiring AirCache to be employed in areas
where people tend to gather.

AirCache also includes a node election strategy to
improve the global energy/memory consumption needed to
maintain the data floating in the AoI. However, this strategy
can be improved, for instance, by dynamically tuning the
slot length depending on the mobility dynamics. We plan to
add this feature as future work. Furthermore, we also plan to
implement some real application on top of our system to test
how it could support it; to this aim, an interesting case study
would be represented by mobile games [32, 33].
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