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This special issue aims to provide recent developments in
dealing with risk in various fields of engineering. Risk is a
ubiquitous phenomenon of modern society. The concept of
risk is variously understood and used in engineering, eco-
nomics, and earth and social sciences [1-3]. An existence of
risk arises from a possibility of adverse physical and economic
phenomena that can cause damage to business, property,
communication networks, and natural environment. In engi-
neering, risk is commonly divided into speculative risk of
potential economic losses or gains and nonspeculative or
pure risk related to damaging phenomena, such as failures
and accidents of physical objects as well as disturbances in
computer networks and damage to information systems [4].
Currently, the assessment and management of pure risk are
a well-established area with prospects of development and a
number of unresolved problems [5-7].

Articles published in this special issue prove that risk
assessment and management have many facets. Dealing with
risk in engineering will require the application of a variety
of approaches, ranging from sophisticated probabilistic and
statistical models to straightforward engineering judgement
and common sense decisions [8]. The management of risk
calls for its assessment, and this in turn requires the quantifi-
cation of the uncertainty of adverse events and consequences
posed by each event. This is a standard, general scheme of risk
assessment [9]. However, an application of this scheme will

often require the solving of “local” problems, say, prediction
of wind speeds, estimation of individual failure probabilities,
or analysis of failure propagation in safety-critical systems.
Articles included in this special issue are devoted to a solution
of such “local” problems. Most of them are from various fields
of engineering and informatics; some are devoted to solving
risk-related problems in management. A part of articles is
devoted to problems of safety and security, whereas another
part deals with the problem of reliability. Risk analysis
and reliability assessment are closely related areas sharing
many aims, principles, and methodological tools [10-12]. In
that sense, articles of the present special issue dealing with
reliability can be seen as a contribution to risk assessment and
management.

In the article “A Novel Approach to Evaluate the Time-
Variant System Reliability of Deteriorating Concrete Bridges”
by H. Tian et al, the authors propose a computational
methodology developed for an assessment of time-variant
reliability of concrete bridges. This methodology is based on
the Monte Carlo simulation. It is used for evaluating system
reliability of bridges subjected to environmental impacts. The
lifetime structural performance of bridges is evaluated as well.

W. Liu et al. consider the problem of real-time railway
traffic control when tracks break down at large railway
stations. In the article “Real-Time Track Reallocation for
Emergency Incidents at Large Railway Stations,” the authors
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propose a mathematical programming model aimed at min-
imizing the total occupational time of station bottleneck sec-
tions to avoid train delays. Additionally, an algorithm based
on simulated annealing and genetic algorithm is proposed to
solve the optimization problem.

In the article “Reliability of Foundation Pile Based on
Settlement and a Parameter Sensitivity Analysis,” S. Zhang et
al. propose a formula of foundation pile reliability index. This
index is related to the probability of excessive pile settlement
through the distribution function of the standard normal
probability distribution. Based on the formula of reliability
index, authors analyze the sensitivity of this index to various
statistical parameters of the pile: coefficients of variation of
calculated settlement, permissible limit of the settlement,
measured settlement, safety coefficient, and the mean value
of calculation model coefficient.

The article “Risk Analysis Based on AHP and Fuzzy
Comprehensive Evaluation for Maglev Train Bogie” by C. Fan
et al. considers the safety of a maglev train bogie system.
A new method combining analytic hierarchy process and
fuzzy evaluation is proposed to assess hazards inherent in
the bogie system and posed by potential multiple failures of
bogie subsystems. This combination is seen as an alternative
to standard methods of risk assessment, namely, fault tree
analysis and event tree analysis.

In the article “Time-Independent Reliability Analysis
of Bridge System Based on Mixed Copula Models” Y. Liu
and X. Fan consider an estimation of the time-independent
probability of bridge system failure. They propose mixed
copula models for calculating joint failure probabilities of
bridge systems. The copula models are used to express the
nonlinear correlation between system failure modes. These
models were developed by applying optimal copula functions
with Bayesian selection criteria and the Monte Carlo method.
Two-component and multiple-component systems with dif-
ferent configurations are considered in the article.

C.-C. Shih et al. studied fire safety in various laboratories
in the article entitled “Investigation of Lab Fire Prevention
Management System of Combining Root Cause Analysis
and Analytic Hierarchy Process with Event Tree Analysis.”
Data on laboratory fire accidents are analyzed to identify the
root causes of fires and draw out fire prevention strategies.
The methods of root cause analysis, analytical hierarchy
process, and event tree analysis are applied in combination
to assess various strategies of fire protection in laboratories.
The combination of these three methods is used to prioritize
fire prevention measures.

In “Application of Probabilistic Method to Stability Anal-
ysis of Gravity Dam Foundation over Multiple Sliding Planes”
by G. Wang and Z. Ma, the authors propose an approach to
estimating the probability of instability of a concrete gravity
dam foundation. The instability over multiple gliding places
is considered. The problem of the instability probability
calculation is solved by combining design point method with
the method of divided differences. A performance function
with nonnormal and correlated input variables is used for the
probability estimation.

In the article “Quantification of Margins and Uncer-
tainties Approach for Structure Analysis Based on Evidence

Mathematical Problems in Engineering

Theory” C. Xie and G. Li address the problem of structural
reliability assessment carried out as uncertainty propagation.
Aleatory and epistemic uncertainties related to a mechan-
ical structure are modeled and propagated by a combined
application of the methodology known as a quantification of
margins and uncertainties (QMU) and the evidence theory.
The authors propose a technique that allows the reduction of
computational costs of the Monte Carlo simulation used for
the uncertainty propagation.

L. Zhao et al. consider an assessment of safety-critical
systems in the article entitled “Failure Propagation Modeling
and Analysis via System Interfaces.” A novel approach to
safety analysis based on system interface models is proposed.
These models consider interactions between system compo-
nents and the environment. The approach proposed by the
authors is aimed at improving modeling of propagation of
failures in the systems by applying interface automata and
restricted reliability analysis.

In the article “The Method of Oilfield Development Risk
Forecasting and Early Warning Using Revised Bayesian Net-
work” Y. Zhong et al. propose a novel method for forecasting
and early warning of risk related to oilfield development. This
method uses neural networks to predict warning situation
indices of oilfield development risk and risk warning degree.
Bayesian network is applied to diagnose the reasons causing
the risk. The risk considered in the article is of managerial
nature.

In “Geometric Process-Based Maintenance and Opti-
mization Strategy for the Energy Storage Batteries” by Y. Li et
al,, the authors analyze different main states in the life circle
of energy storage batteries. In addition, they propose an opti-
mized management strategy aimed at a minimization of long-
run average costs of batteries. The strategy is used to define
the time interval of detective and preventive maintenance and
determine optimal corrective maintenance times related to
health and reliability conditions.

In the article “Short-Term Wind Speed Forecasting Using
the Data Processing Approach and the Support Vector
Machine Model Optimized by the Improved Cuckoo Search
Parameter Estimation Algorithm” by C. Wang et al, the
authors study the problem of wind speed forecasting by
means of a novel combination of data processing models.
The combination is called the forecasting portfolio. It consists
of empirical mode decomposition model and support vector
machine model improved by a cuckoo search parameter
estimation algorithm. The original data used for this fore-
casting are wind speed series recorded by wind turbines.
The proposed forecasting portfolio is compared to alternative
forecasting models by means of a case study.

In the article “A Grey Theory Based Approach to Big Data
Risk Management Using FMEA” M. M. Silva et al. propose an
approach to big data risk management based on failure mode
and effect analysis (FMEA) and grey theory. The security-
related risk posed by potential hacker attacks is considered.
FMEA is used to determine and evaluate potential failure
modes associated with big data dimensions in terms of data
vulnerability. The grey analysis is applied to FMEA with
the aim of allocating the relative importance of risk factors.
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The risk factors and their relative weights are expressed in
linguistic terms that evaluate data failure modes.

In “Vehicle Coordinated Strategy for Vehicle Routing
Problem with Fuzzy Demands” by C. Liu et al., the problem of
routing of cargo vehicles is solved. The demands of individual
nodes in routes are considered to be uncertain (fuzzy). A
fuzzy reasoning constrained program model is formulated for
the vehicle routing problem with fuzzy demands and a hybrid
ant colony algorithm is proposed to minimize the total travel
distance, unloading times, and amount of waste caused by a
service failure due to fuzzy demands.

In summary, the present special issue does not seek
to systematize the very diverse field of risk assessment
and management in engineering. This special issue rather
demonstrates how many-sided dealing with risk can be.

Despite the certain randomness inherent in the submis-
sion of manuscripts for publication, we believe that this
special issue could be interesting to all those who have to deal
with risk in the vast field of engineering.
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The vehicle routing problem with fuzzy demands (VRPED) is considered. A fuzzy reasoning constrained program model is
formulated for VRPFD, and a hybrid ant colony algorithm is proposed to minimize total travel distance. Specifically, the two-
vehicle-paired loop coordinated strategy is presented to reduce the additional distance, unloading times, and waste capacity caused
by the service failure due to the uncertain demands. Finally, numerical examples are presented to demonstrate the effectiveness of

the proposed approaches.

1. Introduction

The vehicle routing problem (VRP) was first proposed by
Dantzig and Ramser [1]. The VRP has since been the topic of
many operational studies. VRP consists of designing efficient
routes to serve a number of nodes with a fleet of vehicles. Each
node is visited exactly once by one vehicle. The activity of the
vehicle is bounded by certain constraints. Each vehicle starts
at the depot and returns to the same depot after completing
its task. Most VRP studies employ the vehicle uncoordinated
strategy; that is, there is no coordination between the vehicles,
and each vehicle completes only its own task. There are many
significant VRP results based on this case, including those of
Clarke and Wright [2], Solomon [3], Laporte [4], Figliozzi [5],
Sprenger and Monch [6], Pillac et al. [7], Kou et al. [8], and
Kou et al. [9].

The vehicle routing problem with fuzzy demands
(VRPFD) is an extension of the VRP; that is, the demand of
each node is uncertain, subjective, ambiguous, and/or vague
[10]. The VRPED is widely employed for many real applica-
tions due to their numerous uncertainties, including garbage
collection systems, product recall systems, and raw milk

collection systems (collecting raw milk from dairy farmers
for milk powder production enterprises). There are also
several classical studies that refer to the VRPED, such as
Bertsimas [11], Cao and Lai [12], Kuo et al. [13], Kou and
Lin [14], Kou et al. [15], Allahviranloo et al. [16], and Hu
et al. [17]. The VRPED typically assumes that the real value
of a node’s demand is known when the vehicle reaches the
node, whereas the vehicle’s route is planned in advance. After
serving v nodes, the vehicle might not be able to service the
v+ 1 node once it arrives due to insuflicient capacity. In such
situations, if the vehicle uncoordinated strategy is employed,
the vehicle must return to the depot and unload what it has
picked up thus far and then return to the node where it had a
“service failure” and continue to serve the remaining nodes.
Thus, “additional distance” and “additional unloading times”
are introduced due to the “service failure.” However, there
are also vehicles with surplus capacity after completing their
own tasks, introducing “waste capacity.” All of these cases
result in increasing logistics cost. To the authors’ knowledge,
few researchers have addressed the problem of minimizing
the “additional distance” and “waste capacity,” let alone
“additional unloading times,” in the VRPFD.
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In this paper, vehicle coordinated strategy (VCS) is
defined such that each vehicle finishes its own assigned task
first; then, if there is a vehicle with surplus capacity, the
vehicle must help any vehicle that has not completed its own
task according to the specified vehicle coordination rules
[18,19]. Only a few VRP studies have considered VCS. Shang
and Cuft [20] considered a multiobjective vehicle routing
heuristic for a pickup and delivery problem. They assumed
that the fleet size is not predetermined and that customers
are allowed to transfer between vehicles. These transfers
can occur at any location and between any two vehicles.
Yang et al. [21] proposed a mixed-integer programming
formulation for the offline version of the real-time VRP and
compared five rolling horizon strategies for the real-time
version. To some extent their work is relevant to vehicle
coordination. Liu et al. [18] proposed a simple general VCS
for the VRP with deterministic demands. Lin [19] designed a
VCS with single or multiple vehicle uses. The VCS is defined
as allowing vehicles to travel to transfer items to another
vehicle returning to the depot, provided that no time window
constraints are violated. Sprenger and Monch [6] studied a
methodology to solve a cooperative transportation planning
problem motivated by a real-world scenario found in the
German food industry. Several manufacturers with the same
customers but complementary food products share their
vehicle fleets to deliver to their customers. They designed
a heuristic to solve the problem. The results of extensive
simulation experiments demonstrated that the cooperative
setting outperforms the noncooperative one. Hu et al. [22]
presented a feasible routing solution to accommodate the
changes (such as customer’s demand changes, delivery time
window changes, disabled roads induced by traffic accidents
or traffic jams, and vehicle breakdowns) and to minimize
the negative impacts on the existing distribution process in
real-time VRP. They handle these disruptions by readjusting
vehicle routes in real time to improve vehicles’ efficiency and
enhance service quality. To a certain extent their work is
relevant to vehicle coordination. However, all investigations
assumed that the customers were uniformly distributed in
certain regions and that the demands were deterministic. To
the authors’ knowledge, few studies have employed the VCS
in the VRPED.

Thus, in this paper, the fuzzy reasoning constrained
program model for VRPFD is formulated, and the hybrid
ant colony algorithm is designed to minimize total travel dis-
tance. In particular, the two-vehicle-paired loop coordinated
strategy (TVPLCS) is presented to reduce the “additional
distance,” “additional unloading times,” and “waste capacity”
caused by the service failure due to the uncertain demands.
Finally, numerical examples are presented to demonstrate the
effectiveness of the proposed approaches.

The remainder of this paper is organized as follows. In
Section 2, the fuzzy reasoning constrained program model
for VRPED is formulated. In Section 3, we design a hybrid
ant colony algorithm for VRPED. In Section 4, in particular,
we present the TVPLCS to minimize the “additional dis-
tance,” “additional unloading times,” and “waste capacity”.
In Section 5, we give numerical examples to demonstrate
the effectiveness of the proposed approaches. Finally, we
summarize the contributions of this paper.
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2. VRPFD Assumptions and Model

2.1. VRPFD Assumptions. In this paper, the VRPFD assumes
that there is only one depot denoted by 0, and there are
n nodes with fuzzy demands served by m vehicles. The
locations of the depot and nodes are known. The fuzzy
demand of each node i is uncertain and only characterized
by a triangular fuzzy number D;, D; = (d;;,d;,d;3). d;; is
the minimum of the demand of node i, d;; is the maximum
of the demand of node 7, and d;, is the most likely value. The
distance ¢;; between nodes i and node j isknown. Each node s
served exactly once by one vehicle. For simplicity, the capacity
Q of each vehicle is the same, and the activity of the vehicle
is only bounded by capacity constraints. Each vehicle starts
at the depot and returns to the same depot after completing
its task. The objective is to design a set of vehicle routes that
minimizes the total logistics costs.

2.2. Deciding whether the Vehicle Serves the Next Node or
Returns to the Depot. When the demand of each node is
deterministic, it is easy for us to decide whether the vehicle
is able to serve the next node after serving v nodes. However,
while the demand at each node is uncertain and only char-
acterized by a triangular fuzzy number D; = (d;;,d,,, d;3), it
is difficult for us to decide whether the vehicle should serve
the next node v+ 1 or return to the depot. We only know that
the greater the vehicle’s remaining capacity and the lesser the
demand at the next node, the greater the vehicle’s “chances”
of being able to serve the next node. In this paper, we solve
this problem by triangular fuzzy number theory proposed by
Liu [23], which described as follows.

The membership function of triangular fuzzy number
D = (d,,d,,d;) is defined as

(0, x<d, orx=>d,
-d
M, d <x<d,
pp (x) = 1 (dy - d,) (Y
(d3—x)
-~ d, < d,.
(dy—dy) 25755

Let pos{e} be the occurrence possibility of event e. For
triangular fuzzy number A = (a,,a,,a;) and B = {b;, b, b3},
pos{A < B} is defined as

pos {A < B} = sup {min {u, (x), pp ()} | x < y}

L a, < b,
(b —ay) )

= b b) b
(by—b) +(a,—ay) 70 s

0, a, = b;.

Now, we can deduce that the occupied capacity Q,, of the
vehicle which had served v nodes is

D; = (Z,dip ;diz’ Z,dza) . 3)

M-«

Qvo =
i

1
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Also, the capacity Q of each vehicle can be presented as
a triangular fuzzy number Q = (Q, Q, Q). So, the remaining
capacity Q,, of the vehicle is

Q,=Q-Q, = (Q -Yds5Q-Yd, Q- Zdﬂ>
i=1 i=1 i=1 (4)
= (le,erZ’ er3) .

(erS B dv+1,1)

Thus, the possibility pos(D,,; < Q,,), which means that
the demand of node v + 1 is less than the remaining capacity,
is

dv+1,2 < erZ

pos (Dv+1 < er) =

0,

Let P* € [0, 1] be the decision maker’s preference. A large
value of P* indicates that the decision maker is risk averse,
and the decision maker aims to ensure service. In this case,
P* > 0.6. The possibility of “service success” is relatively
high. In contrast, a small value of P* means that the decision
maker has an insatiable appetite for risk and tries to serve
more nodes with each vehicle. In that case, P* < 0.5. The
possibility of “service success” is relatively low.

Now, after serving v nodes, we can make a decision
whether the vehicle should serve the next node v+1 or return
to the depot 0. The decision was made as follows.

Ifpos(D,,; < Q,,) > P*, the vehicle should serve the next
node v + 1; else, the vehicle should return to the depot 0.

2.3. VRPFD Model. The notations used in the formulation of
the VRPFD are described as follows.

i: node index (i = 0 stands for the depot).

n: number of nodes.

N: set of nodes.

S: nonempty proper subset of the set N.

D;: fuzzy demand of each node i, D; = (d;;,d},, d;3).
¢;: distance between node i and node j.

k: vehicle index.

m: number of vehicles.

K: set of vehicles.

Q: capacity of the vehicle.

P*: decision maker’s preference, P* € [0, 1].

The decision variables used in the formulation of the
VRPED are described as follows:

yir: {if node i is served by vehicle k, y;; = 1; otherwise,
Vi = 0}

x;jjx: {if vehicle k moves from node i to node j, x; ;. = 1;
otherwise, x;j = 0}.

(Qw3 - er2) + (dv+1,2 - dv+1,1) ’

dyi1p > Qurp Ay < Qus (5)

dv+1,1 = erS'

Thus, the fuzzy reasoning constrained program model of
the VRPFD is mathematically formulated as follows:

min > Y ¥ 6 (6)
k=1i=0 j=0
Subject to  pos < ZDiyik < Q) >P* VkeK @)
ieN
keK
zxijk:yjk’ VjeN, keK )
ieEN
injk =y VieN, keK (10)
JEN
zxijk = ijik =¥ VieN, keK an
JjEN jeN
Z Yok =m 1)
keK
Zxojk = inok =1, VkeK 13)
jEN ieN

ZZ Z X <ISI-1, VSCN. (14)

keK €S jeS, j#i

The object of the proposed VRPED is to minimize the
total distance. Constraint (7) ensures that all nodes are served
within the vehicle’s capacity at the values of the decision
maker’s preference. Constraint (8) ensures that each node is
visited by one vehicle. Constraints (9) and (10) define the
relationships between x;;; and yj. respectively. Constraint
(11) guarantees that a vehicle must enter and leave each node
exactly once. Constraint (12) ensures that at most 1 vehicles
are used. Constraint (13) ensures that vehicle routes start from
the depot 0 and terminate at the same depot. Constraint
(14) represents the subtour elimination constraint where |S|
stands for the cardinality of set S.



3. Hybrid Ant Colony Algorithm for VRPFD

The ant colony algorithm (ACA) is one of the most popular
swarm-inspired methods in the field of computational intel-
ligence. The first ACA was developed by Clolrni et al. [24].
It was successfully applied to the traveling salesman problem.
The first ant system for the VRP was proposed by Bulleneimer
et al. [25]. Doerner et al. [26] further improved this ant
colony system using a savings-based heuristic. Recently, ACA
has been applied to the VRP with different constraints, for
example, Ellabib et al. [27], Gajpal and Abad [28], Yu et
al. [29], and Fleming et al. [30]. By looking at success of
above hybridised ant colony algorithms on VRP, we decided
to develop hybrid ant colony algorithm (HACA) for VRPFD
too.

Let Q be the set of all candidate nodes in the dataset, let
U(h) be the set of nodes yet to be served by ant /1, and let S(h)
be the set of nodes already served by ant h.

3.1. Transfer Probabilities. 'The probability pihj that ant h
chooses to serve node j having served node i is given by

« B
N L1 ) S
pij = ZreU(h) (7, ]" % [1:] (15)

0, otherwise,

where 7;; is the pheromone density of edge (i, j); #; is
the visibility of edge (i, j); « is the relative influence of
the pheromone trails; and f8 is the relative influence of the

visibility.
3.2. Pheromone Updating

3.2.1. Local Pheromone Updating Rule

Definition 1 (ant attraction). The ant attraction d/y of edge
(i, j) is the ratio of number 0 of ants that have travelled edge
(i, j) to the number y of ants that have visited node i.

Each ant leaves constant quantity 0 of pheromone on the
edge it travels, and larger ant attraction y/0 of edge (i, j)
results in greater amount of ant travel on edge (i, j). Thus,
more frequent local pheromone updating will result in a
larger pheromone quantity 7;; between all edges. The global
searching of the ACO algorithm represents a handicap. To
address this problem a local pheromone updating rule has
been designed.

Let y;, be the number of ants that visited node i before
arrival of ant /1 at node 7, and let 9, be the number of ants that
travelled edge (7, j) before ant h travelled edge (i, j). The local
pheromone update quantity of edge (i, j) caused by ant h can
be calculated as

h
Arij (t)
o)
0 x <1 - —h>, if ant h traveled from node i to j (16)
= Xn
0, otherwise.

Mathematical Problems in Engineering

Let TZ(f) be the local pheromone quantity of edge (i, j)

before updating; let TZ-(t + 1) be the local pheromone quantity
of edge (i, j) after updating; and let p be the pheromone
volatilization coeflicient. Then, the local pheromone updating
rule can be defined as

Tt +1) = px Tl (t) + ATy (), i, Vji#j,  (17)
AT (£) = Y AT (1), (18)
h=1

3.2.2. Global Pheromone Updating Rule. If ant h has already
served all n nodes, the global pheromone updating rule is
employed. It is defined as

T (t+n) = (1-p)-7; (t) + Az (1), (19)
Aty () = kZ:lATZ (). (20)

3.3. The Steps of HACA. 'The steps of the proposed HACA are
depicted below.

Step 1 (algorithm initialization). (1) Set the values of the
current iteration number ric, the maximum iteration number
maxir, the capacity value Q, the ant number m, and the
decision maker’s preference P*. (2) Set all ants at the central
depot 0, and let each ant start from the depot. (3) Let Q,, =
0 be the initial occupied load of ant h, and the remaining

capacity Q,, = Q — Q,,.

Step 2 (route construction). (1) Calculate the transfer prob-
ability pZ (2) Select node j according to the sequence of pihj
arranged in decreasing order. (3) If pos(Dj <Q,) > P,
j € U(h), ant h must move to node j from the current node
i, and the current node of ant h is changed to be j, j ¢ U(h),
j € S(h), and the occupied load Q,, = Q,, + d; otherwise,
ant h should return to the depot, Q,, = 0, and move to the
next node j. (4) Repeat this selection until U(h) = ¢.

Step 3 (pheromone updating). If U(h) = ¢, that is, ant & has
already served all n nodes, the global pheromone updating
rule is employed; otherwise, the local pheromone updating
rule is employed.

Step 4 (judgment). If the total number of searching ants is
smaller than m, return to step 2; otherwise, find the best
solution by the path set L = {L,,L,,...,L,,} obtained with
S(h).

Step 5 (the 2-opt local search). (1) The obtained route is
broken at random into three segments. (2) The middle
segment must not contain the depot. (3) The route is then
reconstructed by reversing the middle segment. (4) The route
is updated whenever there is an improvement. (5) The process
is repeated until there is no further improvement in the
solution [28]. (6) If the new solution is better than the current
solution, the new solution will replace the current solution.
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FIGURE 1: Service failure.

Step 6 (termination rule of the algorithm). If nc < maxir,
nc = nc + 1, return to step 2, and repeat the above steps;
otherwise, terminate the HACA.

4. Two-Vehicle-Paired Loop
Coordinated Strategy

As mentioned above, the VRPFED typically assumes that the
“actual” value of a node’s demand is known when the vehicle
reaches the node, and the vehicle route is planned in advance.
After serving v nodes, a vehicle might not be able to service
the v + 1 node once it arrives due to its insufficient capacity.
In such situations, if the vehicle uncoordinated strategy is
employed, the vehicle must return to the depot, unload what
it has picked up thus far, return to the node where it had
a “service failure,” and continue to service the remaining
nodes (e.g., in raw milk collection systems). Thus, “additional
distance” and “additional unloading times” are introduced
due to the “service failure” (Figure 1). In contrast, there are
also vehicles with surplus capacity after completing their own
tasks; thus, “waste capacity” is created. All of these cases
increase the logistics costs. To the authors’ knowledge, few
studies have considered the problem of how to effectively
minimize the “additional distance” and “waste capacity,” let
alone reduce “additional unloading times,” in the VRPFD.

After the optimal routes are obtained by the HACA
(it is assumed that each route only served exactly by one
vehicle), the two-vehicle-paired loop coordinated strategy
(TVPLCS) is presented to minimize the “additional distance,”
“additional unloading times,” and “waste capacity” in the
VRPED. The essence of the TVPLCS is that the vehicle with
“surplus capacity” must help the vehicle with “insufficient
capacity” according to the specified coordination rules after
finish its own assigned task. The coordination rules of the
TVPLCS are described as follows.

Grouwyp k

O Node
[] Depot

<— Planned route

FIGURE 2: Vehicle grouping.

Coordination Rule 1. Assume that there are m planned vehicle
routes and one depot 0 in two-dimensional coordinates. Put
the depot on the origin of the two-dimensional coordinates.
Starting from y-axis, divide the 2 adjacent routes into a
coordinated group according to clockwise rotation (Figure 2).
If the number of the routes is odd, there is one remaining
route which is not assigned, and the vehicle will complete its
own assigned task.

Coordination Rule 2. Each vehicle of the same coordinated
group should finish its own assigned task first, and each
vehicle first serves its “outer” nodes and then its “inner”
nodes (Figure 3(a)). In this manner, if a vehicle has a “service
failure,” the “failure nodes” are near the other vehicle in
the same coordinated group, thus promoting coordination
between the two vehicles (Figure 3(b)).

Coordination Rule 2. If a vehicle completes its own task and
has no surplus capacity, it should return to the depot and
inform the other vehicle of its “task status.”

Coordination Rule 4. If a vehicle completes its own task, has
surplus capacity, and does not receive information from the
other vehicle, the vehicle should wait and inform the other
vehicle of its “task status” (Figure 4(a)). If the vehicle receives
information from the other vehicle that the other vehicle is
completing its own task, the first vehicle should return the
depot (Figure 4(b)). If the vehicle receives information from
the other vehicle that the other vehicle cannot complete its
own task, the first vehicle should go to the node where the
other vehicle had a “service failure” and continue to serve
the remaining nodes. If the vehicle completes the remaining
tasks, it should return the depot and inform the depot
(Figure 4(c)); otherwise, the vehicle should return to the
depot and inform the depot of its “remaining task status”
(Figure 4(d)).
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Coordination Rule 5. If all vehicles of all coordinated groups
have returned to the depot and there are “remaining nodes”
because of “service failure,” the “remaining nodes” will be
served by the vehicles of the second scheduling optimization,
and the vehicle coordinated strategy will also be employed in
the second service (Figure 5).

There are also some deficiencies in the TVPLCS, such
as the “waiting” and “informing” between the two vehicles.
“Waiting” means that if the vehicle completes its task and
has surplus capacity, it must wait for the other vehicle’s
information. It may wait a long time due to different traffic
circumstances, thus increasing the time cost. “Informing”
means that when the vehicle completes its task, it must inform
the other vehicle of its “task status.” The “informing” problem
can be easily solved using the advanced communication
technology now available.

5. Experimental Results

The program for HACA was developed in Matlab 7.0. All
computer experiments were performed on a PC (CPU
1.86 GHz, Memory 2 GB). The parameters for the HACA are
set as follows: the ant number m = 30; the vehicle capacity
value Q = 150 items; the maximum iteration number
maxir = 200; the pheromone volatilization coefficient p =
0.9; the relative influence of the pheromone trails a = 1; the
relative influence of the visibility § = 2; and the pheromone
quantity 0 = 15.

Because the standard test instances for VRPFD are
unavailable, the two-dimensional coordinates of the nodes
and depot are generated randomly in [100 x 100] in this
paper. The fuzzy demands of the nodes were also determined
arbitrarily.

5.1. The Running Time of the HACA. In this experiment, the
number of the test nodes is within the interval of 100-500
with a step of 100. Each instance runs 20 times. The average

TABLE 1: Running times of HACA.

Number of test nodes 100 200 300 400 500
Running time (seconds) 289.37 484.62 698.16 875.84 983.67

TABLE 2: Running times of HACA and HPSOGA.

Dataset A-n33-k5 E-n51-k5 M-nl101-kl0 M-n151-k12

Running time of
HACA
(seconds)

20.16 81.24 296.71 437.62

Running time of
HPSOGA
(seconds)

20.64 88.09 388.32 635.59

running time of each instance is used to be the solution. This
is not real time problem and hence CPU times of HACA are
acceptable. The results of running times are shown in Table 1.

To facilitate the comparison, HACA is also simulated in sev-
eral benchmark datasets. The source of the datasets is http://
www.coin-or.org/SYMPHONY/branchandcut/VRP/data/#V.
These datasets are modified to the VRPFD datasets by
generating fuzzy demand. The fuzzy demand D; = (d;;,d;,,
d;;) is randomly generated for each dataset, where the
original dataset is used as d;, for each node. In this
simulation, solution obtained by HACA is compared with
HPSOGA designed by Kuo et al. [13]. Each instance runs
20 times. The average running time of each instance is
shown in Table 2. The results in Table 2 prove that HACA
has promising performance in solving VRPFD. HACA
outperforms HPSOGA for all dataset.

5.2. The Efficiency of the TVPLCS. To determine efficiency
of the TVPLCS we have developed an approach to estimate
the “waste capacity,” “additional distance,” and “additional
unloading times.” The steps of the proposed calculation
approach are described as follows.

Step 1. The method for processing fuzzy number into deter-
ministic number proposed by the CA [31] is employed to
estimate the “actual” demands d? of each node.

Step 2. For each route planned by the HACA, the vehicle
moves along the route, accumulating the sum Q” of the
“actual” demands of all nodes; that is, Q% = ) da;.

i€route

Step 3. If Q" < Q, the vehicle can finish the task of this route,
then the “waste capacity” is Q — Q% if Q" > Q, the vehicle
cannot finish the task of this route. The vehicle must return to
the depot, unload what it has picked up thus far, return to the
node where it had a “service failure,” and continue to serve
the remaining nodes. Now, we can calculate the “additional
distance” and “additional unloading times” due to the “service
failure.” The “additional distance” is equal to length of second
tour of the vehicle caused because of service failure in the
first tour. The “additional unloading times” are the “service
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TABLE 3: Travel distance results within 100 nodes.
p* TVPLCSHACA HPSOGA
TPD TAD TD TPD TAD TD

0.1 2,285.66 1,817.80 4,103.46 2,376.18 2,013.74 4,380.92
0.2 2,36716 1,682.57 4,049.73 2,426.91 1,802.32 4,229.23
0.3 2,49735 1,176.48 3,673.83 2,573.84 1,472.69 4,046.53
0.4 2,734.83 714.54 3,44937 2,821.73 1058.36 3,880.09
0.5 2,610.92 673.27 3,284.19 2,783.41 952.71  3,736.12
0.6 3,016.73 283.24 3,298.97 3,133.28 509.16 3,642.44
0.7 3,236.51 0 3,236.51 3,292.41 40765 3,700.06
0.8 3,347.26 0 3,347.26 3,384.74 368.52  3,753.26
0.9 3,469.80 0 3,449.80 3,794.37 0 3,794.37
1 357756 0 3,577.56  3,836.91 0 3,836.91

failure” times. The “total distance” is the sum of the “total
planned distance” and “total additional distance.”

5.2.1. Test of the Travel Distance. For simplicity and percep-
tual intuition, we only test 100 nodes. To show the efficiency of
the proposed approaches, we compare our TVPLCS based on
the HACA (TVPLCSHACA) with the hybrid particle swarm
optimization with genetic algorithm (HPSOGA) proposed
by Kuo et al. [13]. HPSOGA employs vehicle uncoordinated
strategy, and it is designed for VRPFD. This is to say,
coordinating strategies/rules defined in Section 4 all were
used in the experiment. At first, the coordination rule 1
is used. Then the coordination rule 2 is used. Also, the
coordination rule 3 and coordination rule 4 are used; if the
task is not finished, the coordination rule 5 must be used; else,
the coordination rule 5 may not be used.

All test are calculated according to the decision maker’s
confidence P*, where P* varies within the interval of 0-1 with
a step of 0.1. The average computational results of 10 times are
calculated.

The “total planned distance” (TPD), “total additional
distance” (TAD), and “total distance” (TD) are calculated. The
results of TVPLCSHACA and HPSOGA are listed in Table 3.

From the results in Table 3, we can see the following:
(1) with regard to TPD the result gained from the HACA
is smaller than the result obtained by the HPSOGA. When
P* = 0.9, the former is 9.35% less than the latter. Even more,
the former is 10.33% less than the latter while P* = 1. (2) As
mentioned above, TAD is due to the “service failures.” The
TAD result gained from the TVPLCSHACA is also smaller
than the result obtained by the HPSOGA. Especially, when
0.4 < P* < 0.6, the former is close to almost half of the latter.
This is to say, the TVPLCSHACA is useful for VRPFD, and
TVPLCS can effectively reduce the TAD. When P* > 0.7,
TAD gained from the HACA is 0, which means that there is
no “service failure” in each route. However, TAD gained from
the HPSOGA is 0 while P* > 0.9. That is, our approach is
better than HPSOGA. (3) The TD of TVPLCSHACA is also
smaller than the result obtained by the HPSOGA. The results
can show the effectiveness of our proposed approaches.
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TABLE 4: Results of the total vehicle number, waste capacity, and
additional unloading times.

p* TVPLCSHACA HDEA
PVN TVN TWC TAUT PVN TVN TWC TAUT
01 13 22 0 13 26 166 13
02 13 21 0 14 25 182 12
03 14 21 0 14 25 186 11
04 15 21 0 15 25 198 9
05 16 20 51 16 25 223 8
06 17 20 87 17 24 257 7
0.7 18 18 125 18 23 261 5
4
0
0

0.8 18 18 114 19 23 273
09 19 19 89 20 20 127
1 19 19 81 20 20 118

S O O O W Bk O N O

5.2.2. Test of the Total Vehicle Number, Waste Capacity, and
Additional Unloading Times. Also, we test the same 100
nodes which tested above. To show the efficiency of the
proposed TVPLCS, we compare our TVPLCSHACA with the
HDEA proposed by Erbao and Mingyong [12]. The algorithm
employs vehicle uncoordinated strategy, and it is designed
for VRPFD. All test are calculated according to the decision
maker’s confidence P*, where P* varies within the interval
of 0-1 with a step of 0.1. The average computational results
of 10 times are calculated. The “plan vehicle number” (PVN),
“total vehicle number” (TVN), “total waste capacity” (TWC),
and “total additional unloading times” (TAUT) are tested.
The results of our TVPLCSHACA and the results of HDEA
(HDEA employs vehicle uncoordinated strategy) are listed in
Table 4. In Table 4, capacity unit is item.

The results in Table 4 indicate the following: (1) For PVN,
the value gained by HACA is close to the result planed by
HDEA, and the former is better than the latter. (2) With
regard to TAUT, the value gained by TVPLCSHACA is much
better than the result calculated by HDEA. When P* <
0.3, the number of the former is 30% less than that of the
latter. When 0.4 < P* < 0.6, the number of the former
is 50% less than that of the latter. When P* > 0.7, TAUT
gained by TVPLCSHACA is 0. However, TAUT gained by
HDEA is 0 till P* > 0.9. So, TVPLCS can effectively cut
down “additional unloading times” in VRPFD, especially
when the value of decision maker’s preference is relatively
smaller. (3) About TWC, when P* < 0.4, all numerical
values gained by TVPLCSHACA are 0, but the results of
HDEA are close to 200. In other words, when a vehicle has
surplus capacity, the vehicle should serve the “failure nodes”
of the other failure route according to the specified TVPLCS
rules. TVPLCS could be usefully employed in reduction of
the “waste capacity” in VRPFD, especially when the value
of decision maker’s preference is relatively smaller. (4) As
for TVN, the value gained by TVPLCSHACA based on the
HACA is less than the result planed by HDEA. When P* <
0.8, the former is nearly 25% less than the latter. Thus, the
TVPLCS is very useful for the VRPFD, especially when P*
is given a relatively smaller value. That is, the decision maker
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TABLE 5: Results of total distance, vehicle number, and logistics cost.

p* TVPLCSHACA HDEA
TD TVN TLC TD TVN TLC

0.1 4,103.46 22 31,5173 4,380.92 26 34,904.6
0.2 4,049.73 21 30,748.65  4,229.23 25 33,646.15
0.3 3,673.83 21 28,869.15  4,046.53 25 32,732.65
0.4 3,449.37 21 27,746.85  3,880.09 25 31,900.45
0.5 3,284.19 20 26,420.95  3,736.12 25 31,180.6
0.6 3,298.97 20 26,494.85 3,642.44 24 30,212.2
0.7 3,236.51 18 25,182.55  3,700.06 23 30,000.3
0.8 3,347.26 18 25,736.3  3,753.26 23 30,266.3
0.9 3,449.80 19 26,749 3,794.37 20 28,971.85
1 3,577.56 19 27,387.8 3,836.91 20 29,184.55

has an insatiable appetite for risk and wants to serve more
nodes with each vehicle.

5.3. Determining the Reasonable Value of the Decision Maker’s
Preference. Now, we determine the reasonable value of the
decision maker’s preference based on the results listed in
Tables 3 and 4. The TD in Table 3 and the TVN in Table 4 are
selected to calculate the total logistics cost (TLC) for VRPFD.
In this paper, it is assumed that the freight of TD is 5 yuan
RMB per unit distance, and the fixed charge of TVN is 500
yuan RMB per vehicle. TLC is the sum of TD and TVN. The
results of TLC are listed in Table 5.

From the results in Table 5 we can see the following: (1)
When decision maker’s preference P* > 0.6, the decision
maker is risk averse and aims to minimize service failures.
The optimal value of P* should be 0.6 or 0.7 according to
TD. The best value of P* should be 0.7 according to TLC and
TVN. However, it is not easy for us to obtain a highly credible
decision maker’s preference due to the variability of customer
demands in practice, especially when the operations of a
distributing system are only starting up. (2) While P* <
0.5, the decision maker is risk preference and wants to
serve more nodes with each vehicle. All values of TD, TVN,
and TLC tell us that the best value of P* is 0.5. (3) The
reasonable value of the decision maker’s preference deduced
from TVPLCSHACA is exactly the same as that inferred from
HDEA.

6. Conclusions

This paper contributes to the research on the VRPFD in
the following respects: (1) The fuzzy reasoning constrained
program model and HACA are designed to optimize the vehi-
cle routes, and the most appropriate values for the decision
maker’s confidence level P* were obtained by simulation.
That is, if decision maker is risk averse and aims to ensure
service, the best value of P* should be 0.7 If the decision
maker has an insatiable appetite for risk and wants to serve
more nodes with each vehicle, the best value of P* should
be 0.5. (2) In particular, the TVPLCS is presented to reduce
the “additional distance,” “unloading times,” and the “waste

capacity” caused by “service failure.” Numerical examples are
presented to demonstrate the effectiveness of our proposed
approaches. Particularly, the TVPLCS is very useful for the
VRPFD when the decision maker has an insatiable appetite
for risk, especially when the operations of a distributing
system are only starting up and the customers’ demands are
difficult to estimate.

For the future research, we may consider other nondeter-
ministic side constraints in VRPFD, such as stochastic vehicle
travel time, important customer with emergent service, and
time window constraint that should be considered in order
to fit the practical applications.
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Big data is the term used to denote enormous sets of data that differ from other classic databases in four main ways: (huge) volume,
(high) velocity, (much greater) variety, and (big) value. In general, data are stored in a distributed fashion and on computing nodes
as a result of which big data may be more susceptible to attacks by hackers. This paper presents a risk model for big data, which
comprises Failure Mode and Effects Analysis (FMEA) and Grey Theory, more precisely grey relational analysis. This approach has
several advantages: it provides a structured approach in order to incorporate the impact of big data risk factors; it facilitates the
assessment of risk by breaking down the overall risk to big data; and finally its efficient evaluation criteria can help enterprises
reduce the risks associated with big data. In order to illustrate the applicability of our proposal in practice, a numerical example,
with realistic data based on expert knowledge, was developed. The numerical example analyzes four dimensions, that is, managing
identification and access, registering the device and application, managing the infrastructure, and data governance, and 20 failure
modes concerning the vulnerabilities of big data. The results show that the most important aspect of risk to big data relates to data

governance.

1. Introduction

In recent years, big data has rapidly developed into an impor-
tant topic that has attracted great attention from industry and
society in general [1]. The big data concept and its applications
have emerged from the increasing volumes of external and
internal data in organizations and it differs from other
databases in four aspects: volume, velocity, variety, and value.
Volume refers to the amount of data, velocity refers to the
speed with which data can be analyzed and processed, variety
describes the different kinds and sources of data that may be
structured, and value refers to valuable discoveries hidden in
large datasets [2]. The emphasis in big data analytics is on
how data is stored in a distributed fashion that allows it to
be processed in parallel on many computing nodes in dis-
tributed environments across clusters of machines [3].

Given the significance that big data has for business appli-
cations and the increasing interest in various fields, relevant
works should be mentioned: [4] argued that consumer analyt-
ics lies at the junction of big data and consumer behavior and
highlights the importance of the interpretation of the data
generated from big data. Reference [5] examined the role of
big data in facilitating access to financial products for eco-
nomically active low-income families and microenterprises
in China. Reference [6] investigated the roles of big data and
business intelligence (BI) in the decision-making process.
Reference [7] presented a novel active learning method
based on extreme learning machines with inherent properties
that make handling big data highly attractive. Reference [8]
developed a selection algorithm based on evolutionary com-
putation that uses the MapReduce paradigm to obtain subsets
of features from big datasets. Reference [9] discussed the
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advancement of big data technology, including the gen-
eration, management, and analysis of data. Finally, [10]
described a brief overview of big data problems, including
opportunities and challenges, current techniques, and tech-
nologies.

Big data processing begins with data being transmitted
from different sources to storage devices and continues with
the implementation of preprocessing, process mining and
analysis, and decision-making [6]. Much of this processing
takes place in parallel, which increases the risk of attack, and
how best to guard against this is what big data management
seeks to do [11].

Over the last few years, several researchers have proposed
solutions for mitigating security threats. In [12], a taxonomy
of events and scenarios was developed and the ranking of
alternatives based on the criticality of the risk was provided
by means of event tree analysis combined with fuzzy decision
theory. Reference [13] developed a mathematical model to
solve the problem according to the risk management para-
digm and thereby provided managers with additional insights
for making optimal decisions. There has also been research on
the use of large network traces for mitigating security threats
[14].

However, research analyzing the risks associated with big
data is lacking. Moreover, from this perspective, information
security measures are becoming more important due to the
increasingly public nature of multiple sources. Hence, many
issues related to big data applications can be addressed first
by identifying the possible occurrences of failure and then
by evaluating them. Consequently, this paper proposes the
use of a specific Failure Mode and Effects Analysis (FMEA)
method and Grey Theory, which allows for risk assessment at
the crucial stages of the big data process. Both mathematical
rigor, which is necessary to ensure the robustness of the
model, and the judgments of those involved in the process,
given the subjective characteristics of the types of assessments
made, are considered in this model. This paper contributes
to the literature in the following aspects. First, it offers new
insights into how the different characteristics of big data are
linked to risk in information security. Second, it provides a
model risk analysis based on a multidimensional perspective
of big data risk analysis.

The first section of the paper discusses big data and
information security issues. Then, the discussion that follows
relates to existing methodologies for information security
and background information, which are necessary for devel-
oping the proposed approach. Next, we introduce the meth-
odology and present a real case that illustrates how the meth-
odology validates the proposed approach. Finally, the discus-
sion presents the limitations of the research, suggested areas
for further study, and concluding remarks.

2. Background

2.1. Big Data and Methodologies for Risk Management. As
mentioned before, big data has different characteristics in
terms of variety, velocity, value, and volume compared to
classic databases. Consequently, big data risk management is
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more complex and is becoming one of the greatest concerns
in the area of information security. Currently, another impor-
tant point is that data availability and confidentiality are two
top priorities regarding big data.

Recently, several works relating to big data and security
have been published. Reference [15] proposed a new type
of digital signature that is specifically designed for a graph-
based big data system. To ensure the security of outsourced
data, [16] developed an efficient ID-based auditing protocol
for cloud data integrity using ID-based cryptography. In
order to solve the problem of data integrity, [17] proposed a
remote data-auditing technique based on algebraic signature
properties for a cloud storage system that incurs minimal
computational and communication costs. Reference [18] pre-
sented a risk assessment process that includes both risk aris-
ing from the interference of unauthorized information and
issues related to failures in risk-aware access control systems.

There are many methods and techniques with respect to
big data risk management. Table 1 lists and briefly describes
qualitative methodologies for risk analysis.

Some approaches based on quantitative methods have
also been proposed. Reference [19] presented an approach
to the risk management of security information, encom-
passing FMEA and Fuzzy Theory. Reference [20] developed
an analysis model to simultaneously define the risk factors
and their causal relationships based on the knowledge from
observed cases and domain experts. Reference [21] proposed
a new method called the Information Security Risk Analysis
Method (ISRAM) based on a quantitative approach.

As can be seen, the purpose of big data security mech-
anisms is to provide protection against malicious parties.
Hence, researchers have also identified several forms of
attacks and vulnerabilities regarding big data. Reference [22]
investigated key threats that target VoIP hosts. Reference
[23] analyzed the impact of malicious servers on different
trust and reputation models in wireless sensor networks.
Reference [24] examined a cloud architecture where different
services are hosted on virtualized systems on the cloud by
multiple cloud customers. Also, [25] outlined a discussion of
the security and privacy challenges of cloud computing.

In this context, attacks themselves are becoming more
and more sophisticated. Moreover, attackers also have easier
access to ready-made tools that enable exploitation of plat-
form vulnerabilities more effectively. For these reasons, the
security risks of high volumes of data from multiple sources,
complex data sharing, and accessibility-related issues arise
in a big data environment. Therefore, there is an increasing
need to develop and create new techniques for big data risk
analysis.

2.2. Failure Mode and Effects Analysis (FMEA). FMEA was
first proposed by NASA in 1963. The main objective of FMEA
is to discover, prevent, and correct potential failure modes,
failure causes, failure effects, and problem areas affecting a
system [31]. According to FMEA, the risk priorities of failure
modes are generally determined through the risk priority
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TaBLE 1: Qualitative methodologies for risk analysis.
Methods and techniques Description and process Author
CCTA risk analysis and . . . .
risk anatysis an Comprises three stages; the first two stages identify and analyze the risks to the
management method system and the third stage recommends how these risks should be managed [26]
(CRAMM) Y 8 ged:
. Proposes examining the risk assessment portion of the risk management process in
Expert system for security q - i . ity of
risk analvsis and seven steps: define the problem, identify threats, determine the probability o (27]
A occurrence, identify existing security, assess the business impact, assess security
management (RAMeX)
countermeasures, and generate report.
The process involves analyzing one system of the business operation at a time and
Facilitated risk analysis convening a team of individuals who have business information needs and technical (28]
process (FRAP) staff who have a detailed understanding of potential vulnerabilities of the system
and related controls.
N . Provides three phases; first phase: conduct a comprehensive assessment of the
Information risk analysis . . . . .
. business impact and determine the business security; second phase: assess threat (29]
methodologies (IRAM) - .. L. . .
and vulnerability of incidents occurring in a system; third phase: control selection.
Operationally critical Organized into four phases: develop understanding of risk to the business, create a
threat, asset, and profile of each information asset that establishes clear boundaries and identify its [30]

vulnerability evaluation

security requirements, identify threats to each information asset, and mitigate this

(OCTAVE) risk.
TABLE 2: Severity rating scale.
Rating Effect Severity of effect
Failure is hazardous and occurs without warning; it suspends
10 Hazardous without warning operation of the system and/or involves noncompliance with
government regulations.
9 Serious Failure involves hazardous outcomes and/or noncompliance with
government regulations or standards.
8 Extreme Blg data is inoperable with loss of primary function; the system is
inoperable.
7 High The big data has severely affected performance but functions; the
system may not operate.
- The performance of big data is degraded; comfort or convenience
6 Significant .
functions may not operate.
5 Moderate A m(?derate effect on the performance of big data; the product
requires repair.
A small effect on the performance of big data; the product does not
4 Very low . .
require repair.
Minor A minor effect on the performance of the big data or system.
Very minor A very minor effect on the performance of the big data or system.
1 None No effect.

number (RPN), which assesses three factors of risk: occur-
rence (O), severity (S), and detection (D). Then, the RPN is
defined by [32]

RPN = O x $ x D. 1)

Based on [33, 34], the classic proposal uses the 10-point
linguistic scale for evaluating the O, S, and D factors. This
scale is described in Tables 2, 3, and 4 for each risk factor.
The failure modes with higher RPNs, which are viewed as
more important, should be corrected with higher priorities
than those with lower RPNs.

The FMEA method has been applied to many engineering
areas. Reference [35] extended the application of FMEA to

risk management in the construction industry using com-
bined fuzzy FMEA and fuzzy Analytic Hierarchy Process
(AHP). Reference [36] described failures of the fuel feeding
system that frequently occur in the sugar and pharmaceutical
industries [37]. Reference [38] proposed FMEA for electric
power grids, such as solar photovoltaics. Reference [39]
presented a basis for prioritizing health care problems.
According to [40], the traditional FMEA method cannot
assign different weightings to the risk factors of O, S, and D
and therefore may not be suitable for real-world situations.
For these authors, introducing Grey Theory to the traditional
FMEA enables engineers to allocate the relative importance
of the risk factors O, S, and D based on the research and their



4 Mathematical Problems in Engineering
TABLE 3: Occurrence rating scale.

Rating Description Potential failure rate

10 Certain probability of occurrence Failure occurs at least once a day or almost every time.

9 Failure is almost inevitable Failure occurs predictably or every three or four days.

j Very high probability of occurrence Failure occurs frequently or about once per week.

6 . e .

s Moderately high probability of occurrence Failure occurs about once per month.

4 e . .

3 Moderate probability of occurrence Failure occurs occasionally or once every three months.

2 Low probability of occurrence Failure occurs rarely or about once per year.

1 Remote probability of occurrence Failure almost never occurs; no one remembers the last failure.

TABLE 4: Detection rating scale.

Rating Description Definition

10 No chance of detection There is no known mechanism for detecting the failure.

9 Vi . The failure can be detected only with thorough inspection and this is not

ery remote/unreliable - >

8 feasible or cannot be readily done.

7 Remote The error can be detected with manual inspection but no process is in

6 place, so detection is left to chance.

5 Moderate chance of detection Thereisa process fo‘r double checks or inspection l{)ut itis p(?t automated
and/or is applied only to a sample and/or relies on vigilance.

4 .

3 High There is 100% inspection or review of the process but it is not automated.

2 Very high There is 100% inspection of the process and it is automated.

1 Almost certain There are automatic “shut-offs” or constraints that prevent failure.

experience. In general, the major advantages of applying the
grey method to FMEA are the following capabilities: assign-
ing different weightings to each factor and not requiring any
type of utility function [41].

References [32, 33] pointed out that the use of Grey
Theory within the FMEA framework is practicable and can
be accomplished. Reference [42] examined the ability to
predict tanker equipment failure. Reference [43] proposed an
approach that is expected to help service managers manage
service failures. Thus, Grey Theory is one approach employed
to improve the evaluation of risk.

2.3. Grey Theory. Grey Theory, introduced by [44], is a
methodology that is used to solve uncertainty problems;
it allows one to deal with systems that have imperfect or
incomplete information or that even lack information. Grey
Theory comprises grey numbers, grey relations (which this
paper uses in the form of Grey Relational Analysis, GRA), and
grey elements. These three essential components are used to
replace classical mathematics [45].

In grey system theory, a system with information that is
certain is called a white system; a system with information
that is totally unknown is called a black system; a system
with partially known and partially unknown information is
called a grey system [46]. Reference [47] argued that, in recent
days, grey system theory is receiving increasing attention

in the field of decision-making and has been successfully
applied to many important problems featuring uncertainty
such as supplier selection [48, 49], medical diagnosis [50],
work safety [40], portfolio selection [51], and classification
algorithms evaluation and selection [52].

According to [53], a grey system is defined as a system
containing uncertain information presented by a grey num-
ber and grey variables. Another important definition is that
of a grey set X (of a universal set U), which is defined by its
two mappings pix (x) and gy (x) as follows:

y_X(x):x—> [0,1],
(2)
Uy (x) : x —[0,1],

where pix(x) > py(x), x € X, X = R, and px(x) and
px(x) are the upper and lower membership functions in X,

respectively.

A grey number is the most fundamental concept in grey
system theory and can be defined as a number with uncertain
information. Therefore, a white number is a real number
x € R, and a grey number, written as (X) x, refers to an
indeterminate real number that takes its possible values from
within an interval or a discrete set of numbers. In other
words, a grey number, (X) x, is then defined as an interval
with a known lower limit and a known upper limit, that is, as
&) x [x,x]. Supposing there are two different grey numbers
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denoted by ) x; and (X x,, the mathematical operation
rules of general grey numbers are as follows:

Qa1+ Q=[x+ ¥+ 3],
®x1 —®x2 = [xl —x_z,x_1+x2],

Q1% Q= [min (31 %0 5% Fxp 31 %)

max (x, X5, 2,5 %10, ¥ 5|

®x1+®x2:[ﬁ,x—1]x[i L],

b J—
Xy Xy

(3)

kex Q) x, = [kx, kx] .

GRA is a part of Grey Theory and can be used together
with various correlated indicators to evaluate and analyze the
performance of complex systems [54, 55]. In fact, GRA has
been successfully used in FMEA and its results have been
proven to be satisfactory. Compared to other methods, GRA
has competitive advantages in terms of having shown the
ability to process uncertainty and to deal with multi-input
systems, discrete data, and data incompleteness effectively
[55]. In addition, [41] argues that results generated by the
combination of Grey Theory and FMEA are more unbiased
than those of traditional FMEA, and [42] claims that com-
bining Fuzzy Theory and Grey Theory with FMEA leads to
more useful and practical results.

GRA is an impact evaluation model that measures the
degree of similarity or difference between two sequences
based on the degree of their relationship. In GRA, a global
comparison between two sets of data is undertaken instead of
using a local comparison by measuring the distance between
two points [56]. Its basic principle is that if a comparability
sequence translated from an alternative has a higher grey
relational degree between the reference sequence and itself,
then the alternative will be the better choice. Therefore,
the analytic procedure of GRA normally consists of four
parts: generating the grey relational situation, defining the
reference sequence, calculating the grey relational coefficient,
and finally calculating the grey relational degree [55, 57].
The comparative sequence denotes the sequences that should
be evaluated by GRA and the reference sequence is the
original reference that is compared with the comparative
sequence. Normally, the reference sequence is defined as a
vector consisting of (1,1,...,1,...,1). GRA aims to find the
alternative that has the comparability sequence that is the
closest to the reference sequence [43].

2.4. Critical Analysis. Big data comprises complex data
that is massively produced and managed in geographically
dispersed repositories [63]. Such complexity motivates the
development of advanced management techniques and tech-
nologies for dealing with the challenges of big data. Moreover,
how best to assess the security of big data is an emerging
research area that has attracted abundant attention in recent
years. Existing security approaches carry out checking on

data processing in diverse modes. The ultimate goal of these
approaches is to preserve the integrity and privacy of data
and to undertake computations in single and distributed
storage environments irrespective of the underlying resource
margins [11].

However, as discussed in [11], traditional data security
technologies are no longer pertinent to solving big data
security problems completely. These technologies are unable
to provide dynamic monitoring of how data and security are
protected. In fact, they were developed for static datasets, but
data is now changing dynamically [64]. Thus, it has become
hard to implement effective privacy and security protection
mechanisms that can handle large amounts of data in com-
plex circumstances.

In a general way, FMEA has been extensively used for
examining potential failures in many industries. Moreover,
FMEA together with Fuzzy Theory and/or Grey Theory has
been widely and successfully used in the risk management of
information systems [12], equipment failure [42], and failure
in services [43].

Because the modeling of complex dynamic big data
requires methods that combine human knowledge and expe-
rience as well as expert judgment, this paper uses GRA to
evaluate the level of uncertainty associated with assessing big
data in the presence or absence of threats. It also provides
a structured approach in order to incorporate the impact of
risk factors for big data into a more comprehensive definition
of scenarios with negative outcomes and facilitates the assess-
ment of risk by breaking down the overall risk to big data.
Finally, its efficient evaluation criteria can help enterprises
reduce the risks associated with big data.

Therefore, from a security and privacy perspective, big
data is different from other traditional data and requires a
different approach. Many of the existing methodologies and
preferred practices cannot be extended to support the big
data paradigm. Big data appears to have similar risks and
exposures to traditional data. However, there are several key
areas where they are dramatically different.

In this context, variety and volume translate into higher
risks of exposure in the event of a breach due to variability in
demand, which requires a versatile management platform for
storing, processing, and managing complex data. In addition,
the new paradigm for big data presents data characteristics
at different levels of granularity and big data projects often
encompass heterogeneous components. Another point of
view states that new types of data are uncovering new privacy
implications, with few privacy laws or guidelines to protect
that information.

3. The Proposed Model

In this paper, an approach to big data risk management using
GRA has been developed to analyze the dimensions that are
critical to big data, as described by [65], based on FMEA and
[31, 32]. The approach proposed is presented in Figure 1.

The new big data paradigm needs to work with far more
than the traditional subsets of internal data. This paradigm
incorporates a large volume of unstructured information,
looks for nonobvious correlations that might drive new
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of past data

l

FMEA: potential failure modes

determination and evaluation
(O, S, and D)

l

l

Comparative series X,,

Standard series X

Grey belief and
information

decision matrix (x)

Obtain differences A, = X, — X

Compute the grey relational coefficient

Determination of the degree of grey
relation (for each failure mode and then

for each dimension)

Introduction of

Final dimension rank

the weights of
risks factors

F1GURE 1: Flowchart of the proposed FMEA and Grey Theory based approach.

hypotheses, and must work with data that float into the
organization in real time and that require real-time analysis
and response. Therefore, in this paper, we analyzed the
processing characteristics of the IBM Big Data Platform for
illustrative purposes, but it is important to note that all big
data platforms are vulnerable to both external and internal
threats. Therefore, since our analysis model based on the
probability of the occurrence of failure covers a wide view
of the architecture of big data, it is eligible for analyzing
other platforms, such as cloud computing infrastructures
[66] and platforms from business scenarios [67]. Finally, our
model considers the possible occurrence of failures in the
distributed data and then we consider its implementation in
a distributed way.

3.1. Expert Knowledge or Past Data regarding Previous Fail-
ures. The first step in the approach consists of expert identifi-
cation or use of past data. The expert is the person who knows
the enterprise systems and their vulnerability and is thus able
to assess the information security risk of the organization in
terms of the four dimensions [65]. One may also identify a
group of experts in this step, and the analysis is accomplished
by considering a composition of their judgments or the use
of a dataset of past failures. The inclusion of an expert system
in the model is also encouraged.

According to [68], an expert is someone with multiple
skills who understands the working environment and has
substantial training in and knowledge of the system being
evaluated. Risk management models have widely used expert
knowledge to provide value judgments that represent the
expert’s perceptions and/or preferences. For instance, [69]
provides evidence obtained from two unbiased and inde-
pendent experts regarding the risk of release of a highly
flammable gas near a processing facility. References [70, 71]
explore a risk measure of underground vaults that considers
the consequences of arc faults using a single expert’s a priori
knowledge. Reference [19] proposes information security
risk management using FMEA, Fuzzy Theory, and expert
knowledge. Reference [72] analyzes the risk probability of an
underwater tunnel excavation using the knowledge of four
experts.

3.2. Determination and Evaluation of Potential Failure Modes
(FMEA). In a general way, this step concerns the determi-
nation of the failure modes associated with the big data
dimensions (Figure 2) in terms of their vulnerabilities. Each
dimension is described in Table 5.

Furthermore, these dimensions can be damaged by var-
ious associated activities. Table 6 presents failure modes
relating to the vulnerability of big data for each dimension.
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TABLE 5: Description of dimensions.

Dimension

Description

Identification and access management

Given the opportunity to increase knowledge by accessing big data, it is necessary
that only authorized persons can access it; thus, big data requires confidentiality and
authenticity; to address this problem, [58] mentioned that sometimes both are
needed simultaneously; this source recommended and proposed three different
schemes: an encryption scheme, a signature scheme, and a sign-encryption scheme

Device and application registration

Data provenance refers to information about the history of a creation process; in
other words, it refers to a mechanism that can be used to validate whether input
data is coming from an authenticated source to guarantee a degree of information
integrity [59]; then, provenance-related security and trustworthiness issues also
arise in the system [60]; they include the registration of devices in
machine-to-machine (M2M) and Internet-of-Things (IoT) networks, which can be
considered one of the major issues in the area of security [61]

Infrastructure management

As big data physical infrastructures increase, difficulties associated with designing
effective physical security also arise; thus, we use the term “system health” to
describe the intersection of the information worker and the nominal conditions for
infrastructure management monitoring of big data for security purposes, which
include technical issues regarding the interoperability of services [62]

Data governance can ensure appropriate controls without inhibiting the speed and

Data governance

flexibility of innovative big data approaches and technologies, which need to be

established for different management levels with a clear security strategy

Identification and access management

Device and application registration

Big data security

Infrastructure management

Data governance

FIGURE 2: Big data dimensions.

In fact, the determination of the failure modes is achieved
using the FMEA methodology and evaluated regarding its
occurrence (O), severity (S), and detection (D).

3.3. Establish Comparative Series. An information series with
n decision factors, such as chance of occurrence, severity of
failure, or chance of lack of detection, can be expressed as
follows:

X; = (X;(1),X;(2),..., X; (k). (4)

These comparative series can be provided by an expert or any
dataset of previous failures, based on the scales described in
Tables 2-4.

3.4. Establish the Standard Series. According to [41], the
degree of relation can describe the relationship of two
series; thus, an objective series called the standard series is
established and expressed as X, = (X,(1), X((2), ..., Xy(k)),
where k is the number of risk factors (for this work, k = 3,i.e.,
occurrence, severity, and detection). According to FMEA, as

the score becomes smaller, the standard series can be denoted
as X, = (Xo(1), X((2),..., Xo(k) = (1, 1,...,1).

3.5. Obtain the Difference between the Comparative Series
and the Standard Series. To discover the degree of the
grey relationship, the difference between the score of the
decision factors and the norm of the standard series must be
determined and expressed by a matrix calculated by

Ag; (k) = | X0 () - X; () 5)
where j is the number of failure modes in the analysis [31].

3.6. Compute the Grey Relational Coefficient. The grey rela-
tional coeflicient is calculated by

A —CA
V(%00 %,(0) = W

max

, (6)

where ( is an identifier, normally set to 0.5 [31]. It only affects
the relative value of risk, not the priority.
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TABLE 6: Failure modes associated with each dimension of big data.

Dimensions

Associated activities

ALl Loss of secret keys

Al.2: Cryptanalysis of a ciphered signal

Al: Identification and access management

Al.3: Secret password divulged to any other user

Al.4: Intentional access to network services, for example, proxy servers

AL5: Spoofing: impersonation of a legitimate user

A2.1: Facility problems

A2.2: Failure of encryption equipment

A2: Device and application registration

A2.3: Unauthorized use of secure equipment

A2.4: Ineffective infrastructure investment

A2.5: Failure of application server

A3.1: Cabling problems
A3.2: Failure of radio platform transmission

A3: Infrastructure management

A3.3: Failure of cipher audio (telephone) and video

A3.4: Failure of sensor networks

A3.5: Failure of potential of energy
A3.6: Unauthorized readout of data stored on a remote LAN

A4.1: Failure of interpretation and analysis of data

A4: Data governance

A4.2: Failure of audit review of implemented policies and information security

A4.3: Failure to maximize new business value

A4.4: Failure of real-time demand forecasts

3.7. Determine the Degree of Relation. Before finding the
degree of relation, the relative weight of the decision factors
is first decided so that it can be used in the following
formulation [31]. In a general way, it is calculated by

F(Xi’Xj) = };.Bk)’ (Xi k), X; (k)): (7)

where [, is the risk factors’ weighting and, as a result,

ZZ:1 ﬁk =L

3.8. Rank the Priority of Risk. 'This step consists of dimension
ordering. Based on the degree of relation between the
comparative series and the standard series, a relational series
can be constructed. The greater the degree of relation, the
smaller the effect of the cause [31].

4. An Illustrative Example

To demonstrate the applicability of our proposition based on
FMEA and Grey Theory, an example based on a real context
is presented in this section. The steps performed are the
same as shown in Figure 1, explained in Section 3. Following
these steps, the expert selected for this study is a senior
academic with more than 20 years’ experience. She holds a
Ph.D. degree in information systems (IS), has published 12
papers in this field, and also has experience as a consultant in
IS to companies in the private sector.

In the following step of the proposed model, the four
dimensions associated with the potential failures of big data

are represented according to Figure 2 and described in
Table 5. Furthermore, Table 6 presents the failure modes
relating to the vulnerability of big data for each dimension.
Based on these potential failures, Tables 7 and 8 show
the establishment of comparative and standard series for
occurrence, severity, and detection, respectively.

To proceed to a grey relational analysis of potential
accidents, it is necessary to obtain the difference between
comparative series and standard series, according to (4).
Table 9 shows the result of this difference.

In order to rank the priority of risk, it is necessary to
compute both the grey relational coefficient (Table 10) and the
degree of relation (Table 11) using (5), (6), and (7). Therefore,
the greater the degree of relation, the smaller the effect of the
cause. Assuming equal weights for risk factors, Table 11 also
presents the degree of grey relation for each failure mode and
dimension and final ranking.

From the analysis of failures using the proposed
approach, we have shown that big data is mainly in need
of structured policies for data governance. This result was
expected because the veracity and provenance of data are
fundamental to information security; otherwise, the vulner-
abilities may be catastrophic or big data may have little value
for the acquisition of knowledge. Data governance is also an
aspect that requires more awareness because it deals with
large amounts of data and directly influences operational
costs.

Since the model works with a recommendation rather
than a solution and compatible recommendations depend on
expert knowledge, it is important to test the robustness of



Mathematical Problems in Engineering

TaBLE 7: Comparative series.

Dimensions

Associated activities

Al: Identification and access management

AL Loss of secret keys

Al.2: Cryptanalysis of a ciphered signal

Al.3: Secret password divulged to any other user

Al.4: Intentional access to network services, for example, proxy servers
Al.5: Spoofing: impersonation of a legitimate user

A2: Device and application registration

A2.1: Facility problems

A2.2: Failure of encryption equipment

A2.3: Unauthorized use of secure equipment
A2.4: Ineffective infrastructure investment
A2.5: Failure of application server

A3: Infrastructure management

A3.1: Cabling problems

A3.2: Failure of radio platform transmission

A3.3: Failure of cipher audio (telephone) and video

A3.4: Failure of sensor networks

A3.5: Failure of potential of energy

A3.6: Unauthorized readout of data stored on a remote LAN

A4: Data governance

A4.1: Failure of interpretation and analysis of data

A4.2: Failure of audit review of implemented policies and information security
A4.3: Failure to maximize new business value

A4.4: Failure of real-time demand forecasts
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TABLE 8: Standard series.

Dimensions

Associated activities

Al: Identification and access management

AL Loss of secret keys

Al1.2: Cryptanalysis of a ciphered signal

Al.3: Secret password divulged to any other user

Al.4: Intentional access to network services, for example, proxy servers
Al.5: Spoofing: impersonation of a legitimate user

A2: Device and application registration

A2.1: Facility problems

A2.2: Failure of encryption equipment

A2.3: Unauthorized use of secure equipment
A2.4: Ineffective infrastructure investment
A2.5: Failure of application server

A3: Infrastructure management

A3.1: Cabling problems

A3.2: Failure of radio platform transmission

A3.3: Failure of cipher audio (telephone) and video

A3.4: Failure of sensor networks

A3.5: Failure of potential of energy

A3.6: Unauthorized readout of data stored on a remote LAN

A4: Data governance

A4.1: Failure of interpretation and analysis of data

A4.2: Failure of audit review of implemented policies and information security
A4.3: Failure to maximize new business value

A4 .4: Failure of real-time demand forecasts
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this information and therefore to conduct sensitivity analysis. 5. Discussion and Conclusions
Thus, different weightings, based on the context, may also be

used for different risk factors, as suggested by [33]. Table 12
presents a sensitivity analysis conducted in order to evaluate
the performance and validity of the results of the model. As
can be seen, the final ranking of risk is the same for all the

different weightings tested (£10%).

The main difficulties in big data security risk analysis involve
the volume of data and the variety of data connected to
different databases. From the perspective of security and
privacy, traditional databases have governance controls and

a consolidated auditing process, while big data is at an early
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TaBLE 9: Difference between comparative series and standard series.

Dimensions Associated activities

ALL Loss of secret keys
Al.2: Cryptanalysis of a ciphered signal

Al: Identification and access management

Al.4: Intentional access to network services, for example, proxy servers
Al.5: Spoofing: impersonation of a legitimate user

A1.3: Secret password divulged to any other user

A2.1: Facility problems

A2.2: Failure of encryption equipment

A2: Device and application registration

A2.4: Ineffective infrastructure investment
A2.5: Failure of application server

A2.3: Unauthorized use of secure equipment

A3.1: Cabling problems
A3.2: Failure of radio platform transmission

A3: Infrastructure management

A3.4: Failure of sensor networks
A3.5: Failure of potential of energy
A3.6: Unauthorized readout of data stored on a remote LAN

A3.3: Failure of cipher audio (telephone) and video

A4.1: Failure of interpretation and analysis of data

A4: Data governance

A4 .3: Failure to maximize new business value
A4 .4: Failure of real-time demand forecasts

A4.2: Failure of audit review of implemented policies and information security

NN NN =R = = U RN NN = s O
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stage of development and hence continues to require struc-
tured analysis to address threats and vulnerabilities. More-
over, there is not yet enough research into risk analysis in the
context of big data.

Thus, security is one of the most important issues for the
stability and development of big data. Aiming to identify the
risk factors and the uncertainty associated with the prop-
agation of vulnerabilities, this paper proposed a systematic
framework based on FMEA and Grey Theory, more precisely
GRA. This systematic framework allows for an evaluation
of risk factors and their relative weightings in a linguistic,
as opposed to a precise, manner for evaluation of big data
failure modes. This is in line with the uncertain nature of
the context. In fact, according to [40], the traditional FMEA
method cannot assign different weightings to the risk factors
of O, S, and D and therefore may not be suitable for real-world
situations. These authors pointed out that introducing Grey
Theory into the traditional FMEA method enables engineers
to allocate relative importance to the O, S, and D risk factors
based on research and their own experience. In a general way,
another advantage of this proposal is that it requires less effort
on the part of experts using linguistic terms. Consequently,
these experts can make accurate judgments using linguistic
terms based on their experience or on datasets relating to
previous failures.

Based on the above information, the use of our proposal
is justified to identify and assess big data risk in a quantitative
manner. Moreover, this study comprises various security
characteristics of big data using FMEA: it analyzes four
dimensions, identification and access management, device
and application registration, infrastructure management, and
data governance, as well as 20 subdimensions that represent

failure modes. Therefore, this work can be expected to serve
as a guideline for managing big data failures in practice.

It is worth stating that the results presented greater aware-
ness of data governance for ensuring appropriate controls.
In this context, a challenge to the process of governing
big data is to categorize, model, and map data as it is
captured and stored, mainly because of the unstructured
nature of the volume of information. Then, one role of data
governance in the information security context is to allow for
the information that contributes to reporting to be defined
consistently across the organization in order to guide and
structure the most important activities and to help clarify
decisions. Briefly, analyzing data from the distant past to
decide on a current situation does not mean that the data has
higher value. From another perspective, increasing volume
does not guarantee confidence in decisions, and one may use
tools such as data mining and knowledge discovery, proposed
in [73], to improve the decision process.

Indeed, the concept of storage management is a critical
point, especially when volumes of data that exceed the storage
capacity are considered [11]. In fact, the emphasis of big data
analytics is on how data is stored in a distributed fashion,
for example, in traditional databases or in a cloud [66].
When a cloud is used, data can be processed in parallel on
many computing nodes, in distributed environments across
clusters of machines [3]. In conclusion, big data security must
be seen as an important and challenging feature, capable
of generating significant limitations. For instance, several
electronic devices that enable communication via networks,
especially via the Internet, and which place great emphasis
on mobile trends allow for an increase in volume, variety,
and even speed of data, which can thereby be defined as big
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TABLE 12: Sensitivity analysis.

Degree of grey relation
(dimension) and risk ranking

D1I: 0.616667 (3)
D2: 0.591629 (2)
D3: 0.645833 (4)
D4: 0.512405 (1)
D1: 0.621429 (3)
D2: 0.586264 (2)
D3: 0.641071 (4)
D4: 0.507446 (1)
D1: 0.621528 (3)
D2: 0.589271 (2)
D3: 0.644097 (4)
D4: 0.512216 (1)
DI: 0.61754 (3)
D2: 0.58815 (2)
D3: 0.64246 (4)
D4: 0.507597 (1)
D1: 0.619742 (3)
D2: 0.585045 (2)
D3: 0.639633 (4)
D4: 0.504329 (1)
DI: 0.618968 (3)
D2: 0.591531 (2)
D3: 0.646032 (4)
D4: 0.513907 (1)

Weights of risk factors

Occurrence: 0.30
Severity: 0.35
Detection: 0.35

Occurrence: 0.36
Severity: 0.32
Detection: 0.32

Occurrence: 0.35
Severity: 0.30
Detection: 0.35

Occurrence: 0.32
Severity: 0.36
Detection: 0.32

Occurrence: 0.35
Severity: 0.35
Detection: 0.30

Occurrence: 0.35
Severity: 0.35
Detection: 0.30

data content. This fact adds more value to large volumes of
data and allows for the support of organizational activities,
bequeathing even more importance to the area of data
processing, which now tends to work in a connected way that
goes beyond the boundaries of companies.

This research contributes as a guide for researchers in the
analysis of suitable big data risk techniques and in the devel-
opment of response to the insufficiency of existing solutions.
This risk model can ensure the identification of failure and
attacks and help the victim decide how to react when this
type of attack occurs. However, this study has limitations.
For instance, it does not measure the consequences of a
disaster occurring in the field of big data. This measurement
could be carried out based on [74]. Future work should
focus on developing a model to ensure the working of data
governance and should recommend specific actions to ensure
the safety of big data and to help managers choose the best
safeguards to reduce risks. Further studies may also consider
security-related issues in the fields of enterprise architecture,
information infrastructure, and cloud-based computing.
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Power systems could be at risk when the power-grid collapse accident occurs. As a clean and renewable resource, wind energy plays
an increasingly vital role in reducing air pollution and wind power generation becomes an important way to produce electrical
power. Therefore, accurate wind power and wind speed forecasting are in need. In this research, a novel short-term wind speed
forecasting portfolio has been proposed using the following three procedures: (I) data preprocessing: apart from the regular
normalization preprocessing, the data are preprocessed through empirical model decomposition (EMD), which reduces the effect
of noise on the wind speed data; (II) artificially intelligent parameter optimization introduction: the unknown parameters in the
support vector machine (SVM) model are optimized by the cuckoo search (CS) algorithm; (III) parameter optimization approach
modification: an improved parameter optimization approach, called the SDCS model, based on the CS algorithm and the steepest
descent (SD) method is proposed. The comparison results show that the simple and effective portfolio EMD-SDCS-SVM produces
promising predictions and has better performance than the individual forecasting components, with very small root mean squared

errors and mean absolute percentage errors.

1. Introduction

The demand for clean and renewable energy resources has
increased significantly since the acid emissions and air
pollution caused by burning fossil fuels have heavily polluted
the world environment. As a clean and renewable resource,
wind energy plays an increasingly vital role in energy supply
and wind power generation becomes an important way to
generate electrical power. However, the stochastic fluctuation
of wind makes it problematic to forecast [1-3]. Therefore,
effort to improve the accuracy of wind speed forecasting
continues so as to lower the possibility of the power-grid
collapse accident occurrence.

Wind speed forecasting is an important foundation and
prerequisite for the prediction of wind power generation. The
more accurate wind speed forecasting result can reduce wind
rotating equipment and operation cost and improve limita-
tion of wind power penetration. At the same time the precise

prediction of wind speed helps dispatching department
timely adjustments to the program, so as to reduce the impact
of wind power on the grid and effectively avoid the adverse
effect of wind farm on the power system, enhancing the
competitiveness of wind power in the electricity market.

In literature studies, statistically based and neural net-
work-based methods are two models pervasively used to
forecast the wind speed [4-7]. With the development of artifi-
cial intelligent techniques, some artificial intelligent methods
have been presented, such as Artificial Neural Networks,
fuzzy logic methods, and support vector machine. Guo et al.
[8] presented a wind speed strategy based on the chaotic
time series modeling technique and the Apriori algorithm.
Barbounis et al. [9] employed three different types of neural
network (NN) models to forecast the hourly wind speed (up
to 3 days) in a wind park located on the Greek island of Crete.
However, there are several unknown parameters in the NN
model. Thus, many researchers have indicated the need to
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optimize the parameters in the NN model to improve wind
speed forecasting accuracy. Wang and Hu [10] improved the
performance of the back propagation (BP) NN model in the
wind speed forecasting field by optimizing the parameters in
the BP model. Both models, that is, the statistical and the NN-
based models, have been used by Azad et al. [11] to solve the
long-term wind speed forecasting problem for two stations in
Malaysia. However, wind speed forecasting results obtained
by the neural network models are not always superior to
those obtained by other models. Chen and Yu [12] developed
a new model by integrating the unscented Kalman filter
with the support vector regression-based state-space model.
Comparison results indicated that the new proposed model
outperforms the NN model. Apart from the NN models,
the parameter optimization strategy has also been applied to
other wind speed forecasting models. Gani et al. [13] pro-
posed that firefly algorithm combines with SVM algorithm
for a problem of short-term wind speed forecast, where firefly
algorithm is used to optimize the parameters of SVMs and
successfully obtain the accuracy forecasting result. Compared
with artificial intelligent models, statistical approaches are
less expensive and intrusive and, hence, more practical in
forecasting wind power generation. Statistical models are
widely used to forecast model for short-term wind forecast-
ing, predicting wind conditions several hours in advance,
which is particularly useful for wind power generation [14].
But for the nonlinear wind speed time series is often not sat-
isfactory, especially in multistep prediction, and the error will
be significantly increased with the extension of the prediction
time. The new paradigm of big data stream mobile computing
is quickly gaining momentum [15], while wind speed fore-
casting results have been applied to many different areas [16].

It is found that the existing wind speed forecasting
models have the following disadvantages: (1) some of the
existing models have taken no account of the randomness,
instability, and the large fluctuation of the wind speed data,
which may lead to a high forecasting error. Therefore, in this
research, a model based on the ensemble empirical mode
decomposition (EEMD) technique is utilized to adaptively
decompose the original wind speed data into a finite number
of intrinsic mode functions with a similarity property to
modeling. (2) The existing traditional parameter estimation
methods, such as the moment estimation or the likelihood
estimation, are not dynamic and need to solve some equations
with a great deal of calculations. Therefore, the artificial
intelligent parameter estimation method named the cuckoo
search (CS) algorithm is used in this paper to estimate the
unknown parameters in the forecasting model. (3) Though
some researchers applied the artificial intelligent parameter
estimation approaches to the parameter estimation, they
just adopted the original approach without considering the
deficiency of the approach. Thus, in this paper, the steepest
descent (SD) method is used to optimize the CS algorithm
so as to enhance the convergence rate. Based on the above
motivations, in this research, a new short-term wind speed
forecasting portfolio which not only can maintain the charac-
teristics of the wind speed data but can also automatically esti-
mate the unknown parameters in the forecasting model with
a considerable convergence rate has been proposed through
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the following three procedures: (I) data preprocessing: apart
from regular normalization preprocessing, the data are pre-
processed through the EMD model, which reduces the effect
of the noise on the wind speed data; (II) artificially intelligent
parameter optimization introduction: the unknown param-
eters in the support vector machine (SVM) model are opti-
mized by the cuckoo search (CS) algorithm; (III) parameter
optimization approach modification: although the original
CS algorithm is simple and efficient, it has disadvantages
such as insufficient search vigor and slow search speed during
the latter part of the search. Therefore, this paper proposes
an improved parameter optimization approach based on the
CS algorithm and the steepest descent (SD) method, which
is abbreviated as the SDCS model. The performance of the
developed EMD-SDCS-SVM model has been compared with
those obtained by the individual forecasting components
using the following two error evaluation criteria: the root
mean squared error and the mean absolute percentage error.

The paper is organized as follows: Section 2 introduces
related methodologies, Section 3 presents the simulation
examples and discussions, and the last section presents con-
cluding remarks.

2. Related Methodologies

2.1. Data Preprocessing Approach. Data preprocessing is a
common way to improve forecasting accuracy, especially for
data with high noise and different scales. This paper focuses
on handling these two problems by using the EMD model and
the normalization preprocessing approach, respectively.

2.1.1. Empirical Mode Decomposition Model. The EMD model
is an adaptive decomposition approach proposed by Bac-
carelli etal. [15]. It is used in a wide range of applications, espe-
cially in dealing with nonlinear time series. The EMD model
decomposes the original time series into several different
sequences with different scales (also called the intrinsic mode
function (IMF)) as well as a residual sequence. All IMFs must
satisfy two requirements:

(a) The number of extreme points (all maximum and
minimum points are included) must be equal to the
number of zero crossings or differ by no more than
one.

(b) In all cases, the average of the envelopes defined by
the local maxima and minima must be zero.

With the above two limitations, a signal sequence x(t) can
be decomposed with the assistance of the EMD method [16]
through the following steps.

Step 1. Calculate all the local extrema (including all the min-
imum and maximum values).

Step 2. Connect the local maxima by a cubic spline line to
generate the upper envelope and similarly produce the lower
envelope by connecting all the local minima with a cubic
spline interpolation, represented by e and ey, respec-
tively.

upper
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Step 3. Calculate the average value of the two envelopes m;
by

m, = (eupper + elower) ) (1)
2

Step 4. Calculate the difference (h,) between the data and m
by

hy = x(t) —m,. 2)

Step 5. Judge whether h, satisfies the two requirements of the
IMFs. If not, regard h, as the original signal sequence; then
hy; = h, — my;. Repeat this process k times until h;; which
is calculated by hy, = hy_1) — myy is an IME The first IMF
sequence is obtained by

IMF, = hy. 3)
Step 6. Calculate the first residual sequence according to
r, = x(t) — IMF,. (4)

Step 7. Regard r; as the raw data and return to Step 1to repeat
this procedure unless the final residue r,, turns into either a
monotonic function or a function from which no more IMF
sequences can be extracted.

Finally, the original signal sequence is decomposed into

x(t) = iIMFi +7,. (5)
i=1

2.1.2. Normalization Preprocessing. To improve the training
efficiency and the generalization ability of the SVM model,
normalization preprocessing is used to address the IMF
sequences obtained by the SVM model. Normalization pre-
processing is defined as follows:

_ X = Xmin
Xprocessed ~ > (6)
Xmax ~ Xmin
where x and xoceqeq TEPresent the original data sequence
and the preprocessed data sequence, respectively, and x;,
and x,,,, denote the minimum and the maximum data in the
original data sequence, respectively.

2.2. Support Vector Machine Model. The SVM model is the
core of statistical machine learning theories. It can surmount
difficulties that appear in the traditional machine learning
methods, such as the curse of dimensionality, easily falling
into local optima and overlearning. In addition, it has great
generalization ability [17]. Therefore, the SVM model has
long been an attractive tool with powerful capabilities in
solving classification and regression problems. In this paper,
we mainly focus on the SVM model for regression.

Suppose that there are m in-sample data points (or
training samples) (x, y;), (X5, ¥3)s - -+ > (X5 ¥,,,) Where x; €
R" denotes the input vector and y; € R is the targeted output
corresponding to the input vector x;. The main purpose of the
SVM for regression is to find a function f(x) which satisfies

the following two requirements: (a) the deviation between
f(x;) and y, is no greater than a given positive real number &,
foralli =1,2,...,m,and (b) f(x) is as flat as possible. In the
SVM algorithm, f is defined by the formula

fx)=w"¢p(x)+b, )

where ¢ : R" — F is a nonlinear mapping, b is the threshold
value, and the unknown coeflicients w and b can be estimated
by solving the following optimization problem:

. 1 2 < *
min = ||| +C i+ & 8
e ;(E &) (8)
. T
subject to: [w ¢ (x) + b] -y <e+i

yi—o'p(x)+b] e+t )

£, 20,i=1,2,...,m,

where C denotes the penalty coefficient, §; and & are two
slack variables, and ¢ is the tube size. Problem (8) can be
solved by introducing two Lagrange multipliers o; and «;" and
minimizing the following Lagrange function L [14]:

L
1 m
15 (e
i,j=
m m
—sZ(ai+0‘;)+ZJ’i(“i‘“:)
et =
: ’ (10)
L
1 m
- 15 (e
i,j=
m m
—SZ(OC,-+“:)+Z)’£(0‘1'_“:)
=1 i=1
subject to
m
Y(—af)=0, 0<a,af <C. (1)
i=1
This calculation results in
m
w=) (4-a)d(x),
-1
’ (12)

—a )k (x;,x) +b,

where (-, -) is called the kernel function. The following four
types of kernel functions are commonly used [18, 19]: (a)
linear kernel function: x(x, y) = xT ¥, (b) polynomial kernel
function: x(x, y) = (xT Y+ D%, (o) sigmoid kernel function:
k(x,y) = tanh(ax” y + ¢), and (d) Gaussian kernel function:
k(x, y) = exp(—lx - y||2/202), where a, ¢, d, and o are kernel
parameters.
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(3) WHILE (The stop criterion has not met)

6  IFG;>G)
(7) Replace j by the new solution;
(8)  ENDIF

(12) END WHILE
(13) Post-process results;

(1) Determine the objective function g(x), x = (x;, x5, ..
(2) Initialize the population of N host nests x; (i = 1,2,...,N);

(4) Choose a cuckoo randomly by Lévy flights and evaluate its goodness of fit or quality G;;
(5) Choose a nest among N (say j) randomly;

(9) Abandon a fraction (p,) of worse nests and build new ones;
(10) Keep the best solutions (or nests with quality solutions);
(11) Rank the solutions and find the current best solution;

. >xd)T;

AvrGoriTHM 1: CS algorithm.

2.3. Artificial Intelligent Parameter Optimization

2.3.1. Original Cuckoo Search Algorithm. The CS algorithm
was first developed by Sun et al. [20] in 2007. It is derived
from the action of cuckoos laying their eggs in the nests of
other birds to let those birds hatch eggs for them. However,
once the host birds discover the cuckoo eggs, these eggs will
be thrown away or the host birds will abandon their nests and
rebuild a new nest elsewhere. The CS algorithm is constructed
based on three assumptions: (a) Only one egg is laid by each
cuckoo in a randomly selected nest; (b) The best nests will be
carried over to the following generations; and (c) The number
of available host nests is a constant, and the probability value
of an egg laid by a cuckoo being discovered by the host bird
is p, which has the range of 0 to 1.

In the CS algorithm, each nest represents a solution.
The pseudo code of the CS technique [21] presented in
Algorithm 1 can aid in understanding the CS process.

The Lévy flight mentioned in the pseudo code of Algo-
rithm 1 is generated according to:

AR xf +ad®Lévy (), (13)

X

where « > 0 is the step size, which should be related to
the scale of the problem of interest. The product @ indicates
entry-wise multiplication location. A Lévy flight is consid-
ered when the step-lengths are distributed according to the
following probability distribution:

Lévy~u=t" 1<1<3 (14)

which has an infinite variance. Here, the consecutive steps of
a cuckoo search essentially form a random walk process that
obeys a power-law step-length distribution with a heavy tail.

2.3.2. Modified Cuckoo Search Method. Similar to other meta-
heuristic algorithms, the original CS algorithm is simple and
efficient; however, it has disadvantages such as insufficient
search vigor and slow search speed during the latter part of
the search. As one of the oldest optimization algorithms, the
steepest descent (SD) method [22] is simple and intuitive.
Currently, there are many effective optimization algorithms

established on the basis of this algorithm. In order to over-
come the CS’s shortcoming of slow convergence rate, the SD
method is used to modify the CS algorithm, and the modified
model is abbreviated as the SDCS model. In the SDCS model,
the following equation substitutes for (13):

Xt = xf + df, (15)

1

where d; is defined by
d; =-vg(x)). (16)

The SDCS process can be expressed by the following
procedures.

Step 1. Initialize the initial points x°, the end error & > 0, and
setk = 0.

Step 2. Calculate VF(x"). If [VF (M) = || - Vg(xP)ll < a @
Lévy(A) < &, terminate the iteration and output the value of
x*. Otherwise, go to Step 3.

Step 3. Set p* = —Vf(x").

Step 4. Conduct one-dimensional search. Get the value of t;,
which satisfied equation f(x* + ¢, p") = min,, f(x* + tpk);

then set x**! = x* + £, p*, k := k + 1, and return to Step 2.

The step size and step-length distribution function of the
CS algorithm can be improved by using steepest descent due
to its simplicity and flexibility. The final optimal solution
can be obtained by modifying the step size and step-length
distribution function constantly.

2.4. Proposed Novel Model. Based on the above methodolo-
gies, we propose a novel short-term wind speed forecasting
portfolio with three steps (Figure 1): (I) data preprocessing:
both the regular normalization preprocessing model and
the EMD approach are used for data preprocessing, which
reduces the effect of noise and different scales on the wind
speed data; (II) artificially intelligent parameter optimization



Mathematical Problems in Engineering

o &

Vf(x

(5) Termination criteria
or go to Step 1

Constantly modify the step size «
and the distribution of step-length
Lévy(A); get the optimum solution

k)= —vg(xk) =
adLévy(d)<e

Choose the optimum

from the random
solution

n Step 2

According to the
abandonment
probability gives up
some solutions

enerate the same
umber of new

olutions replacing the
bandonment solution

Using the steepest
descent method
modified cuckoo
search method

Get finally
optimal solution

FIGURE 1: Flowchart of the SDCS algorithm.

introduction: the unknown parameters in the SVM model are
optimized by the CS algorithm; (IIT) parameter optimization
approach modification: although the original CS algorithm is
simple and efficient, it has disadvantages such as insufficient
search vigor and slow search speed during the latter part
of the search. Therefore, this paper proposes an improved
parameter optimization approach based on the CS algorithm
and the steepest descent (SD) method, which we call the
SDCS model. The final forecasting model is called the EMD-
SDCS-SVM model.

The performance of SVM depends on a good set of
parameters, including the penalty parameter and the param-
eter of the kernel function. The parameter adjustment and
selection of support vector machine is still a difficult issue in
the research field. The generalization performance of support
vector machine is closely related to the selection of specific
parameters in the model. The parameter of penalty coefficient
C and kernel parameters o must be selected by the users.
However, in practical applications, the forecasting complexity
control is more difficult, because the parameters of C and o
must be adjusted simultaneously.

(1) The Penalty Coefficient C. The penalty coefficient C is to
balance the model between the complexity and the training
error, so that the model has better extending ability. Further-
more, the parameter C can control the robustness of the fore-
casting model. The different training groups have different

optimal values. For forecasting problems, if the parameter C
is smaller, the punishment for miscalculation samples in the
sample data is smaller. As a result, the training error becomes
larger, and the system’s generalization ability is poorer. When
new data is forecasted by the model, the fitting error will
be very high, and the phenomenon of “less learning” will
appear. On the contrary, if the parameter C is too large, the
weight of (1/ 2)|lw|* will be smaller. Although the fitting
error of the available data is very low, the fitting error of the
new data is also very high. It is the so-called “overlearning”
phenomenon. The generalization ability of the model is still
very poor. Each sample data group has at least one suitable C,
which makes the SVM generalization performance the best.
Therefore, the correct choice of parameter C can improve the
prediction accuracy of the model.

(2) The Kernel Function o. For the kernel function of the SVM,
the linear kernel function, polynomial kernel function, radial
basis kernel function, and sigmoid function are usually the
most used. The width o of radial basis function is the same to
all kernel functions, and o can reflect corresponding width
of inner product kernel for input. If o is too small, it will
lead to overfitting or memory of the training group. If o is
too large, it will make SVM discriminant function too gentle.
Width of kernel function o and the penalty coeflicient C affect
the shape of prediction curve of the support vector machine
from different angles. In practical applications, too large or
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FIGURE 2: Process of objective model.

too small penalty coefficient C and kernel function o will
make the generalization performance of the support vector
machine worse.

Based on the analysis of influences of each parameter
on the performance of SVM, we put forward the time
series forecasting model by using modified cuckoo search
(SDCS) algorithm to optimize SVM parameters. It not only
maintains the characteristics of time series, but also can select
the parameters of SVM automatically, which eliminates the
blindness and randomness caused by artificial selection. The
main procedures of this EMD-SDCS-SVM are as follows.

Procedure 1. Collect wind speed time series data. Use the
EMD to preprocess the wind speed data and reconstitute the
new wind speed time series, which will be treated as the
training sample of the SVM model.

Procedure 2. Determine the range of C and o, the maximum
step (step,,,,)> the minimum step (step,; ), and the maxi-
mum number of iterations N, ... Set the probability of an egg
laid by a cuckoo being discovered by the host bird as p, =
0.25, and initialize the number of the host nests as N = 25.

Each nest corresponds to a two-dimensional vector (C, o).

Procedure 3. Search the optimum value of the two-dimen-
sional vector (C, o) according to the SDCS algorithm, and the
detailed steps that need to be implemented in this procedure
are shown in Figure 2.

Procedure 4. Use the optimum parameter values obtained in
Procedure 3 and the processed data obtained in Procedure 1
to construct the forecasting model and obtain the forecasting
results.

3. Simulation Examples and Discussions

3.1. Data Division and Parameter Initialization. Wind speed
data recorded by four wind turbines (numbered #1, #2, #3, and
#4) during the period from Jan 2, 2011, to Jan 6, 2011, with a
time resolution of 10 minutes are used to verify the effective-
ness of the new proposed hybrid model. The data from Jan 2
to Jan 5 are adopted as the in-sample data (i.e., training data),
while those on Jan 6 are used as the out-of-sample data (i.e.,
testing data).

Step 1. The original wind speed series are decomposed into a
high-frequency component and a low-frequency component,
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Time (10 min)
Step 1: data preprocessing (EMD) (a) Actual wind speed series {X}
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(b) High-frequency noise reduction based on soft-threshold denoising method

Wind speed after noise reduction
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(c) Wind speed series after noise reduction {Xp}
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Time (10 min)
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—— Forecasting data

(e) Forecasting result for wind speed

FIGURE 3: Procedures of the proposed forecasting portfolio.




ey

o
3
g
&

Mathematical Problems in Engineering

100 200 300 400
B AN A AN VWAV AW
100 200 300 400 500

G

IME,

Residue | =

FIGURE 4: IMFs and residue results obtained by the EMD method.

which represents the noise signal and main features of the
wind speed series (see Figures 3(a)-3(c)).

Step 2 (data splitting and normalization). The available wind
speed series after noise reduction are split into the training set
and the test set, which are denoted by including input sets and
output sets for training parameters of SVM and consisting
of inputs and outputs for the testing model’s forecasting
effectiveness, respectively. To establish the model, the training
datasets and the input test sets are normalized with the same
setting (see Figure 3(d)).

Step 3 (initialization: a SVM with two parameters). The
penalty coefficient C and the kernel function ¢ are shown in
Figure 3(e). The number of connection weights of the SVM
is the size of the cities in the SDCS algorithm, namely, the
dimension of the optimized parameters.

Step 4 (optimization). The objective function of the SDCS
algorithm is given as follows:

Xt = x: +a@Lévy(). 17)

1

Step 5 (SVM construction). The best solution obtained by the
SDCS algorithm is set to be the final connection weights of

SVM training and construction. The terminal condition of
network training is set to be the reach of maximum iterations
or no further improvement (see Figures 3(d)-3(e)).

Step 6 (EMD-SDCS-SVM construction for the test dataset).
The forecasting data of the output test sets are generated by
importing the input test sets based on the established optimal
SVM (see Figure 3(e)).

Step 7 (evaluation). The quality of the EMD-SDCS-SVM is
assessed by the indices SDCS and SVM, which presents the
validity and informativeness of EMD, respectively. With the
aim of comprehensive evaluation, MAPE is calculated as well.

To employ the methodologies introduced in Section 2
of this paper, the parameters contained in the models are
initialized as follows: in the CS algorithm, the number of the
host nests is initialized as N = 25, and the probability of an
egg laid by a cuckoo being discovered by the host bird is given
as p, = 0.25. The Gaussian kernel function is chosen for the
SVM method. In the GA algorithm, the maximum number
of iterations is initialized as 50, and the population size is 100.
The probability of cross is 0.3 and the probability of mutation
is 0.1. When the CS algorithm and GA are adapted for SVM
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FIGURE 5: Denoised and normalized results of the original data.

optimization, the search interval of the penalty coeflicient
C is set to [0.1,100], while the search interval of the kernel
function is set to [0.01, 1000].

3.2. Data Preprocessing Results. Wind speed data are first
preprocessed by the EMD method. Figure 4 shows the IMFs
and residue results obtained by the EMD method for the
four wind turbines. As indicated in Figure 4, for the #2 and
#3 wind turbines, 7 IMF sequences are extracted from the
original wind speed training dataset, while 6 IMF sequences
are extracted for the other two wind turbines. According to
the principle of denoising, eliminating the high-frequency
sequence from the IMF sequences can assist in obtaining
cleaner data sequence, that is, data sequence with lower noise.
For this paper, the first IMF sequence obtained by the EMD
method is eliminated from the original data sequence to
improve the accuracy of wind speed forecasting. The visual-
ization of the denoise preprocessing of the EMD method of
the four wind turbines is shown in Figure 5. The final results
after denoise processing with the EMD method and the
normalization operation are also presented in Figure 5.

3.3. Forecasting Results. To validate the effectiveness of the
EMD-SDCS-SVM model in wind speed forecasting, the
model is used to forecast wind speed with four horizons:
1-step-ahead, 2-step-ahead, 4-step-ahead, and 6-step-ahead.
The forecasting results obtained by this model are compared
with those obtained by the nonparameterization method

EMD-SVM, the unmodified parameterization method EMD-
CS-SVM, and another parameterization method, EMD-GA-
SVM, where GA is the abbreviation for the Genetic Algo-
rithm [23].

Figure 6 presents the forecasting results of the four EMD-
based models. In this figure, the wind speed data in the center
of the circular rings with the value of 0 is the smallest, while
the bigger the radius, the larger the wind speed value. The dif-
ference of the radius between each adjacent two circular rings
is 5. As shown in Figure 6, the forecasting results obtained by
these EMD-based models fit the actual wind speed data best
when the forecasting horizon is 1-step-ahead, while the fit is
the worst in the 6-step-ahead situation; that is, the deviation
between the wind speed data forecast by the models and
the actual wind speed data becomes larger as the forecasting
horizon increases. In addition, the EMD-SVM and the EMD-
GA-SVM methods deviate much more significantly from the
actual data when compared to the other models.

In addition, the forecast results obtained by these models
are analyzed according to the Quantile-Quantile (Q-Q) plot.
The f quantile corresponding to a datum g(f) means that
approximately a decimal fraction f of the data can be
found below the datum. The f quantile is calculated in the
following manner: sort the data in a sequence {x;};_;, ,in
an ascending order. The sorted data {x};_1, . flave rank
i = 1,2,...,n. Then, the quantile value f; for the datum x;,
is computed by

i-0.5
fi= :

n

(18)
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FIGURE 6: Forecasting results comparisons among EMD-modified models.

The 0.25, 0.5, and 0.75 quantiles are called the lower
quantile, the median, and the upper quantile, respectively.
The Q-Q plot is used to compare the quantiles of two samples.
If the two samples come from the same type of distribution,
the plot will be a straight line. A straight reference line that
passes through the lower quantile and the upper quantile is
helpful for assessing the Q-Q plot. The greater the distance
from this reference line, the more likely it is that the two
samples come from populations with different distributions.

The vertical and the horizontal axes of the Q-Q plot are the
estimated quantiles from the two samples, respectively. If the
sizes of these two samples are the same, the Q-Q plot is just
a plot of the sorted data in the first sample against the sorted
data in the second sample. As an example, Figure 7 provides
an empirical Q-Q plot of the quantiles of the actual wind
speed sequence versus the quantiles of the forecast data for
the #4 wind turbine, where X represents the actual wind
speed data sequence, and Y1, Y2, Y3, and Y4 denote the wind
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FIGURE 7: Empirical Q-Q plot of the quantiles of the actual wind speed sequence versus the quantiles of the forecasted data for the #4 wind

turbine.

speed data sequences forecasted by the EMD-SVM model,
the EMD-CS-SVM model, the EMD-GA-SVM model, and
the EMD-SDCS-SVM model, respectively. The straight line
shown in each subplot is just the extrapolated line which
joins the lower and the upper quantiles, and the vertical axis
and the horizontal axis in each subplot are the estimated
quantiles from the corresponding forecast data sequence and
the actual data sequence. As observed from Figure 7, the
forecast values sometimes are larger than the actual values
(corresponding to the plus symbol located above the straight
line), while sometimes they are smaller than the actual values
(corresponding to the plus symbol located below the straight
line). Figure 7 also reveals that the EMD-SDCS-SVM model
fits the actual wind speed data best when compared to the
other three models.

3.4. Forecasting Error Comparison. Results presented in Sec-
tion 3.2 provide graphical visualization of the performance
of the different forecasting models. In this section, the supe-
rior performance of the EMD-SDCS-SVM model is shown
quantitatively. To do this, two error evaluation criteria named
the root mean squared error (RMSE) and the mean absolute
percentage error (MAPE) are adopted and defined as follows:

1¢ 2
RMSE = ;Z(xi—x,) ,
i=1
: (19)
1¢ X,
MAPE = =¥ |25 % 100%,
i=1 i

where 7 is the number of data points in the out-of-sample data
and x; and X; are the actual value and the forecasted value,
respectively.

From Table 1 and Figure 8, it can be seen that compared
to the ANN forecasting models, the SVM models perform
favorable forecasting accuracy; in particular in four- and six-
step-ahead forecasting result, the SVM is superior to the
ANN model of BPNN, Elman NN, and WNN.

The forecasting error results with different forecasting
horizons of these 4 models are given in Table 2 and Figure 9.
As observed from Table 2 and Figure 9, the forecasting error
values become larger as the forecasting horizon increases. For
the #1, #2, and #4 wind turbines, the EMD-SDCS-SVM model
always obtains more accurate wind speed forecasting results
than the other three models. In addition, for the #3 wind
turbine, the EMD-SDCS-SVM model is superior to both the
EMD-SVM and the EMD-CS-SVM models, which means
that the proposed novel model EMD-SDCS-SVM has made
promising predictions and has better performance than its
individual forecasting components.

4. Conclusions

Wind speed forecasting plays a significant part in the econ-
omy and security of wind farm systems’ operation. Accurate
forecasting results have significant influence on the economy.
Recently, academia and industry have paid more attention
to wind speed forecasting. More accurate forecasting could
reduce costs and risks, improve the security of power systems,
and help administrators develop an optimal action program,
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thereby enhancing the economic social benefits of power-
grid management. Therefore, it is highly desirable to develop
techniques for wind speed forecasting to improve accuracy.
However, individual models do not always achieve a desirable
performance. The proper selection method of a hybrid model
can reduce certain negative effects that are inherent to each
of these individual models; moreover, the hybrid forecasting
model can make full use of the advantages of each of the
individual models and is less sensitive, in certain cases, to
the factors that make the individual models perform in an
undesirable manner.

In this paper, to enhance the forecasting capacity of the
proposed combined model, consisting of three procedures,
the data preprocessing procedure, the artificial intelligent
parameter optimization introduction procedure, and the
parameter optimization approach modification procedure
were integrated. The SVM model used in this paper can
handle data with nonlinear features, and the SD technique
is adopted to enhance the convergence speed of the CS algo-
rithm, which is utilized to optimize the parameters in the
SVM model. The effectiveness and robustness of the proposed
approach has been successfully tested by the real wind speed
data sampled at four wind turbines. Based on the Q-Q plot
and the error comparison, results show that the developed
portfolio EMD-SDCS-SVM has made promising predictions
and has better performance than its individual forecasting
components despite very small MAPE and MSE values. For
instance, the average MAPE values of the combined model
were 0.7138%, 1.0281%, 4.8394%, 0.9239%, and 7.3367%,
which are lower than those of BPNN, WNN, and Elman
NN. By improving forecasting accuracy and stability, in the
wind farm, a large amount of money and energy could be
saved. The hybrid model can be applied to forecast the wind
speed that can be used in wind power scheduling to produce
various benefits, saving on economic dispatching, reducing
production costs, and reducing the spinning reserve capacity
of electrical power system. This model is also useful for
supporting wind farm decision making in practice. The
combined forecasting model, which has high precision, is a
promising model for use in the future. In addition, this hybrid
model can be utilized in other forecasting fields, such as
product sales forecasting, tourism demand forecasting, early
warning and flood forecasting, and traffic-flow forecasting.
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The actual structural systems have many failure modes. Due to the same random sources owned by the performance functions of
these failure modes, there usually exist some nonlinear correlations between the various failure modes. How to handle the nonlinear
correlations is one of the main scientific problems in the field of structural system reliability. In this paper, for the two-component
systems and multiple-component systems with multiple failure modes, the mixed copula models for time-independent reliability
analysis of series systems, parallel systems, series-parallel systems, and parallel-series systems are presented. These obtained mixed
copula models, considering the nonlinear correlation between failure modes, are obtained with the chosen optimal copula functions
with the Bayesian selection criteria and Monte Carlo Sampling (MCS) method. And a numerical example is provided to illustrate
the feasibility and application of the built mixed models for structural system reliability.

1. Introduction

Today’s structural systems are becoming more complex and
more sophisticated. Therefore, the evaluation of structural
system reliability is becoming harder. This means that the
derivations based on classical assumptions are no longer
satisfactory for the analysis of systems in terms of reliability.
The evaluation of today’s real life systems needs more detailed
and complicated statistical analysis. Dependence between the
components is one of the intractable realistic assumptions
that need to be carefully considered [1-4].

Especially for the actual bridge system, there exist many
failure modes such as flexural failure and shearing failure.
As the limit state functions (performance function) of these
failure modes may have the same random sources, it is not
mutually exclusive yet among failure modes [5-7]. Naturally,
how to model the correlation among failure modes in aspect
of the reliability analysis of structural systems is one of
the most significant topics. The classic Pearson correlation
coeflicient is mainly used for characterizing the correlation
among failure modes of structural system before; however, it

has a few disadvantages. The copulas, unlike the Pearson cor-
relation coefficient only applied for describing linear correla-
tion, offer a flexible tool for deriving nonlinear dependence,
especially tail dependence among failure modes. The aim of
this study is to introduce the copula function as a useful
tool for modeling the dependence among failure modes of
bridge system. More recently, the copula theory has been
primarily used in mechanical engineering [8] and hydraulic
engineering [9] but little used in bridge engineering.

In this paper, firstly, several commonly used elliptical
copulas and Archimedean copulas were introduced, and their
application in the correlation analysis was also described
in detail. And then based on the introduced copulas, with
the aid of copula Bayesian selection criteria [7, 10, 11], a
flexible mixed copula model is constructed, by means of
linear weighted model, to model the nonlinear dependence
among failure modes. For the two-component systems and
multiple-component systems with multiple failure modes, the
performance function value of failure modes is chosen as
the copula functions’ analytical variable to construct mixed
copula model. With Monte Carlo Sampling method, the
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unknown parameters of copula functions can be approx-
imately determined; therefore, the mixed copula function,
considering the correlation between failure modes, is built.
And then use the built mixed copula model to solve the
structural system’s reliability. Finally, a numerical example is
provided to illustrate the feasibility and application of the
built mixed copula models.

2. Mixed Copula Models

The mixed copula models are commonly built through
different combinations of several copula functions, which
respectively possess various characteristics in aspect of the
dependence modeling. For the complex and ever-changing
correlations among random variables, they are not adequate
for modeling the dependence by means of only a single copula
function. Therefore, it is necessary to build a flexible mixed
copula model to describe the complex dependence structures.
Moreover, it is essential to select several appropriate copula
functions from the existing copulas before building the mixed
copula model. The Bayesian selection criteria are just chosen
for constructing the mixed copula model, as this method is
independent of the parameter estimation and may be applied
to all known copula classes [7, 10].

2.1. Basic Theory about Copula Functions. Sklar’s theory
[12] clearly indicated that, given random variables X =
(X, X,, ..., X,,) with continuous marginal distribution func-
tions Fy ,Fx ,...,Fy and n-dimensional joint distribution
function F, there exists a unique copula function C such that,
forall x = (x,x,,...,x,) € R",

F(x),%p, ..., %,)
=C (Fx1 (Xl)’FX2 (xz) e ’Fxn (xn)) .

According to (1), the joint probability density function of
the random variable X = (X, X,, ..., X,,) is given as follows:

@)

CIECRNNE )

n (2)
= C(Fx1 (x,) » Fy, (x3) seen Fy (xn)) pri (),

where py (x;) is the marginal probability density function
(PDF) and c(u) is the joint PDF of the copula function
denoted as follows:

0'C
clUy,.eoo ) = ——— (Uy,...,U,). 3
( 1 n) aull_.aun(l n) ()
If Fy fori =1,2,...,nhave generalized inverse functions
F;(l fori=1,2,...,n, then, (1) can be rewritten as follows:

F(Fx, (). Fx, (). Fx. (1)

= C (up, ty, ...

(4)

JUy,)

whereu; = Fy (i=1,2,...,n), (u,uy,...,u,) =u.
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Equation (4) reveals how to construct the copula function
of a multivariate distribution with given marginal distribu-
tions. It follows from the probability integral transform that
the random variables U; = Fy (X)), i = 1,2,...,n, are all

uniformly distributed on (0, 1). Conversely, X; = F; ), i=
,2,...,n, U = (U},U,,...,U,); with this in mind, (4) is
expressed as

P(X, <x,X, £ %,...,X, <x,) = P(X,

-1 -1 -1
< Fy, (“1)’X2SFXZ(“z)»--anSFX”(”n)) 5)
=P(U, <u,U, <uy,...,U, <u,)
=C(upuy,...,u,).

According to (1)-(5), the copula function organically
combines each marginal distribution function with the mul-
tivariate joint distribution functions; therefore, it not only
considers the dependence among random variables but also
simplifies the probability modeling process for multivariate
random variables.

2.2. Bayesian Selection Criteria of Copula Functions. Huard
et al. [10] proposed the Bayesian copula selection method
applied to the bivariate copula functions. Bayesian copula
selection method was deduced by the Bayesian hypothesis
testing to choose the best copula. However, we apply this
method to choose not just the best one but also the better
copulas as the candidate copulas for constructing the mixed
copula model.

For the Bayesian copula selection criteria, it is essential
to propose the optical copula function selection criteria
described by

Copt = argc, max P (H, | D, 1), (6)

opt
where C,,, is the optical copula function, H, is denoted
as the hypotheses that the right copula is copula C; (I =
1,2,...,L), as the candidate copulas, C, is denoted by C; =
C(u;,vi30;) (i = 1,2,...,n), and n pair of quantiles (u;, v;)
are supposed as n mutually independent pairs composing the
data set D. Besides, I stands for some a priori information.
According to Bayesian formula, it can be obtained that

P(DIH,I)P(H,|T)

P(H, 1 D)1) = =S

, 7)

where P(D | H,, I) is the likelihood, P(H, | I) is the a priori
copula family,and P(D | I) is the normalization constant. The
rank correlation coeflicient Kendall’s 7, denoted by v = g,(6)
to be the correlation parameters for all the selected copulas,
is introduced in order to give the formula for P(H, | D, I):

P(H, | D,I)

J P(DlHt,T,I)P(Ht|T,I)P(T|I)dT (8)
r€Q) P(D|I) ’
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FIGURE 1: PDF and contour plots of Gaussian copula function.

where P(D | H,,7,1I) is the likelihood with respect to T,
because of the n mutually independent pairs, and is also
described as the copula density:

P(DIH,71) = []C (i (). (9)
=1

Substituting (9) into (8), we obtain

—_— 1 - . -1
P IDD - 5 | T16 (s )

-P(H, |7, I)P(z | I)d1,

(10)

where P(D | I) is the normalization constant and P(H, |
7,)P(7 | I) = 1/A(A), where A(A) is denoted as the Lebesgue
measure of A = [—1, 1] in this paper; therefore, (10) can be
also expressed as follows:

1 n .

P(H, | D,I)
Obviously, the optimal copula function selection criteria
can be described as the computation of the highest weight W:

1 = -
W= A () .[leA QCI (u,-,v,-;g, 1 (T)) dr. (12)

In especial, the “right” copulas include not just the best
copula with the highest weight but also the better copula with
higher weight for the mixed copula modeling in this paper.

Two particular classes of copulas that proved to be useful
in dependence modeling are the elliptical and Archimedean
classes [7, 13]. The four copulas (one of the elliptical copulas,
Gaussian copula, and three of the Archimedean copulas,
Gumbel copula, Clayton copula, and Frank copula) are
employed as the candidates of the Bayesian copula selection
criteria. Finally, the chosen ones are used for constructing the
mixed copula model. Among the chosen copulas, Gaussian
copulas and Frank copulas are able to capture symmetric

dependence structures among random variables. Different
from them, Gumbel copulas and Clayton copulas exhibit
asymmetric dependence and Gumbel copulas are especially
employed for describing upper tail dependence structures,
while Clayton copulas are employed for that of the lower tail.
And, then, the probability density function graphs and their
contour plots are depicted as in Figures 1-4.

2.3. Modeling Method of Mixed Copula Models. There exist
complex nonlinear correlations among failure modes; there-
fore, just one copula is not enough to characterize depen-
dence structures among failure modes. With the aid of
a weighted combination of the selected copula functions,
a mixed copula is approximately constructed in order to
describe the complex dependence structures among failure
modes [7, 14]; namely,

N
Cw,v;a,0) = YaC (u,v;6) (N<4), (13

i=1

where C; (i = 1,2,...,N) are, respectively, denoted as one
of the chosen copulas among the four copulas and a =
(a1,a,...,ay) is the weighting coeflicient vector along with
the inner parameter vector 8 = (0,,0,,...,0y) of the
corresponding copulas, and u, ¥ are variables of the chosen
copula functions, and what is more, a, + a, + --- + ay = 1.

The copula function and Monte Carlo Simulation (MCS)
method are contributed to the mixed copula model analysis.
The specific steps can be stated as follows.

2.3.1. Monte Carlo Sampling (MCS). According to the dis-
tribution types of random variables for the performance
functions of failure modes, the samples for the random
variables can be obtained with MCS method. After sub-
stituting the samples into the corresponding performance
functions, we can get the random sequence {g.};, i =

,2,...,m, j = 1,2,...,N, for each of the performance
functions and obtain the sequences {Fj},- = F({gj},-), i =
1,2,...,n, j = 1,2,...,N, of the corresponding empirical
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TABLE 1: Basic cases of the parameters of copula functions.

Copula T = g(0) 7€) 0eQ
Gaussian 2 arcsin 6 [-1,1] [-1,1]
Ui
Gumbel 1-67" [0,1] [1,+00)
2
1 1-—— 1

Clayton 740 (0,1] (0, +00)

4 1% ¢
Frank 1--(1-= j dt [-1,0) U (0,1] (—00,0) U (0, +00)

0 0Jo e -1

distribution function by mean of Matlab software, where g is
the performance function and F is the empirical distribution
function.

2.3.2. Copula Function Selection. With the scatter plot of
samples, we can judge approximate distribution features of
the samples. Furthermore, it is extremely vital to determine
which classes of copula functions to choose as the candidate
copulas with Bayesian copula selection criteria. In this paper,
the copula classes we chose are Gaussian copulas, Gumbel

copulas, and Clayton copulas as well as Frank copulas, whose
parameter domain along with the definition and the domain
of Kendall’s 7 are listed in Table 1. The next is to build the
mixed copula function through the selected copulas and (13).

2.3.3. Parameter Estimation for the Mixed Copula. Applying
the least residual error quadratic sum method OLS, one of the
curve fitting criteria, we can obtain parameters of the mixed
copula function. And the formula of the OLS is represented
as follows:

i=1

%w=J;iuwwa«aquawm—c«a»&axw.

where F(-) is the joint empirical distribution function of the
empirical distribution function sequences for each perfor-
mance function and C((F,);, (F,);,...,(Fy);) is the mixed
copula function value. The unknown parameter value for the
mixed copula function can be obtained by the optimization
computation with the rule of OLS, while the optimized
parameters must be determined to make sure that the value
of Fyg is the minimum.

2.3.4. Goodness-of-Fit Estimation for the Mixed Copula.
Through MCS method, the values of joint empirical distribu-
tion functions and the corresponding mixed copula function
are obtained, and, then, the scatter plot between them is
drawn. Finally, the goodness of fit for the mixed copula can
be determined through the scatter plot.

3. Mixed Copula Model Expressions
about Joint Failure Probability
of Structural System

3.1. Mixed Copula Model Expression about Joint Failure
Probability of Two-Component Series System. For the two-
component series system which is shown in Figure 5, suppose
that the performance function of the component failure mode
is

g: X) = g; (X1, X5, ... i=1,2. (15)

(F)) 19)

With (5), as a check, the probability that both failure
modes occur is denoted as

P(g,(X) <0,9,(X)<0)
= P(E,, (91 (X)) < Fy, 0, F,, (9, (X)) < Fy, (0))

(16)
=P(U, < F, (0),U, < F, (0))

= C(Fgl (0) ’ng (0)) =C (pfgl’Pfyz) ’

Fg(O, 0) = C(Fgl(O), ng(o)) is stated in the fundamental
theorem of Sklar. Therefore, the failure probability of two-
component series system (at least one failure mode of the two
components occurred) can be solved as

Py =P (g, (X) <0U g, (X) <0)

=P(g9,(X)<0)+P(g,(X)<0)

17
-P(g,(X) 20,9, (X)<0) )

= by, + 01, = C by, 1, )
where by, Pr, > respectively, denote the failure probability

of the two failure modes and C(-) is two-component series
system copula function.

3.2. Mixed Copula Model Expression about Joint Failure
Probability of Two-Component Parallel System. For the two-
component parallel system which is shown in Figure 6,



S

FIGURE 5: Two-component series system.

FIGURE 6: Two-component parallel system.

suppose that the performance function of the component
failure mode is

9:(X) =g; (X}, X5,...,X,), i=12. (18)

With (5) and (16), the failure probability of two-
component parallel system (two failure modes of the two
components meantime occurred) can be obtained:

pr=P(g (X <0ng,(X) <0)=C(p;.p; ), (19)

where Py, > Py, » respectively, denote the failure probability

of the two failure modes and C() is two-component parallel
system copula function.

3.3. Mixed Copula Model Expression about Joint Failure Proba-
bility of Multiple-Component Series System. For the multiple-
component series system which is shown in Figure 7, suppose
that the performance function of the component failure mode
is

9 X) =g (X, X;,...,X,), i=12,...,N.  (20)

With (5), as a check, the probability that all the failure
modes meantime occur is denoted as

P(g,(X)<0,9,(X)<0,...,g95(X)<0)
= P(F, (9. (X)) < F,, (0), F,, (g, (X))

<F, (0),....,F, (gy (X)) < F, (0)) =P (U,

(21)
<F, (0),U, < F, (0),...,Uy < F, (0))
=C(F, (0),F, (0),...,F, (0))

:C<pfg1’pfﬂz"“’pfgw)'

Fy(0,0,...,0) = C(F, (0),F, (0),....F, (0) is stated
in the fundamental theorem of Sklar. Therefore, the failure
probability of multiple-component series system (at least one
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FIGURE 7: Multiple-component series system.

failure mode of the multiple components occurred) can be
solved as

pr=P(g(X)<0Ug,(X)<0U---Ugy(X)<0)

N
=Y P(g:;(X)<0)~ Y P(g;, (X) <0, g, (X)
i=1

i<iy

<)+ + (=)™ Y P(g, (X) 0,9, (X)

iy <iy<-<i,
<0,...,g, X)<0)+-+(-D"" P (g, (X) 0,

n (22)
9. (X)<0,....9yX)<0) =) p,.
i=1

_ ZC (Pfgil ,pfgi2 ) bt (_1)n+1

i)<iy

Z C<pfgil’pfgiz’.“’Pfgin)+.“

iy <iy<e-<i,

+(_I)NHC<pfm’pf92’“.,Pf5N>’

where by, > Py,
probability of the multiple failure modes and C(-) is multiple-
component series system copula function.

s Py, respectively, denote the failure

3.4. Mixed Copula Model Expression about Joint Failure
Probability of Multiple-Component Parallel System. For the
multiple-component parallel system which is shown in
Figure 8, suppose that the performance function of the
component failure mode is

9 X) =g,(X,,X,,...,X,), i=1,2,...,N. (23)

With (5), the failure probability of two-component par-
allel system (all the failure modes of all the components
meantime occurred) can be obtained:

pr=P(9:(X)<0,9,(X) <0,..., g5 (X) < 0)
= P(F,, (9: (X)) < F, (0),F,, (9,(X))
<F, (0),....,F, (gy (X)) <F, (0))=P(U,

(24)
<F, (0),U, < F, (0),...,Uy < F, (0))

=C(F, (0),F, (0),...,F, (0))

=C(Pfgl’Pfgz>~--’Png)’

where ps, Py, oo PR, respectively, denote the failure

probability of the N failure modes and C(-) is multiple-
component parallel system copula function.
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FIGURE 8: Multiple-component parallel system.

B &

FIGURE 9: Series-parallel system.

3.5. Mixed Copula Model Expression about Joint Failure
Probability of Series-Parallel System. For series-parallel sys-
tem shown in Figure 9, in this paper, only the correlation
between internal components of each subparallel system is
considered, while the correlation between subparallel systems
is not considered and considered to be mutually independent.
Therefore, with (24), all the copula models of all the subpar-
allel systems’ failure probability can be obtained, and then,
with (25), the failure probability of the series-parallel system
can be solved:

ps., = P(QE) =P <06F,]>

i=1

(25)

+ (D)"Y {ﬁP(Pk)}+"'

i) <iy<-<i, | k=i;

N
+ )P (R),
i=1

where N is the total number of the subparallel systems; N;
is the total number of the components in the ith subparallel
system; F, = ﬂﬁ\il F;; is the failure probability of the ith
subparallel system; F;; = (g;;(X) < 0) is the failure probability
of the jth component in the ith subparallel system; P(F,), i =
1,2,...,N, can be solved with (24), which are the failure
probability of the subparallel system considering correlation
between internal components of each subparallel system.

3.6. Mixed Copula Model Expression about Joint Failure Prob-
ability of Parallel-Series System. For parallel-series system
shown in Figure 10, in this paper, only the correlation
between internal components of each subseries system is
considered, while the correlation between subseries systems
is not considered and considered to be mutually independent.

— | 1 — N

FIGURE 10: Parallel-series system.

Therefore, with (22), all the copula models of all the subseries
systems’ failure probability can be obtained, and then, with
(26), the failure probability of the parallel-series system can
be solved as

N N N N,
oy - P(ma) {1p ) - np< F) »
i=1 i 1

i=1 i=1 j=

where N is the total number of the subseries systems; N; is the
total number of the components in the ith subseries system;

F, = ﬂi\il Fj; is the failure probability of the ith subseries
system; F; = (g;;(X) < 0) is the failure probability of the jth
component in the ith subseries system; P(F;), i = 1,2,..., N,
can be solved with (22), which are the failure probability of
the subseries system considering correlation between internal
components of each subseries system.

In this paper, firstly with First-Order Reliability Method
(FORM), the structural reliability index and the correspond-
ing failure probability of each failure mode can be solved,
and then with the constructed mix copula functions, such
as (17), (19), (22), (24), (25), and (26), the failure probability
of structural system considering correlation between failure
modes can be obtained.

4. Numerical Example: System
Reliability Analysis of Simply Supported
Cored Slab Bridge

For the simply supported cored slab bridge shown in Fig-
ure 11, the total span is 13 m, the computed span is 12.6 m,
the clear width of bridge deck is 7m, the width of footway
on both sides of bridge deck is 1m, and the whole bridge
is composed of nine concrete cored slabs [15]. The design
reference period of this bridge is 100 years. And this bridge
has been served for 32 years. At the 32nd year, the resistance
of each girder follows normal distribution; the distribution
parameters are, respectively, 796.04 kKN-m (mean value) and
91.783 kN-m (standard deviation).

Based on Figure 11 and reference [16], the failure criterion
of bridge system is as follows: if any two adjacent girders both
failed, then the whole bridge system failed. According to the
failure criterion, the bridge system is a series-parallel system,
which is shown in Figure 12.

The performance function of each girder’s failure mode is

Zi=g (Xil’Xiz’XB) =9 (Ri’Gi’Qi) =R -G -Q;
(27)
i=12,...,9,
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TABLE 2: Distribution parameters of beams’ dead load effects in 32nd year.

Girder number 1 2 3 4 5 6 7 8 9

Mean value/kN-m 212.86 221.79 223.91 230.74 260.69 230.74 223.91 221.79 212.86

Standard deviation/kN-m 9.68 9.68 9.68 9.68 9.68 9.68 9.68 9.68 9.68

TaBLE 3: Distribution parameters of beams’ maximum live load effects in 32nd year.

Girder number 1 2 3 4 5 6 7 8 9
Mean value/kN-m 85.42 96.42 116.8 144.4 180.9 144.4 116.8 96.42 85.42
Standard deviation/kN-m 12.71 14.35 17.38 21.49 26.92 21.49 17.38 14.35 12.71

| 900 |

[eXelleXelIeXelIoXel [oXel [eXol [eXelIeXelIoXe)

1# 2# 3# 4# 5# 6# 7# 8# o#

FIGURE 11: Cross section of bridge (unit: cm).
1# 2% 3% 4# 8#
2# 3# 4# 5% o#

FIGURE 12: Series-parallel system.

where R; is the resistance of the ith girder, G, is the dead load
effect of the ith girder, and Q; is the live load effect of the ith
girder. At the 32nd year, the distribution parameters about
dead load effects are listed in Table 2, where the standard
deviation is not changed, because, for load effect, the variation
of variables is very small. And the distribution parameters
about vehicle load effects are listed in Table 3, which occur
due to symmetrical variable load and is not applicated to the
unsymmetrical variable load.

Based on the reliability analysis method of two-
component parallel system considering the correlation
between failures modes described in Section 3.2, the
reliability analysis processes of bridge system are as follows.

Because the bridge system is symmetrical, the subpar-
allel systems (1#-2#, 2#-3#, 3#-4#, and 4#-5#) are used to
analyze the reliability and failure probability of the bridge
system.

Based on Tables 2 and 3 and (25), the scatter plot between
two random sampling sequences of the corresponding limit
state functions for the two failure modes of each subparallel
system (1#-2#, 2#-3#, 3#-4#, and 4#-5#) can be obtained.
Then, according to the characteristics of the obtained scatter
plots, the candidate copula functions, which can approxi-
mately describe distribution features of the samples, can be
selected, and then with Bayesian selection criteria described
in Section 2.2, the suitable copula functions, from the selected
candidate copula functions, can be obtained which can be
used to build the mixed copula model. The parameters of
the built mixed copula function for each subparallel system
are listed in Table 4. Finally, the mixed copula modes, for

TABLE 4: Parameters of each of the mixed copulas for four subsys-
tems.

a b l-a-b p o 0
1#-2# 0.7438 01958  0.0604  -0.1868 2.4872 4.4278
2#-3# 0.8521  0.1479 0 0.1014  2.4207 4.4078
3#-4# 0.9381 0.0619 0 0.1502 24611  4.3984
4#-5# 0.7690  0.2310 0 -0.3490 2.4814 4.4192

each subparallel system, are built. Further, PDF plots and
contour plots for the mixed copulas, the scatter plots between
empirical distributions and mixed copula functions, and
scatter plots for two limit state functions are presented,
respectively, in Figures 13-16.

With FORM, the corresponding reliability indices to each
girder’s failure mode are, respectively,

B, = 5.3429,
B, = 5.1159,
B, = 4.8484, (28)
B, = 4.4417,
Bs = 3.6869.

Then, with the equation p; = ®(-f), the corresponding
failure probability to each girder’s failure mode is, respec-
tively,

py, =457x107,
1

py, =156x107,
2

pr, =6.22x107,
3

Py, =446x10°,
4

_ —4
py, = L14x107™"
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FIGURE 13: The subsystem 1#-2#.

With (19) and Table 4, the following can be obtained:

ps, =C(psopp,) =861x 107",
Pf23 = C(pfz’pfa) =3.12x 10_10’
(30)
pf34 = C(pfs’pfA) =1.32x 10_9’
Pf45 = C(pf4’pf5) =131 x 10_7’

where p; is the failure probability when girder 1# and
girder 2# meantime failed, p is the failure probability when
girder 2# and girder 3# meantime failed, p; is the failure
probability when girder 3# and girder 4# meantime failed,
and p; is the failure probability when girder 4# and girder
5# meantime failed.

Suppose that failure modes between subsystems are
mutually independent, and then the failure probability of
structural system is approximately

8 7
2 3
pr=CD" ¥ pp+D) 2 Piby
j=i+l,i=1 t=k+1,j=i+1,k>i,i=1
9
ot U (P, P 1P PraP Pl Pra )

7

2

t=k+1,j=i+1,k>i,i=1

a

=2(py,

8
Z Py,

j=itLi=1

pfx‘jpfkt (31)

(pfupf23 t Py, Pr,

2
tPs,Pfs T P Pr, T P Prg Pf34Pf45) - Py,

+ Pt Pr tPr) 4

2 2 2 -7
_pf23_pf34_pf45 =265x10",
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FIGURE 14: The subsystem 2#-3#.

where, because the structural system is symmetric, the failure
probability of the subsystems at symmetric positions is the
Same. Namely’ pflz pfsg’ pfzs pf7s’ N pf45 =
Pri-
“For each subparallel system, the failure probability with-
out considering the correlation between the two components
is

hflz = pflpfz = 713 X 10_15,

hp, = ppps, =970x 107",
(32)

-12

th =pf3pf4 =2.77x10 5

-10
hf45 = PfAPfs = 508 X 10 .

Suppose that failure modes between subsystems are
mutually independent, and the failure modes between the

two components of each subsystem are also mutually inde-
pendent; then, the failure probability of structural system [17]
is approximately

7

8
pr=(D" Y hy+ (1)’ D

j=it+li=1 t:k+l,j:i+l,k>i,i:1
9
ot (<07 (hy by hy by by g by by )
7

i hy, = >

j=it+1l,i=1 t=k+1,j=i+1,k>i,i=1

hfij hf kt

+

II

hyhy, =2(hs, (33

thy +hy +hy ) =4 (b by +he by,

2
thy hy the e why b the by ) =B
- h223 - hZM - h}% =1.02x107".

From the above solved system’s failure probability shown
in (31) and (33), it can be seen that the failure probability of the
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FIGURE 15: The subsystem 3#-4#.

series-parallel system considering the correlation between
two adjacent girders is larger than the failure probability
without considering the correlation between two adjacent
girders, which showed that the series-parallel system con-
sidering the correlation between two adjacent girders more
easily failed. Further, it is illustrated that considering the
correlation between two adjacent girders of each subparallel
system is essential and applicable for solving the reliability of
the series-parallel system.

5. Conclusions

For the two-component systems and multiple-component
systems with multiple failure modes, this paper presents the
mixed copula models for reliability analysis of series sys-
tems, parallel systems, series-parallel systems, and parallel-
series systems. The mixed copula model is obtained with
the chosen optimal copula functions with the Bayesian
method. Through a numerical example, it is illustrated

that the calculated failure probability when considering
the correlation between failure modes is larger than that
without considering the correlation between failure modes.
It is verified that the solved failure probability is conser-
vative without considering the correlation between failure
modes.

This paper provided a new method for characterizing the
correlation between failure modes and solving the reliability
of the system considering correlation between failure modes.
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The current challenge to the engineering profession is to carry out probabilistic methods in practice. The design point method
in generalized random space (DPG method) associated with the method of divided difference can be utilized to deal with the
complex problem of probability calculation of implicit performance function with nonnormal and correlated variables. For a
practical concrete gravity dam, the suggested method is performed to calculate the instability probability of the dam foundation
over multiple sliding places. The general conclusions drawn in the paper are identical to those in other research and the method
is proved to be feasible, accurate, and efficient. As the same analysis principle, the method can also be used in other similar fields,
such as in fields of slopes, earth-rock dams, levees, and embankments.

1. Introduction

It is a trend to use the probabilistic method for evaluation of
the risk of failure in almost all engineering fields, including
some in geotechnical or structural engineering [1-3]. The
current challenge to the geotechnical and structural engi-
neering profession is to carry out probabilistic methods in
practice [4]. Many researchers have focused on the research
topics of reliability-based design and risk analysis and made
progress in resolving the problem about the instability failure
of slopes, dams, levees, embankments, and other geotechnical
or structural engineering fields in recent years [1, 4, 5].

The Monte Carlo method (MC) is usually used to estimate
the reliability index, 3. However this method is rarely adopted
due to its huge calculation time [5, 6]. Besides MC, many
other methods have been proposed for reliability analysis,
such as the first-order reliability method (FORM) [1, 7],
second-order reliability method (SORM) [8, 9], and some
improved methods. In order to obtain f3, the partial deriva-
tives of performance function, g(X), are needed in these
methods. But, in geotechnical or structural engineering, g(X)
is usually implicit, and its partial derivatives are complex or
difficult to be derived from implicit to explicit. Therefore,
these conventional reliability methods only can be used to
analyze small structures.

Always, the response surface methods (RSMs) are utilized
to obtain the solution of S for reliability problem with
implicit g(X) for complex structures. Wong applied RSM to
evaluate the reliability of a homogeneous slope [10]. Moore
and Sa constructed confidence intervals about the difference
in mean responses at the stationary point and alternate
points based on the proposed delta method and F-projection
method and compared coverage probabilities and interval
widths [11]. Zheng and Das proposed an improved response
surface method and applied that to the reliability analysis of
a stiffened plate structure [12]. Guan and Melchers evaluated
the effect of response surface parameter variation on struc-
tural reliability [13]. Gupta and Manohar used the response
surface method to study the extremes of Von Mises stress in
nonlinear structures under Gaussian excitations [14]. Wong
et al. proposed an adaptive design approach to overcome
the problem, which was that the solution of the reliability
analysis initially diverged when the loading was applied in
sequence in the nonlinear finite element (NLFE) analysis,
and made several suggestions to improve the robustness
of RSM [15]. Xu and Low used RSM to approximate the
performance function of slope stability in slope reliability
analysis, in which the response surface is taken as a bridge
between standalone numerical packages and spreadsheet-
based reliability analysis [16]. Cheng et al. presented a new
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artificial neural network (ANN) based response surface
method in conjunction with the uniform design method
for predicting failure probability of structures [17]. Gavin
and Yau described the use of higher order polynomials in
order to approximate the true limit state more accurately in
contrast to recently proposed algorithms which focused on
the positions of sample points to improve the accuracy of the
quadratic stochastic response surface method (SRSM) [18].
Zou et al. presented an accurate and efficient MC for limit
state-based reliability analysis at both component and system
levels, using a response surface approximation of the failure
indicator function [19]. Nguyen et al. proposed an adaptive
construction of the numerical design, in which the response
surface was fitted by the weighted regression technique,
which allowed the fitting points to be weighted according to
their distance from the true failure surface and their distance
from the estimated design point [20]. Similar to support
vector machine- (SVM-) based RSM, Samui et al. adopted
relevance vector machine- (RVM-) based first-order second-
moment method (FOSM) to build a RVM model to predict
the implicit performance function and evaluate the partial
derivatives with sufficient accuracy [21]. Tan et al. discussed
similarities and differences between radial basis function
networks (RBFN) based RSMs and SVM-based RSMs, which
indicated that there is no significant difference between them,
and then proposed two new sampling methods and a hybrid
RSM to reduce the number of evaluations of the actual
performance function [22, 23].

However, RSM and its improved methods mentioned
above are relatively complicated and need much more com-
puting cost, since they have a lot of iterating calculations
at different design points associated with numerical method
(i.e., finite element method) to fit limit state curved surface,
which is represented by g(X) = 0. In this paper, a novel
design point approach in generalized random space (DPG
method) associated with the method of divided difference
is proposed and applied to analyze the probability of gravity
dam foundation instability over multiple sliding planes. In the
method, implicit performance function with nonnormal and
correlated variables is considered, and iterating calculation
for f is performed in generalized random space directly. The
whole procedure for reliability analysis does not need much
preparation mathematically and is relatively simple for the
complex engineering problems.

2. Basic Principle of Computing Instability
Probability of Gravity Dam Foundation

Due to the complexity of foundation stability against sliding
of gravity dam, for simplification, the instability probability
is commonly evaluated using models of single or dual sliding
plane(s) for the dam foundation [24]. However, instability
of foundation over multiple sliding planes is a general case
occurring in bedrock under most engineering geological
conditions for a gravity dam. Therefore, it is necessary to
apply a model of multiple sliding planes to analysis on
instability probability of gravity dam foundation, but there
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is limited existing research regarding this case. In tradi-
tional deterministic analysis, equal safety coefficient method
(namely, equal-K method) is used to analyze and assess the
stability failure of dam foundation. In the method, factor of
safety, K, is regarded as an unknown number in nonlinear
equations and needs to be solved by iterative calculating
numerically, similar to the application of the methods of
Bishop, Spencer, and Janbu as well, which are widely used
for stability analysis on slope. The reliability index f or
failure probability p; is calculated by implicit performance
function, g(X) = K - 1, associated with the factor of
safety K. Accounting for this, the conventional FORM and
its improved methods (such as JC method which combines
the method of equivalent normalization transformation with
FORM and is recommended by the Joint Committee of
Structural Safety) cannot be directly applied since the partial
derivatives of g(X) with respect to the variable X cannot be
evaluated directly [1, 25]. Hence, if a partial derivative of g(X)
is calculated by divided difference mathematically, the value
of the derivative at any design point x* will be worked out
easily, and the limit state curved surface will not be fitted
completely as RSM [1, 25]. Usually, the JC method associated
with the method of divided difference could calculate design
points by iteration on the actual limit state curved surface
so that it could avoid fitting the overall curved surface.
The method can provide sufficient accuracy and efficiency
to calculate probability of failure as prone to dealing with
complex problems for large projects, which has been verified
by many examples in some literatures. So it is a good idea to
use the similar method to calculate instability probability of
gravity dam foundation over multiple sliding planes.

2.1. Uncertainty in the Analysis. Probabilistic methods can
reveal the contributions of different components to the
uncertainty in the analysis on the probability of failure of
dam foundation for gravity dam. The uncertainty related to
instability of dam foundation could be classified as follows:
(1) the uncertainty of hydrographic and hydraulic parameters;
(2) the uncertainty of mechanical parameters of rocks and
soils; (3) the uncertainty of seismic excitation; (4) other
uncertainty, underlying the process of dam design, construc-
tion, operation, management, and so on.

The second type of uncertainty above is studied mainly
in the paper, and others are ignored by deterministic engi-
neering applications just like in conventional analysis for
dam stability against sliding. The uncertainty of mechanical
parameters of rocks and soils might be enslaved to analysis
methods, due to subjective or objective conditions, derived
from the lack of knowledge, and so on. Always, the laboratory
and in situ measured data of the properties of rocks or soils
are inadequate. So there is demonstrable distinction between
the measured values from the statistics of the small sampling
and the true values of the actual physical and mechanical
properties existing in real world.

Many of studies have shown that friction coefficient f’
and cohesion force ¢’ against shear fracture of rocks or
discontinuities are two important uncertainty parameters
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influencing the foundation stability of gravity dam. Firstly, by
a great number of data of field measurements and their sta-
tistical back-analyses, there are obvious scatter in the spatial
variation of the two shear strength parameters not only for
rock mass and faults of different projects but also for different
types of rock mass and faults at different locations in the same
project. Chen et al. indicated that the variability of f” is nearly
at the same level, but the variability of ¢ is not so by the
study on the variability of the shear strength parameters of
the foundation rock mass and faults at several dam sites in
China [26, 27]. Secondly, the probability distributions and
negative correlation of the two parameters cannot be ignored.
The random parameters might be normally distributed or In-
normally distributed.

In our probabilistic analysis, the two parameters against
shear fracture, f' and ', are to be regarded as random
variables following some distributions, such as normal or
In-normal distribution, and considering their variability and
correlation.

2.2. Performance Function for Computing
Instability Probability

2.2.1. Equivalence Safety Factor Method for Foundation Insta-
bility over Multiple Sliding Planes. The sliding patterns of
gravity dam foundation could be divided by slip paths over
single, dual, and multiple plane(s). The last one is the general
case for analysis of foundation instability of gravity dam by
assuming the potential failure surface as shown in Figure 1.
There are # slip planes of # sliding wedges from upstream to
downstream in the foundation. The ith wedge is subjected to
(a) the vertical normal stress o and the horizontal shear stress
7 induced by action of dam or other upside loads along the
topside of the wedge, (b) dead load R;, (c) force N; and uplift
U, normal to the ith slip plane, (d) resistance Q; provided
by the (i + 1)th wedge, (e) angle of inclination «; of the
interface between the ith and (i + 1)th wedges, and (f) angle of
inclination f3;, the length [;, and the shear strength parameters
f/ and ¢/ of the ith slip plane.

Based on the limit equilibrium method, the normal force
N; and applied shear T; of the ith slip plane, respectively, are
expressed as

N; = <R,' + JadAi> cos f3; — [Qi cos (a; + f3;)
= Qg cos (g + ;) + J TdA; sin ﬁiJ -U; v

T; = Qg sin (o + ;) — Q;sin (o + B;) + (Ri
(2)
+ J odA,-) sin 3; + J TdA; cos ;.

The stability factor of safety for the ith wedge is defined as

K = Nifi, + Cilli
i T. .

1

(3)

So substituting the expressions for N; and T; into (3)

for the typical wedge and according to the definition of

Bi
fi[’ Ci,> l;

FIGURE 1: Illustration of multiple sliding planes for stability calcula-
tion of dam foundation.

equivalence safety factor method, K; = K, = --- = K, = K,
the general wedge and wedge interaction equation can be
written as

Q- cos (o, + B;) fi, — Q; cos (e; + f3;) fi, + i
Qi_ysin (a;_, + B;) — Q;sin (o + ;) +g;

where p; = [(R; + f odA;) cos §; - J TdA;sin f3; - U,-in' + ci'l,-,
andgq; = (R; + _[GdA,-) sin f3; + JTdA,» cos f3;.

The nonlinear equations (4) are in terms of K and Q,
(i=0,1,...,n),and Q, = Q, = 0. So there are eventually
n unknown numbers for # sliding wedges of dam foundation.
Assuming «; = 90° according to conventional vertical slice
method [26,28-30], Kand Q; (i = 1,...,n—1) can be worked
out by iterative calculation numerically.

K = , (4)

2.2.2. Performance Function for Probability Calculation. The
basic expression of the performance function for reliability
analysis on dam foundation stability could be given as

Z=K-1, (5)

where K is the factor of safety mentioned in (4), which is the
function in terms of variables X, X,,..., X;. So (5) can be
rewritten as

Z=K-1=g(X,Xp.... X)), (6)
where g(X;, X,,...,X]) is the function associated with the
random variables X, X,, ..., X].

In the analysis of instability of foundation over multiple
sliding planes, Z = g(X,, X,, ..., X)) is implicit function, and
limit state equation, Z = 0, can be represented by nonlinear
equation (4) above. Correspondingly, the random variables
X1, X,,...»X; (I = 2n) are actually the strength parameters
against shear fracture, fi' and ci', wherei=1,2,...,n.

2.3. Computing Method of Failure Probability with Nonnormal
and Correlative Random Variables. Itisa problem to calculate
instability probability with nonnormal and correlated ran-
dom variables of dam rock base over multiple sliding planes.
What is more, the random characteristics of the variables will
influence the accuracy of the value of instability probability.
A well known method for calculating reliability index or
probability of failure of a structure, MC simulation, is derived



from sampling principle. In the method, each continuous
variable is replaced by a large number of discrete values
generated from the underlying distribution. These values are
used to compute a large number of values of function Z
and its distribution. Finally, the probability of failure can be
estimated to be equal to the number of failures which failed
divided by the total number of calculations statistically. MC
has been widely applied for reliability calculation due to its
clear definition in spite of the low calculating efficiency, and
under some circumstances it is always the unique method to
verify the accuracy of any other probabilistic method.

Besides MC method, JC method is also a conventional
method for calculating reliability index or probability of
failure of a structure. When the random variables are nonnor-
mally distributed, the treatment of equivalent normalization
transformation [31] for the variables is performed rationally;
however, when the random variables are correlative for
each other, the problem becomes complicated because the
calculation with nonnormal and correlative variables involves
complex combining processes of equivalent normalization
transformation and orthogonal transformation. Calculation
of the eigenvalues of matrices must be conducted in the pro-
cedure in particular. Other approaches, such as the method
of Rosenblatt or Nataf transformation, are also utilized to deal
with the calculation with nonnormal and correlated variables
[32, 33]. However, in the former method the joint cumulative
distribution function of variables must be known and in the
latter the ratio of coefficients of correlation between pre-
and posttransformation of variables needs to be determined
previously. The preconditions in the two methods are hardly
ensured usually.

So a new reliability-based method, which is called design
point method in generalized random space (DPG method),
can be applied, since iterative calculation for f8 is performed
in generalized random space directly by assuming that the
value of coefficient of correlation of any two variables is
not changed before and after variable transformation in
generalized space based on the principle of isoprobabilistic
transformation [34-37]. Obviously, the DPG method can be
used in rather more general cases than JC method. When the
variables are independent of each other, the former becomes
the latter.

A set of random variables X, X,, ..., X,,, describing the
randomness in the geometry, material, loading, and so on,
can form an n-dimensional generalized random space, in
which there is a performance function Z = g(X,;, X,,...,X,)
for the structure. Similar to the Euclidean random space in
conventional reliability theory, the limit state of the structure
is represented by Z = 0. Z > 0; then the structure is on
the reliable state (“safe”). Z < 0; then the structure is on the
failure state (“fail”). Figure 2 shows the principle of the DPG
method.

To perform DPG method, firstly the angle of any two axes
is defined as

GXin = JT — arccos (pXin) , (7)

where py x, is the coeflicient of correlation for variables X;
and X I The coeflicient of correlation for the two variables
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X5

Z < 0 Failure state

Z =0 Limit state

Z > 0 Reliable state

o\ X,

FIGURE 2: A conceptual illustration of the design point and reliability
index in 2-dimensional generalized random space.

after transformation in generalized random space based on
the principle of isoprobabilistic transformation is

Pxix, = Px,X, (8)

where X| and X;- are arbitrary two variables by transforma-
tion in generalized space from X; and X, respectively.

The mean and standard deviation of any variable X are
defined as

Uxt = x; - UX,!(D_I [F; ()]

o {0 [ ()]} ©)
L)

where x is any component of the vector x* =
(x7,%55...,%;5...,x,), which is the value of the vector
X = (X, X,,...,X,) at design point p* shown in Figure 2;
f;(-) denotes the probability density function (PDF) of
the random variables; and F;(-) denotes the cumulative
distribution function (CDF) of the random variables.

The reliability index at x* is

B

Yy (09/0X,)], (px: = %7) (10)

(Z?:l Z?:l PXQX]’. ((ag/aXi) (ag/an))

1/2
O'XIO‘X[>
P P

and the sensitivity coefficient of any variable X; is calculated
as

!

&

Y Pxx, (ag/an)'p* ox (11)

) 23';1 py- Px.x; ((ag/an) (ag/an))|p* ngox,’(.

x; for next iterative calculation is

X; =y + ﬁ“;ax;- (12)

The initial x* are always the mean of random variable.
When x* converges by repeated calculation from (9) to (12),
the resultant reliability index 3 and probability of failure p; =
1 — @() are obtained finally.
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2.4. Method of Divided Difference to Computing Partial
Derivative of Implicit Performance Function. According to
(10) and (11), the value of partial derivative of performance
function at design point p*, (9g/0X;)|,+, needs to be calcu-
lated. When the performance function, g(X;, X,,...,X,,), is
implicit, the method of one order divided difference can be
utilized as

oz| _ 99| _Ag
0Xil,e 0Xil, Ax
_ g(xp, %0 x; + AX, .., X,) 13)
Ax;
g (xpxg X X,)
Ax;

1

From the practical experience of calculation, the com-
puting efficiency and accuracy can be ensured while Ax; =
(0.01~0.05)x;.

2.5. Computing Steps and Procedures. DPG method asso-
ciated with method of divided difference to calculate the
stability reliability index B or instability probability p, of
gravity dam foundation over multiple sliding planes has
been proposed above and can be implemented easily within
Matlab. There are six steps of the solution process:

(1) Regard all of the strength parameters against shear
fracture, fi' and cl.' (i = L,2,...,n), of the n slip
planes under # sliding wedges as the random variables
X that affect the foundation stability of gravity dam;
generally assume the means of f/ and ¢/ as the initial

value x" at current design point p*.

(2) Use the current x* to calculate the means and stan-
dard deviations of the variables by (9).

(3) Calculate B at the current design point p* by (10),
and then perform sensitivity analyses according to
(11). The critical calculation of partial derivative of
performance function, Z = g(X) = K(X) — 1 (see
(6)), is performed by divided difference calculation
according to (13), in which the factor of safety K
solved by nonlinear equations (4) at the limit state
(Z = 0) is considered.

(4) Use (12) to obtain the new x* for next iterative
calculation.

(5) Perform repeated calculation from Step (2) to Step (4)
until the values of vector x* are converged.

(6) Obtain the ultimate  and calculate the instability
probability ps = 1 — ®(f) finally.

3. Assessment Standard

Dam failure is different from general safety accident. On
the one hand, the consequence is very serious; sometimes
it even causes destructive disasters; on the other hand, dam
failure is affected by many natural factors and cannot be

controlled by human. Therefore, risk standard of dam failure
is a comprehensive index involving many factors, such as
politics, economy, engineering technology, society, natural
environment, and cultural background. If the risk standard
is selected relatively low, the safety reliability resisting dam
failure will be insufficient, and once failure takes place, the
consequence will be serious; on the contrary, if the standard is
relatively high, the project cannot bring anticipated economic
benefit and may cause water waste and investment loss.
From this point, many experts and researchers have studied
the establishment of appropriate design standards. Based on
the related data of different projects in the worldwide, the
allowable probability of failure, Py, is1.1x107* /aforlarge and
middle dams and the failure probability is unacceptable when
it is larger than 1.0 x 107> /a. Among all the failure modes,
stability failure accounts for about 10% of the total of dam
failure according to ICOLD (the International Commission
on Large Dams) Bulletin 99 (1995), “Dam FailuresStatisti-
cal Analysis,” and Chinese “unified standard for reliability
design of hydraulic engineering structures.” Therefore, it is
considered that the acceptable probability of stability failure
is less than L1 x 10°/a, and the instability probability is
unacceptable when it is larger than 1.0 x 107*/a.

In contrast, the allowable safety factor [K] is 3.0 under
normal loading condition according to deterministic limit
equilibrium method in Chinese Design Specification of Con-
crete Gravity Dam (DL 5108-1999), and the target reliability
index S is 4.2 for the hydraulic structures at Grade 1 and
3.7 for the hydraulic structures at Grade 2 in the relative
reliability-based design codes.

4. Application

4.1. Basic Data. A hydropower station located in southeast
China is for power generation singly without other compre-
hensive benefits. Its main body is roller compacted concrete
gravity dam which has a maximum height of 119.0 m, the
crest length of 284.0 m, and the elevation of 2564.00 m. This
dam consists of 14 blocks and is numbered from number
1 to number 14 from left bank to right bank. Number 5 to
number 8 are overflow structures; others are water retaining
structures. The regulating storage of the reservoir is 0.254
billion m®. The usual pool elevation under normal operation
is 2560.0m, and the corresponding tailwater elevation is
2471.61 m. The silt elevation is 2497.70 m. The uplift intensity
factor is 0.25. The structure grade of the dam is Grade 2,
so the design reference period N, is 50 a according to the
design specification. The allowable instability probability is
[P] = P,xN4 = 5.5 10™*, and the probability is unacceptable

when it is larger than 5 x 107°.

4.11. Engineering Geological Conditions. The geological
exploration in the dam site has shown that there are a
great number of lowly inclined weak structural planes and
several fault-fractured zones within the foundation which
are adverse to the dam stability. The geologic parameters
of the bed base rock and the structural planes are listed in
Tables 1 and 2, respectively.
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TABLE 1: Geologic parameters of bed base rock in the dam site.

Dry Saturatefi Bedrock/bedrock Concrete/bedrock
Class of rock  gensity CO$ELeg:£Ve Deformation Poissors Strength against shear Strength against shear
mass plg/ cm’ R,/MPa module ratio p ’fracture , ,fracture ,
E,/GPa f ¢ /MPa f ¢ /MPa
il 2.65-2.70 80-100 15~21 0.20-0.25 120~135  150~1.60  110~1.20 110~1.15
111, 2.60-2.65 60-80 8~12 0.25-0.30 110~120  100~130  100~L07  0.90~100
TABLE 2: Geologic parameters of structural planes in the dam site.
Classification Strengt};riiz;ilrzt shear
Category Subcategory f c'/MPa
Hard structural plane 0.60~0.70 0.10~0.15
Clastic and fragment 0.45~0.50 0.10~0.15
Weak structural plane or fault-fractured Clastic with mud 0.35~0.40 0.05~0.10
zones Mud with silty grain clastic 0.25~0.30 0.01~0.05
Clayey mud 0.18~0.25 0.002~0.010

Figure 3 shows the geologic section of typical sliding
modes of number 6 overflow section. There are lowly inclined
structural planes (mainly th09, th10, and thll) and joints
(th152-2, etc.) below the dam base and steeply inclined
faults (F16, F17, etc.) near to the dam heel. The geological
characteristics of lowly inclined weak structural planes are
listed in Table 3. Table 4 lists the slip paths and the values of
the material properties of the sliding planes used for stability
calculation.

4.1.2. Analyses of Slip Paths and Wedges. The slip paths of
dam foundation are consisted of the faults, weak structural
planes, joints, and rock bridges by their probable combina-
tions (shown in Figure 3). For stability analysis of the dam
foundation, the bed base rock will be divided in several
wedges according to any different slip path. Figure 4 gives
the divided wedges on Slip Path B, for example. There are
one tensile fractured plane (B1-B2) below dam heal and three
sliding planes (B2-B3, B3-B4, and B4-B5) at the bottom of the
three wedges (Wedges I, II, and III).

4.1.3. Results from Deterministic Analyses. Under the normal
loading condition, the safety factors are, respectively, 2.56,
2.45, and 10.71 for the three slip paths mentioned above
by deterministic equivalence safety factor method without
taking the variation of parameters into consideration. The
first two factors of safety are less than the allowance safety
factor, [K] = 3.0. So it is necessary to meet the stability of
dam foundation against sliding by some effective engineering
treatments.

In the next sections, the influence of randomness of
strength parameters against shear fracture of sliding planes
on foundation stability will be researched by DPG method
associated with the method of divided difference proposed
by the paper. That is, the foundation instability probability

affected by the probability distribution, variability, and nega-
tive correlation of the two parameters, ' and ¢’, is considered
in detail.

4.2. Limit State Equations and Random Parameters. For the
practical dam project, the limit state equations for the most
adverse slip path, Slip Path B, of number 6 overflow section
are expressed by (4) as follows:

KQgsin (e + B;) — KQ sin («; + ;) + Kq,
~Qqos (ag + ) f +Q cos (@ + 1) f
-p =0,

KQ,sin (a; + ;) — KQ,sin (a, + B,) + Kq,
~Queos (g + ) fr + Quc08 (o + B,) f
-p,=0,

KQ,sin (a, + f5) = KQssin (a5 + fB5) + Kgs
~Queos (@, + ;) f3 + Qsc08 (a3 + Bs) f3
-p3=0,

(14)

where

oy =0 =a, =90,
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TABLE 3: Geologic characteristics of lowly inclined weak structural planes.

Width of fractured
Name of structural planes Occurrence zone for weak Extension length/m Type of structural planes
structural planes/cm

th09 N40-60"W/NE / 20-25" 2-30 210 Clastic with mud

th10 N40-60"W/NE / 20-25 2-20 200 Clastic with mud

thil N40-60"W/NE / 20-25° 2-8 125 Clastic and fragment

th152-5 N8O°E/NW £ 20° 2~5 / Mud with silty grain clastic

TABLE 4: Description of the slip paths and the value of the material properties of the sliding planes.

Number of Name of sliding planes Angle of _— Strength against shear fracture

slip paths comprising the paths apparent dip/° Characteristics f' ¢'/MPa
Al-A2 90 Tensile fractured plane at dam heal 0.000 0.000
A2-A3 -16 Clastic with mud 0.375 0.075

A A3-A4 -16 Clastic and fragment 0.475 0.125
A4-A5 -16 Clastic with mud 0.375 0.075
A5-A6 0 Dam base 1.150 1125
BI-B2 90 Tensile fractured plane at dam heal 0.000 0.000

B B2-B3 -14 Clastic with mud 0.375 0.075
B3-B4 -16 Clastic and fragment 0.475 0.125
B4-B5 -14 Clastic with mud 0.375 0.075
Cl-C2 90 Tensile fractured plane at dam heal 0.000 0.000
C2-C3 -15 Clastic and fragment 0.475 0.125

C C3-C4 -19 Rock bridge (IT) 1.275 1.550
C4-C5 -16 Mud with silty grain clastic 0.275 0.030
C5-C6 -16 Rock bridge (III,) 1.050 0.850

bi rock of the example dam in the paper, the degree of scatter of

= [(Ri + JadAi>cosﬁ,» - JTdAiSinﬁi ~Ui| f

+q¢l, i=1,2,3,

q; = (Ri + JadAi) sin f3; + JTdA,'COS Bi>
i=1,2,3,

JadA,. =V, i=1,23,

deAi =H, i=12,3,

l, = 49.9m,
I, =33.5m,
I, =117.4m,
Q,=Q;=0.
(15)

According to the practical engineering experience and the
special geological and mechanical parameters of the bed base

the variation coeflicients of the strength parameters against
shear fracture is obvious, so the coefficients of variation of f’
and ¢’ are assumed to change in certain ranges. The statistical
characteristics of f’ and ¢’ of Slip Path B used for calculation
are listed in Table 5. According to Chinese “unified standard
for reliability design of hydraulic engineering structures”
(1994), the parameter distribution type of slip planes can be
assumed in normal or In-normal distributions for reliability
analysis when the statistical data are not sufficient.

4.3. Resultant Analyses

4.3.1. Feasibility of DPG Method. Two methods, DPG and MC
methods, are used to calculate the instability probabilities of
Slip Path B during design reference period. Table 6 gives the
calculated results obtained by the two methods; when f' and
¢’ are both normally distributed, their variation coefficients,
8/ and s, are 0.2 and 0.3, respectively, and their coeflicient
of correlation, Pyer>is 0.

The instability probabilities of Slip Path B are, respectively,
1.310 x 10™* and 1.244 x 10™* calculated by MC and DPG
methods, and the absolute and relative errors between the two
methods are, respectively, 0.0007% and 5.3%. Thus, the two
methods have nearly the same accuracy, but the latter requires
less iterating calculation for convergence. Meanwhile, by
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FIGURE 3: Geological profile and assuming slip paths of the dam foundation.
TABLE 5: Statistical characteristics of random variables of slip path B.
Slip plane Random variable Mean value Variation coefficient Probability distribution
B2-B3 fi 0.375 0.14~0.26 Normal/In-normal distribution
¢;/MPa 0.075 0.15~0.45 Normal/In-normal distribution
B3-B4 ] 0.475 0.18~0.33 Normal/In-normal distribution
¢;/MPa 0.125 0.25~0.75 Normal/In-normal distribution
BA-B5 fi 0.375 0.14~0.26 Normal/In-normal distribution
c;/MPa 0.075 0.15~0.45 Normal/In-normal distribution
TaBLE 6: Comparison of resultant instability probabilities calculated by MC and DPG method.
Design points (sliding plane
Method B2-B3) B Py Notes
£l c/"/MPa
The numbers of calculating performance function,
MC / / 3.650 1.310 x 10* n = 1,000, 000, and the variation coefficient for Py
Vp ;= 0.0873, when 95% confidence level is specified
The numbers of calculating performance function, n = 36,
DPG 0.107 0.039 3.664  1.244x10™  with the step Ax; = 0.03x;, for divided difference

calculation

DPG method the design points can be obtained easily, and the
probability distributions, variability, and negative correlation
of f' and ¢’ can be taken into consideration for special
research. So the DPG method suggested in the paper has
much merit and is rational and feasible for the major research
goal of the paper.

4.3.2. Analyses of the Effects of Correlation of f' and c' on
Instability Probability. Table 7 lists the calculated results of
the instability probabilities of Slip Path B by DPG method;
when f' and ¢’ are both normally distributed, 8 ¢ and 8, are
0.2 and 0.3, respectively, and the coeflicient of correlation,
P> is within the range of —0.7~0.0. The negative value
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B2

FIGURE 4: Wedges on Slip Path B. V: vertical load due to dam action.
H: horizontal load due to dam action.

TaBLE 7: Calculated results under the conditions of different p,.» by
DPG method.

Design points (sliding

Number pyi¢r plane B2-B3) B Py
1’ * 51, */MPa

1 0.0 0.107 0.039 3.664 1.244 x107*
2 -0.1 0.100 0.044 3.789 7554 x107°
3 -0.2 0.092 0.050 3.929 4.262x107°
4 -0.3 0.082 0.057 4.086 2194 x107°
5 -0.4 0.071 0.065 4.264 1.005%x107°
6 -0.5 0.058 0.075 4.467 3.961x107°
7 -0.6 0.042 0.087 4704 1275%10°°
8 -0.7 0.022 0.102 4.984 3106 %1077

Note: if pr s is less than 0.8, fl * will be less than 0, and the simulation will
be not converged at design points.

of pyro indicates the degree of negative correlation of f !

and ¢. Tt is clear from Table 7 that the resultant instability
probability calculated decreases with the increasing of the
absolute value of negatively correlated coefficient. p; =

1.244 x 10~* when pse = 0.0 (independent case), and py =

3.106 x 10~ when pser = —0.7 (strongly negatively correlated
case). By comparison, the values of the instability probability
under the two cases are different in 3 orders of magnitude.
Correspondingly, the values of the reliability index under the
two cases are 3.664 and 4.984, respectively. Obviously the
independent case is on the conservative side for simulation.

4.3.3. Analyses of the Effects in Different Distributions of f' and
¢’ on Instability Probability. Figure 5 illustrates the resultant
instability probability under four different cases of combina-
tions of normal or In-normal distributions of f' and ¢’ for
84 =0.2and 6 = 0.3 by DPG method. In all cases, p; tends
to increase as py.s increases from —0.7 (negatively correlated)
to 0 (independent). When f " is normally distributed, the
instability probabilities are approximately identical whether
¢ is normally or In-normally distributed. When f' is In-
normally distributed, the instability probabilities are smaller
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FIGURE 5: Relation of p; and pyrs assuming that f "and ¢’ follow
different distributions.
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and the values calculated under the case that ¢’ is in In-normal
distribution are less than in normal distribution at the same
level of correlation of the two parameters. From the figure, p

=124 x 107* if f" and ¢’ are both normally distributed, and

ps = 4.64 x 1077 if the two parameters are both In-normally
distributed, for 6 = 0.2, 6 = 0.3, and pprr = 0.0.

4.3.4. Analyses of the Effects of Variability of f' and c¢' on
Instability Probability. On the basis of the above analyses, it
is reasonable, simple, and conservative to assume that f" and
¢ are normally distributed and independent of each other
unless otherwise demonstrated. Considering the range of the
values of coeflicients of variation, 8 = 0.14~0.26, 6. =
0.15~0.45, the calculations are made, and the curves about
py varying with 6 and 6 are displayed in Figures 6 and
7. According to the resultant curves, p; starts to apparently
climb as & ¢ increases for different § (shown in Figure 6),
and, in addition, p also tends to increase as 8, increases for

different § s+ (shown in Figure 7). However, p; = 1.92 x 107
if 8 = 0.26,and p, = 4.04x 107 if 8 = 0.14 for 8, = 0.30;

meanwhile, p, = 3.18x107*if§,, = 0.45,and p, = 6.08x10™
if 8, = 0.15 for 6z = 0.20. There is the difference of ps
in 4 orders of magnitude between 8 = 0.14 and 0.26 for
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S, = 0.30; in contrast, under the latter case, there is the

deference of p, in one order of magnitude between § = 0.15
and 0.45 for 8 = 0.20. So the influence of the variability of

f' is more apparent than that of ¢’ on p ¢ despite the fact that

the varying range of coefficients of variation of f' is less than
that of ¢’.

4.3.5. Stability Safety Analyses and Assessments of the Practical
Dam. The instability probability of the most adverse slip path
of the example dam section (number 6 overflow section)
mentioned above is 1.244 x 107 for Op = 020,68, =
0.30, and ppo = 0.0. It is less than the allowable value

of the instability probability, [P] = 5.5 x 107%, but they are
in the same order of magnitude. Meanwhile, it is 2.861 x
10 for 8y = 0.26, 6, = 045, and ppy = 0.0. It is

greater than [P] but less than 5 x 103, which is defined as
unacceptable probability. In contrast, the factor of safety is
2.45 by deterministic method without taking the variation
of parameters into consideration. The factor of safety is less
than the allowable safety factor, [K] = 3.0; the reliability
index is 3.66 for 8 = 0.20, 8, = 0.30, and pgr = 0.0, which
nearly equals the target reliability index, 8 = 3.7. Obviously,
the conclusions are more or less different following three
different safety standards. Generally, it has been verified that
the deterministic method is most conservative in the three
methods by the analyses of the practical dam in the paper
and the conclusions from other literatures as well. From above
analyses, the margins of safety of the foundation stability are
not adequate for the example dam section and the enhancing
treatments should be carried out especially for the fault-
fractured zones and weak structural planes.

Similarly, the instability probabilities of the other two slip
paths can be calculated by the DPG method. Assume that f’
and ¢’ of each sliding plane of each slip path are normally
distributed and independent, and 6 = 0.20, 6, = 0.30,
and ppo = 0.0 for any slip plane. The resultant instability
probabilities are listed in Table 8. The three slip paths can be
seen as three main failure modes for the rock foundation of
the example dam, and each failure mode is independent due
to the independence of each shear strength parameter of any
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TABLE 8: Resultant instability probabilities of three slip paths
calculated by DPG method.

Slip paths Relia})gi;é;nethod Deterministic method
B Pr K

A 3.772 8.094 x 107° 2.56

B 3.664 1244 x 107 2.45

C 5.612 9.993 x 107° 10.71

Note: the deterministic method is equivalence safety factor method without
considering the variation of the parameters against shear fracture.

sliding plane. Three failure modes comprise a series failure
system of dam foundation. So the overall probability of failure
for the overall dam foundation system can be calculated by
summing over the instability probabilities of the three slip
paths. The final instability probability of the overall rock
foundation is 2.053 x 10~ for a conservative consideration.

It should also be noted that for the example dam the
coeflicients of variation and negative correlation of the two
key mechanical parameters of sliding planes were selected in
the relatively wider ranges, which are summarized from the
field and experimental data. In the calculation for Slip Path
B, four combinations of distributions of the two parameters
were detailedly taken into consideration. So the final results
obtained for the example dam can reveal the performance
about foundation stability of any similar gravity dam in
general. We confirm that the randomness of f' is more
significant than ¢, and, what is more, it is reasonable to
assume a normal distribution and independence of each
parameter in the absence of further information. The assump-
tion will probably overestimate the probability of foundation
instability of gravity dam in some degree.

5. Conclusions

In this paper the main goal has been to try applying prob-
abilistic approach to calculate the instability probability of
gravity dam foundation over multiple sliding planes rather
than single or dual sliding plane(s) in traditional analysis.
The simple and efficient probabilistic method, DPG method
combined with a divided difference approximation to the
partial derivatives, is proposed. The effects of randomness of
the shear strength parameters of sliding planes for a practical
typical gravity dam are analyzed in detail. The following
conclusions can be obtained:

(1) By comparison between MC method and DPG
method, the two methods have nearly the same
accuracy, but the latter needs less cost for calculation.
Meanwhile, the DPG method has much other merit.
For example, the design points can be obtained
easily during the calculating process, and probability
distributions, variability, and correlation of variables
can be taken into consideration rationally. Hence, the
DPG method associated with the method of divided
difference is feasible for the calculation of probability
of failure with implicit performance function just like
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the case of instability of dam foundation over multiple
sliding planes.

(2) The randomness of material properties of sliding
planes is a major contributor to the uncertainty of the
foundation stability of a gravity dam. The randomness
of the two parameters against shear fracture, f' and c’,
of the sliding planes may be described by assumption
of their distributions, variability, and correlation. So
the effects of the randomness of the parameters on
resultant instability probability of gravity dam foun-
dation can be analyzed based on these aspects. The
study of the practical dam shows that (1) when both
of the two parameters follow normal distribution, the
resultant value of instability probability is greater than
that which is calculated when one or both of the
parameters do not follow normal distribution, and the
distributed type of f' is dominant; (2) the stronger
the negative correlation of the two parameters is, the
smaller the instability probability calculated is; and
(3) the instability probability tends to increase as the
coefficients of variability of f' and ¢ increases, and
the influence of the variability of ' is more apparent
than that of ¢’ on the instability probability. So it
is reasonable to assume a normal distribution and
independence of each parameter in the absence of
further information. The assumption will probably
overestimate the instability probability of gravity dam
foundation. The spatial variation of f' is more signif-
icant than ¢’ on the instability probability. All of the
conclusions drawn in the paper are identical to those
of other research.

(3) Currently, there are three kinds of safety indices—
factor of safety, reliability index, and probability
of failure—for engineering stability problem. The
factor of safety is used in deterministic method. It
is so convenient for engineers to utilize and have
so much experience in designs of many existing
gravity dam projects that has become a major index
to assess foundation stability of gravity dam for a
long time. However, the assessment method based
on this index is relatively more conservative and
should be improved upon undoubtedly. The trend
is application of probabilistic approach, in which
the reliability index or probability of failure will be
utilized. Now, a fundamental problem is the lack of
data. Field exploration is expensive and laboratory
tests are always based on small numbers of samples, so
there are seldom enough data to support meaningful
statistical analyses and broad conclusions about the
statistics of rock or soil properties. In a word, the
current challenges to the profession are to make use
of appropriate probabilistic methods in practice and
to sharpen the investigations and analyses so that each
additional data point provides maximal information.

(4) In the paper, we applied a simple, accurate, and
efficient method to calculate the instability probability
of concrete gravity dam foundation over multiple
sliding places. It can also be utilized in other similar

1

analyses of slopes, levees, embankments, earth-rock
dams, and so on.
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Quantification of Margins and Uncertainties (QMU) is a decision-support methodology for complex technical decisions centering
on performance thresholds and associated margins for engineering systems. Uncertainty propagation is a key element in QMU
process for structure reliability analysis at the presence of both aleatory uncertainty and epistemic uncertainty. In order to reduce
the computational cost of Monte Carlo method, a mixed uncertainty propagation approach is proposed by integrated Kriging
surrogate model under the framework of evidence theory for QMU analysis in this paper. The approach is demonstrated by a
numerical example to show the effectiveness of the mixed uncertainty propagation method.

1. Introduction

The uncertainties of material properties, environment loads,
and design models are inevitable in engineering. Uncertainty
is usually classified into aleatory and epistemic types [1, 2],
and the presence of uncertain factors introduces uncertainty
in the reliability of the structure. Probabilistic approaches that
deal with aleatory parameter uncertainty have been vastly
investigated in typical structure reliability analysis. When
sufficient data are not available or there is lack of information
due to ignorance, the concept of subjective probability is well
established for quantifying epistemic uncertainty. However,
when the probabilities of rare events are very difficult to assess
or events occur only once, the classical probability methodol-
ogy may not be suitable because there is not enough statistic
data [3, 4]. In order to overcome the lack of probabilistic
method, the nonprobabilistic methods have been proposed
and are more suitable to handle the epistemic uncertainty
based on the Fuzzy theory, interval theory, evidence theory,
and so forth. The theoretical concept and the application
of the Quantification of Margins and Uncertainties (QMU)
methodology were reported in the certification of reliability,
safety of nuclear weapons stockpile, and risk-informed deci-
sion making process under restriction of test data in the last

decade. Recently, the QMU methodology has been applied to
more general complex systems, such as commercial nuclear
power plants, reactor safety, and missile reliability [5, 6].
Eardley [7] described the main components (performance
gates, margins, and uncertainties) of the QMU methodology.
Under the key ideas and application procedures of QMU
methodology, the uncertainty propagation that determines
the output uncertainty from input uncertainty is a broad
research area for QMU process. Reference [8] shows that
evidence theory is a more general theory that can handle both
types of uncertainty but it requires much more computational
cost.

The objective of this paper is to propose an implemen-
tation framework of QMU under mixed uncertainty based
on the evidence theory. To alleviate the computational costs,
a stochastic surrogate model based on Kriging model and
adaptive sampling method has been applied for uncertainty
propagation for structure performance response. The rest of
this paper is organized as follows. Section 2 briefly introduces
the basic concept and metric of QMU. Section 3 details
the mixed uncertainty propagation using evidence theory
in QMU implementation. The new calculation scheme of
mixed uncertainty analysis by integrating Kriging model and
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FIGURE 1: Notional illustration of the QMU.
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adaptive sampling is presented. One case study is presented in
Section 4 to demonstrate the new developed implementation.

2. The Concept and Metric of QMU

QMU is a decision-support methodology for complex techni-
cal decisions centering on performance thresholds and asso-
ciated margins for engineering systems that are made under
uncertainty [9]. The basic concept of the QMU is shown in
Figure 1. The margin (M) is defined as the distance between
the nominal response of the system and performance gate
bound (e.g., a failure threshold not to be exceeded), whereas
uncertainty (U) is described by the range of system responses
caused by different sources of variability. A QMU metric,
confidence factor (CF), has to be developed to quantify and
certify the confidence of the system reliability, which can be
defined as

M
CF = T @

A CF sufficiently larger than one intuitively indicates safe
conditions. In order to get the value of CF, three key elements
should to be implemented as follows: (1) identification and
specification of performance threshold(s); (2) identification
and specification of associated performance margin(s), that
is, measure(s) of exceeding performance thresholds; (3)
quantified uncertainty in threshold and margin specifica-
tions.

3. The Mixed Uncertainty Propagation Based
on Evidence Theory

3.1. Fundamentals of Evidence Theory. The measures of
uncertainty provided by evidence theory [10] are known as
belief (Bel) and plausibility (Pl), which lie in the interval
[0,1]. Evidence theory application involves the evidence
specification of (¥, Y, m), where % denotes the universal set,
Y denotes the collection of subsets % or set of focal elements
of %, m is the basic probability assignment (BPA), and m(%)
should satisty the following axioms of evidence theory: (1)
m(%) > 0 forany % € Y; (2) m(%) = 0 when % ¢ Y; (3)
Ym(%)=1,forall % €.

Mathematical Problems in Engineering

The Bel and Pl of a given event set A and B can be derived
from the basic probability assignment by

Bel (B) = ) m(A),

ACB

PI(B)= ) m(A).

BnA#¢

2)

Resulting from (2), the belief function, Bel(:), is calculated
by summing the BPAs that totally agree with event B, while
the plausibility function, P1(-), is calculated by summing BPAs
that agree with event B totally and partially. Both Bel and PI
play roles similar to distribution functions in the standard
probability and they give the lower and upper bounds of the
event set.

3.2. Mixed Uncertainty Propagation Using Evidence Theory.
The mixed uncertainty propagated from input parameters to
systems output needs to be quantified for structure reliability
analysis when aleatory and epistemic uncertainties exist. The
performance function with aleatory and epistemic uncertain-
ties can be given by

G(2)=g(XY)
©)

=g(X5, X0 s X Y1, Yoo oo, Yy

where X = {X,, X,,...,X,,x} represents the aleatory uncer-
tainty variables described by probability distributions. For
easy demonstration, we assume that the elements of X are
independent. Y = {Y,,Y,,...,Y,y} is the vector of parameters
with epistemic uncertainty described by evidence specifica-
tion (%4, Y, m), (Y5, Yy, m,), ..., (¥, Y,,m,). The uncer-
tainty associated with the model inputs X and Y are prop-
agated through the model g(-) to the model output G. The
joint evidence specification can be expressed by (%, Y, my)
and the joint BPA is defined by

ny
m (U), U=U xU,x - XU
mY(%)z l:ll: k( k) 1 2 ny

0, Otherwise.

(4)

Let the number of the subsets of Y in the joint space be
n. The probability of the system output value (G) is less than
the threshold (c) which can be given by the following based
on the total probability formula:

M=

P=YPr{GX,Y)<c|Y, e %}my (%), (5

1

where P is the probability of G(Z) < ¢, which is denoted as
event F. Pr{Y; € %;} = my(%;) means the probability of the
focal element %; in joint space % equals the joint BPA value.
Because of the intervals in Y, the minimum value (belief) and
maximum value (plausibility) of P can be expressed by [11]

Bel (F) = P,

n (6)
= Y my (%) Pr{Gp X, Y) < c | Y, € %},

i=1
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PI(F) =P,

" 7
= Y my (%) Pr{G, X Y) <c| Y, € %} 7

i=1

3.3. The Solution Framework of Mixed Uncertainty Propa-
gation. Equations (6)-(7) can be calculated using sampling
methods such as MCS with large computational cost. The
Kriging surrogate model [12, 13] can be employed to reduce
the cost for uncertainty propagation. With training observa-
tions, the response and predicted mean square error for any
given new point x’ can be expressed as

G(x)=u+r"R(G-Ap),

(1-ATR'r)’ (8)

Tp-1
1-rRr+ — |,
ATR'A

E(x') = o’

where R represents a correlation matrix, r is the correlation
vector between x' and the observed samples, and A is an
n x 1 unit vector. This surrogate model is used to evaluate
the uncertainty distribution of system output based on the
traditional MCS method without calling the original perfor-
mance function. The Maximum Confidence Enhancement
adaptive sampling [13] is employed to ensure the surrogate
model accuracy by adding new training sample.

The procedure of the kriging-based method for solving
(7) is simply introduced as follows:

(1) Calculate the joint BPA of epistemic uncertainties
variables Y.

(2) Use the Latin hypercube sampling (LHS) to generate
N = (n+ 1)(n + 2)/2 sample points x; = (x,,...,
X,;) (t =1,2,...,N) of the aleatory variables X.

(3) For each x,, calculate the minimum output value of
Ginin(%,) in focal element %; of joint space.

(4) Build Kriging model based on training data x, and
Gmin (Xt)

(5) Calculate the maximum Confidence point (x*) from
the MC sampling and update Kriging model by
adding new training sample (x*, G, (x™)).

(6) Repeat steps (4)-(5) until the surrogate model approx-
imate accuracy is satisfied.

(7) Calculate the probability boundary using the updated
Kriging model and MC samples.

(8) Repeat steps (3)-(7) for each focal element of Y.

(9) Compute the PI(-) based on the joint BPA and proba-
bility of each focal element.

For the Bel(:) solution, the minimum output value
Gin(%,) needs to change to the maximum output value
Grax (X,

3.4. Calculation of CF under the Evidence Theory Framework.
As described in Section 2, the safety or reliability of a struc-
tural system will be measured by the Confidence Factor, CE.

1+ Performance gate
boundary

Random
distribution

CPF/CBF/CDF

System response parameter

FIGURE 2: Demonstration of uncertainties and margins under belief
and plausibility.

d,

&

M-M section

FIGURE 3: A crank-slider mechanism.

When the system output uncertainty is represented in terms
of evidence theory measures with belief and plausibility, the
demonstration of uncertainties and margins with distance
between system output and performance gate boundary is
shown in Figure 2. The performance gate boundary is a ran-
dom variable.

The calculations of M and U to perform upper boundary
are given by the following equations:

M= |BelP:0.5 - FP:0.5| >

U= Ufunction + UT (9)
= |BelP:(1+y)/2 - P1P=0.5| + |FP:O.5 - FP:(l—y)/2| >

where the subscript P corresponds to the quantity of belief/
plausibility/probability level and y is the specified confidence
level.

4. Application Example for Structure Analysis

Figure 3 shows a crank-slider mechanism [11]. The length of
the crank g, the length of the coupler b, the external force
P, Young’s modulus of the material of the coupler E, and
the yield strength of the coupler S are random variables. The
coeflicient of friction u between the ground and the slider and
the offset e are epistemic variables. The random variables and
epistemic variables with BPA are provided in Tables 1 and 2.
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TaBLE 1: Random variables.
Variable Parameters Mean Staf‘d‘i‘rd Distribution
symbol deviation
X, a (mm) 100 0.01 Normal
X, b (mm) 400 0.01 Normal
X5 P (KN) 280 28 Normal
X, E (GPa) 200 10 Normal
X5 S (MPa) 290 29 Normal
X6 d, (mm) 60 3 Normal
X, d, (mm) 25 2.5 Normal
TABLE 2: Uncertain variables with epistemic uncertainty.
Variable Symbol Intervals BPA
[100, 120] 0.2
Y, e [120, 140] 0.4
[140, 150] 0.4
[0.15,0.18] 0.3
Y, u [0.18,0.23] 0.3
[0.23,0.25] 0.4
TaBLE 3: Calculated CF vs different y.
y M U CF
0.95 133.5 138 0.9674
0.9 133.5 117.5 1.136
0.8 133.5 93.5 1.428
. ]
a
O A
[
o ]
©)
= ]
=2
O ]
0 L =1

0 50 100 150 200 250 300 350 400 450 500
Stress/strength

FIGURE 4: The uncertainty distribution of system performance and
threshold.

The performance function is defined by the maximum stress
as (10) and the boundary is the material strength:

4P (b —a)
n(Vo-ar - —pe)(@-a)

The belief and plausibility measures of the maximum
stress are calculated by the proposed adaptive sampling
Kriging model approach, and these results are shown in
Figure 4. The QMU analysis with different y is summarized in
Table 3. Results show that the confidence level is very sensitive
for QMU analysis in risk-informed decision-making.

Y =
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5. Conclusion

The mixed uncertainty propagation approach is proposed by
integrated adaptive sampling method and Kriging model for
QMU analysis in this paper. The technique is demonstrated
by a numerical example to account for the QMU analysis
process and the approach for mixed uncertainty propagation.
The results indicate the potential effectiveness of the proposed
QMU approach for the evaluation of structure reliability.
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This paper proposed a new approach, combining root cause analysis (RCA), analytic hierarchy process (AHP), and event tree
analysis (ETA) in a loop to systematically evaluate various laboratory safety prevention strategies. First, 139 fire accidents were
reviewed to identify the root causes and draw out prevention strategies. Most fires were caused due to runaway reactions, operation
error and equipment failure, and flammable material release. These mostly occurred in working places of no prompt fire protection.
We also used AHP to evaluate the priority of these strategies and found that chemical fire prevention strategy is the most important
control element, and strengthening maintenance and safety inspection intensity is the most important action. Also together with
our surveys results, we proposed that equipment design is also critical for fire prevention. Therefore a technical improvement was
propounded: installing fire detector, automatic sprinkler, and manual extinguisher in the lab hood as proactive fire protections.
ETA was then used as a tool to evaluate laboratory fire risks. The results indicated that the total risk of a fire occurring decreases
from 0.0351 to 0.0042 without/with equipment taking actions. Establishing such system can make Environment, Health and Safety
(EH&S) office not only analyze and prioritize fire prevention policies more practically, but also demonstrate how effective protective
equipment improvement can achieve and the probabilities of the initiating event developing into a serious accident or controlled
by the existing safety system.

1. Introduction

Laboratory operations are dangerous that require all workers
to act properly at all times. Most organizations or universities
have set up an Environment, Health and Safety (EH&S)
office to protect people from accidents. They draw policies,
develop programs, establish training and standard operating
procedures (SOPs), and enforce their compliance to meet this
goal [1, 2]. Despite this, laboratory accidents still continue
to occur. The most common type of accidents that occur
in laboratories is fires. There have been 25 serious fires in
laboratories, each of which incurred losses in excess of 13

million GBP, since 1997 [3]. Sometimes, even if a laboratory
accident does not cause any fatalities, or injuries, significant
property damage [4, 5] could make such events devastating,
if they result in research samples and experimental models
being destroyed as well as the data loss from many years
of hard work. For example, a laboratory fire occurred in
National Taiwan Ocean University on July 23, 2004 [6]; while
no one was injured, the loss of property was estimated to
be 100,000 US dollars. But the valuable observation data
obtained on the ecology of green turtles (Chelonia mydas)
from 1994 to 2004 was totally destroyed. An approach based
on merely established rules, regulations, and instructions
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in safety manuals is unsatisfactory for valuable property
protection. A proactive approach with control parameters to
objectively measure its success is necessary.

The causes of laboratory accidents are usually very
complex. Root cause analysis (RCA) provides a structural
way, with regard to a particular event, to help investiga-
tors systematically identify root causes. Chang and Lin [7]
reviewed 242 accidents of storage tanks that occurred over
the last 40 years and found that fire and explosion accounted
for 85% of the accidents. They used fishbone diagram to
demonstrate the causes and effects; there are 8 primary causes
and 52 secondary causes; six (6) major corrective actions and
40 secondary actions were also developed. Safety managers
can establish protocols based on this complex information
to help operating engineers handling similar situations in
the future. However, they also need a way to estimate the
impact of each cause and human corrective action for policy
making. The analytic hierarchy process (AHP), proposed by
Saaty [8], is a well-recognized multicriteria tool designed for
dealing with complex decision-making problems. It models
the problem into a hierarchical structure by incorporating
levels: objectives (goals), criteria, subcriteria, and alternatives
[9], and then, according to expert judgments, AHP estimates
the impact of the elements at each level of the hierarchy
[8-11]. This will help policy makers to make priority deci-
sions. AHP has been widely applied to numerous fields for
strategy planning, such as energy policy [12, 13], intelligent
building systems [14], indicator modeling [15, 16], fire safety
engineering [17], and evaluations of disaster carrying capacity
[18]. However, the process is considered very subjective
and needs a quantitative approach to objectively determine
the probability of whether or not an initiating event still
develops into a serious accident; most accidents are not due
to a single event, but the results of many unnoticed events
previously occurred. Event tree analysis (ETA) is an inductive
technique intended to examine a sequence of events and
their probability of occurrence. Several research works have
been conducted using ETA for different applications. For
instance, Novack et al. [19] used ETA to analyze accident
scenarios attributed to oil spills. Abdelgawad and Fayek [20]
proposed a hybrid framework based on combining failure
mode and effect analysis (FMEA), fault trees, event trees,
and fuzzy logic to calculate the expected monetary value
of risk events in the construction industry. This method is
useful as an objective decision making, where causes and
effects are comprehensively taken into consideration when
planning prevention actions. Many other risk management
systems have also been proposed [21-26] elsewhere to carry
out operating process risk assessments in laboratories, testing
grounds, and practice factories.

Although many risk assessment methods have been pro-
posed, few investigators have performed full risk or accident
analyses and concept development, especially for college
laboratory accidents. In this work, a management model
combining RCA, AHP, and ETA is proposed. It contains risk
concept development, decision-making process, and proba-
bility evaluation of various accident scenarios; fire accidents
are chosen to demonstrate the feasibility of the proposed
approach. We believe that it is a more effective system-based
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approach than the traditional one that is prescriptive based
on safety manuals.

2. Methodology

Figure 1 illustrates this methodology, which is composed
of five main steps. The first is to define the type of fire
and fire source based on a general description of a large
number of lab fire accidents in the literature. Then, in the
second step, all this information is summarized using RCA to
identify the root causes of the accident and to provide feasible
accident prevention strategies. The third step is to analyze the
priority of these strategies using AHP. Finally, ETA is used
to complete the quantitative risk analysis and to assess each
control measure recommended in this work. The research
methods are described as follows.

2.1. Root Cause Analysis. In this study, an RCA task per-
formance team was formed consisting of one EH&S officer,
one expert from the Ministry of Education Environmental
Protection Division, and three college professors. Informa-
tion on 139 laboratory fire accidents that occurred in Taiwan
was reviewed from published reports and incident news and
books [4, 6, 23]. It is important to clearly define the source of
risk (what started the fire), causes of the fires (established or
assumed), and consequences. The data in the references were
first collected and discussed and then analyzed to identify
the root causes, construct the fishbone diagram, and propose
prevention strategies.

2.2. The AHP Method. Two surveys were conducted in
the second phase of AHP analysis: a general survey and
an AHP survey. The general survey was to investigate
the effects of current laboratory safety education/training
and knowledge of the safety facility system. Two questions
about laboratory safety education were used to assess the
respondents’ reactions to the laboratory safety education and
three questions to assess their knowledge of the location,
SOPs, and operating experience of the fire sprinkler system.
The respondents were required to read the statements and
indicate the extent of their agreement or disagreement using
a five-point Likert-type, with 5 denoting “strongly agree.”
The questionnaires were given to the respondents via e-mail
or personal visit. The AHP approach was used to assign
weightings to the prevention strategies proposed in the first
phase to improve laboratory fire safety and to prioritize
them using a set of criteria. A decision hierarchy was first
established before designing the paired comparison matrices.
The AHP questionnaire was designed for data collection, and
the format was developed with reference to the AHP matrix,
as proposed by Saaty [8]. A total of 15 experienced respon-
dents were selected to complete the AHP questionnaire. The
demographic information revealed that all the respondents
were highly experienced in different professional positions,
with more than five years of work experience in laboratory
safety management. When examining the consistency level
of the collected questionnaires, only a consistency ratio (CR)
less than 0.1 is considered acceptable. The relative importance
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FIGURE 1: Methodology for laboratory fire safety strategies reducing the risk of fire accidents.
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TaBLE 1: Fundamental scale of the AHP [8].

I ity of o .

.ntensuy © Definition Explanation

importance

1 Equal importance Two activities contribute equally to the objective

2 Weak —

3 Moderate importance Experience and judgment slightly favor one activity
over another

4 Moderate plus —

5 Strong importance Experience and judgment strongly favor one activity
over another

6 Strong plus —

. A ivity is fi 1 her; i

7 Very strong or demonstrated importance n activity is avored very strong’y over another; Its
dominance is demonstrated in practice

8 Very, very strong —

. The evidence favoring one activity over another is of the
9 Extreme importance

highest possible order of affirmation

If activity i has one of the above nonzero numbers

Reciprocals of above
the reciprocal value when compared with i

Rationales Ratios arising from the scale

assigned to it when compared with activity j, then j has

A reasonable assumption

If consistency were to be forced by obtaining numerical
values to span the matrix

of the criteria and subcriteria was rated using the nine-point
scale proposed by Saaty [8], as shown in Table 1, which
shows the relative importance ranging from equal, moderate,
strong, and very strong to extreme by 1, 3, 5, 7, and 9,
respectively. The intermediate values between two adjacent
levels are represented by 2, 4, 6, and 8.

2.3. Event Tree Analysis. Event tree analysis (ETA) is an
inductive technique intended to examine a sequence of events
and their probability of occurrence. In this work, an event tree
starts with an initiating event, such as a component failure,
and then the consequences of the event are followed through
a series of possible paths. Each path is assigned a probability
of occurrence, and the probabilities of the various outcomes
are calculated.

3. Results and Discussion

3.1. Root Cause Analysis. The task performance team
reviewed one hundred and thirty-nine (139) lab fire accidents
from the literature and their root causes were collated
involving fire origins, causes, and prevention strategies
demonstrated in Tables 2-3 and Figures 2-7.

Table 2 shows the number of fire accidents and their
origins; fire accidents occurred most frequently in chemistry
laboratories, at a rate of about 68.3%, or 95 cases, much
more than in physical (24 cases, 17.3%) and biological (20
cases, 14.4%) laboratories. Among the 95 cases, 23 (24.2%)
were caused by electrical devices, and 44 (46.3%) were at
the locations of the desk, hood, and storage places, due to
inflammable materials used. Chemistry laboratories, by their
nature, are of primary concern with regard to fire accidents;
they may be highly destructive as leading to explosion and
serious threat to human life, when they occurred. The causes

TABLE 2: Number of fire accidents by fire origin.

Location Lab type
Chemical Biological Physical

Desk 16 1 1
Hood 13 1 0
Biosafety hood 0 5 0
Storage place 15 0 2
Electrical device 23 6 14
Equipment 12 1 1
Water tank 2 0 0
Exhaust duct 0 0 1
Trash can 1 1 0
Floor 6 0 2
Others 7 5 3
Total 95 20 24

of lab fire accidents can be classified into five categories, that
is, chemical reaction fires, static electricity fires, equipment
failure fires, fire due to operational errors (man-made fire),
and fires caused by nature disaster. Chemical reaction fires
are the most frequent type of fire, with 64 cases, and static
electricity fires are the second, with 27 cases, as shown in
Table 3. Chemical reaction and static electricity fires together
account for 66% of the total cases, much more than those due
to operational error (24 cases, 17%) and equipment failure
(10 cases, 7%). Only one fire was caused by natural disaster
the massive 921 earthquake which happened in Taiwan on
September 21, 1999, with a magnitude of 7.6 on the Richter
scale. Figure 2 shows details of the ignition factors causing
chemical reaction fires, where runaway chemical reaction
(29%) and the release of flammable materials (21%) are
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TABLE 3: Cause of fire accidents in laboratory.

Laboratory

Chemical reaction  Static electricity

Equipment failure

Cause

Operational error ~ Nature disaster ~ Others  Total

Chemical 54 13
Physical 3 10
Biological 7 4

6
2
2

14 1 7 95
5 0 4 24
5 0 2 20

Piping restriction
2%
Gas explosion
2%

Autoignition

7
&

2
X
R
ateteteted

Runaway chemical
reaction
29%

Poor operation
of device
13%

D
R BRI

Improper storage of
hazardous material
19% " Flammable material release
21%

FIGURE 2: Percentage breakdown of root causes in chemical reaction
fire casualties.

the most. The causes of static electricity fires, as shown in
Figure 3, are mainly from short circuits (21 instances, 78%),
electric wire overloading (three instances, 11%), and electrical
failure (excluding short circuits and ground faults). Figure 4
indicates that the major causes of equipment failure fires were
malfunctions (four instances) and overheating due to heater
failure (three instances). The analysis of the 24 man-made
fires shows that these accidents mainly resulted from human
error rather than conscious risk taking; the main factors
were negligence (14 instances), experimental mistakes, or
misunderstanding the SOP (seven instances) and disobeying
the safety rules. A fishbone diagram is thus developed, shown
in Figure 5, to more clearly illustrate the relationship between
an “effect” and all the possible “causes.” And accordingly,
the accident prevention strategies, in Figure 6, are also
proposed. From above, it is clear that fire accidents have some
form of human error involved, whether they are chemical
experiment or electric fires. It is recommended that lab
safety implementation plans must take human fallibility into
consideration, including being overly optimistic about our
ability to control our environments.

3.2. AHP Analysis. AHP can model a complex problem in
a simple hierarchy form for decision making. Our goal is
shown at the top of Figure 9. When we consider the factors
affecting fire prevention ability, five main criteria are found at

Electrical failure (excluding
short circuit, ground fault)
Ground fault 7%
0

%

Overloading
11%

Short circuit
78%

FIGURE 3: Percentage breakdown of root causes in static electricity
fire casualties.

Poor operation of machine
10%

Oil leakage
20%

Malfunction
40%

Machinery overheating
30%

FIGURE 4: Percentage breakdown of root causes in equipment failure
fire casualties.

level 1: man-made fire prevention (MMFP), mechanical and
electrical fire prevention (MEFP), chemical fire prevention
(CEP), personal protective equipment (PPE), and disaster
experience learning (DEL). Each criterion is further divided
into a number of subcriteria at level 2. The consistent data
from 15 respondents are used to make pairwise comparisons
between decision alternatives and criteria using a scaling ratio
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FIGURE 6: Lab fire prevention strategy fishbone diagram.

for the weighting of attributes. As discussed previously, we
construct pairwise comparison matrices (main criteria and
subcriteria) for each response. The judgment matrices are
computed by using a commercial software package, Power
Choice, to prioritize the criteria and alternatives. The local
priority weights of all the main criteria and subcriteria
are first calculated and then combined with all successive
hierarchical levels in each matrix to obtain a global priority
vector. The higher the mean weight of the global priority
vector, the greater the relative importance. This will help
lab safety decision makers find the most important control
elements in their decision-making process. As shown in
Table 6, the local priority of the main criteria weights from

the lowest of 0.132 to the highest of 0.263, and the global
priority weights from the lowest of 0.012 to the highest of
0.064. Chemical fire prevention (CFP) with local priority
of 0.263 is evaluated as the main factor for respondents
when selecting their fire prevention strategy, followed by
MEFP (0.261) and PPE (0.202), and DEL (0.132); identifying
risks in the working environment (0.062) is seen as the
most effective way of the subcriteria items in CFP category,
carrying out safety inspections after experiments (0.058)
in MMFP category, strengthening maintenance and safety
inspection intensity for electrical equipment (0.064) in MEFP
category, developing a standard operating procedure for
laboratory facilities (0.048) in PPE category, and evacuation
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FIGURE 8: Percentage breakdown of the views of respondents on
their understanding of risks.

and emergency response training (0.034) in DEL category.
The weights of top 10 subcriteria are presented in Table 7 in
descending order. The proposed priorities of these prevention
strategies could assist EH&S officers and lab employees in
selecting appropriate strategies for enhancing fire safety in
laboratories. However, it is worth noting that eight of the
top 10 subcriteria are either management or staff-education
strategies, and only two are technology related.

A general questionnaire survey of 641 respondents (all
with lab operating experience) about safety knowledge and
training was conducted and 573 valid samples were collected.
The results are shown in Figures 7 and 8 and Tables 4 and 5.

Figure 7 presents that 76.6% of the respondents were
university students, 19.5% graduate school students, 2.8%
senior high school students, and 1% Ph.D. students. Table 4
indicates that 66.7% of the respondents received laboratory
safety training, and more than 57.6% of them felt that
it was important, although 6.8% said that they felt they
did not benefit from it; research showed that, even under
optimal training circumstances, individual differences related
to a person’s intention to learn play an important role
in training effectiveness. On the other hand, nearly 33.3%
of the respondents did not receive the laboratory safety
training, but 60% of them agreed that it was important
for improving laboratory safety. The Mann-Whitney U test
for both types of respondents was conducted to quantity,
subjectively and objectively, the effects of laboratory safety
training. It revealed no significant differences (p > 0.05)
in the satisfaction with the effect of safety education and
perception of their safety behaviors. In terms of whether
the respondents fully understood the fire dangers prevention
and protection, before doing experiments, Figure 8 indicates
that 27.6% of respondents thought so; most of laboratory
staff replied that they realized the importance of accident
prevention, but the results implied that 72.4% of the staff still
perceive risks in the laboratory operations; Table 5 presents
that most respondents (81.7%) knew the location of the safety
protective equipment, and approximately 88.7% understood
their standard operating procedures (SOPs), but only 42.2%
had the experience of using the safety protective equipment.
These results indicate that most training programs need
improvement, especially for safety skills training curricula.
Nearly 57.8% of respondents felt that there is room for
improvement of their current lab safety training programs.

3.3. Event Tree Analysis. Itis well known that hood is a critical
part when conducting chemical experiments. Unfortunately,
there is usually no fire protection within it. Previously we have
found that fire accidents occurred frequently in chemistry
laboratories. Therefore, we proposed hood safety improve-
ment as a compensation for the insufficiency of management
system to improve the fire safety level, namely, installing fire
prevention equipment in the hood as proactive preventions
from fire accidents: fire detector, automatic sprinkler, and
manual extinguisher. ETA was used to explore the feasibility
of reducing the risk of fire. The probability of extinguishing
a fire due to fire detectors [27], automatic sprinklers [28],
laboratory personnel, and fire brigades [29] was set as 0.94,
0.81, 0.51, and 0.97, respectively. The damage is divided into
two in this work: research data loss and equipment property
damage, with range from 1 to 5 being used for the degree
damage, in order to quantitatively assess the consequences of
a fire. Damage to research data is considered to be the most
important event, since research data from years of work is
difficult to recover if it is lost, while laboratory equipment
is easier to replace. Degree of damage caused by fire in a
laboratory is presented in Table 8.

Figure 10 shows the event tree analysis for a fire occurring
in a hood without a fire system. The ETA results indicate
that when there is no fire extinguisher system in the hood,
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E3: experience sharing
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FIGURE 9: AHP model for the prioritization of the fire accident prevention strategies in lab.
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FIGURE 11: Results of the ETA (for the hood with a fire system).
TABLE 4: The effect of laboratory safety training.
Do you benefit from laboratory safety training course?
Received the training course Strongly disagree  Disagree  Neither agree nor disagree Agree Strongly agree
Yes Number (%) 5 (1.3%) 21 (5.5%) 136 (35.6%) 164 (42.9%) 56 (14.7%)
No Number (%) 7 (3.7%) 4(2.1%) 66 (34.6%) 72 (37.7%) 42 (22.0%)
TABLE 5: Survey on knowledge of the safety facility system.
Question Yes No

Do you know the location of the safety facility system (fire extinguisher, fire alarm button, emergency
safety shower, personnel protective equipment, etc.)?

Do you understand the standard operating procedure (SOP) of the safety facility system? 508 (88.7%) 65 (11.3%)
Do you have experience with the safety facility system? 242 (42.2%) 331 (57.8%)

468 (8L7%) 105 (18.3%)
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TABLE 7: Global percentage weights of the subcriteria of the hierarchy tree in descending order.

Rank Subcriteria Global percentage weight
1 Strengthen maintenance and safety inspection intensity for electrical equipment 6.4%
2 Identify the risks in the working environment 6.2%
3 Strengthen the safety management of the laboratory 6.1%
4 Enhance the safety design of storage devices 6.0%
5 Practice safety inspections after experiments 5.8%
6 Reinforce the protective devices for mechanical equipment 4.3%
7 Strengthen identification of the hazard materials information using the Material 4.9%

Safety Data Sheets (MSDS) for chemicals

Carry out safety inspections and labeling of storage devices 4.9%

Develop standard operation procedures for laboratory facilities 4.8%
10 Give safety lectures to new employees 4.8%

TABLE 8: Degree of damage caused by fire in a laboratory.

?a??g?)gr; Ddzgrfl Zeg:f Description of damage
1 Less than 1,000 USD: nondamaged
2 1,000~5,000 USD: slightly damaged
Property 3 5,000~50,000 USD: moderately damaged
4 50,000~100,000 USD: heavily damaged
5 More than 100,000 USD: severely damaged
1 100% restorable
Research 2 80% restorable
data 3 50% restorable
4 20% restorable
5 0% restorable

and when the fire extinguisher system in laboratory fails,
then outcomes 4 and 7 arise, and the total risk associated
with a failed fire extinguisher system is 0.026 + 0.009 =
0.035. But when fire detectors and a fire extinguisher system
are installed, three additional pivotal events are identified;
namely, the fire detector works in the hood, the automatic
sprinkler works, and the manual extinguisher works. The
ETA for this case indicates that when the fire extinguisher
system failure happens, as shown in Figure 11, the possi-
ble outcomes are 6, 9, 14, and 17. The total risk for the
fire extinguisher failure is 0.0042. The results indicate that
the total risk of a fire occurring in hood decreases from
0.0350 to 0.0042 when actions to improve hood safety are
taken. According to these results, ETA, incorporated into
the proposed management model, is very useful to evaluate
the probability of whether safety strategies can successfully
control the fire accidents or additional design is needed.

4. Conclusions

A system-based management model for lab fire prevention
was investigated which combines RCA, AHP, and ETA with
the information of questionnaire surveys in a loop. First,
the information of 139 lab fire accidents was reviewed; a

fishbone diagram was used to analyze the causes leading
to accidents and prevention strategies were also developed;
AHP with various levels of criteria was used to evaluate the
priority of these strategies. We also found that, no matter what
reasons, human error could be inevitable and it has to be
considered seriously. Additional fire prevention equipment
was thus proposed to be installed in the lab hood. ETA, an
inductive management technique, was applied, to explore
how effective these installations can achieve. The risks drop
tremendously from 0.035 to 0.0042. Fire risks could largely
be avoided if good engineering design is also involved in the
safety management program. Combining root cause analysis
(RCA), analytic hierarchy process (AHP), and event tree
analysis (ETA) in a loop is able to develop and prioritize
prevention strategies and more specifically evaluate whether
these strategies can successfully control fire accidents or
specific installation is needed.
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Safety-critical systems must be shown to be acceptably safe to deploy and use in their operational environment. One of the key
concerns of developing safety-critical systems is to understand how the system behaves in the presence of failures, regardless of
whether that failure is triggered by the external environment or caused by internal errors. Safety assessment at the early stages of
system development involves analysis of potential failures and their consequences. Increasingly, for complex systems, model-based
safety assessment is becoming more widely used. In this paper we propose an approach for safety analysis based on system interface
models. By extending interaction models on the system interface level with failure modes as well as relevant portions of the physical
system to be controlled, automated support could be provided for much of the failure analysis. We focus on fault modeling and on
how to compute minimal cut sets. Particularly, we explore state space reconstruction strategy and bounded searching technique to

reduce the number of states that need to be analyzed, which remarkably improves the efficiency of cut sets searching algorithm.

1. Introduction

Our society is relying more and more on the safety of a
number of computer-based systems, for example, the control
system of managing air traffic or operating a nuclear power
plant. These systems are usually called safety-critical systems,
which are a class of engineered systems that may pose
catastrophic risks to its operators, the public, and the environ-
ment. The development of these systems demands a rigorous
process of system engineering to ensure that safety risks of
the system, even if some of its components fail, are mitigated
to an acceptable level. System safety analysis techniques are
well established and are used extensively during the design of
safety-critical systems.

The size, scale, heterogeneity, and distributed nature
of current (and likely future) systems make them difficult
to verify and to analyze, particularly for nonfunctional
properties including availability, performance, and security,
as well as safety. Due to the manual, informal, and error-
prone nature of the traditional safety analysis process, the

use of models and automatic analysis techniques as an
aid to support safety-related activities in the development
process has attracted increasing interest. Model-based safety
analysis (MBSA), where the analysis is carried out on formal
system models that take into account system behaviors in
the presence of faults, has been proposed to address some of
the issues specific to safety assessment. Recent work in this
area has demonstrated some advantages of this methodology
over traditional approaches, for example, the capability of
automatic generation of safety artifacts, and shown that it
is a promising way to reduce costs while further improving
efficiency and quality of safety analysis process.

The existing approaches to MBSA, for example, ESACS/
ISAAC [1, 2], AltaRica [3-5], Failure Propagation and Trans-
formation Notation (FPTN) [6, 7], Hierarchically Performed
Hazard Origin and Propagation Studies (HiP-HOPS) [8], and
the AADL with its error annex [9], can be classified into
two groups: (a) failure logic based or (b) system states based.
Original MBSA techniques, such as FPTN and HiP-HOPS,
have sought to unify classical safety analysis methods such
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as Fault Tree Analysis (FTA) and Failure Modes and Effects
Analysis (FMEA) and to provide a formalism for capturing
a single authoritative safety model of the system. These
approaches emphasized the model of failure propagation
logic. The second group of MBSA approaches addresses the
analysis of the transition of system states [10-12], in order
to identify the routes that a system transits from a safe state
to a hazardous state. Since these search-based techniques
normally require exhaustive enumeration of all reachable
states, they do not fully exploit the advantage of the internal
structure of the state space and domain knowledge of safety
analysis.

Safety is clearly an emergent property of a system that
can only be determined in the context of the whole. As
an emergent property, safety arises only when the system
components interact with each other in an environment. Such
property is controlled or enforced by a set of constraints
related to behaviors of system components. Accidents often
result from interactions among components that violate these
constraints. In general, the term interaction is conceptually
simple; it is a kind of action that occurs as two or more objects
have an effect upon one another. In practice, interactions
among the components dramatically increase the complexity
of the overall system. It is intuitively obvious that growing
interaction complexity poses a great challenge to engineer
safety of the system. In some cases, although hazard iden-
tification and safety assessment had been undertaken for
system components, the hazards could be missed apparently
at least in part because they arise out of the complex and
indirect interactions in a complex system, especially when the
components of the system are independently developed or
operated. The new challenge to MBSA due to the complexity
of a system is that it is very hard to analyze all possible
dysfunctional interactions in the system so that its hazardous
states which reflect the effects of dysfunctional interactions
and inadequate enforcement of safety constraints can be
identified.

Using interface models to capture these interactions
would offer twofold benefits. Interface information could be
abstracted from the existing system design models conve-
niently. This is helpful to the tight integration of the systems
and safety engineering processes. Furthermore, interface
models are often more abstract and contain much less
corresponding implementation details, which help to combat
the state space explosion problem in the following automatic
analysis.

In this paper, we propose an approach of model-based
safety analysis which utilizes extended interface automata [13]
to model the nominal behaviors as well as fault behaviors of
the system. To avoid the exploration of the entire reachability
set, we present a structural analysis strategy, which takes into
account the inner structure of state space. This has made
possible development of efficient algorithms for the purpose
of safety analysis. By applying state space reduction and
heuristic search, a much smaller reachable space needs to be
explored and thus the efficiency of proposed minimal cut sets
algorithm has been improved.

The rest of the paper is organized as follows. In Section 2,
we introduce interface automaton as a formal model for safety
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analysis. In Section 3, we show how to use domain knowledge
for efficient state space reduction and minimal cut sets
generation. Section 4 mainly demonstrates our approach on
a small yet realistic safety-related example where minimal cut
sets are generated and analyzed. Conclusions and outlooks for
future work are presented in Section 5.

2. Interfaces and Fault Modeling

2.1. Definitions and Notation. Interface automata give a
formal and abstract description of the interactions between
components and the environment. This formalism captures
the temporal aspects of component interfaces, including
input assumptions and output guarantees, in terms of I/O
actions and the order in which they occur in automata.
Input assumptions describe the possible behaviors of the
component’s external environment, while output guarantees
describe the possible behaviors of the component itself.

Definition I (interface automata). An interface automaton is
defined as a tuple P = (7 p, 73", I p, Op, # p, T p), where

(i) 7'p is a finite set of states,
(ii) %gm C 7'p is a set of initial states,

(iil) Fp, Op, and F p are mutually disjoint sets of input,
output, and internal actions; one denotes by &/, =
FpUOpUF) the set of all actions,

(iv) Tp € 7'p x dp X ¥ p is a transition relation.

A trace on interface automaton is an alternating
sequence consisting of states and actions, such as
Po>G9> P1>Gys - - > Gp_y» Py Where p; € 7'pand a; € dp
(i €{0,....,k}and j € {0,...,k — 1}). Ifan action a € 7
(resp.,a € Op,a € Hp), then (v,a,v) € Tp is called an
input (resp., output, internal) transition. We denote by 7 g
(resp., 75, T f,f) the set of input (resp., output, internal)
transitions. An action a € &/ is enabled at a state v € 7'
if there is a transition (v,a,v') € I p for some v € 7 'p. We
denote by F,(v), Op(v), and F p(v) the subsets of input,
output, and internal actions that are enabled at the state v.

We illustrate the basic features of interface automata by
applying them to the modeling of a railroad crossing control
system. Figure 1 depicts the interfaces of three components
modeling the train, controller, and gate, respectively. Two
sensors are used to detect the approach and exit of the train.
The state changes of the controller stand for handshaking
with the train (via the actions Approach and Exit) and the
gate (via the actions Lower and Raise by which the controller
commands the gate to close or to open). When everything is
ready, a signal Enter is sent to authorize the entrance of the
train.

In the graphic representation, each automaton is enclosed
in a box, whose ports correspond to the input and output
actions. The symbols ? and ! are appended to the name of the
action to denote that the action is an input and output action,
respectively. An arrow without source denotes the initial state
of the automaton.
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FIGURE I: The interface models of railroad crossing control system.
The parallel composition of interface automata shows
how they all relate and work together. In Alfaro and Hen-
zinger’s original paper of interface automata [13], providing
a particular form of parallel composition mainly aimed to Approach Lower
analyze the compatibility of components. In this paper, the
compatibility is not our concern. Therefore, we abandon Enter
this kind of parallel composition, using a more traditional
Exit Raise

one which is common in automaton theory. Two interface
automata P and Q are composable if SN I =@ = Op N
Oq; that is, they have neither common inputs nor common
outputs. We let shared(P,Q) = o/p N /. In a composition,
the two automata will synchronize on all common actions
and asynchronously interleave all other actions.

Definition 2 (parallel composition). If P and Q are compos-

able interface automata, the parallel composition P x Q is the
interface automaton defined by

Voxa =7 px Vo
Vovg =V X V3",
Ixq = (FpUI) \ shared (P,Q),
Opxq = (0p U Og) \ shared (P,Q),
K pxq = (#pU ) \ shared (P,Q),
T ={(mw),a,(v,u)) [ (v,a,v') € TpAa W
¢ shared (P, Q) Au € 7}
u{(mw,a,(vi)) | (wau') e Tona
¢ shared (P,Q) A v € 7/p}
u{(muw),a,(V.u')) 1 (nav') e Tp A (nau')

€ T o/Na € shared (P,Q)}.

The parallel composition of train and controller is shown
in Figure 2(a). Here, we have only depicted the reachable

(a) Train x controller

(b) Train x controller x gate

FIGURE 2: The parallel composition of interface models.

states of the composition. The automaton train x controller x
gate in Figure 2(b), where all the actions have been hidden
as internal ones after synchronization, describes the system
function in an orderly and concise manner.

2.2. Fault Propagation Modeling on Interface Automata. For
model-based safety analysis, failure modes must be explicitly
modeled. Our approach to modeling fault behaviors is to
specify them using the interface automata notation itself.
The incorporation of the fault behaviors directly on the
system interface models will promote ease of specification of
complex fault behaviors for both the system design and safety
engineers, allowing them to create simple but realistic models
for precise safety analysis.

Fault modeling is aiming to specify the direct effects of
failure modes. In our approach, this is done via importing
new actions, states, and transitions to the existing models.
There are two types of faults in interface automata: basic faults
and propagating faults. Basic faults differ from propagating
faults in their activation condition. Basic faults are intrinsic to
a component and originate within the component boundary.
Their activation occurs independently of other component
failures and can be modeled using an independent input
action.

The faults that get activated by interaction or interference
due to error propagation are considered as propagating faults.
In interface automata, propagating faults will be synchro-
nized during the composition of two components and then
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FIGURE 3: Basic faults and propagating faults in interface automata.

hidden as internal actions. We denote by & and &,
respectively, the mutually disjoint sets of basic faults and
propagating faults.

Consider the cooling water supply system in Figure 3.
This system consists of an electric pump and a water tank.
Two components synchronize on action Water, which means
there is water in the tank and the pump will start working
(action Pumping). However, the tank may be broken or
empty, denoted by input actions Broken and Empty. Here,
Broken and Empty are basic faults since they originate within
the tank component. NoWater is defined as a propagating
fault to model the failure propagation from water tank to
the pump. Also, there are other propagating faults, like
power failure (action Pow_F) and the stop of pump (action
Stop), between pump and other devices not listed in this
example.

Our extension towards interface automata lies on two
aspects. Firstly, as shown in Figure 3, the extended definition
of interface automata could be regarded as a 7-tuple P =
(Vs VI, T 1, Opy T p, T py &, &), Since & and &P
also have input or output attributes, they do not need special
treatment during the composition. Besides, solid lines in the
figure depict the nominal system interfaces, while the dash
lines show the fault behaviors of each of the components.
Based on the real system interfaces, this kind of extension is
easy to perform and easy to understand and provides useful
system insights and shared formal models between the design
and safety analysis stages.

3. Algorithms Assist in Failure Analysis

Minimal cut set is the combination of basic faults which can
guarantee occurrence of a top-level event (TLE), that is, a set
of undesired states, but only has the minimum number of
these faults. The key problem investigated in this paper is how
to efficiently produce minimal cut sets through exhaustive
state space exploration. We first give the following definitions
of (minimal) cut sets.

Definition 3 (cut set). Let P = (7'p, ng’ Iy Op, I p, T p)
be an interface automaton, &' the set of basic faults, and top-
level event TLE € 7. cs € & is a cut set of TLE if there
exists a trace t = Py, dy, P1>ay> - - - > d_1» P ON P satisfying the
following:

1) po € ZP", p; ¢ 75" (i € {1,...,k}), and p; € TLE;
() Vi€ {0,....,k—1} (a; € & - g; € cs);
(3)Vaecs > act.

Intuitively, a cut set is a combination of some basic faults
which can lead to the occurrence of the given top-level
event, that is, the set of all basic faults contained in a trace
from initial states ng to top-level event (TLE) is a cut set
with respect to TLE. We use CS}T)LE to represent all cut sets
on automaton P with respect to TLE. Minimal cut sets are
formally defined as follows.

Definition 4 (minimal cut sets). Let CSy, ; be the set of all cut
sets on automaton P with respect to TLE. One has the set of
all minimal cut sets of TLE on automaton P as follows:

MCS?LE = {cs € CS?LE | Ves'
(2)

14 ! !
€ CSyk (cs Ccs—rcs = cs)}.

Based on the previous definitions, the computation of
minimal cut sets is to find out all traces leading to the TLE,
that is, all cut sets CS%, ., and then minimize these sets.

3.1. State Space Reconstruction. Several automatic analysis
techniques for minimal cut sets generation have been devel-
oped on a variety of models, for example, Petri net, finite
state machine, NuSMV model, and AltaRica model. The
main difficulty in this kind of search-based minimal cut sets
generation is state space reduction, because in general the
complexities of searching algorithms depend on the size of
the state space.

We observed that, for safety analysis on interface models,
only those actions that contribute to the occurrence of
the predefined TLE need to be analyzed. During the state
exploration, noncontributing actions could be ruled out as far
as possible. This means that a majority of transitions relevant
to internal and output actions could be peripheral to our core
searching algorithm. Based on this observation, we develop a
procedure of state space reduction.

To reconstruct the state space of the given interface mod-
els, our approach is to cluster states that are noncontributing
to the occurrence of TLE into equivalent classes and eliminate
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relevant transitions. The numbers of states and transitions are
reduced using a restricted forward and backward reachability
analysis from initial states and TLE, respectively. The result
is a representation of the state space that is compact and
minimal in some sense and keeps all necessary information
about faults propagation.

Definition 5 (state space partition). Let P be an interface
automaton, &°" the set of basic faults, and top-level event
TLE < 7 p. The set of states 7" consists of three dis-
joint parts, denoted by SafetyArea”, TriggeringArea®, and
HazardCore”, where

(i) Saf etyAreaP isa forward closureU € 7" such that (1)
Wg”t cUand(2)ifu € Uand (u,a,u’) € (9‘,%9‘??),
then ' € U;

(ii) HazardCore® is a backward closure U € 7 p such that
(1) TLE € U and (2) ifu € U and (', a,u) € (T U
P]ff), thenu' € U;

(iii) TriggeringArea” = %' \ (SafetyArea” U Hazard
Core?).

Definition 5 divides the state space of an interface
automaton into three separate areas based on top-level event
(TLE). Intuitively, the set SafetyArea contains the reachable
states of an automaton from the initial states by taking
only internal or output transitions. In this area, the current
running of the system is safe and there is no occurring
of any basic faults. HazardCore consists of all states that
can reach TLE through a series of continuous internal or
output transitions. States within the scope of HazardCore
could evolve into TLE without any external stimulation, that
is, the occurrence of any basic fault. TriggeringArea is a
complement set containing all states of 7" excepting those
in SafetyArea U HazardCore. According to this definition, all
of the basic faults are contained in the TriggeringArea, which
is the focus of our state exploration algorithm for minimal cut
sets generation.

We use a directed graph DGy, consisting of vertices and
labeled edges, to denote the underlying transition diagram of
an interface automaton P.

Definition 6 (state space reconstruction). Given an interface
automaton P, Reduced(DGp) is the reduced form of its
original transition diagram by applying the following steps
on DGp:

(1) remove all transitions from TriggeringAreaP to
SafetyArea”;

(2) remove all transitions from HazardCore’ to
SafetyArea” or TriggeringArea’;

(3) combine all states of Saf etyAreaP into a new state Init;
(4) combine all states of HazardCore® into a new state

Top.

Definition 6 and Figure 4 show the process of our state
space reduction strategy. All states in the set SafetyArea are

5
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State | ——

space

Triggering
area

Hazard core

FIGURE 4: The reconstruction of system state space.

Triggering
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merged into a new state Init. All states in the set HazardCore
are combined into state Top. After removing all reverse
transitions on the fault propagation path, we get a new state
space for further analysis.

Theorem 7. Let P be an interface automaton. If cs is a cut set
with respect to top-level event (TLE), then there exists a trace t
in Reduced(DGp) from Init to Top, containing all elements of
cs.

Proof. Since the set of basic faults cs is a cut set of
TLE, according to Definition 3, there is a trace t' =
Po»Ggs P> @1 - - - 1> P in DGp from 775 to TLE satisfying
Va € ¢s > a € t. By applying steps (3) and (4) of
Definition 6 at both ends of this trace, respectively, we get
anew path ¢t = Init,a,, p,..1>---> P> Gy LOp. Obviously, ¢ is
in Reduced(DGyp). During this process, only those internal
and output transitions in SafetyArea” and HazardCore” are
removed. Because all basic faults are defined as input actions,
hence no basic fault is eliminated from t'; that is, trace ¢ still
contains all elements of cs. O

The essence of the search-based minimal cut sets gen-
eration is to find out all combinations of basic faults that
contributed to the top-level event in DGp. Theorem 7 shows
that DG and Reduced(DGp) are equivalent for this purpose,
whereas the latter contains far fewer states and transitions. We
use an example to illustrate the effectiveness of this approach.
Reconsider the previous railroad crossing control system in
Figure 1, which is in an ideal world where no errors occur. The
next step is to extend these models such that failure modes are
also correctly described. The following three failure modes
are taken into account in this example:

(i) Failure of the sensors (actions S1_F and S2_F) which
will prevent sending signals (actions Approach and
Exit) when the train is approaching or exiting.

(ii) Failure of the brake (action Bra_F) which will lead to
nonauthorized entering of the cross, that is, bypassing
action Enter.

(iii) Failure of the barrier (action Stuck) which results in
the barrier being stuck at any location; a new state g,
is added to represent the stuck state of the barrier.

These failure modes are integrated into the formal inter-
face models, as shown in Figure 5. This model extension pro-
vides us a failure propagation map on nominal system model,
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FIGURE 5: The extended interface models of railroad crossing control.
separate subgraphs to represent the entire state space, while
these subgraphs have the common endpoints Init and Top.
Init 3.2. Minimal Cut Sets Generation. Here, we discuss the basic
o searching algorithm for cut sets generation using forward
tuck? reachability analysis. The first step is to find all possible simple
Stuck? Bra_F? paths (paths without cycles) between two vertices, that is, Init
Bra_F? Bra F? . .
— and Top, in the graph Reduced(DGp). To solve this problem,
the traditional depth-first search algorithm could be adjusted
Top Top in the following manner:

Stuck?
A\

S1_F?

FIGURE 6: The reshaped state space Reduced(DGg).

reflecting both normal interactions and fault propagation.
The safety goal of this system is clear:

SR 1: it must never happen that the train is on the crossing
(at state t,) and the crossing is not secured (at state g,

or gs).

RC = trainx controller x gate is the parallel composition
of those extended interface models. There are 30 states and 63
transitions in the state space DGy. By using the state space
reduction technique in Definition 6, we can obtain a reduced
state space Reduced(DGygc), as shown in Figure 6, which only
contains 17 states and 31 transitions. For brevity, we use 3

(1) Start at source vertex Init and perform a depth-first
walk. All nodes on the path are pushed in a stack and
set as visited.

(2) When the top element of the stack is target node Top,
a path is successfully found. Record this path, pop out
Top, and set it as unvisited.

(3) For the current top of the stack u, find its successor
that is unvisited and push this node in the stack. If
no such successor exists, pop out u and set u and its
successors unvisited.

(4) Go back to step (2) until the stack is empty.

To better visualize this process, one can think of a search
tree rooted at the vertex Init, and all simple paths leading to
node Top constitute the body of this tree. As an illustration,
consider the searching of Figure 6(b). The tree structure in
Figure 7(a) depicts all simple paths between Init and Top
generated by the above algorithm. Since a cut set only consists
of basic faults, we get the following four cut sets from this tree
by removing extra actions and duplicate paths:

{Stuck, Bra_F},
{Stuck, S1_F, Bra_F},

{S1_F,Bra_F}, ©)
{S1_F, Stuck, Bra_F} .

After finding all possible cut sets in Reduced(DGp),
it is easy to identify those minimal ones. According to
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FIGURE 7: The comparison of different search strategies.

Definition 4, given two cut sets cs; and cs,, if cs; C cs,, cs,
must not be a minimal cut set. This fact could be used to
design a simple filter through pairwise comparison of these
cut sets. It is worth noting that sorting this set of cut sets by
size in advance will make the comparison more efficient. So
far, we have presented a simple search-based algorithm for
minimal cut sets generation.

Unfortunately, this naive algorithm has a major draw-
back: it needs to traverse all possible simple paths between
Init and Top during the searching. However, from a practical
perspective, some branches of the search tree could be
pruned. Since the ultimate goal is to get minimal cut sets,
according to Definition 4, no further extension of the current
path is necessary if it contains a cut set which has been
found in the previous exploration. Using this observation,
we present a heuristic searching strategy based on a bounded
breadth-first search to improve the performance of state space
exploration.

The basic idea is to search for all simple paths between
Init and Top whose lengths are bounded by some integer k.
This problem can be efficiently solved in Reduced(DGp) via
a breadth-first search with bound k. The result is a set of cut
sets whose lengths are no more than k, denoted by Ksets, and
can therefore be used for guiding the branch pruning during
the rest searching. Figure 7 shows a very distinct optimization
effect on the graph Reduced(DGy). Firstly, we perform a
bounded breadth-first search (let k = 1) on Reduced(DGp).
Via a breadth-first search with depth 1, the searching process
will find two traces from Init to Top, which are exactly shown
as Figure 6(a). Thus, we get

Ksets = {{Stuck}, {Bra_F}}. (4)

We then use part of the state space (i.e., Figure 6(b)) to
demonstrate the branches pruning effect of Ksets. Figure 7(a)
shows the paths generated by the naive algorithm, while
Figure 7(b) represents the results of the optimized algorithm
which uses Ksets to prune superfluous paths. The comparison
indicates that over half of the total vertices and edges are
ruled out of the searching. In order to tail off the search space
and boost converging rate of the algorithm, unnecessary
branches are trimmed in terms of the results of the k bounded
searching.

Algorithm 1 implements the above discussed techniques,
which takes as input a directed graph Reduced(DGp), a set of
basic faults BasicFaults, and bounded searching result Ksets.
The output MCSList returns all minimal cut sets as a list,
which will be initialized with Ksets. The set cs is used to
record all basic faults in the current path, and it will be added
to the end of MCSList once the node Top in Reduced(DG) is
reached. All nodes on the current searching path are pushed
into a stack S. If the top element of the stack is node Top
or cs € MCSList, the algorithm will backtrack to continue
the search for a new path by popping out the old stack
top and trying out the unvisited neighbor of the new stack
top. This procedure is repeated over and over until S gets
empty. Procedure Filter(MCSList) carries out the pairwise
comparison of all elements in MCSList to get those minimal
cut sets, as we mentioned before.

For Reduced(DGygc) in Figure 6, computing Ksets =
{{Stuck}, {Bra_F}} with k = 1 firstly and then using Algo-
rithm 1 to perform a full search in state space, we get all
minimal cut sets MCSList = {{Stuck}, {Bra_F}}. This result
shows that the necessary and sufficient conditions for the
occurrence of top-level event (i.e., a train is on the crossing,
while the crossing is not secured) are as follows: the barrier
is stuck or the brake fails, while sensors failure will not
consequentially lead to a dangerous situation.

In this approach, the choosing of parameter k in the
bounded searching is relatively flexible, depending on the
size of Reduced(DG). The role of Ksets will gradually change
with the increasing of k. Obviously, if the value of k is big
enough, all simple paths between Init and Top will be found in
a breadth-first way with low efficiency. Therefore, providing
an appropriate value for k is key to the solution. For large
models, we recommend a relatively small k for the bounded
searching firstly. If Algorithm 1 can not terminate within
a reasonable amount of time, gradually increase k until an
adequate number of searching branches have been cut down
so that the algorithm gets terminated.

4. Fuel Supply System Example

In this section, we exemplify our approach with a fuel supply
system for small aircraft. Figure 8 is the schematic diagram
of this system. The engine is supplied with fuel pumped at
high pressure from a collector tank—a small tank located
close to the engine. This demonstration is not concerned with
the high-pressure fuel system. The main fuel storage in the
aircraft is in the left and right main tanks. Each tank contains a
low-pressure pump (P and Q in the diagram) which transfers
fuel to the collector tank via valves A and B as required. In



Mathematical Problems in Engineering

Input: Reduced(DG), BasicFaults, Ksets

(2) MCSList := Ksets;
(3) ¢s :== Null;
(4) while S is not empty do

(16) Update(cs);

(20) Update(cs);
(21) Filter(MCSList);
(22) Return(MCSList);

Output: MCSList is a list of minimal cut sets.
(1) Push Reduced(DG).Init in stack S and set it visited;

(5)  v:=S.top(); // Get the top element of stack S
(6) if There exist a vertex u satisfying ((v,b,u) € Reduced(DG) A u is unvisited) then

(7) if b € BasicFaults then

(8) Add basic fault b into the set cs;

9) if cs ¢ MCSList then

(10) Push u in stack S;

(11) else

(12) Remove a from cs;

(13) Set u visited,

(14) else

(15) Pop v from stack S and set v as well as its successors unvisited;

(17) if the current top element of the stack is Reduced(DG).Top then
(18) Add a copy of cs to the end of MCSList;
(19) Pop out Reduced(DG).Top and set it unvisited;

ALGORITHM 1: Generation of minimal cut sets.

flight, valves A and B are normally left open. The aircraft
also has a smaller reserve tank, also fitted with its own low-
pressure pump R. All pumps are protected by nonreturn
valves W, X, Y, and Z. Valves C and D (normally closed
and opened when required) allow fuel to be transferred from
the reserve to either wing tank as necessary. The pumps have
built-in overpressure protection; in the event of attempting
to pump into a closed or blocked pipe, the overpressure relief
system will simply return fuel to the tank.

We model this system at interface level by three com-
ponents interacting with each other, as shown in Figure 9.
The automaton at the top left, denoted by P ., describes the
interface behavior of the left tank, pump P, and valves W
and A. The top right model Py;g, consists of the right tank,
pump Q, and valves X and B. The reserve tank, pump R, and
valves C, D, Y, and Z are modeled as Py, at the bottom.
The solid part of the figure depicts the nominal interactions
among these components.

In order to analyze the system behavior in presence of
faults, we would like to extend this nominal system model
with the given failure modes. In Table 1, we list all faults under
consideration, defined as input or output actions, and their
intuitive meaning. Those dash lines as well as the new added
actions in Figure 9 demonstrate our model extension. The
parallel composition FSS = P ¢ X Pyogiom X Prighe describes the
behavior of this fuel supply system in the presence of faults.

There are 140 states and 560 transitions in the state space
For this example, assume that the safety requirement is as
follows:

SR 2: simultaneous loss of fuel supply from the left and right
main tank will not occur.

That is to say, it must never happen that P, , is at the state p,
and at the same time Ppyg, at q,. Thus, the top-level event is
TLE = p, * g,, where * is used as a wildcard to substitute for
any state of automaton Py ,,,,- The set of all basic faults could
be obtained from Table 1, that is,

& = (A_F,B.F,C_F,D_F,X_F,Y_F,Z_F,W_F,
(5)
Empty_P, Empty Q, Empty R} .

According to Definition 5, DGpgg could be divided
into three parts: SafetyAreans, TriggeringAreaFSS, and
HazardCore™®, while TriggeringArea™® is the focus of our
attention. Using the reconstruction approach given in Def-
inition 6, we get a reduced state space Reduced(DGggg). In
contrast, the new state space only contains 88 states and 442
transitions.
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TABLE 1: Parameters of the fuel supply system interface models.

Name Action Type Meaning

A_F,B_F Input Basic fault Unintended shutdown of valve A or B

C.F,D_F Input Basic fault Failure to open valve C or D

W_F,X F,Y_F,Z_F Input Basic fault Clogging of valve W, X, Y, or Z

P_F,QF,RF Input Basic fault Pump failure in P, Q, or R

OutputP, OutputQ Output Propagating fault Fuel supplied successfully by pump P or Q
No_outputP, No_outputQ Output Propagating fault No Fuel supplied by pump P or Q

Empty_P, Empty_Q, Empty_R Input Basic fault Left, right, or reserve tank is empty

InputPR, InputQR Input & output  Propagating fault  Fuel supplied successfully from reserve tank to the left or right one
No_input PR, No_input QR Input & output ~ Propagating fault No Fuel supplied from reserve tank to the left or right one

Collector

(g
Q
N | O

Right

Or

Reserve

FIGURE 8: The fuel supply system for a small aircraft.

In our case, we choose k = 4 for the bounded breadth-first
search which returns a few cut sets Ksets as a key parameter
for the further computation, where

Ksets = {{P_F,Q_F},{P_F, X_F},{P_F, B_F},
{W_E,Q_F},{W_F, X_F},{W_F,B_F},{A_F,Q_F}, (6)
{A_F, X_F},{A_F,B_F}}.

Then, Algorithm 1 is performed with Ksets and its successful
termination returns the following MCSList, including 39
minimal cut sets:

{P_F,Q_F} {P_F, X_F} {P_F, B_F} {W_F,Q_F}
(W_F, X_F}

{W_F,B_F} {A_F,Q_F} {A_F, X_F} {A_F,B_F}
{P_F,R_F, EmptyQ}

{P_F, EmptyR, EmptyQ} {P_F, D_F, EmptyQ}
{P_F, Z_F, EmptyQ}

{W_F, R_F, EmptyQ} {W_F, EmptyR, EmptyQ}
{W_F, D_F, EmptyQ}

{W_F, Z_F, EmptyQ} {A_F, R_F, EmptyQ}
{A_F, EmptyR, EmptyQ}

{A_F, D_F, EmptyQ} {A_F, Z_F, EmptyQ}
{EmptyP, R_F,Q_F}

{EmptyP, R_F, X _F} {EmptyP, R_F, B_F}
{EmptyP, R_F, EmptyQ}

{EmptyP, EmptyR, Q_F} {EmptyP, EmptyR, X _F}
{EmptyP, EmptyR, B_F}

{EmptyP,Y _F, B_F} {EmptyP, C_F, Q_F}
{EmptyP,C_F, X F}

{EmptyP, C_F, B_F} {EmptyP,Y _F,Q_F}
{EmptyP,Y _F, X _F}

{EmptyP, EmptyR, EmptyQ}
{EmptyP, C_F, D_F, EmptyQ}
{EmptyP, C_F, Z_F, EmptyQ}
{EmptyP, D_F, EmptyQ,Y _F}

{EmptyP,Y _F, Z_F, EmptyQ}

Additionally, this kind of automatic analysis on interface
models provides a convenient way to explore the feasibility
of different architectures and design choices. For instance,
consider the following safety requirement:

SR 3: any loss of fuel supply from the left or right main tank
is not allowed.

An interface automaton implicitly represents both
assumptions about the environment and guarantees about
the specified component. One interesting note about this
formalism is that while the environment changed, it would
exhibit different system behavior. The environment could
also be modeled explicitly by another interface automaton.
For safety requirement SR 3, any occurrence of output
actions No_outputP or No_outputQ will lead to danger. The
automaton in Figure 10 provides such an environment by
accepting these actions as legal inputs. Using the composition
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TABLE 2: The comparison of experimental results.

RC+SR1 FSS + SR 2 FSS2 + SR 3
States in DG 30 140 132
States in Reduced(DG) 16 88 26
Transitions in DG 63 560 536
Transitions in Reduced(DG) 31 442 176
Paths generated by naive searching 19 59721 603
Paths generated by Algorithm 1 8 34875 316
Minimal cut sets 39 14

W_F? X_F?

OutputP!

OutputP!
No_inputPR?

p4 InputPR? p3

No_inputQR!

OutputQ!

OutputQ!

q4 InputQR? q3

No_inputQR!

No_inputPR!

FIGURE 9: The interface models of fuel supply system.

No_outputQ?

No_outputP?

FIGURE 10: An environment model of fuel supply system.

of FSS and Env, we can quickly locate all dangerous states by
TLE = s e, in the new interface model FSS2 = FSSxEnv,
which consist of 132 states and 536 transitions. In a similar
way, the state space can be reduced to Reduced(DGggg,),
containing only 26 states and 176 transitions, and then the
corresponding minimal cut sets are generated as follows
(with the choice of parameter k = 2):

{P_F} {W_F} {A_F} {Q_F} {X_F} {B_F}

{EmptyP, R_F}

{EmptyP, EmptyR} {EmptyP, C_F} {EmptyP,Y _F}
{R_F, EmptyQ)}

{EmptyR, EmptyQ} {D_F, EmptyQ}
{Z_F, EmptyQ)

The above demonstration and experimental results
shown in Table 2 indicate that not only is the state space
reduction effect satisfactory, but also the improved searching
algorithm has more quick convergence speed than naive
exhaustive searching. Both of these models can benefit
from state space reconstruction, but the impact is more
pronounced on FSS2 where nearly eighty percent of the
states and seventy percent of the transitions are eliminated.
The number of simple paths generated by the searching
process is considered as an index of efficiency. The naive
searching strategy will deliver all corresponding simple
paths in the state space, while Algorithm 1 discards some
unnecessary branches for further exploration. Essentially,
these two technical measures contribute to the efficiency
improvement by narrowing down the search region from
different perspectives.
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5. Conclusions and Future Directions

Safety analysis is indispensable for ensuring the system safety
but is very time-consuming and error-prone. The approach
presented in this paper has shown that applying interface
automata and restricted reachability analysis techniques to
faults modeling and minimal cut sets generation yields a
promising means to improve automation and reduce the
effort of the analysis. We believe that it is in these areas that
formal methods could be most effectively used to aid in safety
analysis.

Although several search-based failure analysis approach-
es have been proposed, this is the first reported application
of using the characteristics of faults propagation and cut
sets to speed up the search process in a reduced state
space (i.e., via our state space reconstruction and guided
searching strategy). Besides taking full advantage of domain
knowledge, a further very important merit is the flexibility of
this approach. With different setting of environment param-
eters, interface automata could exhibit different behavior
which provides an efficient way for engineers to explore
different design choices, as we have shown in the case
study.

However, we note that directly adding complex fault
behaviors to nominal system model tends to severely clutter
the model with failure information. This added complexity
typically obscures the actual nonfailure system functionality
which will make model evolution and maintenance difficult.
Without favorable tool supporting, manual incorporation of
the fault behaviors may also lead to error-prone extension
of the nominal model. Therefore, it is crucial to sepa-
rately specify fault behavior with a formal notation (e.g.,
FPTN) and provide a merge mechanism for automatic model
extension.

In this paper, we concentrated our attention on fault
propagation analysis, but the other important features such
as failure ordering analysis and fault tree generation and
optimization were not discussed. We will work on those issues
and larger case studies aimed at analyzing the scalability
of this approach will be the emphasis of our further work.
Furthermore, we find some useful characteristics of our state
space partition strategy, such as the identification of Hazard-
Core and TriggeringArea, can provide valuable information
for runtime monitoring, failure forecast, and fault diagnosis.
That might be an interesting attempt to explore the role
of model-based safety analysis in system verification and
validation.
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Renewable energy is critical for improving energy structure and reducing environment pollution. But its strong fluctuation and
randomness have a serious effect on the stability of the microgrid without the coordination of the energy storage batteries. The main
factors that influence the development of the energy storage system are the lack of valid operation and maintenance management
as well as the cost control. By analyzing the typical characteristics of the energy storage batteries in their life cycle, the geometric
process-based model including the deteriorating system and the improving system is firstly built for describing the operation
process, the preventive maintenance process, and the corrective maintenance process. In addition, this paper proposes an optimized
management strategy, which aims to minimize the long-run average cost of the energy storage batteries by defining the time interval
of the detection and preventive maintenance process as well as the optimal corrective maintenance times, subjected to the state
of health and the reliability conditions. The simulation is taken under the built model by applying the proposed energy storage
batteries’ optimized management strategy, which verifies the effectiveness and applicability of the management strategy, denoting

its obvious practicality on the current application.

1. Introduction

Along with the quality of environment being more and more
emphasized, the microgrid, which regards the renewable
resources as the major energy source, is growing rapidly in
recent years. Energy storage technology in the microgrid
system indicates tremendous development potential since
it could solve the fluctuation and randomness problems of
the renewable energy generation to a great extent [1, 2]. It
achieves a smooth output of the power by effectively regulat-
ing the voltage, frequency, or phase changes so that the large-
scale wind power and photovoltaic power generation will be
incorporated into the microgrid reliably [3].

Main energy storage devices in the microgrid include
the energy storage batteries, energy storage inductors, and
energy storage capacitors, where the energy storage batteries
are mostly used. Aimed at achieving integrated scheduling
for regulating both the generation side and distribution side,
all of the energy storage batteries are installed centrally in
the charging room, considering the energy storage batter-
ies’ deteriorating characteristics with aging as well as the

degradation of performance during times of charging and
discharging. Strict maintenance and management aimed at
the energy storage batteries are necessary for improving the
electric energy efficiency, prolonging the service life, and
reducing the life cycle costs [4, 5].

Munoz-Condes et al. [6] take into account the battery
operating conditions and establish the mathematical rela-
tion between the impedance of simultaneous cells and the
temperature for any model of lead-acid battery. Ure et al.
[7] present a development and hardware implementation
of an autonomous battery maintenance mechatronic system
for the unmanned aerial vehicles. Li et al. [8] develop a
multistep-ahead prediction model to predict the state of
health and remaining life of the battery based on the mean
entropy and relevance vector machine. Ablay [9] proposes a
robust nonlinear estimator-based online condition monitor-
ing method to determine the state of health of the battery
systems online in the industry. Zhao et al. [10] develop an
optimization model considering the lifetime characteristics
of lead-acid batteries to realize the economic operation
of a standalone microgrid via the nondominated sorting
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FIGURE 1: The states of operation and maintenance.

genetic algorithm. Liao and Koéttig [11] focus on the hybrid
prognostics approaches and leverage the advantages of the
combining prognostics models for the battery’s remaining
useful life prediction. Han et al. [12] propose a novel health
prediction model of the battery based on sample entropy
and establish the prediction model by calculating the sample
entropy. Wang and Liu [13] estimate the battery state of charge
and implement the fault diagnosis according to the battery
status to achieve the full and efficient use of battery power.

However, the previous estimation and monitoring studies
related to the battery management mainly focus on the
battery’s prediction and monitoring but seldom distinguish
and analyze the impact on the different states in the battery’s
life cycle including the operation, preventive maintenance,
and corrective maintenance. And the geometric process-
based (GP-based) method, with its practical advantages in
characterizing the whole life cycle of component or system
[14], gains large attention in recent years, and many researches
have been taken based on GP in different application
domains. Lam [15] introduces a geometric process §-shock
maintenance model and adopts a replacement policy for
minimizing the long-run average cost per unit time. Zhang
[16] proposes a GP-based preventive repairment policy to
solve the efficiency for a deteriorating and valuable system to
minimize the average cost rate. Wang and Zhang [17] apply
a bivariate preventive repair policy to solve the efficiency for
a deteriorating and valuable system to minimize the average
cost rate. Huang et al. [18] propose a delayed geometric
process for the degenerative repairable systems by supposing
the system to be returned to the “as good as former” state
and the “worse” state with two different certain probabilities.
Considering the application of the GP-based method on the
energy storage batteries, the aging with the repeating charg-
ing and discharging, and the effect on the operation, preven-
tive maintenance or corrective maintenance should be taken
into account. Aimed at solving the energy storage batteries’
optimized management, a GP-based model with the deterio-
rating system and the improving system of the energy storage
batteries is firstly built, and then the long-run average cost
of the energy storage batteries is optimized under the con-
straint of the detection or preventive maintenance time inter-
val as well as the reliability demand through the proposed
optimized management strategy.

2. Typical State of the Energy Storage Battery

Aimed at the daily behaviors of the energy storage batteries,
the states of operation and maintenance are divided to dis-
tinguish the operation and maintaining processes, as is des-
cribed in Figure L

In the operation process, the energy storage batteries are
scheduled to charge if the excess renewable generated energy
exists and discharge if the energy is deficient; otherwise, the
energy storage batteries are on idle state. In the maintenance
process, preventive maintenance is performed in certain time
intervals depending on the defined function to enhance the
energy storage batteries’ performance and reduce the fre-
quency of breakdown. The corrective maintenance is per-
formed when the energy storage batteries break down or an
obvious fault has occurred. After a period of time, the energy
storage batteries would be replaced for some secondary appli-
cations when a certain index is unsatisfied.

Considering the aging of the energy storage batteries dur-
ing the life cycle, the performance comparison analysis under
the preventive maintenance state and corrective maintenance
state are shown in Figure 2. The preventive maintenance pro-
cess is helpful to improve the performance of the energy stor-
age batteries to a certain extent, but the descending over-
all trend is indubitable for their chemical properties. The
corrective maintenance process makes the disabled ones
to work again, which avoids the premature discard of the
energy storage batteries. Each of the maintenance processes
is absolutely helpful and necessary at the exact time so that
the appropriate maintenance strategy should be established
based on the service condition.

3. Mathematical Model of
the Energy Storage Batteries

The studied life cycle of the energy storage batteries starts
from the first use and ends with the replacement, or the time
interval between two contiguous replacements. Under the
fact that the chemical property of the energy storage batteries
is irreversible and degraded, the GP-based mathematical
model of the studied life cycle is firstly proposed aimed at the
typical processes, which includes the operation process, the
detecting process, the preventive maintenance process, the
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corrective maintenance process, and so on [19]. The whole life
cycle will be described in Figure 3.

Forn = 1,2,..., N, the time interval between the (n—1)th
and the nth corrective maintenance in the life cycle can be
defined as the nth period. Let {Xil, n=1,2,...,i=12,...}
be the ith operation time of the energy storage batteries after i
— 1th preventive maintenance in the nth period. Let {Y?, n =
1,2,..., i =1,2,...} betheith preventive maintenance in the
nth period. Given that each preventive maintenance is accom-
panied by a detecting process, the detections have the
same number of the preventive maintenances {M,, n =
1,2,..., N} in the nth period. Besides, the corrective main-
tenance time in the nth period is {Z,, n = 1,2,.. .}, and the
replacement time is H.

Now, the definitions and assumptions are made as follows
to establish the related mathematical model of the energy
storage batteries.

Definition 1. The successive operation time {X;, i=1,2,...}
in the nth period forms a GP with ratio a and E(X }) =

and the preventive maintenance time {Y,i, i=1,2,...}inthe
nth period forms a GP with ratio b and E(Y;) = u, while the
consecutive corrective maintenance time {Z,, n = 1,2,...}
constitutes a GP with radio ¢ and E(Z,) = v. Besides, the
replacement time H is a random variable with E(H) = .

Definition 2. The distribution function and probability den-
sity function of X, are F (@ 'x) and a"' f(a" ' x), respec-
tively.

Definition 3. The preventive and corrective maintenance cost
rates are, respectively, s and ¢, the benefit rate of the
operation is ¢,, the detection cost rate is ¢y, the replacement
cost rate is ¢, corresponding to the replacement time H, the
unit price of a new energy storage battery is ¢y, and the
secondary applications benefit of the depleted one is c;.

Assumption 4. {X;, i = 2,...} {Yr';, i = 2,...}, and
{Z,, n=1,2,...}areindependent. In addition, the processes

X, i = WM, + 1, n = SN andY), i =
1,2,...,M,, n=1,2,...,N are independent and identically
distributed (i.i.d.) random variables.

Assumption 5. The operation time decreases with age; thus
it is a stochastically decreasing GP-based model with a > 1.
And the preventive maintenance and corrective maintenance
processes are stochastically increasing GP-based model with
0O<b<land0<c<1.

4. GP-Based Optimized Management Strategy

Economy and reliability are the focus of most concern for
the construction of microgrid and even the energy storage
system. The evaluation aimed at the economy of the energy
storage system will be expressed as the average cost of the
energy storage batteries. Generally, the average cost is given
by the ratio of the total cost and the life cycle, as is shown in
function (1):

cw

C(1) = lim )

Depending on the definitions of the energy storage bat-
teries above, the successive periods form a renewal process;
therefore, the successive periods together with the cost rates
incurred in each period constitute a renewal process. Suppos-
ing an optimized management strategy (T, N) is applied, the
long-run average cost C(T, N) that is expressed by the defined
GP-based processes is given by

C(N)

C(T>N)=—) (2)
Total
where
N N M, N-1
C(N)=E(chM + ZZ ntC Y Z,+¢H
n=1 n=1i=1 n=1
N
+CN_CS_CbZXn>’ (3)
n=1

Troa = E (ZX +ZZY +Zz +H>

n=1i=1

Then, from function (2)-(3) the long-run average cost of the
energy storage batteries is shown as function (4):

N N M, N-1

C(T,N)=E<chMn+cpZZY;+cc Yz,

n=1 n=1i=1 n=1

N
+crH+cN—cS—cbZXn>

n=1
-1

< <ZX,,+ZZY,’,+ ZZ,,+H>>

n=1i=1
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N N
= <chE(M,,)+cpZ bf_lE(Mn)+cc Z _Cnv_1
n=1

n=1

+ch+cN—cs—cbZE(Xn)><ZE(XH)

N " N1, -1
+ Z bn—lE(M")+ Z = +T> )
n=1 n=1

To further obtain the explicit result of C(T,N), the
number of preventive maintenances M,, is supposed to have

= Given that the operation time has a Weibull distribution
with density function,

F = 2(9“ e"p<_<t
0,

n=1

>|
N———
>~
N————
—
Vv
—~
—
(=]
=

Then,
(4)

p,=F (a"_IT) =1-exp (— (%an_lT>k) ,

a geometric distribution, that is M,, ~ G(p,,), and then

P(X,<T)=F(a'T)=q,p, i=0,1,23,...,

qn:P(X,11>T):1—pn.
Consequently,

E(Mn)zﬁzﬂ.
pn pn

Then, the detection time and preventive maintenance

time in the life cycle are transformed into

E<§1Mn)= i L= P,

n=1 Pn

N M, i N 1-p,
E(ZZYn>=bel p:)'

n=1i=1 n=1

G, =1-p, =exp (— (%a"lT>k) ,
1
1—exp (— ((1/A) a"’lT)k)

t k
| A
-L exp(—(xa t) )dt: =

From function (4), (6), and (10)-(11), C(N,T) will be
(7) further expressed as

©)
D

y(T,n) =

(6)

~(amyar)* )
(8) C T, N) — > exp( (
( Cdr; 1-exp (— ((1/A) a”’lT)k)

Let E(X,,) = w(T,n) be the expected operation time in the

nth period:
E(X,) =y (T.n)

p ( o [ (@rieyar (an-lt)) o

1 T - _
e J (1-F(a""t))at. L o P

0

Ny exp (— ((1/)0 a"flT)k)

P exp (— ((1/A) a“‘lT)k)

By

-1
Ny Noa
+CCZW+CrT+CN_Cs Cbz
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exp <— ((1//\) a"’lT)k>

N N
Y o k
n=1 @ A exp (— ((1/A)a"'T) )
-1
N-1
v
+ S +T
n=1 ¢

(12)

Assuming that the preventive maintenance process would
be taken before the state of health (SOH) is down to R, one
has

F(a"'T)<1-R. (13)

From function (10), the constraint of T has the following
derivation:

1 n—1 k
1 —exp —<Xa T) <1-R,
k
<la"_1T) sln<l>,
A R (14)
1n4T<<1<1>yW
24 UM R ’
1/k
re X (m(1)".
a R

The reliability of the energy storage batteries is a represen-
tation of the full operation capability. Generally, it is defined
as A(T) = lim,_,,(A(t)/t). Under the proposed optimized
management strategy aimed at the life cycle of the energy
storage batteries, the reliability A(N,T) will be expressed as
the ratio of the operation time and the whole life cycle; that is,

A(T,N)

CE(DL X+ DL XA Y+ DL 2, + H)
Furtherly, from function (6), (8), (10)-(11), and (15),

e A A
am -3 (¥ L

n=1 n=1
1 s
N exp(-a"T/A N-1
S R
Z bl —exp(-a™IT/A) & c

Based on the above analysis, the objective function of the
proposed optimized management strategy is to find the mini-
mum value of C(T*, N*) against T* and N* under the con-
straint of the reliability threshold, which would be expressed
as

C(T*,N"): min C(T,N)

st. AT N")> A,

1/k
T< A_l (ln<l>> ,
a" R

where A is the threshold of the availability.

17)

10 + % E
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FIGURE 4: The constraint of T against N.

C(T,N)

FIGURE 5: C(T, N) against T and N.

5. Simulation Analysis

To verify the proposed optimized management strategy of
the energy storage batteries, numerical examples are analyzed
as follows. Originally from the lead-acid storage battery, the
main parameters are listed in Table 1. Under the constraint of
function (14), the time interval T that determines the detec-
tion and preventive maintenance processes have a certain
relation to the maximum number of corrective maintenances
N, which satisfies the area under the curve, as is shown in
Figure 4.

Considering the long-run average cost of the energy
storage batteries C(T, N) under the proposed optimized
management strategy (T, N), the simulation is firstly carried
out to gain the minimum C(T*,N¥), and the result is
illustrated in Figure 5. It indicates that the long-run average
costs increase as the number of corrective maintenances goes
up and decrease as the time interval of detection and pre-
ventive maintenance goes down. So the dense and multiple
times of detection, preventive maintenance, and corrective
maintenance would certainly raise the cost of the energy
storage batteries.



TABLE 1: Main parameters of the simulation.
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Parameter a b c A U Y T G, G S C. ol fon C, R k
Value 1.05 0.95 0.9 100 0.3 0.7 10 50 60 100 300 200 2000 200 0.8 0.9
TaBLE 2: The main explicit values of C(T, N).

N T

7 9 10 1 12 14 16 17 18

1 -14.94 -16.17 -16.64 -17.04 -17.39 -17.96 -18.41 -18.61 -18.78
2 —-16.88 -18.23 -18.74 -19.18 -19.57 -20.19 —-20.69 -20.90 -21.09
3 -17.33 -18.72 -19.26 -19.71 —-20.11 —-20.76 -21.28 -21.50" -21.70
4 -17.41 -18.83 -19.37 -19.84 -20.24 -20.91 -21.44 -21.67 -21.87
6 -17.16 -18.62 -19.18 -19.66 -20.08 -20.77 —-21.31 —21.55 -21.76
9 -16.42 -17.91 -18.48 -18.97 -19.40 —-20.11 -20.67 -20.91 —21.13
1 -15.80 -17.29 -17.87 -18.36 -18.79 —-19.51 -20.08 -20.32 -20.54
13 -15.10 -16.59 -17.16 -17.66 -18.09 -18.81 -19.38 —-19.62 -19.85
15 -14.33 -15.80 -16.37 -16.87 -17.30 —-18.01 —-18.58 -18.82 -19.04
19 -12.57 —13.98 —-14.53 -15.00 —-15.41 -16.10 -16.65 -16.88 -17.09

*The minimum long-run average cost of the energy storage batteries.

—~

50

0 2

0 0

FIGURE 6: A(T, N) against T and N.

The main explicit values of the long-run average cost
C(T, N) are lists in Table 2.

The values that are formatted in the bold text are the
constraint of T, the ones with the italic font are the invalid
values. Comparing to the values which are accordant with
the certain condition, the minimum long-run average cost of
the energy storage batteries is C(17,3) = —21.50; that is, the
lowest long-run average cost is gained when the time interval
of detection and preventive maintenance is set to 17 and the
maximum number of corrective maintenances is 3.

The next simulation is taken to verify another constraint
A(T, N) of the proposed optimized management strategy. The
threshold A, is set to 0.8. Under the same conditions of
the previous simulations, the reliability curve in the different
values of T' and N is shown in Figure 6, and the explicit
values of A(T,N) corresponding to Table 2 are listed in
Table 3. Considering the optimized management strategy
(17,3), the corresponding reliability is 0.84 that meets the

0.8 threshold, which indicates a strong applicability of the
proposed optimized management strategy.

6. Conclusions

Oriented to the centralized schedule and management of the
energy storage batteries in the microgrid for dealing with the
strong fluctuation and randomness of the renewable energy,
this paper firstly analyzes the different main states in the
life cycle of the energy storage batteries, which includes the
operation state, the preventive maintenance state, and the
corrective maintenance state. Considering the energy storage
batteries’ deteriorating characteristics during the repeating
charging and discharging as well as the negative impact of
aging, the deteriorating system and the improving system
are distinguished in the built GP-based model for describing
the operation process, preventive maintenance process, and
corrective maintenance process. Moreover, this paper pro-
poses the optimized management strategy to minimize the
long-run average cost on the specified condition of the SOH
and reliability, which adaptively schedules the time interval
of the detection and preventive maintenance as well as the
maximum number of corrective maintenances. Finally, the
simulation with the specified SOH and reliability thresholds
is taken to verify its effectiveness. The results denote that the
built GP-based model is suitable to study the management
of the energy storage batteries, and the proposed optimized
management strategy will reduce the long-run average cost
of the energy storage batteries on the promise of the normal
operation, which is of much suitability for the energy storage
batteries’ optimized management.
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TABLE 3: The explicit values of A(T, N).
N T
7 9 10 1 12 14 16 17 18

1 0.74 0.78 0.80 0.81 0.82 0.84 0.85 0.86 0.87
2 0.73 0.77 0.79 0.80 0.81 0.83 0.84 0.85 0.85
3 0.73 0.76 0.78 0.79 0.80 0.82 0.84 0.84" 0.85
4 0.72 0.76 0.77 0.79 0.80 0.81 0.83 0.84 0.84
6 0.70 0.74 0.76 0.77 0.78 0.80 0.82 0.82 0.83
9 0.68 0.72 0.74 0.75 0.76 0.78 0.80 0.80 0.81
1 0.66 0.70 0.72 0.73 0.75 0.77 0.78 0.79 0.79
13 0.65 0.69 0.70 0.72 0.73 0.75 0.76 0.77 0.78
15 0.63 0.67 0.69 0.70 0.71 0.73 0.75 0.75 0.76
19 0.59 0.63 0.65 0.66 0.67 0.69 0.71 0.71 0.72

*The reliability corresponding to (17, 3).
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Based on the uncertainty analysis to calculation model of settlement, the formula of reliability index of foundation pile is derived.
Based on this formula, the influence of coefficient of variation of the calculated settlement at pile head, coefficient of variation of
the permissible limit of the settlement, coefficient of variation of the measured settlement, safety coefficient, and the mean value
of calculation model coefficient on reliability is analyzed. The results indicate that (1) high reliability index can be obtained by
increasing safety coefficient; (2) reliability index will be reduced with increasing of the mean value of calculation model coefficient
and coefficient of variation of the permissible limit of settlement; (3) reliability index will not always monotonically increase or
decrease with increasing of coeflicient of variation of the calculated settlement and coeflicient of variation of calculation model
coeflicient. To get a high reliability index, coeflicient of variation of calculation model coefficient or value range of coefficient of
variation of calculation model coefficient should be determined through the derived formula when values of other independent

variables are determined.

1. Introduction

Analysis on reliability of foundation pile is one of the impor-
tant research topics in the field of geotechnical engineering.
In order to make in-depth research to this topic, experts and
scholars have done a lot of work. But most of these researches
are conducted based on bearing capacity of foundation pile
[1, 2]. Some theoretical methods which are used to analyze
settlement of single foundation pile and foundation pile
group have emerged so far such as load transfer method, inte-
gral equation method, finite element method, approximate
analysis method, and hybrid analysis approach [3]. However,
in these researches, parameter of soil property is basically
considered as a fixed value. It is obviously limited because the
soil mass is variable in space, there are many uncertainties in
sample test, and the test data obtained from the testing site has
very high variability. Thus, it has become a trend in analysis
and research on settlement of foundation pile to take into
account some variability parameters as variables and adopt
uncertainty analysis method.

Bian [3], after analyzing the influence of spatial variability
of soil mass on settlement of single foundation pile using
random finite element method, pointed out that settlement
of pile tip is influenced by uncertainty and randomness
of parameter and then performed analysis to reliability of
settlement of foundation pile by taking these uncertainties
into account. Quek et al. [4] performed analysis to reliability
of settlement of foundation pile using design drawing method
based on uncertain parameters, and they also considered
relationship between parameters as uncertainties. Zhang and
Ng [5] investigated probability distribution of permissible
limit of settlement under serviceability limit state of founda-
tion pile using a large quantity of data they collected, laying
a certain foundation for design of foundation pile under
serviceability limit state from design based on certainty to
reliability design. Zhang and Phoon [6] took into account all
the uncertain factors when they research reliability design of
foundation pile. They considered the measured settlement,
estimated settlement, and permissible limit of settlement
as random variables, thus giving the method for reliability


http://dx.doi.org/10.1155/2016/1659549

design under serviceability limit state. Bian et al. [7] got
formula of reliability of single pile under several common
design methods of foundation pile and analyzed the influence
of deviation factor of these several foundation pile design
methods on the bearing capacity reliability of foundation pile.
Bian et al. [8] got formula for reliability of foundation pile
under ultimate limit state and serviceability limit state and
studied the influence of randomness of allowable settlement
of pile head on reliability analysis result under serviceability
limit state. By combining failure probability of intact pile and
pile which has sediment at the base; Li and Yan [9] obtained
failure probability of single pile and got formula of deviation
factor and coeflicient of variation of foundation pile which
has sediment at the base.

It can be seen from the above that research on reliability
of settlement of foundation pile has become a focus in
the field of engineering. However, the actual settlement of
foundation pile is small and the difficulty for measurement
is a little high. Meanwhile, the measurement result has large
deviation and discreteness. All these above mentioned would
influence the reliability index and make the investigation on
the reliability index of foundation pile highly rich. Although
a lot of formulas have been derived in the literature, and the
effectiveness of these formulas has been proved through some
testing data, it is still necessary and beneficial to recognize
sensitive parameters in many affecting variables. In this paper,
formula of reliability index of settlement of foundation pile
(single pile) is derived through the establishment of limit state
equation based on uncertainty analysis on settlement model
of foundation pile. The influence of coefficient of variation
of the calculated settlement, coefficient of variation of the
permissible limit of settlement, and coefficient of variation
of the measured settlement on reliability is studied as well.
The result of analysis can be used as reference and guide for
design, construction, and quality inspection of foundation
pile engineering.

2. Model Coefficient and Limit State Equation

Load transfer method is a commonly used method to
calculate settlement of a foundation pile. It divides the
foundation pile into several elastic units. It is assumed
that each unit is connected with the soil mass (including
pile tip) through nonlinear spring to simulate load transfer
mechanism between foundation pile and soil. Nonlinearity
of interaction between foundation pile and soil as well as
stratification characteristic of soil can be correctly described
through this method, which is suitable for calculation of
settlement of single pile. However, continuity of soil property
is not fully considered in this method [10].

As one of the difficult problems in foundation pile
engineering, settlement estimation of foundation pile is influ-
enced by many uncertainties, such as physical dimension of
pile body, pile formation technology, property of soil around
the pile, and measurement error [11]. Thus, the calculation
result of settlement of foundation pile is of high uncertainty.
Under vertical load, the measured settlement of pile head
is assumed to be §,, and the estimated settlement of pile
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head according to settlement formula of foundation pile is
S,- The calculated settlement of pile head S, is considered as
a random variable to reflect uncertainty of calculation model
of settlement.

In order to make quantitative evaluation to uncertainty
of calculation model of settlement, the ratio of the measured
settlement S,,, to the calculated one S, is used to define model
coefficient:

n

A= 2 1
5. 0
Then, the uncertainty of calculation model of foundation pile
can be described through the mean value and the coefficient
of variation of A,.

Xu [12] collected static load test data of 60 foundation
piles with H-type steel frame and studied its settlement
property by nonlinear load transfer method. After statistical
analysis, the mean value of calculation model A, and coef-
ficient of variation were arrived: that is, 4, = 1.25 and
COV,_ =0.23.

In addition, under the influence of site environment,
construction condition, measurement equipment, and test
technology, the permissible limit of settlement S, and the
measured settlement S,, are of highly uncertain. Therefore,
the permissible limit of settlement S, and the measured set-
tlement S, are considered as random variables in reliability
analysis of settlement of foundation pile.

Vertical settlement of pile head cannot exceeds the
permissible limit of settlement S,;; under normal working
condition. A function can be established according to the per-
missible limit of settlement S,.; and the measured settlement
S

g (Stol’sm) = Stol - Sm' (2)

A two-dimensional state space is established through formula
(2), which takes the permissible limit of settlement S, and
the measured settlement S, as the variables, wherein

(D 9S> Si) = Siof — S,y = 0 means that foundation
pile reaches the limit state under the working vertical
load, which is the critical state. It can be used as the
limit state curve, dividing the entire state space into
security domain and failure domain;

(2) g(Sio1>S1) = Siof — S, > 0 indicates that foundation
pile is in a safe state and the representative domain is
a security domain;

(3) g(Sio1> Sie) = Sl — S, < 0 means that foundation pile
is in a failure state and the representative domain is a
failure domain.

In order to effectively make reliability analysis of the
settlement with probability method, distribution pattern of
the permissible limit of settlement S,; and the measured
settlement S,, should be determined. The scholars have
made a lot of investigations on this topic. Zhang and Xu
[13] researched the vertical settlement of pile head of 149
foundation piles into which H-steel is inserted under static
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load test condition and analyzed relevant results using load-
settlement model of foundation pile. Zhang and Phoon [6]
took logarithmic normal distribution as the distribution
pattern of the measured settlement §,, of pile head in their
researches. Zhang and Ng [5] collected a huge mass of
data about settlement of foundation pile of bridge. By using
statistical analysis method, they found that a logarithmic
normal distribution can be used for the permissible limit of
settlement S,

3. Calculation of Reliability Index

According to (2), if the measured settlement S, is greater
than the permissible limit of settlement S,;, the foundation
pile is invalid and cannot meet the design requirement of
foundation pile engineering.

Let py and f3 represent the failure probability of founda-
tion pile due to settlement and the corresponding reliability
index, respectively. According to knowledge of mathematical
statistics and reliability theory [14, 15], relation between
failure probability and reliability index reads

@ (-p) 3)

wherein @(-) is the cumulative probability distribution func-
tion of the standard normal distribution.

According to the existing research data, the permissible
limit of settlement S,,, the measured settlement S,,, and

pf = Prob (Stol < Sm) =

model coefficient A ; are assumed to obey the logarithmic nor-
mal distribution. Then the failure probability of a foundation
pile can be written in

ps = Prob (So1 < S,) = Prob <% < 1)
m

rob[ln( t°1> ]
bl
2]

In(S,)-In(A,) < 0]

= Prob [ln (Siol) —

MSN

tol

Py — Hay

053’1 + a + O‘)LN

wherein pgn, Hs and py~ are the mean value of In(S,;),
tol s

In(S,) and In(A), respectively. While ogy , sy and o)~ are

standard deviation of In(S,,;), In(S P)’ and In(A,), respectively.
According to (3) and (4), the reliability index f of
foundation pile based on settlement analysis is

n[uswl/ 1+COV§M]—In[‘uSP/ 1+covgp]_1n[ms/\/ﬁovi]

B Hsiy —Hsy =ty
02, + 0%+ o2 \/ln [(1+covz ) (1+covi )(1+covt )]

(5)

| (Bs7k ) (1+ O3 ) (1 +cOV3 ) 11+ COV3 )|

\/ln [(1+covz ) (1+covi )(1+covt )]

wherein pg . ps , and ) are the mean value of variables S,
S, and A, respectively; COVg , COVy,» and COV, are the

variable coefficient of variables S, S,,, and A, respectively;
ES is safety coeflicient defined by
ES = & (6)
s,

In the investigation of settlement, Skempton and Mac-
Donald [16] suggested that the basic safety coeflicient should
not be lower than 1.25 for differential settlement and maxi-
mum settlement and that the safety coefficient should not be
lower than 1.50 for buildings under torsion. Thus, reliability
analysis of foundation pile based on characteristic of settle-
ment should use higher safety coefficient.

According to (1),

S =AS,. @)

Based on (7), we assume that A and S , are uncorrelated. The
statistical characteristic of the measured settlement S, of pile
head can be estimated by

Us,, = U bs,»

COVg =+/COVE + COV§L .
'm » s

4. Parameter Sensitivity Analysis

(8)

According to (5), the settlement reliability of foundation
pile is influenced by safety coefficient FS, the mean value
ty, of calculation model coeficient, coefficient of variation
COVS of the permissible limit of settlement of founda-
tion plle, coefficient of variation COVy of the calculated
settlement of foundation pile, and coeflicient of variation
COV,, of calculation model coeflicient. Thus, it is difficult to



determine settlement reliability of foundation pile. However,
the influence of each parameter on reliability index can be
recognized through parameter sensitivity analysis, and then
high reliability domain and low reliability domain can be
obtained, which can be used as reference in engineering.

B _
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4.1. Influence of Coefficient of Variation of the Permissible Limit
of Settlement. According to (5),

COVg,,

9COVy |

(1+covy ) \/m [(1+covz )(1+covz )(1+cov2 )]

€

COVg_In ((FS/;A,\S) \/(1 +COV3 ) (1+COV3 )/ (1+ covgml))

(1+covi )(in[(1+covz )(1+covz )(1+ C()Vi)]>3/2

According to the scope of independent variable and formula
(5), 9B/0COVy  is constantly smaller than 0. Thus, the
reliability index will always decrease with the increase of the
coeflicient of variation of the permissible limit of settlement
of foundation pile.

Figure 1, based on formula (5), shows the influence of
the permissible limit of settlement of foundation pile on
reliability index in the circumstance of a set of special
parameters, wherein FS = 3.0, 1y =125, and COV, =0.23.

It can be seen that, with the increase of the coefficient
of variation of the permissible limit of settlement, reliability

B

index gradually decreases, which is consistent with the law
given by (9). In the particular condition given in Figure 1,
a greater reliability index can be obtained when coefficient
of variation COV,; of the permissible limit of settlement is
between 0.0 and 0.4, and coefficient of variation COV;g of the
measured settlement is near zero. In this domain, however,
reliability index will be significantly changed when COV,;
changes within 0.0-0.4.

4.2. Influence of Coefficient of Variation of Calculation Model
Coefficient. In a similar way, from (5)

CoV,,

aCOV,.

(1+cov3) \/ln [(1+covz ) (1+covz )(1+cov? )]

(10)

COV, In <(FS/MS) \/(1 +COV2 ) (1+COV3 )/ (1+ COV%))

(1 + COV§P> (ln [(1 +COVZ ) (1 + COV@P) (1+ COVi)])s/z

It can be seen from formula (10) that the sign of 93/0COV
is related to the value of the independent variables: that
is, the reliability index can increase and decrease with the
increase of the coeflicient of variation of calculation model
coefficient. The reliability index reaches its maximum value
when the value of COV) meets 9*B/o*COV 2, = 0.Inthereal
engineering, (10) can be usedasa guidance for obtaining high
reliability index. For example, the sign of J3/0COV, can
be determined using formula (10) when the safety coefficient
ES, the mean value 4, of calculation model coefficient and
coefficient of variation COV,,; of the permissible limit of
settlement are known. Subsequently, this result can be used
to determine the range of independent variable (coefficient
of variation COV, of calculation model coeflicient and
coefficient of variation COV; of the measured settlement)

which can make the reliability reaches the desired level.

According to (5), the influence of coefficient of variation
of calculation model coefficient on reliability index under this
set of special circumstance can be obtained taking COV) as
0.0,0.2, 0.4, 0.6, 0.8, and 1.0 in sequence, FS = 3.0, uj =1.25,
and COV,; = 0.583, and taking coefficient of variation of the
measured settlement as independent variable. The calculation
result is as shown in Figure 2.

It can be seen from Figure 2 that reliability index does
not continuously decrease with increasing of coefficient of
variation of calculation model coefficient. Reliability index
increases with increasing of coefficient of variation of calcula-
tion model coefficient when coefficient of variation COV;s of

the measured settlement is greater than 0.9. This is consistent
with the law given by (10). At the same time, when COV_
changes within [0, 1], reliability index is only in the variation
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region [1.06, 1.32]. This indicates that the change of coeffi-
cient of variation of calculation model coefficient does not
significantly influence reliability index under the particular
circumstance of this set of parameter representative.

B _

4.3. Influence of Coefficient of Variation of the Measured
Settlement. From (5),

Covy,

dCOVg, -

(1+covz) \/m [(1+covz ) (1+covz )(1+cov )]

(1)

COVy,In ((FS/P‘/\S) \/<1 * COV§P) (1 * COVi) / (1 " COV%‘“‘)>

(1+covi ) (in[(1+covi ) (1+cov )(1+cov3)))

It can be seen from (11) that the sign of J8/0COV; is
related to the value of the independent variables: that is,
reliability index can increase and decrease with the increase of
coeflicient of variation of the measured settlement. This result
is similar to the value of 93/0COV) . In real engineering,
the sign of aﬁ/acovsp can be determined using (11) when
the safety coefficient FS, the mean value 4, of calculation
model coefficient, and coefficient of variation COV,; of the
permissible limit of settlement are known. This result can
also be used to determine the range of independent variable
(coeflicient of variation COV), of calculation model coef-
ficient and coeflicient of variation COVy, of the measured
settlement) which can make the reliability reaches the desired
level.

It can also be seen from the particular case shown in
Figures 1 and 2 that coefficient of variation COVy of the
measured settlement has influence on the reliability index
and that the reliability index can increase and decrease with
the increase of COV; , which is consistent with the law given

by (11).
4.4. Influence of Safety Coefficient. According to (5),

9B
OFS
1 (12)

) FS\/ln [(1+covz ) (1+cov2 ) (1+covs )]

Since the independent variables in formula (12) are greater
than 0, we can easily know that d3/0FS > 0, which means
reliability index will always increase with the increase of the
safety coefficient.

Figure 3, based on (5), shows the influence of the safety
coeflicient on the reliability index in the circumstance of a set
of special parameter: that is, COV, =0.23, 4, =125, and
COV,,; = 0.583. It can be seen that the law given by Figure 3
is consistent with that by (12) and that the reliability index
always increases with safety coefficient.

32

4.5. Influence of the Mean Value of Calculation Model Coeffi-
cient. According to (5),
9B
U,
1 (13)

i, \/ln [(1+covz ) (1+cov )(1+cov? )] '

In a similarly way, independent variables in formula (13) are
greater than 0, and thus 0/du, < 0, which means that the
increase of the mean value of calculation model coefficient
reduces the reliability index.

According to (5), the influence of the mean value of
calculation model coefficient on reliability index under this
particular condition can be obtained taking COV, = 0.23,
COV,, = 0.583, FS = 3.0, and COVy, = 0.5, as shown in

Figure 4. It can be seen that reliability index continuously
reduces with the increase of the mean value of calculation
model coeflicient, which is consistent with the conclusion
obtained through (13).

5. Analysis of Discussion Result

It can be seen from (9) and Figurel that the lower the
coefficient of variation of the permissible limit of settlement
is, the greater the reliability index is, and ideal reliability
index can be obtained when coeflicient of variation of the
permissible limit of settlement takes value from 0 to 0.2. It
indicates that it is easier to obtain high reliability index when
discreteness of the permissible limit of settlement is small. In
real engineering, it is very important engineering value to try
to obtain accurate permissible limit of settlement.

The result shown in (12) and Figure 3 indicates that
reliability index can be improved when safety coeflicient is
increased, which means that it has a clear positive significance
to improve reliability index of engineering using greater
safety coefficient in engineering practice.

Formula (13) and Figure 4 show that high reliability index
can be obtained with a low mean value of calculation model
coefficient. This indicates that it is easier to obtain high
reliability index when the ratio of the measured settlement
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variable COV, .

value to the calculated settlement value is small, which
obviously agrees with the logic and the practical engineering.
It means that we should try our best to obtain detailed set-
tlement observation data to reduce the ratio of the measured
settlement value to the calculated settlement value and finally
improve the reliability index.

Formulas (10) and (11) indicate that partial derivative of
the reliability index to the coefficient of variation of the calcu-
lated settlement and the coeflicient of variation of calculation
model coeflicient can be great than 0 or less than 0, which
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FIGURE 4: Relation between reliability index § and the mean value
of calculation model coefficient.

means that reliability index will not always monotonically
increase or decrease with increasing of coefficient of variation
of the calculated settlement and coefficient of variation of
calculation model coefficient. Instead, it increases sometimes
and then decreases in the other cases. This can be seen
from the particular circumstance shown in Figures 1 and
2. Therefore, to get a high reliability index, coefficient of
variation of calculation model coefficient or value range of
coeflicient of variation of calculation model coefficient should
be determined through the derived formula when values of
other independent variables are determined.
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6. Conclusion

In this paper, based on analysis to settlement of foundation
pile, limit state equations are established. Formula for reli-
ability index of foundation pile settlement is derived, and
a parameter sensitivity analysis is conducted. The following
conclusion can be arrived:

(1) With the increase of the coefficient of variation of the
permissible limit of settlement, the reliability index
gradually reduces.

(2) Gradual increase of the reliability index can be
obtained by the increase of the safety coeflicient.

(3) The reliability index always decreases with the
increase of the mean value of calculation model
coeflicient.

(4) Reliability index will not always monotonically in-
crease or decrease with the increase of the coefficient
of variation of the calculated settlement and the coef-
ficient of variation of calculation model coefficient.
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Oilfield development aiming at crude oil production is an extremely complex process, which involves many uncertain risk factors
affecting oil output. Thus, risk prediction and early warning about oilfield development may insure operating and managing
oilfields efficiently to meet the oil production plan of the country and sustainable development of oilfields. However, scholars and
practitioners in the all world are seldom concerned with the risk problem of oilfield block development. The early warning index
system of blocks development which includes the monitoring index and planning index was refined and formulated on the basis of
researching and analyzing the theory of risk forecasting and early warning as well as the oilfield development. Based on the indexes
of warning situation predicted by neural network, the method dividing the interval of warning degrees was presented by “3¢” rule;
and a new method about forecasting and early warning of risk was proposed by introducing neural network to Bayesian networks.

Case study shows that the results obtained in this paper are right and helpful to the management of oilfield development risk.

1. Introduction

Because the oilfield development has the basic characteristics
of high risk and high investment as well as complicated
process, it is very important to study oilfield development
risk forecasting and early warning in order to keep the oil
production safe and reduce decision-making mistakes to
be caused by risk. Up to now, many scholars have studied
the problems on safety related risk and risk-based decision-
making [1-17]. For example, Khan et al. summarized and
reviewed methods and models on process safety and risk
management in recent years; moreover, they figured out
their present research trends and future research direction
which includes dynamic risk assessment and management
as well as advanced consequence modeling [1]. Khan et al.
pointed out challenges on development of natural resources
in harsh environments [2]. Because Bayesian network (BN)
is currently being used for applications related to safety and
risk assessment, we first highlight those works that were
solved by using Bayesian network (BN) and its improved
methods in different industries as follows. Musharraf et al.
presented a data collection methodology using a virtual envi-
ronment for a simplified BN model of offshore emergency

evacuation and the probability of failure in the offshore
emergency evacuation calculated by BN model aiming at
human reliability analysis [3]. Khakzad et al. demonstrated
the application of bow-tie and BN methods in conducting
quantitative risk analysis of drilling operations and verified
BN method which may provide a better vision of well
control safety issues and greater value than the bow-tie
model [4]. Abimbola et al. presented a risk assessment
methodology based on BN for analyzing the safety critical
components and consequences of possible pressure regimes
in constant bottom-hole pressure techniques of managed
pressure drilling [5]. Vinnem et al. developed a dynamic
risk analysis methodology that focuses on translating the
blowout flowchart directly into BN and showed that BN is
an effective technique, which can be used in risk analysis and
failure prediction for the oftfshore industry [6]. Bhandari et al.
proposed applying BN to conduct a dynamic safety analysis
of deepwater managed pressure drilling operations (MPD)
and underbalanced drilling (UBD) operations [7]. Khakzad
et al. illustrated how BN helps to overcome the limitations
of bow-tie (BT) method; and pointed out that BN can be
used in dynamic safety analysis of a wide range of accident
scenarios [8]. Yu et al. proposed a two-stage fault diagnosis
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technique for process operations [9], in which the modified
independent component analysis is used in the first stage for
fault detection and to identify the faulty monitored variable,
and BN is in the second stage with considering the process
variables and their dependence obtained from the process
flow diagram. Yuan et al. proposed a methodology for risk
analysis of dust explosion scenarios based on BN and a bow-
tie diagram [10]. Khakzad presented a methodology based
on dynamic BN to model both the spatial and the temporal
evolutions of domino effects and also to quantify the most
probable sequence of accidents in a potential domino effect
with having significance of foreseeing the temporal evolution
of domino effects and predicting the most probable sequence
of accidents on a domino effect in the allocation of preventive
and protective safety measure [11]. Khakzad et al. developed
amethodology based on event tree and hierarchical Bayesian
analysis to establish informative distributions for offshore
blowouts using data of near accidents and implemented the
methodology in a Markov Chain Monte Carlo framework
and applied it to risk assessment of offshore blowouts in the
Gulf of Mexico [12]. Baksh et al. improved the shortcomings
of the existing accident model to propose predictive acci-
dent modeling methodologies through mitigating restrictive
sequential progression assumption and using BN approach
[13]. Yang et al. performed a similar analysis as Kalantarnia
et al. (2009) [14] to reduce the uncertainty of fault tree cal-
culation using Bayes” theorem [15]. Besides above methods,
some scholars also developed other research methods. For
example, Alaneme and Igboanugo provided a veritable tool
that systematically transforms the qualitative risk variables
from its linguistic expressions to quantitative functions using
fuzzy logic in combination with conventional risk analysis
techniques with marginal oilfield risks [16]. Lavasani et al.
proposed a fuzzy logic based risk assessment methodology
to perform quantitative risk assessment for offshore oil and
gas wells [17].

The above works mainly used BN combined with fault
tree and event tree and other methods to solve the analysis
and assessment as well as diagnostics on risk. These revised
Bayesian networks may provide a convincing basis for BN
structure learning and parameter learning from another
aspect. The concept of integrating neural network with BN
has been present for a long time [18]. Works on this concept
include two fields: one is to deal with the problems related
to NN from Bayesian perspective [18-22]; the other is to
deal with the problems related to BN from NN perspective.
However, the latter is seldom studied. As an example, Mas-
chio and Schiozer proposed replacing the flow simulator by
proxy models generated by artificial neural network (ANN)
to formulate the posterior distribution of Bayesian inference
in the history matching [23]. Based on the ability for NN to be
known as 100% fitting any function, we propose introducing
NN to BN to calculate the posterior probability distribution
of BN node under the evidence.

In a word, the literature investigation showed that there
are a few studies focusing on safety related risk or risk-based
decision-making of petroleum industry, and they mainly
concentrated on risk analysis, risk assessment, and prediction
in microscopic aspects such as drilling and blowout, while
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the researches in the macro-aspect are almost focused on the
monitoring, predicting, and early warning of operation risk
about oilfield enterprise [24-26]. However, they are seldom
concerned with risk problem of oilfield block development
from the point of microcosmic perspective and control.

This paper aims to forecast and early warn of oilfield
block development risk to study risk management in the
oilfield development and its related issues, including theory
of risk forecast and early warning, model and method of
forecast, and early warning oilfield development risk which
may provide the technique support for controlling risk by
using the theory of oilfield development, forecasting warning,
Bayesian networks, neural network and so forth, as well
as case study to test the correctness of model and method
presented in this paper. Particularly, we extract five blocks’
development index based on the law of single well producing
oil and transform them successfully into risk nodes using
“30” rule. Then, we predict oil production by neural network;
subsequently, those values were used for decision-making
whether they are in the normal interval of yield or not. If
one of them is not in the normal interval of yield, then we
diagnose what makes prediction result of yield is abnormal
by using BN and trace the source of risk.

2. Theoretical Studies of Risk Predicting and
Early Warning

The risk is the root or state that makes events be in danger or
cause loss; its theories of prediction and early warning include
concepts and methods of risk identification, risk assessment,
prediction, and early warning [27].

The base of forecasting and early warning is to iden-
tify risk and risk source. The risk sources are generally
divided into two categories, the first category is innate
existence and is not controlled by human; the second cat-
egory is arising under the influence of people or things
(28, 29].

In the study of forecasting and early warning of oilfield
development risk, we classified all the indicators in three
categories that are the index of warning situation, the index
of warning sign, and the index of warning source. Indexes
of warning situation are the events that are most taken
care of in oilfield development, such as oil production and
liquid production; indexes of warning sign are the indexes
in contact with the indexes of warning situation and they
are easily monitored. Indexes of warning source are causes
of the risk. The key of risk prediction and early warning is
measuring risk, but now there is no appropriate method to
measure risk of oilfield development. At present, the main
methods of risk prediction and early warning are neural
network method [30], Monte Carlo method [31-33], fuzzy
comprehensive evaluation method [34, 35], and Bayesian
network method [36, 37]. In order to study the problem
of oilfield development risk forecasting and early warning,
we will present an improved Bayesian network method by
introducing neural network to the structure learning of BN
in this paper.
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3. Research of Prediction and Early Warning
on Qilfield Development Risk

3.1. Early Warning Index System of Oilfield Development Risk.
Since the process of oilfield development is very complex,
it is quite difficult to identify, evaluate, predict, and early
warn of the risks implied in this process. After studying
reservoir physical and geological exploration, we adopt the
thinking mode proposed in the book named Early Warning
Dynamic System in the Oilfield Development [38] to construct
the early warning index system of oilfield development risk,
that is, first analyzing the association relationship among the
testing indexes of single well to select testing index with
larger association degree, then explaining these test indexes
of single well to layer index, and finally refining the index
system of oilfield block development risk. This index system
contains oil production (OPRO), liquid production (LPRO),
oil producing capacity (OPC), liquid producing capacity
(LPC), water absorbing capacity (WAC), percolating capacity
(PEC), and pressure maintaining level (PML). Among them,
oil production and liquid production are the indexes of
warning situation; other indexes are the indexes of warning
sign [39].

3.2. Method to Forecast Oilfield Development Risk

3.2.1. Neural Network Prediction of Warning Situation Indexes.
Neural network is abstracting and modeling of the human
brain or biological neural network, which is connected by
a large number of neurons. The artificial neuron is a simple
mapping model; artificial neuron model can be expressed as

n

S= ix; — 0,
;wx "

y=0(s),

where x; (i = 1,2,...,n) is the input signal added to
the input; w; is the weight coeflicient of corresponding
connection which is a coefficient to simulate the strength
of synaptic transmission; ) shows the summation of the
postsynaptic potential pulse signal; 0 is the critical value of
neurons; o(s) is the excitation function of artificial neurons,
which is commonly expressed as one of two S (Sigmoid)
functions as follows [40, 41]:

B = e o)

o (s) = tanh (Bs).

A lot of the same-form artificial neurons are arranged in
layers to form neural network. The neurons receiving signal
are called the input layer, the neurons of output signal are
called the output layer, and the neurons not directly involved
in the input or output are called the intermediate layer or
hidden layer.

Input of neural network used in the prediction of oil-
field development risk is warning sign indexes (five-block
indexes); its output is warning situation indexes (two pro-
duction indexes). Parameter w; of the network was trained

Severe alert of high
production

Light alert of high
_production

Index

Normal

Light alert of low
production

Severe alert of low
production

Time

FIGURE 1: Interval of warning degree.

by historical data to be determined. This paper trained 1367
networks to select the best model as its predictive model. Its
fitting precision is up to 0.002, and the prediction accuracy
reaches 0.08.

3.2.2. Method to Determinate the Degree of Oilfield Devel-
opment Risk. After predicting indexes of warning situation
by neural network trained model, the interval of warning
degree is determined by “30” rule, where ¢ is the standard
deviation which means the discrete degree of data in statistics.
According to the statistical principle, if the value of sample
deviating from its mathematical expectation y is more than 1
time the standard deviation, then probability is only 31.74%;
if its value is more than 2 times the standard deviation, then
probability is only 5%; if its value is more than 3 times the
standard deviation, then probability is less than 1%, which is
usually said to be the small probability event. Therefore, we
may determine the degree that indexes of warning situation
happen to risk according to the interval that sample value
belongs to. The steps of this method are as follows.

Step 1. Calculate the expected value y and standard deviation
o of indexes of warning situation by their historic data.

Step 2. Divide the interval of warning degree into the normal
interval [u—o, p+0], thelight abnormal intervals [u—20, y—0o]
and [p+0, p+20], and the severe abnormal intervals (—oo, p—
20] and [y + 20, +00) by “30” rule [42]; see Figure 1.

Step 3. Predict indexes of warning situation by neural net-
work trained model.

Step 4. Determine the warning degree on the indexes of
warning situation. If the prediction value of index of warning
situation falls in the normal interval, then it has no risk;
if the prediction value of index of warning situation falls
in the light abnormal interval, then it has lesser risk; if the
prediction value of index of warning situation falls in the
severe abnormal interval, then it has bigger risk.



3.3. The Early Warning Method of Oilfield Development Risk
by Revised Bayesian Network

3.3.1. Bayesian Network Model of Early Warning

(1) Structure Learning. Bayesian network is a structure to
connect the nodes of causal relationship, which is usually
determined by two kinds of methods. One is the manual
learning method where people use experience to determine
whether there is the directed edge connecting nodes or not;
the other is machine learning method based on data driven
learning, which uses K2 algorithm to search gradually to meet
the conditions and score the highest network. The steps of
machine learning are as follows.

Step 1. Define a random variable s,
Step 2. Determine its prior probability distribution p(S").

Step 3. Calculate the posterior probability distribution p(S" |
D); that is,

) p(s"D) p(s")p(D1s")
- - )
P(S"1D) =5 »(D)

where p(D) is a constant which is not related with the
structure; p(D | S is the likelihood function of boundary; it
is calculated by [43]

F(9;) =T (9 + Nije)
r'(9)

(015 -T1[]

(4)
i=1j=1 1 (aij + Nij) k=1

(2) Parameter Learning. The goal of parameter learning is to
update the prior distribution of network variables. Let the
joint probability distribution of variables X = {x,, x,,..., x,}
be stored in network S (see [44]):

p(x10.8") =]]p(x: 1 pa.6,5"), (5)
i=1

where S" means that the joint distribution can be decom-
posed according to S; D = {X,,X,,...,X,} is the random
sample of the joint probability distribution of X; 6, is
parameters variable of network, whose vector 0; represents
its uncertainty; p(6s, S") is a given prior probability density
function. Thus, the learning problem of Bayesian network
parameters can be expressed as calculating posterior distri-

bution p(6s | D, S after giving a random sample D [45].

(3) Bayesian Network Inference. The essence of Bayesian
network inference is to calculate the conditional probability
distribution. Let the set of evidence variable be E and let
the set of query variable be Q; then, the Bayesian network
inference is to calculate the posterior probability distribution
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of the query variable Q in E = e, which is formulated as
follows:

P(Q|E=e)= ZP(xl,xz,...,xn)
X-E

(6)

= Z ﬁp('xi | Pa;).

X-E i=1

3.3.2. The Method of Forecasting and Early Warning Based
on Neural Network and Bayesian Network. Because warning
sign index is called fault source in the Bayesian network
diagnostic theory, it is also risk source. Generally, the key
problem in early warning is to predict whether risk source
fault occurs or not, thus warning sign indexes may be dealt
with with Boolean variables. Combining the method of
risk prediction using neural network in Section 3.2 with
diagnostic and inference function of Bayesian network, we
presented a new method of forecasting and early warning for
oilfield development risk as follows.

Step 1. Construct early warning index system of oilfield
development risk using the method in Section 3.1.

Step 2. Generate an appropriate neural network model of
forecasting warning situation indexes, whose input is the
historical sample data of five warning signs indicators; its
output is the historical sample data of warning situation
indexes.

Step 3. Predict the value of warning situation indexes by
neural network trained model in Step 2.

Step 4. Determine the warning degree of predictive value
about warning situation indexes by using the method in
Section 3.2.2.

Step 5. Use the history data and the experience of experts to
learn Bayesian network structure and parameter.

Step 6. Input the neural network prediction results into
Bayesian networks and calculate posterior probability distri-
bution under this evidence.

Step 7. Compare the posterior probability of fault and identify
the source of the risk caused by warning situation indexes.

4. Case Studies

In this section, we will analyze and validate that the predictive
models established and the new methods of early warning
proposed above are correct and feasible by the historical data
of oilfield block development in Table 1.

4.1. The Predicting of Warning Situation Index (Production)
on Oilfield Development Risk. According to the methods in
Sections 3.1and 3.2.1, we build a neural network model which
takes the warning signs indexes (OPC, LPC, PEC, WAC, and
PML) as input and the warning situation indexes (OPRP,
LPRO) as output to predict the warning situation index
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TaBLE 1: The historical data of an oilfield from 2007.07 to 2009.12.
Date OPRP LPRO LPC OPC PEC WAC PML
2007.07 5637 92297 0.3018 0.0075 1549.26 1.5842 5.1452
2007.08 5248 92695 0.3016 0.0072 1629.54 1.6147 3.4864
2007.09 4855 91884 0.3017 0.0074 1302.18 1.6174 6.0758
2009.10 4254 112409 0.3017 0.007 234.916 1.504 1.5744
2009.11 3439 98884 0.3018 0.0069 231.74 1.5106 1.6142
2009.12 3260 97499 0.3018 0.0069 226.067 1.5154 1.5144
TaBLE 2: Comparison table of neural network predictive value and the actual value.
Predictive value Actual value

Oil production (t) Liquid production (t) Oil production (t) Liquid production (t)
2010.01 2330 99000 2552 98026
2010.02 3060 105800 3398 97475
2010.03 3690 109240 3705 117607

(production) of the oilfield development risk from 2010.01 to
2010.03 based on the data in Table 1. Their predictive values
and actual values are shown in Table 2.

4.2. The Determining of Warning Degree on the Oilfield
Development Risk. Firstly, we draw the trend figure of actual
production change as Figure 2. This figure shows that the
liquid production appears as upward trend during the whole
period, but oil production appears as downward trend after
2007.07, which means that this oilfield development has
entered the high water-cut period, which needs to be injected
by a large amount of water to increase oil production
after 2007.07. Then, we use the method in Section 3.2.2 to
determine the interval of warning degree as in Table 3 and the
warning degree of the predicted values on warning situation
index as in Table 4.

4.3. Early Warning for Oilfield Development Risk

4.3.1. The Establishing of the Bayesian Network Model. We use
genie software to construct the Bayesian network model for
the index system of oilfield block development risk which
contains OPRO, LPRO, OPC, LPC, PEC, WAC, and PML
as in Figure 3 and learn the parameter of Bayesian network
based on the history data and the experience of experts as in
Figure 4. It shows that the probability of oil output occurring
at low production risk is bigger according to its historical
data. It is the reason that we do not use Bayesian network to
forecast oilfield block development risk. If the value of five
warning sign indexes is higher than the average value plus
standard deviation or lower than the sum of average value
and standard deviation, then we defined its state as fault.
Otherwise, its state is normal.

12000 Trend flgure of QPRO and' LPRO

11000
10000
9000
8000
7000
6000
5000
4000 +
3000 : : : :

2007.07 2007.11 2008.04 2008.09 2009.02 2009.07 2009.12

Month

Actual production
(LPRO = actual value/10)

—s— Oil production
—— Liquid production

FIGURE 2: Trend of actual production change.

4.3.2. The Inference of Bayesian Network. We shall take
the prediction results of neural network in Section 4.1 as
observational evidence and use the inference of Bayesian
network to get warning signs indexes which is the most risky
under this evidence. That is to input the forecast results into
the Bayesian networks and calculate posterior probability
distribution of the warning signs indexes to find the origin
of the risks. Three group evidences and their inference results
are as in Figures 5-7.

Figure 5 shows that the most likely risk point which causes
such evidence is LPC, for the posterior probability of LPC
fault is much larger than others, which is 76%. Reasoning
results are matching with the actual situation.

Figure 6 shows that the most likely risk point which
causes such evidence is PEC, for the posterior probabilities
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TaBLE 3: The interval of warning degree based on 30 rule.

Warning level Warning degree Oil production Liquid production
Low production heavy warning (Lhw) 1 0 3249 0 85825
Low production light warning (Llw) 2 3249 3919 85825 93142
Normal (Nor) 3 3919 5259 93142 107776
High production light warning (Hlw) 4 5259 5929 107776 115093
High production heavy warning (Hhw) 5 5929 +00 115093 +00

TABLE 4: The predicted values of productions and the warning degree of them.

Oil production (t) Warning degree Liquid production (t) Warning degree
2010.01 2330 1 99000 3
2010.02 3260 2 105800 3
2010.03 3690 2 109240 4

FIGURE 3: The Bayesian network construction model of oilfield block development risk.

o OPC o LPC o PEC o WAC (&) PML
Fault 39% | [T Fault 36% |[] Fault 24% | [l Fault 33% | ] Fault 36% | ]
True 61% . ~ True 64% . ~1| True 76% . || True 67% . 21| True 64% . v

(@} OPRO (&) LPRO

Lhw 9% [l Lhw 4% ||

Liw9% |[] Liw21% ||}

Nor 64% | N Nor 65% | [

Hiw 19% ||l Hiw 8% |fI

Hhw 0% || < Hhw 2% || =

FIGURE 4: The parameter learning of Bayesian network.
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o oPC o LPC o PEC o WAC o PML
Fault 40% Fault 79% Fault 42% Fault 2% Fault 42% -]
True 60% True 21% True 58% True 98% True 58% =
W
Lhw 100%| [ Lhw 0%
Llw 0% o Llw 0%
Nor 0% Nor 100% | [T
Hlw 0% Hlw 0%
Hhw 0% = Hhw 0% =
- o ™
FIGURE 5: The posterior probability distribution under the evidence of OPRO heavy warning and LPRO Normal.
o OPC o LPC o PEC o WAC o PML
Fault 28% | [T Fault 8% Fault 36% Fault 12% Fault 15% | [
True 72% True 92% True 64% True 88% True 85% |0 2

N7

OPRO LPRO
Lhw 0% Lhw 0%
of Liw 100% | = Llw 0%
Nor 0% Nor 100%| [T
Hlw 0% Hlw 0%
Hhw 0% = Hhw 0% =
[ ) )

FIGURE 6: The posterior probability distribution under the evidence of OPRO light warning and LPRO Normal.

of PEC fault are 36%. Reasoning results are consistent with
the reality.

Figure 7 shows that the most likely risk point which causes
such evidence is WAC, for the posterior probabilities of WAC
fault are 69%. Reasoning results correspond to the actual
situation.

4.3.3. The Analysis of the Results. It can be drawn from the
three-group reasoning results above that the most influential
indexes are WAC and LPC in the high water-cut period of
oilfield development. They contact closely with the amount

of water injected, which are positively correlated. In other
words, we can increase the water injection to raise the
oil production in the later stages of oilfield development.
The inference result is very consistent with the engineering
practice.

5. Conclusion

Based on the studies for oilfield development risk forecast-
ing and early warning of Bayesian network, we integrated
the neural networks and Bayesian networks successfully to
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© OPC o LB o PEC o WAC o PML
Fault 22% l] Fault 41% Fault 12% Fault 69% Fault 50% | [
True 78% True 59% True 88% True 31% True 50% | v

7

OPRO LPRO
Lhw 0% Lhw 0%
Llw 0% = Llw 0% ]
Nor 100% | Nor 0%
Hlw 0% Hiw 100% | [N
Hhw 0% = Hhw 0% =
] ]

FIGURE 7: The posterior probability distribution under the evidence of OPRO Normal and LPRO light warning.

present a new method of forecasting and early warning of
oilfield development risk. This method uses neural network to
predict the warning situation indexes of oilfield development
risk, uses “30” rule to determine the interval of risk warning
degree, and uses Bayesian network to diagnose the reasons
causing the risk. The case study shows that the new method
proposed can provide help and guidance for discovering and
controlling oilfield development risk. The revised BN method
proposed by us is different from the existing BN method
revised by fault trees or event trees or other methods. In
the existing revised BN methods, the structure model and
parameter of the Bayesian network are determined largely
by fault trees or event trees or other methods, and the
main purpose of the BN is to calculate posterior probability
distribution of node (risk) after joining the evidence, while in
our revised BN method, neural network is first used to predict
warning situation indexes. Subsequently, ascertain the degree
of the predicted value, and the degree value will be as input
evidence of BN whose structure model is built by historical
experience and parameter model based on the sample data to
calculate the posterior probability distribution of node under
the evidence. The future works may be to expand our research
by introducing dynamic BN or to develop the software on
oilfield development risk forecasting and early warning.
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The maglev bogie is the key subsystem for maglev train security. To ensure life and property security, it is essential to evaluate
its risk level before its operation. In this paper, a combinational method of analytic hierarchy process and fuzzy comprehensive
evaluation is proposed to assess hazards in a complex maglev bogie system associated with multiple subsystems’ failures. The very
comprehensive identification of risk sources has been done by analyzing the structure of maglev bogie. Furthermore, based on the
fuzzy theory, linguistic evaluation set is classified according to risk tolerance. The score of each risk factor is obtained by weighted
sum of the result of fuzzy comprehensive evaluation. Our results show that the degree of maglev bogie’s risk is within the range of
acceptability. The merits of this work facilitate finding the weak links and determining the maintenance of maglev bogie system.

1. Introduction

Rail safety and reliability are highly related to national
development, and the lives and property of people. As a new
kind of railway vehicle, the maglev train faced the difficulties
which form the performance analysis of safety due to lack of
experiences on the long-term operations. Hence, the safety
analysis should be carried out through the risk analysis, which
is very different from that for the traditional train. Maglev
train system includes a number of subsystems, where the
bogie that has a significant impact on maglev train safety is
an important part. In this paper, we focus on the risk analysis
of low-medium speed maglev train bogie.

In recent years, several researchers have carried out inves-
tigations to gain a deep insight into the reliability evaluation
of a bogie frame. Han et al. evaluated experimentally static
strength for bogie frame of an urban maglev train including
performing fatigue analysis, cumulative damage, and fatigue
test based on a developed fatigue load and as a final outcome,
aimed at proposing a fatigue strength evaluation method for
the bogie frame of urban maglev [1]. Cui et al. corroborated
the carrying capacity of a maglev train on the horizontal
curve through the analysis of a single magnetic bogie to
ensure reliability and safety [2]. However, the research about

the risk analysis of low-medium speed maglev train bogie has
been rarely done from a holistic point of view.

Since we realize that describing the reason of a bogie
failure is a difficult issue because of comprehensive risk
sources, for example, it is more complex to describe failures
by a chain of events in a modeling process [1]. Furthermore,
the probabilities of various basic events are difficult to
collect and estimate. As a result, some common methods are
unsuitable for the risk analysis of bogie system. In this case,
it is necessary to propose a risk analysis method which is
able to handle multiple factors and fuzziness combined with
quantitative analysis. Hence, fuzzy set theory [3] is a useful
tool to deal with imprecise and uncertain data. Meanwhile,
analytic hierarchy process (AHP), proposed by Saaty [4], is
a practical decision-making method [5, 6]. The AHP could
handle uncertain, imprecise, and subjective data and it also
has robustness when solving practical ranking problems [7].
Fuzzy comprehensive evaluation (FCE) is a common method
to analyze the risk of the environmental resources and
construction of bridges, mines, and dams [8, 9]. It is also used
in the safety areas of public facilities and transportation [10,
11]. Song et al. corroborated that the triangular extent fuzzy
AHP approach was more effective to evaluate self-ignition
risks of coal piles than the trapezoidal fuzzy AHP method.
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FIGURE I: Bogie structure of low-medium speed maglev train.

They evaluated self-ignition risks of coal piles from a holistic
point of view [12]. Yang et al. constructed a combination of
AHP and FCE method to evaluate road transport system
vulnerability against meteorological disasters from the view
of risk analysis theory [13]. In our study, to overcome the
complexity of structure and the uncertainty of various basic
events’ probabilities, a combinational method of AHP and
FCE is proposed.

In Section 2, the maglev bogie structure and the rele-
vant risk sources are analyzed. In Section 3, the three-layer
hierarchical model is established to compute the weights
distribution by using AHP. In Section 4, the risk degree of
maglev bogie is assessed by using FCE. Finally, the discussion
and concluding remarks are given in Sections 5 and 6.

2. Risk Source Analysis of Maglev Bogie

2.1. The Structure of a Maglev Bogie. Low-medium speed
maglev train has five bogies. Air springs are installed on the
four corners of each bogie. The bogies are connected with
cars by 20 air springs, and the air suspension system consists
of vertical and horizontal rod and steering mechanism. The
bogies are not only the chassis of a train, but also the mount-
ing platform of linear motors, solenoids, air springs, and other
important power subassemblies. The bogies play an impor-
tant role in delivering suspension force and steering force.
Meanwhile, they also exert effect on geometric decoupling.
Figure 1 shows bogie structure of low-medium speed
maglev train. A bogie consists of two left and two right mod-
ules which are connected together by two anti-roll beams.
Each module consists of a linear motor beam, corbel, corbel
connection, integrated bracket, transverse rod seat bracket,
supporting slider, and hydraulic supporting wheel. The linear
motor beam, corbel, and corbel connection are connected
by bolts. The corbel connection and electromagnet are con-
nected by keys and secured by bolts. The integrated bracket,
corbel, and linear motor beam are connected together. The
antiroll beam is installed outside the integrated bracket. The
hydraulic supporting wheel is installed inside it. Antiroll
beams are connected by suspenders. The linear motor is
hanged by eight bolts in the lower part of linear motor beam

[2].

2.2. Risk Source Analysis. According to the analysis of bogie
structure, the main failures of bogie system and the reasons
and consequences of these failures are as follows [14].
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2.2.1. Corbel. 'The main reasons of corbel damage are foundry
lacuna, fracture, losing suspension point, and split of wire
rope seat. The corbel’s damage and fracture may lead to air
spring and electromagnet falling on track. Severe cases may
cause train’s damage and even casualties.

2.2.2. Corbel Connection. The faults of corbel connection are
mainly due to the internal foundry lacuna and the damage
of fatigue. The faults may lead to electromagnet’s shedding.
Severe cases may cause train’s damage and even casualties.

2.2.3. Integrated Bracket. The main reasons of integrated
bracket fracture are foundry lacuna and fatigue. This failure
may lead to antiroll beam failing to connect with the left and
right modules and disbanding of bogie structure. Severe cases
may cause train’s damage and even casualties.

2.2.4. Antiroll Beam. The causes of antiroll beam’s fracture
may be quality’s defect and damage of knocking. If these faults
happen, they will influence train’s operation. They may cause
train’s damage and even casualties, especially when antiroll
beam stuck between sleeper and train [15].

2.2.5. Linear Motor. The foundry lacuna and fatigue of linear
motor beam can lead to the faults of linear motor. Snow and
other obstructions on the track may lead to linear motor’s
burning out. The failures of linear motor may lead to losing
power. Severe cases may cause train’s damage and even
casualties.

2.2.6. Electromagnet. The link package of electromagnet may
have overcurrent faults. The outer plates of electromagnet
and inner plates of electromagnet may be collided with
obstacles. The failures of electromagnet may lead to critical
consequences, such as abnormal suspension, train’s smoking,
and outbreak of a fire.

2.2.7. Air Spring. The main reasons of air spring’s burst may
be external force and aging. The failures of air spring may lead
to train’s abnormal operation, and the train may slow down
or be rescued back to a maintenance location.

2.2.8. Mechanical Brake. The main reason of mechanical
brake failure is screws’ loosening of the outer plate of elec-
tromagnet. When the train carries out air brake, mechanical
brake failure may lead to insufficient braking force. If the
air brake and electric brake are both ineffective in extreme
cases, the train will only execute brake by falling on the track.
Therefore, normal train’s operations will be interrupted [16].

The most of risk sources described above are foundry
lacuna and abrasion of mechanical parts. These risk sources
all can lead to the failures of maglev bogie. As a result,
there are multiple initiating events. It is more complex to
describe failures by a chain of events in a modeling process
[1]. Furthermore, the probabilities of various basic events are
difficult to collect and estimate. Hence, some common risk
analysis techniques, for example, event tree analysis (ETA)
and fault tree analysis (FTA), are not suitable for the risk
analysis of bogie system. However, AHP and its extensions
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were developed to solve alternative selection criteria and
justification issues that are capable of capturing a human’s
appraisal of ambiguity when complex multicriteria decision-
making problems are considered [9, 17]. FCE is an effective
method which can use the experiences of engineers and
analysts to express the uncertain relations of risk analysis
[18]. It can give the level of risk for this system qualitatively.
Therefore, this paper employs AHP and FCE to analyze the
risk for maglev bogie system.

3. Establishment of Analytic Hierarchy Process
for Maglev Bogie

3.1. Establishment of the Level Hierarchical Model. According
to the analysis of the structure of maglev bogie, the eight
sources of maglev bogie risk have been found, because there
are a few subsystems’ devices installed on the maglev bogie.
These devices faults can reduce different size risks. In order
to analyze the contribution degree for total risk from each
subsystem, it is essential to classify risk sources in accordance
with the subsystems. The subsystems include the supporting
unit, drive unit, architecture, brake unit, and suspension
unit. The fifth risk source includes linear motor and linear
motor beam. The linear motor and linear motor beam are
part of drive unit. Meanwhile, the linear motor beam is
also part of the architecture of maglev bogie. The sixth risk
source includes line package, outer plates of electromagnet,
and inner plates of electromagnet. These three factors are
part of suspension unit. Because mechanical braking device
is installed on the outer plate of electromagnet, the outer
plate of electromagnet can affect brake unit at the same
time. Therefore, there are 11 factors included in the five
subsystems. The relationship between the 11 factors and the
five subsystems are as follows:

(i) The support unit is a component or structure on
the bogie which provides support for the quadratic
suspension system. The structure of support unit
includes air spring and corbel, and the air spring is
installed in the corbel.

(ii) The drive unit is a component or structure which is
used to drive maglev train. Linear motor and linear
motor beam are part of drive unit. The linear motor is
installed on the linear motor beam.

(iii) The architecture is the main mechanical structure
of maglev bogie. It includes linear motors beam,
corbel, integrated bracket, antiroll beam, and corbel
connection. The integrated bracket is installed on
the corbel. The antiroll beam is connected with the
integrated bracket. The corbel connection is installed
on the corbel.

(iv) The brake unit is the component which is installed
on the bogie for braking. Mechanical braking device,
outer plate of electromagnet, and corbel connection
are part of brake unit. Mechanical braking device
is installed on the outer plate of electromagnet. The
outer plate of electromagnet is connected with the
main structure of bogie by corbel connection.

3
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FIGURE 2: Level hierarchical model of bogie.

(v) The suspension unit provides vertical suspension
force for maglev train. Link package, outer plates
of electromagnet, inner plates of electromagnet, and
corbel connection are part of the suspension unit. The
suspension electromagnet line package and core are
installed between the inner plates of electromagnet
and outer plates of electromagnet. The inner plates of
electromagnet and outer plates of electromagnet are
connected with the main structure of bogie by corbel
connections.

Accordingly, a three-layer hierarchical model is estab-
lished to describe maglev bogie reasonably [19, 20]. The target
layer is the risk of maglev bogie. The first layer (criterion
layer) is the subsystems of maglev bogie, which includes
the supporting unit, drive unit, architecture, brake unit, and
suspension unit. The second layer (scheme layer) includes
air spring, linear motor, linear motor beam, corbel, antiroll
beam, corbel connection, integrated bracket, mechanical
braking device, line package, outer plates of electromagnet,
and inner plates of electromagnet.

The level hierarchical model of bogie is shown in Figure 2.

To describe the hierarchical model more clearly, we give
the corresponding notations in Table 1.

The set of factors can be represented as

U= (a0, ul), n

b
in;

where ufi) is the nfactor of the  layer dominated by the i factor

ofthel - 1 layer.
The weight vector of factors is represented as

W= {wl® .,

a0,

where W is the weight which is determined by normalizing
the eigenvector and A is the weight vector of factors.

[ORH0) @
A= {al 50y s

3.2. Calculation of Factors’ Weights under a Single Criterion

3.2.1. Determination of the Weights of the Second Layer Factor
Set with respect to the First Layer Criterion Set. It is assumed
that the factor uEH) of the I — 1 layer is a criterion. The next
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TABLE 1: Factor set partitions and symbolic representations of bogie’s level hierarchical mode.
Target layer Layer 1 (criterion layer) Layer 2 (scheme layer)
Factor Weight Factor Weight
. Air sprin ,u(z) or u(z) w? or w(z), a?
Support unit " w g pring, iy, 1 11 104
! o Corbel, u'? or u'? w? or w?, al?
> Uy, 4 12 4>
Linear motor, u$? or u$ w? or w®?, al?)
Drive unit ugl) wél)aél) . 2 (2) g () ?21) %2) az(z)
Linear motor beam, u;, or u; w,, orwy”’, a,
Linear motor, ugzl) or u§2> wgzl) or wéz) , aﬁz)
Corbel, u? or u'? w?) orw®?, al?)
Architecture u{" wal" Antiroll beam, u$ or u? w) or w?, a?
The risk of Corbel connection, u'? or u? w() or w?, al?
maglev bogie Integrated bracket, ug? or u(72> wg? or w;z)’ a;Z)
Corbel connection, u'? or u? w? orw?, al?
Brake unit 1" wMal’ Outer plates of electromagnet, 1\ or u'2 w) or w?, al?)
Mechanical braking device, u$ or u{’ w() orwl, al?)
orbel connection, u:; or u, wy orwg ', a
Corbel comnection, 2 or u? 2 or wl?, 4
. . Line package, 13 or u{” w?) or w®?, al?)
Suspension unit u{" wal) Package, us, ? 2 @) e B
Outer plates of electromagnet, u:; or u;; Wy Or Wy, Ay
(2) (2) (2) (2 ()

Inner plates of electromagnet, u., or u;] wg, or wyy, ay;

layer factors uf?,ug),...,ufi)v are dominated by the crite-

rion. The judgment matrix is determined by comparing
relative importance between two arbitrary factors from
ug), ug), e ,ugl)i (4].

In this study, the judgment matrix is determined by expert
decision along with field investigation and other related
research results [16], given as follows:

1
ca’=|1 | 3)
5
where C(ll) is the judgment matrix of the first layer’s first factor.

The maximum eigenvalue, )t(llgnax = 2,is determined by Cgl).
The eigenvector can be calculated by
_1) (-1 _ 1-1
sz l)w.'( ) _ 2¢ l)w'( >, (4)

i i,max i

where CEH) the judgment matrix, AD s the maximum

i,max

I-1
eigenvalue, and w; 4 is the eigenvector [4].

wgl) is the weight which is determined by normalizing the

eigenvector:

@ @17

wi = [w, w?] =[0.8333,0.1667]" . ®)

It is essential to check the consistency of the judgment
matrix to ensure that the calculated weights are acceptable.
The consistency ratio can be determined by

(1) 0

C.I.(l) _ Imax n _
LT
o (6)
crR®-EM o o)
Ry = oo~ 1,
I

where C.L{" is the consistency index, RL'" is the random
index, and C.R.gl) is the consistency ratio (C.R.). Saaty has

TaBLE 2: The random consistency index (R.L).

Size 1 2 3 4 5 6 7 8 9

RI. 0 0 052 08 112 126 136 141 146

proposed a consistency index (CI) and calculated the random
indices shown in Table 2 [4].
The consistency of the judgment matrix is acceptable only
if CR. < 0.1. Hence, C(ll) satisfies consistency requirement.
Similarly, based on the AHP which is introduced by Saaty
[4], the other four judgment matrixes and their consistency
are given as

15
eV - |
2 g 1
n  _
/\Z,max_z’

T
wi? = [l W] =[08333,0.1667]", (5

o) o)
1) Aymax — M
CIL! = -0,
ny, —1
cL
CRY) = —“2- =0 <01
RL

1 . . . .
Hence, Cg ) satisfies consistency requirement. Consider

—

2

¢ =

gD | =
g U1 W =
— = = W= U] =
— = = =N =
kO N

r
L
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A(l)

3,max

=5.1703,

O_1r.o., @ @, @7
wy " = [w31 > W3y, Wis, Wiy Wi ]

= [0.0884,0.0605, 0.2852,0.2573,0.3086] "
AL

(1) _ 3,max
cL = —(1) = = 0.0426,
3
cLy 51703
CRY = 2 = 222 — 00380 < 0.1.
RLY 112

(8)

1 . . . .
Hence, Cg ) satisfies consistency requirement. Consider

1 37
1
n _ | =
C4 — 3 1 5 >
1 1
- Z
7 5
AL = 3.0649
4, max . >
(1) _ (2)
W, = [w41 ,w42 > Wy3 ] 9)
= [0.6491,0.2790, 0.0719]"
YO
cL = Zamex T 03y,
-1
4
o CLY 00324
CR, = = =0.0624 < 0.1.
RILWY 0.52

‘4

1 . . . .
Hence, Cfl ) satisfies consistency requirement. Consider

1157
1135
M _11 1
Cs - -1 3
5 3
111
|
L7 5 3 "
AQ) L = 4.0820,
00 = [0®, 0@, 0@, @ (10)
[w51’w52’w53’w ]
= [0.4532, 0.3633,0.1253, 0.0581]"
PO
CL =22mx 3 _ 00273,
n —1
5
cLY  0.0273
CRY = =5 - = 0.0307 < 0.1.
RIY 089

1
Hence, C( ) satisfies consistency requirement.

3.2.2. Determination of the Weights of the First Layer Criterion
Set with respect to the Target Set. The judgment matrix is
given as follows:

C 11 17
1 - -3 -
356
11
3121
©)
C 5516 1 an
111
21 21 =
3 6 5
6 515 1)

The results of the maximum eigenvalue and weight vector
are given as

© _
M9 = 5.4135,

w” = [wl”, w, wi’, Wi, wsl)] (12)

= [0.0805,0.1027,0.3762, 0.0608, 0.3798]T

The consistency ratio can be determined by

20 _,©
CL© = Zmx " 034,
n® =1 (13)
o CL® 01034
CRY = g = == = 00923 < 0.1,

Hence, C”) satisfies consistency requirement.

3.3. Calculation of Combining Weights of Each Layer Factor.
The weight of the first layer factors with respect to the total
target is A" = w®. The single criterion layer weights of the
second layer factors are as follows:

(1) @ @ (2>]T

[wl Wy Wy

(14)
=[0.8333 0 0 0.1667 0 0 0 0 0 0 0]",

where (" is the weight vector of the first layer’s first factor in
a single order and #; is the number of factors in I (I = 2) layer.
The factors dominated by an upper layer are nonzero:

w” = [0 0.8333 0.1667 0 0 0 0 0 0 0 0]",
w
= [0 0 0.0884 0.0605 0.2852 0.2573 0.3086 0 0 0 0]",

(15)
w"=[000 00 06491 02790 0.0719 0 0 0]",

W’ =[00000 04532 0 0 0.3633 0.1253 0.0581]",

we = [ @ 7]
where W is a 1, x n,_, matrix and #;_, is the number of
factorsin/ — 1 (I = 2) layer.
The weight vector of the second layer factors with respect
to the total target in a combinational order can be calculated
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TABLE 3: Risk matrix.

Hazardous event severity level

Negligible Slight Moderate Serious Disastrous
Possibility of hazardous event
Frequently Higher Higher Very high Highest Highest
Very likely Middle High Higher Very high Highest
Occasionally Lower Middle High Very high Very high
Small possible Very low Lower Middle Higher Very high
Impossible Very low Very low Low High Higher

by A® = WPAD The results of vector A? are a§2) =
0.0671, a? = 0.0856, a? = 0.0504, ' = 0.0362, a? =
0.1073, a? = 03084, a? = 0.1331, a? = 0.0044, a? =
0.1380, a'?) = 0.0476, and a'? = 0.0221.

The overall consistency of the weights of each layer factor
with respect to the total target should be checked. For the first
layer, because of C.R."") = CR.“? it has a satisfactory overall
consistency.

For the second layer,

c1?=[c1? c1f c1f c1f c1y]
A% =0.0284,
2 _ (6] 1 (1) (1) (1)
RL® = [RL{" RLY RIY RLY RLP] g4
A" = 0.7910,

CL?  0.0284
RI® ~ 0.7910

The overall consistency of the second layer satisfies the
requirement.

According to calculations of this section, the weights of
factors with respect to the total target are obtained.

CR? = =0.0359 < 0.1.

4. Risk Analysis Based on Fuzzy
Comprehensive Evaluation for Maglev Bogie

4.1. Division of Risk Level and Tolerance. Risk can be defined
as follows [21]:

Risk = probability x severity. (17)

The mishap probability factor is the probability of the hazard
components occurring and transforming into the mishap.
The mishap severity factor is the overall consequence of the
mishap.

The probability of fault maglev bogie occurring and the
level of hazardous event severity are difficult to determine
quantitatively. Therefore, linguistic terms [10] are applied
to describe the probability and severity qualitatively. The
probabilities of hazardous event are frequently, very likely,
occasionally, small possible, and impossible. The hazardous
event severity levels are disastrous, serious, moderate, slight,
and negligible, respectively. The risks of maglev bogie are
divided into eight levels, very low, lower, low, middle, high,
higher, very high, and highest, respectively.

The risk matrix used to evaluate the level of risk for
maglev bogie is shown in Table3. It is determined by
referencing IEC 62278: 2002 combined with engineering
practice [16, 22].

Linguistic terms have been found intuitively easy to use
in expressing the subjectiveness and imprecision of risk
assessments [3, 23]. In fact, the risk levels given by experts are
fuzzy. Such an uncertain and imprecise issue can be expressed
by the use of the fuzzy set theory [3].

In this paper the triangular fuzzy number is used for fuzzy
numbers, because it is simpler than trapezoidal fuzzy number
[24] and in accordance with the actual case. The definition of
triangular fuzzy number is as follows, based on the operations
on fuzzy numbers of Dubois and Prade [25]:

! X - L x € [l,m],
m-—x m-—1
i (%) = x-—2 x € [m,u], (18)
m-—u m-—u
0 otherwise,

where M is the fuzzy number, y, is the membership function
of M, m is called the most possible value of triangular fuzzy
number M, and [ and u are called lower and upper limits of
M, respectively.

The eight linguistic terms of risk level are characterized
by triangular fuzzy numbers for representing their approx-
imate value range between 1 and 8 [26]. Figure3 shows
the memberships of these linguistic terms. The eight top
points’ membership functions are 1, which represents the
most possible eight linguistic terms of risk level, respectively.
When each linguistic term’s membership grade decreases, the
other one will increase accordingly.

The risk levels which include very low, lower, and low are
divided into acceptable risk. The middle, high, and higher risk
levels are considered to be undesirable risk. The very high and
highest risk levels are regarded as unacceptable. These rules
are given according to the practical engineering experience.
Through the analysis, three broken blue line triangles are
drawn in Figure 4.

The x-coordinates of the crossover point of the two
broken blue line triangles are 3.33 and 6.5, respectively. The
ranges of risk tolerance are obtained by comparing the size of
memberships. They are given as follows:

(i) Acceptable risk: [1, 3.33).

(ii) Undesirable risk: [3.33, 6.5].
(iii) Unacceptable risk: (6.5, 8].

Figure 4 shows the division of risk tolerance.
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FIGURE 4: Division of risk tolerance.

4.2. Fuzzy Comprehensive Risk Assessment. The weights of
each layer factor with respect to the total target are obtained
by using AHP. The weights used in FCE are obtained by
normalizing them.

For the first level FCE, the weight vectors of the second
layer’s factors with respect to the total target are as follows:

AP =[a? o] =[0.0671 0.0362],
' a?] = [0.0856 0.0504],
AP [l P o o ]

= [0.0504 0.0362 0.1073 0.3084 0.1331],  (19)
AP =[a? a? a?]=[03084 0.0044 0.0476],
A9 = [ dP a2 o)

=[0.3084 0.1380 0.0476 0.0221].

Before starting the first level FCE, the above-mentioned
five weights should be normalized, given as

A =[0.6496 0.3504],

AY =[0.6294 0.3706],

AY =[0.0793 0.0570 0.1689 0.4854 0.2095],  (20)
AY =[0.8557 0.0122 0.1321],

AP =[0.5976 0.2674 0.0922 0.0428].

For the second level FCE, the weight of the first layer
factor set is A"V, that is, A®.

According to Table 3, the evaluation set of FCE can be
written as V = {very low, lower, low, middle, high, higher,
very high, highest}. In order to make the index quantitative,
the grade is provided for the corresponding evaluation set:
N =(1,2,3,4,5,6,738) [5].

When the first level FCE starts, risk analysts give the
single-factor evaluation matrix ngz) of the second layer. This
can be calculated by using model M(:,+) to begin fuzzy

compositional operation “o”. RIQ) is determined by [27]

- @) () @ 7
i T Titm
) () (2)
) Tor Tz " Tom .
RO-| ' i=12....n", (@
@ o . 0
T T o

where n¥ ¥ = 5) represents the number of factors
included in the first layer, 2 denotes the number of factors
included in the second layer with respect to the factor i of
the first layer, and m (m = 8) stands for the number of the
evaluative sets.

Hence, the matrix R(lz) can be derived as follows:

0.1 0.2 0.3 0.3 0.06 0.04 0 O

RY = . (22)
02030301 01 0 00

Similarly, the matrices Rf), Rgz), Rf), and R(52> are
obtained. They are shown as follows:

R _ [0:06 02 0203 02 0.04 0 0]

> 1005030303005 0 00
7005 03 03 03 005 0 00]
02 03 03 01 01 0 00

R = [0.04 025 0.25 025 0.2 0.01 0 0|,
0.1 03 03 02 01 0 00
(01 02 03 03 01 0 00




8
701 03030201 0 0 0
R = 0.05 0.1 02 02 0.3 0.1 0.05 0|,
L 01 0102030201 0 0
701 03 03 02 01 0 00
o | 005018 036 03 0.1 00100
RY =
0.1 01 02 03 02 01 00
L 01 02 03 025015 0 00

(23)
The results of evaluation can be obtained through mul-
tiplying the vector of the factor weight and the matrix R of
single-factor evaluation [5]:
B® = A R
(24)
=[0.1350 0.2350 0.3000 0.2299 0.0740 0.0260 0 0],

where Ij(lz) is the evaluation result of the first layer’s first

factor. The elements in lj(lz) are membership of the evaluation
object with regard to the elements in the evaluation set. The
conclusion of the comprehensive evaluation can be obtained
by the maximum membership principle [5].

Similarly, the results of the first level FCE are given,
respectively, by

@ _ A® ,g®
Bz _éz OR2
=[0.0563 0.2371 0.2371 0.3000 0.1444 0.0252 0 0],
@ _ A® ,g®
]},3 _ég, °R3
= [0.0916 0.2706 0.2916 0.2316 0.1129 0.0017 0 0],
B? = A® ,R® 25
=4 T 224 ° 4
= [0.0994 0.2711 0.2856 0.2132 0.1157 0.0144 0.0006 0],
@ _ A®  g®
B =Al°R;
= [0.0866 0.2452 0.3068 0.2381 0.1114 0.0119 0 0].
The results of the second level FCE are given by
(2) )
A7 o Ry

A(2) ° Rgz)
a5
E(l) — A(l) o R(l) — A(l) o
(26)

(2) (2)
és ORS
= [0.0900 0.2547 0.2921 0.2399 0.1126 0.0107 0 0],

where BY is the fuzzy comprehensive evaluation result of risk
level for maglev bogie.

The maximum membership of B" is the three-factor
0.2921 which indicates the total risk level of maglev bogie
is low. The maximum membership of 1}(12), ljf), 13(32), l}ff),
and B{” are 0.3, 0.3, 0.2916, 0.2856, and 0.3068, respectively.
Similarly, the risk level of supporting unit, architecture, brake
unit, and suspension unit is low. The risk level of drive unit is
middle. Hence, maintainers should pay more attention to the
drive unit.
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4.3. Results of Risk Assessment. In order to get the risk
tolerance of each factor, weighted sum of the result of risk
level is proposed.

The index is determined by

Index = B - N, (27)

where Index is the score of risk evaluation and N (N =

1234567 S]T) is the grade of evaluation set.
The single-factor evaluation matrix of scheme layer is

corresponding to the row vector of Rgz), and A® = 1.

Table 4 shows the risk assessment of bogie system deter-
mined by results of FCE.

According to Figure 3, the risk index of bogie system
is acceptable in Table 4. The risks of five subsystems are
also acceptable. However, there are four parts’ risk indexes
undesirable. They are linear motor, antiroll beam, mechanical
braking device, and outer plates of electromagnet, respec-
tively. Clearly, they are the weak links which affect the
safety of bogie system. Accordingly, making decisions for
the maintenance of maglev train is convenient. Meanwhile,
the cost is dropped remarkably when putting the limited
resources into the most needed place.

5. Discussion

The main difficulties in risk analysis for mechatronics systems
are the complexity of mechanism and the uncertainty of
various basic events’ probabilities. The research about risk
analysis for maglev bogie is very rare.

Asaresponse to this dilemma, various methods have been
proposed for solving risk analysis problems for mechatronics
systems. For example, the frequently used methods are ETA
and FTA. However, ETA is unable to handle the process of
identifying safety risk because of multiple no related events.
FTA can identify hazards that present mishap risk with an
assessment of the risk [21]. But as the probabilities of various
basic events are difficult to collect and estimate, FTA is unable
to give quantitative risk assessment.

In this paper, the combinational method of analytic
hierarchy process and fuzzy comprehensive evaluation has
been proposed to solve the complex and uncertain problems
in the area of risk analysis for maglev bogie. First, the complex
structure of maglev bogie should be taken into consideration.
There are a few subsystems’ devices installed on the maglev
bogie. These devices' faults can reduce different size risks.
To deal with this challenge, based on the analysis of maglev
bogie’s structure, 11 risk sources have been divided into five
groups in accordance with the subsystems to determine the
contribution degree for total risk. Risk sources and risk
sources reasons and effects have influence on finding the rela-
tionship between failures and grading risks. In this study, the
identification of risk sources has been very comprehensive.
But the analysis of risk sources’ reasons and effects is limited,
and it is also the importance of future research.

Second, the application of AHP in this study is mainly
based on Saaty’s research [4]. The hierarchy relationships of
risk factors have been built clearly by AHP. Certainly, AHP
still suffers from some theoretical disputes. The assumption of
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TABLE 4: Results of risk assessment.
Level Item Index Risk Ratio
System Bogie 3.0627 Acceptable
Support unit 2.9506 Acceptable 0.1919
Drive unit 3.3150 Acceptable 0.2156
Subsystem Architecture 3.0090 Acceptable 0.1957
Brake unit 3.0203 Acceptable 0.1965
Suspension unit 3.0782 Acceptable 0.2002
Air spring 3.1400 Acceptable 0.0877
Corbel 2.6000 Acceptable 0.0726
Linear motor 3.5000 Undesirable 0.0978
Linear motor beam 3.0000 Acceptable 0.0838
Antiroll beam 3.3500 Undesirable 0.0936
Component Corbel connection 2.9000 Acceptable 0.0810
Integrated rated bracket 3.1000 Acceptable 0.0866
Mechanical braking device 4.1000 Undesirable 0.1146
Line package 3.2500 Acceptable 0.0908
Outer plates of electromagnet 3.7000 Undesirable 0.1034
Inner plates of electromagnet 3.1500 Acceptable 0.0880

criteria independence may be sometimes a limitation of AHP
[6]. The selection of judgment matrix is completed by experts’
engineering practice experience. In fact, exact numbers are
inappropriate for linguistic judgments. Hence, fuzzy AHP
[28] may be considered in the next research.

Third, the conclusion of maglev bogie’s risk level obtained
by the maximum membership principle [5] is low. However,
each factor’s risk performance should be considered into risk
analysis to find the weak links of maglev bogie. Based on
the fuzzy theory [3], linguistic evaluation set has been clas-
sified according to risk tolerance. The fuzzy comprehensive
evaluation method is utilized to assess the score and ratio of
each factor. Accordingly, it is convenient for people to make
decisions for the maintenance of maglev bogie system.

6. Conclusion

In this paper, we have proposed an effective risk analysis
method, a combinational method of analytic hierarchy pro-
cess and fuzzy comprehensive evaluation, which provides a
quantitative risk assessment for low-medium speed maglev
train.

The very comprehensive identification of risk sources has
been done by analyzing the structure of maglev bogie. The
weight of each layer is calculated by analytic hierarchy pro-
cess. The results of risk level for maglev bogie are obtained by
fuzzy comprehensive evaluation, and based on the maximum
membership principle, the total risk level of maglev bogie
is low. As the risk level of drive unit is middle, maintainers
should pay more attention to the drive unit.

The triangular fuzzy number has been used to determine
the ranges of risk tolerance. The score of each risk factor is
obtained by weighted sum of the result of fuzzy comprehen-
sive evaluation. The results of risk assessment show that the
risk degree of maglev bogie is acceptable. However, the risk
degrees of linear motor, antiroll beam, mechanical braking

device, and outer plates of electromagnet are undesirable.
Clearly, they are the weak links which affect the safety of bogie
system.

The evaluated results can provide a reasonable guide
to analyze the risk of maglev bogie system. The merits of
the approach facilitate finding the weak links and making
decisions for the maintenance of maglev bogie system. The
costs will also decrease significantly when putting the limited
resources into the most needed place.
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Bridge time-variant system reliability is a useful measure to evaluate the lifetime performance of deteriorating bridge structures
under uncertainty and is an influential performance indicator in bridge maintenance management programs. This paper proposes
a computational methodology based on the Monte Carlo simulations for evaluating the time-variant system reliability of concrete
bridges under environmental attacks. Methods related to the reduction of concrete sections and the variation of the load effects
acting on the components are investigated using a finite element-based computational program, CBDAS (Concrete Bridge
Durability Analysis System), to perform the assessment of lifetime structural performance. With regard to system reliability, a
practical technique for searching the structural failure mode is also presented and a program, SRMCS (System Reliability by Monte
Carlo Simulations), based on the Monte Carlo simulations is written to calculate and evaluate the structural system reliability of

deteriorating concrete bridges. Finally, three numerical examples are presented to display the CBDAS and SRMCS functions.

1. Introduction

A large percentage of the bridges all over the world are
constructed with concrete and reinforcing steel, because
of their relatively low cost [1]. In recent years, however,
significant distress and deterioration have been observed in
many concrete bridges, mainly due to the environmental
stressors such as concrete carbonation, chloride penetration,
and freeze-thaw cycles. Thus, maintenance intervention to
keep the structure healthy during its service life is necessary.
The primary task in selecting and performing an appropriate
maintenance strategy for a deteriorating concrete bridge is
to evaluate and predict its lifetime structural performance
[2]. To achieve this, the computational prediction should
be probabilistic based, due to the inherent randomness
reflected in the structural configuration, materials properties,
live loads, and different environments. A comprehensive
consideration of time-variant performance and uncertainty
is a useful measure to assess the lifetime performance of

a deteriorating bridge structure and is one of the key
performance indicators in bridge maintenance management
programs [3, 4]. However, though widely accepted and used,
current techniques and methods may still not be accurate
enough in measuring the time-variant reliability of bridges
for the following reasons: (1) the effects of the aggressive
environments on the structural performance have not been
precisely simulated, (2) the structural failure mode (i.e., the
relationship between the overall structural failure and the
individual component failure) is hard to measure; and (3) the
correlation coefficients among the individual components or
failure modes are difficult to determine [5-7].

Because of the shortcomings of previous techniques and
methods, a finite element- and Monte Carlo simulations-
based computational methodology is proposed for evaluat-
ing the time-variant system reliability of deteriorating con-
crete bridges [8-10]. For time-variant performance, methods
related to the reduction of concrete sections and the variation
of structural load effect are discussed. For system reliability,
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FIGURE 1: Reduction of concrete section.

a technique for searching the structural failure mode is
presented, and a Monte Carlo simulations-based program,
SRMCS, is presented. Finally, three numerical examples are
illustrated to display the functions of CBDAS and SRMCS
and of the combination of the two programs: (1) in the
first example, the time-variant performance of a reinforced
concrete continuous bridge under chloride-induced corro-
sion is evaluated by means of CBDAS; (2) in the second
example, the procedure for computing the system reliability
of a two-story truss is displayed in terms of SRMCS; and (3)
in the third example, the time-variant system reliability of the
same model as the first example is investigated by combining
CBDAS with SRMCS.

2. Time-Variant Performance

It is well known that the variation of structural performance
with respect to the deteriorating concrete bridges may be
significant during their entire service lifetime due to the
environmental attacks [9, 10]. Also, because the resistances of
the individual components are time variant, it is necessary to
evaluate the time-variant structural performance in an effec-
tive way by selecting an appropriate maintenance schedule.

2.1. Finite Element-Based Approach. The essential problems
encountered in the assessment of lifetime performance are
as follows: (1) the deterioration of the materials properties,
(2) the reduction of sectional areas, and (3) the variation of
the overall structural performance induced by the first two
problems. Furthermore, the last two problems can be divided
into the reductions of reinforcing steel and concrete sections,
the deterioration of resistances of the individual components,
and the variation of load effects acting on these components.
The two main problems to be investigated in this paper are the
reduction of concrete sections due to environmental attacks
and the variation of the load effects acting on the individual
components.

2.1.1. Reduction of Concrete Sections. When considering the
reduction of a concrete section, it is necessary to simulate
the accurate shape of the section, as it is one of the critical
factors related to measuring the actual reduction process.
One way to accurately do this is to simulate the section
by using the concrete edge as the basic unit because the
reduced depths of the concrete edges in the same section are
likely to be not identical due to the different values of the
environmental parameters and other design variables among

the concrete edges. It can be seen from Figure 1(a) that the
number of the edges is equal to that of the nodes. Thus, the
edge information can be obtained from the coordinates of
the control nodes. The cross-sectional geometrical properties
can be thus calculated associated with the node coordinates
and the Triangle Partitioning Method [11, 12] and by using the
edge as basic unit, the reduction process of concrete section
can be described as the movement of the concrete edges.
The specific steps are as follows: (1) the corrosion rate of the
reinforcing steel related to each concrete edge is calculated
by means of the corrosion numerical model, (2) the reduced
depths of the two adjacent concrete edges are obtained in
association with the corrosion rates of the reinforcing steels
on the two edges, (3) each edge moves a distance equal to
the respective reduced depth along its normal direction and a
group of new control nodes are obtained as the intersections
of the moved concrete edges, and (4) the remaining concrete
section can be generated with the same method as the original
one. The reduction process is shown in Figure 1(b), where
the figure surrounded by solid lines is the original concrete
section and the one encircled by dashed lines is the remaining
section.

2.1.2. Variation of Load Effect. The key problems derived
from the variation of the load effects acting on the individual
components are the loss of dead weight and internal force
redistribution due to the reduced concrete and steel bar
sections. In the case of a concrete section, the computation of
the lost dead weight is similar to assessment by conventional
analyses. Only two problems are required to be modified:
(1) the area of the original concrete section should be
replaced by the reduced concrete section when forming the
load vector caused by the lost dead weight and (2) the
load induced by the lost dead weight should be applied on
the deteriorating structure in the opposite direction of the
original dead weight. In the reinforcing steel and prestressing
steel sections, corrosion cannot lead to the loss of dead
weight because they are wrapped in the concrete section
and the dead weight of the rust is consistently acting on
the structure over its life cycle. The internal forces acting on
the reduced concrete section, reinforcing the steel section
and its prestressing section, need to be redistributed on the
deteriorating structure. The internal force redistribution of
reduced concrete section is shown in Figure 2, where I, I,
and I are the geometric centers of the reduced, original,
and remaining concrete sections, respectively. N, . and N_,
are the internal forces acting on the reduced and remaining
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FI1GURE 2: Redistribution of the internal forces.

concrete sections, respectively, which are decomposed from
N, the internal force acting on the original concrete section,
based on the cross-sectional geometric properties of the
reduced, original, and remaining concrete sections. Thus,
load F, . caused by the reduction of the concrete section is
identical to the internal force N_ . In a similar way, loads F .
and F,, . induced by the reduction of reinforcing steel and
prestressing steel sections are obtained. Finally, load F, due
to the internal force redistribution of the reduced sections is

composed of F, F, ., and F,,

2.2. Computational Program: CBDAS. The analysis proce-
dure of the structural time-variant performance is displayed
in Figure 3. A finite element-based approach to evaluate the
time-variant performance of deteriorating concrete bridges is
set up based on the solutions of the abovementioned essen-
tial problems. Accordingly, a program named CBDAS (i.e.,
Concrete Bridge Durability Analysis System) [13] has been
developed to perform this approach by using FORTRAN. The
program has two major functions. The first is to simulate
the physical events from the initiation of construction to its
completion, which can be characterized as the construction
process analysis, and the second is to evaluate the time-
variant structural performance from structural completion to
the occurrence of the limit state or the end of service life,
which can be defined as the degradation process analysis.
Figure 3 displays the flow chart of CBDAS.

3. System Reliability

Structural system reliability defines safety as the condition
in which a system failure will not occur from a proba-
bilistic standpoint. To accurately evaluate system reliability,
it is necessary to follow an approach called “Structure-
Component-Structure.” This approach can be divided into
two steps: (1) deduction from the overall structure to indi-
vidual components and (2) induction from the individual
components to overall structure [14]. In the first step, the
resistances of individual components and the load effects
acting on these components are calculated based on the
structural configuration, loads, and construction method.
The limit state functions of these individual components
or failure modes are formulated by equations relating the
load effects to the relative resistances and the components
reliabilities are evaluated accordingly. In the second step, the
structural failure mode is required to be searched according
to the relationship between the overall structure failure
and the individual component failure. Finally, the system
reliability can be assessed in association with the components’
reliabilities and the structural failure mode. The schematic
for calculating the system reliability is shown in Figure 4.

In the following part of this section, the conventional meth-
ods for calculating the structural system reliability are briefly
reviewed. Afterwards, an approach for evaluation of the
system reliability associated with Monte Carlo simulations
and a practical structural failure mode searching technique
is proposed.

3.1. The Conventional Methods. The commonly used methods
for calculating the structural system reliability are (1) the
incremental method and (2) the series-parallel modeling
method.

3.1.1. The Incremental Method. The incremental method [15]
is used to search the structural fajlure mode and thus
formulate the limit state function of the overall structure. The
objective of this method is to find out an expression for the
system resistance in terms of the component resistances. The
method identifies a system failure mode by following a load
path from initial component failure to final system collapse
and leads to a linear system failure expression such as [2, 16]

9; :ZCijk_Sj7 €]

where the failure function g; < 0 means that the jth
failure has occurred. C;; is the coefficient representing the
participation of the kth component in the jth failure mode; R;,
is the resistance of the kth component; and §; is the load term
in the jth failure mode. The system reliability R, is expressed

as [2, 16, 17]
R, = Probability [All g; > 0]. )

It is clear that (1) is a system limit state function, based on
which the system reliability can be calculated directly by
using the integration method or Monte Carlo simulations.
In this method, the deduction from structure to components
and the induction from components to structure are both
implied in the process of searching the load path from initial
component failure to final system collapse. This method
is applicable to straightforwardly estimating the probability
of system failure related to some simple structures. The
drawback of the method, however, is the difficulty in finding
all the system failure modes with respect to the complex
structures. Therefore, it is hard to be applied in evaluating
system reliabilities of complex structures.

3.1.2. The Series-Parallel Modelling Method. Another conven-
tional method is the series-parallel modeling method [17].
The goal of this method is to simplify the overall structure
to a series-parallel model. The system reliability is a function
of the series-parallel model, the individual reliabilities of all
possible failure modes for each of the components in the
model, and the correlations among the failure modes [10, 16,
18]. A series system is sometimes referred to as the weakest
link system, since the failure of the system corresponds to
the failure of the weakest component in the system [17].
The probability of system failure of a series system can be
expressed as

P, = Probability [Any g; < 0], (3)
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where P is the probability of system failure and g; is the limit
state function of the ith component failure mode. A parallel
system is in a state of failure when all of its elements fail [17]
and its probability of system failure should be

P, = Probability [All g; < 0]. (4)

Actually, most of the structures should be considered as
the combination of series and parallel systems. Such systems
are referred to as hybrid or combined systems. This method
provides a rather comprehensive insight into the relationship

between the overall structure and the individual components
and, as a consequence, induction from the components to
the structure is effectively solved. Furthermore, deduction
from structure to components can be performed by using
finite element analysis with respect to the complex structures
or calibrated limit state functions with respect to the simple
structures. The obstacle of this method, however, is in
the determination of the correlations among the individual
components failure modes. For this reason, the assumed
values of the correlation coefficients are commonly used in
previous studies and thus the accuracy of the results cannot
be guaranteed.

3.2. Monte Carlo Simulations-Based Method. To overcome
the deficiencies involved in the conventional methods, a
Monte Carlo simulations-based approach is presented herein,
which can be divided into two sections: (1) a component
reliability calculating method and (2) a structural failure
mode searching technique. The first section presents the anal-
ysis related to deduction from the structure to components
associated with the geometry and layout of the structure, its
external loads, along with a construction method. The objec-
tive of the second section is to determine the relationship
between individual component failure and overall structural
failure.

3.2.1. Component Reliability. The two essential ingredients for
calculating component reliability are the limit state function
and the analysis method. A limit state function is related
to the difference between the resistance and load effect [18-
20]. Based on finite element analysis, the state function of
component fajlure mode i can be formulated by means of
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the physical quantity of interest (e.g., flexural moment and
shear force) as

g:(@) =R, = S;, (5)

where q; represents a group of variables with respect to the
physical quantity of component failure mode I and R; and
S; are the resistance and load effect in component failure
mode i. Hence, the effect of the structural configuration,
construction method, and external loads on R; and §; can be
comprehensively taken into account by using the proposed
approach. The finite element-based method proposed in
the previous section is utilized to evaluate R; and S;, and
several analytical methods can be used to calculate the
component reliability, such as the first-order (FORM) or
second-order (SORM) moment methods. First-order [21] or,
more accurately, second-order [22] method is applicable to
accounting for the correlations among the resistances and
load effects reflected in the component limit state func-
tions and can estimate the component reliabilities efficiently.
Alternatively, Monte Carlo simulations can be performed to
directly evaluate the probability of individual failure more
accurately. Monte Carlo simulations are selected herein to
evaluate the component reliability, in order to better combine
with the searching technique of the structural failure mode
introduced in the latter section.

3.2.2. Structural Failure Mode. To determine the structural
failure mode, the most formidable task is to determine the
relationship between overall structure failure and individual
component failure to determine when the failure of an
individual component has occurred and whether the overall
structure is still safe or not [23, 24]. In this study, a practical
technique for searching the structural failure mode proposed
is mainly based on the degree of static indeterminacy of
the overall structure [25]. The proposed technique can be
described as the following steps:

(1) Search out the subsets of component failure modes
according to the geometry and layout of the overall
structure. Each subset, composed of several com-
ponent failure modes, represents one of the local
behaviors or the overall performance of the structure.
The reasons for defining these subsets as such are
as follows: (1) local failure can induce the overall
structure collapse and (2) the number of component
failure modes in a subset triggering the local failure
may be less than the one in the subset leading to the
system failure. Atleast one subset should be taken into
account, in which all the component failure modes of
the structure are included and, furthermore, the same
component failure mode can appear in the different
subsets simultaneously.

(2) Decide the minimum degree of static indeterminacy
of the structure based on the structural original
degree of static indeterminacy and the expert advice.
The minimum degree should be between 0 and the
original degree of static indeterminacy.

(3) Determine the minimum number of the occurring
component failures that can trigger the local failure

or the system failure in each subset. The minimum
number related to the subset, where all the compo-
nent failure modes are included, should be equal to

N,=D,-D, +1, (6)

where N, is the minimum number of the occurring
component failures triggering the system failure, D,
is the original degree of static indeterminacy of
the structure, and D, is the designated minimum
degree of static indeterminacy of the structure. In the
case of other subsets, the smallest numbers can be
determined in terms of the local configuration and
the expert advice, and meanwhile, they should be less
than Nj.

Finally, it is clear that the structural failure mode should
be composed of the subsets related to the component failure
modes, the designated minimum degree of static indetermi-
nacy of the structure, and the minimum number of occurring
component failures triggering the local failure or the system
failure in each of the subsets. In the ith deterministic analysis,
if the number of the occurring component failures in any
of the subsets is equal to or even more than the designated
minimum number, the overall structure is failure.

Two examples are illustrated to display the proposed
structural failure mode searching technique. The first exam-
ple is a one-story truss shown in Figure 5(a). The truss is
composed of five bars (components) and the original degree
of static indeterminacy of the structure is 1. The tensile
or compressive failure of each bar is considered and thus
the total component failure modes are 5. Based on the
proposed technique, two different structural failure modes
can be searched out, in which only one subset is included,
respectively. The subset is composed of all the component
failure modes in the structure. The difference of the two
structural failure modes is the designated minimum degree
of static indeterminacy of the structure. If the minimum
degree is defined as 0, the minimum number of the occurring
component failures in the subset should be 2. If the structure
is required to be conservatively constructed according to
the expert advice, however, the minimum degree is assumed
to be 1. Therefore, the minimum number of the occurring
component failures is 1. In this case, the overall structure
is similar to a series system, since the occurrence of any
component failure can trigger the system failure.

The second example shown in Figure 5(b) is a two-story
truss with 10 bars (components). Based on the structural
mechanics analysis, the original degree of static indetermi-
nacy is investigated to be 2, and the proposed technique
is used to search the structural failure modes. The overall
structure can be divided into two one-story trusses including
bars 1-5 and bars 6-10, respectively. Thus, three subsets
should be considered and the component failure modes
included in these subsets are tensile (compressive) failures
of bars 1-5, bars 6-10, and bars 1-10, respectively. In this
example, three structural failure modes can be sought out,
and in the first failure mode, the minimum degree of static
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TaBLE 1: Critical parameters involved in the structural failure modes.
Parameters Structural Minimum degree of Minimum number of .
Subset
Examples failure mode static indeterminacy Hose the occurring CFMs” Including CEMs
1 -
One-story truss ! 0 2 -5
2 1 1 1 1-5
1 2 1-5
1 0 2 2 6-10
Two-story truss 3 3 1-10
1 1 2 1-10
2 1 1 1-10
*CFMs: component failure modes.
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(a) The geometry of a one-story truss

(b) The geometry of a two-story truss

FIGURE 5: The geometry of example truss.

indeterminacy is defined as 0 (i.e., the static determinacy is
allowable). Consequently, minimum numbers of the occur-
ring component failures in the subsets are 2, 2, and 3,
respectively. In the case of the second failure mode, the
minimum degree of static indeterminacy is assumed as 1 with
conservative consideration derived from the expert advice,
and the minimum numbers of the occurring component fail-
ures in the three subsets are all identical to 2. In this case, since
the third subset includes all the component failure modes,
the other two subsets are included in this subset and the
number of the subsets is reduced to 1. As for the third failure
mode, if more conservative consideration is required, the
minimum degree of static indeterminacy is assumed to be 2.
Similar to the second structural failure mode, only the subset
containing all the component failure modes is necessary to
be investigated and its minimum number of the occurring
component failures should be 1. The values of critical param-
eters encountered in the structural failure modes relating
to the abovementioned two examples are summarized in
Table 1.

A Monte Carlo simulations-based method for evaluating
the system reliability is set up based on the proposed

structural failure mode searching technique. Accordingly,
a program named SRMCS (System Reliability by Monte
Carlo Simulations) [13] and written in MATLAB has been
developed to perform this approach. Figure 6 shows the
schematic of the proposed method for calculating the system
reliability.

4. Numerical Examples

Three numerical examples are illustrated to display the
functions of CBDAS, SRMCS, and the combination of the two
programs. In the first example, the time-variant performance
of a reinforced concrete continuous bridge under chloride-
induced corrosion is evaluated by means of CBDAS; in
the second example, the procedure to calculate the system
reliability of a two-story truss is displayed by using SRMCS;
and in the last example, the time-variant system reliability
related to the same model as the first example is calculated
by combination of CBDAS and SRMCS.

4.1. Example 1. In the first example, the lifetime performance
of a reinforced concrete continuous bridge shown in Figure 7
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FIGURE 6: Schematic of the proposed method for calculating the system reliability.

is discussed. This bridge, located in Shanghai, China, is a 3 x
22 m three-span reinforced concrete continuous girder bridge
with a single-box section. In this study, since the model bridge
is near East China Sea and the concentration of chloride ion
in the atmosphere may be relatively high, chloride-induced
corrosion is taken into account. The values of the major
parameters are listed in Table 2. It should be noted that the
chloride ion concentrations at the different surfaces of the
concrete section may be not identical. For this reason, the
values of the chloride ion concentrations at different concrete
edges are determined as shown in Table 3. The prescribed
service life is defined as 100 years.

Figure 8 shows three critical times in the degradation
process related to all the edges involved in the concrete
section at the midspan center in the model bridge. The
differences of the same critical time among the concrete edges
are evident since the values of the design parameters among
the concrete edges are not identical. The shortest critical times
appear on edge 7, with the values of 19, 22, and 24 years,
because the minimum concrete cover depth, the highest
concentration of chloride ion, and the largest diameter of
reinforcing steel happen to appear in this edge. On the
contrary, the critical times of edge 18 are the longest among
all the edges in the concrete section. The corrosion initiation



8 Mathematical Problems in Engineering
) 6600/2 ,
1 2200 N 220072 1
P !
< I
1100] 300 | 700 | 700 | 300 11001100, 300 | 700 |
1 a a a a a a a a 1
(a) Half elevation of continuous box girder/cm
_ 930/2 930/2 )
140 425 1 425 40|
To% 2.00% ) 0 1 10
0% .00% 20 _200% 0%
40 4
(=}
<
45 -
1 550/2 | 550/2 } (1) Edge serial number
(b) Box girder section/cm (c) Layout of reinforcement
FIGURE 7: Profile of reinforced concrete continuous bridge.
TABLE 2: Values of the major parameters. ' ' ' ' '
Variable Value Variable description
E, 34,500 MPa Concrete elastic modulus o
9
1. 32.4 MPa Concrete compressive strength 5 '— . D - 57
fis ] l;
E, 200,000 MPa Reinforcing steel elastic modulus E 34 16 15
1 335 MPa Reinforcing steel tensile strength 7; 4 ’\
C Chom Concrete cover thickness 3 \
N . ) ) q, & X T & 2
d, A, nom Reinforcing steel diameter .[_%,‘3
¥, 25 kN/m? In situ concrete unit weight Prescribed service life
¥ 78.5kN/m’ Reinforcing steel unit weight
Va 23kN/m’ Deck paving unit weight
Q 10.5kN Uniform live load [ 1 1 I | I I 1 1 1 : 1
p 250 kKN Concentrated live load 0 25 50 75 100 125 150 175 200 225 250
M, 6.9 kg/m’ Surface chloride concentration Time (years)
M., 1.5kg/m’ Critical chloride concentration i o
, ) ) ) vzzz2 Corrosion initiation time
D, 22.5 mm"/year Diffusion coefficient [ Cracking initiation time
2Cpom 1s the cover thickness of some concrete edge in the section. B Concrete cover spalling time

bds)nom is the reinforcing steel diameter of some concrete edge in the section.

TABLE 3: Values of chloride ion concentrations at different concrete
edges.

Environmental

o Value
condition

Concrete edge

5,6,7 Face to the sea 100% of the value in Table 2

1,23 Back to the sea 70% of the value in Table 2

4,8,9,10 Between tl.le. first two 85% of the value in Table 2
conditions

11-18 Interior edges Half of the value of relative

exterior edges

times of 10 concrete edges from the total eighteen concrete
edges are less than 100 years (i.e., the prescribed service
life), and as a consequence, the corrosion of reinforcing steel
and concrete cracking have only occurred in the 10 edges.
Compared with the concrete edges in exterior surface, the

FIGURE 8: Critical times in the degradation process.

edges of the interior surface have relatively long critical times
due to the low concentrations of chloride ion. The corrosion
initiation times of all the interior concrete edges are longer
than 100 years except edge 14, where the cover thickness
is comparatively thin. Since the critical times related to the
concrete edges may be significantly different as a result of
the various values of the environmental and other design
parameters, the conclusion can be drawn that it is necessary
to form the concrete section by using its edges as the basic
unit based on the above results, when the lifetime structural
performance is investigated.

Figure 9 displays the time-variant area loss rates of rein-
forcing steel and concrete sections at the midspan center in
the model bridge. It is clear that the area loss of reinforcing
steel section initiates at about 19 years, which corresponds
to the results shown in Figure 8 where the earliest corrosion
initiation time is also 19 years. The corrosion rate gradually
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FIGURE 9: Time-variant area loss rates of reinforcing steel and
concrete sections.

increases from 20 years to 40 years, since the concrete at
seven edges begins to crack during this period accelerating
the corrosion of reinforcing steels wrapped in these concrete
edges. At the end of service life, the area loss rate of
reinforcing steels wrapped in the entire concrete section
reaches about 70%. In the case of concrete, it is clear from
Figure 9 that its section begins to reduce at about 22 years.
Note that the increase in area loss rate of the concrete section
is not significant after 40 years. This is because (1) the entire
concrete covers at seven edges are all spalling during the first
40 years and the concrete is assumed not to continue cracking
in these edges and (2) the concrete at only three edges cracks
and leads to the reduction of concretion section after 40 years.
Finally, the area loss rate of the concrete section is about 17.3%
at 100 years.

To determine the effect of environmental attack on the
lifetime structural performance, two time-variant perfor-
mance cases with and without the environmental effect
are now considered the structural vertical displacement.
Figure 10 displays the variations of the vertical displacements
at two critical locations (i.e., the side-span and middle-span
centers). Note that the displacement along the direction
of y-axis in the global coordinate system is assumed as
positive. In the first 10 years after structural completion, the
variations of the vertical displacements are significant due to
the concrete creep and shrinkage. When the environmental
effect is considered, the time-variant vertical displacements
after the first 10 years can be described as follows: (1) from 10
years to 20 years, the variations of vertical displacements are
not evident, since the effect of concrete creep and shrinkage
is gradually weak and the corrosion initiation times related
to most of the reinforcing steels are longer than 20 years;
(2) from 20 years to 100 years, the variations of vertical
displacements are gradually significant again due to the
reductions of reinforcing steel and concrete sections as a
result of the reinforcing steel corrosion and concrete cracking.

9
-18 T T T T T T T T T T
-16 d; with environmental effect i
-14 4
-12 4
-10 | /4, without environmental d, d, 7

effect 1
N ST d— = —__-
d, with environmental o n o A

d,: vertical displacement in side-span center
d,: vertical displacement in middle-span center, -
SN 1
T RTERT TS - DD ]

6k effect

Vertical displacement (mm)

oy d, without environmental effect

0 1 1 1 1 1 1 1 1 1 1

0 10 20 30 40 50 60 70 80 90 100
Time (years)

FIGURE 10: Variations of vertical displacements at critical locations.

The degree of variation caused by the environmental effect is
similar to the one induced by concrete creep and shrinkage.
When the environmental effect is not considered, the vertical
displacements at the two critical locations are nearly invariant
after 10 years.

The flexural moment and the ultimate limit stage are
now discussed where the variations of the flexural moments
at two critical locations (i.e., the side-span center and the
middle-pier top) are shown in Figure 11. The flexural moment
leading to tensile stress at the bottom of the concrete section
is assumed to be positive and the time-variant flexural
moment throughout the service life can be described as
follows. In the first 10 years after structural completion, the
evident variations of the flexural moments are the result of
concrete creep and shrinkage. If the environmental effect is
considered, the variations of the flexural moments during
the subsequent 10 years and from 20 years to 100 years are
apparent and significant, due to the same reasons as that of
the vertical displacement. When the environmental effect is
not considered, the variations of the flexural moments at the
two critical locations are insignificant after 10 years. It should
be noticed, from this figure, that the variations of the flexural
moments at the two critical locations with the environmental
effect are not monotonic during service life. This is because
of (1) the time-variant location of the neutral axis of concrete
section due to the reduction of the section; (2) the loss of
dead weight induced by the reduction of concrete section;
and (3) the redistribution of the internal force caused by
the reductions of reinforcing steel and concrete sections. For
these results, the flexural moment may increase or decrease
over the life cycle of a structure.

4.2. Example 2. In the third example, the same model as
the first example shown in Figure7 is used to illustrate
the computation of time-variant system reliability associated
with the proposed methods for calculating the time-variant
performance and system reliability. The distribution types
and associated statistical descriptors of the random variables
involved in the structural configuration, materials properties,
live loads, and environment are summarized in Table 4,
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FIGURE 11: Variations of flexural moments at critical locations.

TABLE 4: Statistical parameters of random variables.

Variable Nominal Mean cov*® Distribution type
E. 34,500 MPa 34,500 MPa 0.10 Normal®

f. 32.4 MPa 40.5 MPa 0.12 Normal®

E, 200,000 MPa 200,000 MPa 0.06 Normal®

f. 335 MPa 375 MPa 0.065 Normal®

C Coom 1.02C,,,, 0.05 Normal®

d, g nom 1.0d, o 0.02 Normal®

Y, 25kN/m’ 26 kN/m’ 0.06 Normal®

¥4 78.5kN/m’ 80.1kN/m’* 0.05 Normal®

Va 23kN/m’ 23kN/m’ 0.04 Normal®

Q 10.5kN 9.03kN 0.08 Extreme value type I
P 250 kN 215kN 0.08 Extreme value type I
M, 6.9 kg/m’ 6.9 kg/m’ 0.1 Normal®

M., 1.5kg/m? 1.5kg/m’ 0.15 Normal®

D, 22.5 mm’/year 22.5 mm’/year 0.45 Lognormal

2COV is the coefficient of variation.

YTruncated distributions with nonnegative outcomes are adopted in the simulation process.

according to the structural drawing and relative literatures
[26]. The prescribed service life and the unit calculating time
are assumed as 100 years and 10 years, respectively. The same
as the second example, the number of samples in Monte Carlo
simulations is defined as 200,000.

Based on the structural decomposition technique pre-
sented in [13], the three-span reinforced concrete bridge is
divided into 21 components, with seven components in each
span. Ultimate limit state is only discussed here, since the
structural resistance is more likely to deteriorate significantly
due to the area loss of reinforcing steel section over the life
cycle of a structure. When two component failure modes,
flexure failure and shear failure, are taken into account, the
number of the component failure modes is 42 for overall
structure and 14 for each span as shown in Figure 12, and the
key parameters of the structural failure mode are summarized
in Table 5. Three structural failure modes can be sought out

§£§9 1~14 5 15~28 5 29~42 g
7z 72 72 7z

(1) Serial number of component failure mode

FIGURE 12: The component failure modes.

from the model bridge, in which the designated minimum
degrees of static indeterminacy are 0, 1, and 2, respectively.
The variation of the system reliabilities for different
structural failure modes throughout the service life is dis-
played in Figure 13, showing that the time-variant system
reliabilities with respect to the structural failure modes
2 and 3 are identical. This is because (1) the minimum
individual reliability of component failure mode appears on
the side span and (2) the structure is symmetrical. Thus,
when a component failure mode in a side span occurs, its
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TABLE 5: Key parameters of the structural failure mode.
Structural failure mode Mil}irgum degr'ee of .Subset Minimum 'number o*f Including
static indeterminacy serial number the occurring CFMs CFMs
1 2 1-14
1 0 2 2 29-42
3 3 1-42
2 1 1 2 1-42
3 2 1 1 1-42

*CFMs: component failure modes.
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FIGURE 13: Variation of the system reliability.

counterpart in another side span has also appeared. The
system reliabilities of different structural failure modes from
0 to 50 years are shown as the dash lines, since they cannot be
calculated by using the prescribed number of samples (i.e.,
200,000). However, we are concerned with the variation of
system reliability below the allowable reliability index [f] (i.e.,
in the failure area), which can be evaluated and is shown
as solid lines in the figure. The actual system reliability of
the overall structure should be between the star-solid line
and the circle-solid line, the shadow region of Figure13,
showing that the difference of the system reliabilities among
the structural failure modes gradually decreases from 50 to
100 years. In addition, the system reliabilities with respect to
all the structural failure modes reduce to negative values at
the end of service life. Thus, maintenance interventions are
required to improve the structural performance during that
life. According to the obtained system reliability profile, the
appropriate maintenance application time should be at 50
years when the system reliability is about to decrease to the
failure area.

5. Conclusions

A finite element- and Monte Carlo simulations-based com-
putational methodology is proposed in this paper to evaluate
the time-variant system reliability of deteriorating concrete
bridges under environmental attacks. Methods for solving the
reduction of concrete section and the variation of structural

load effect are investigated for time-variant performance. For
system reliability, a novel structural failure mode searching
technique is proposed. Accordingly, two programs, CBDAS
and SRMCS, are written to perform these analyses from
which the time-variant system reliability of deteriorating
concrete bridge can be calculated. Finally, two examples are
presented to demonstrate the functions of CBDAS, SRMCS,
and the combination of the two programs. The following
conclusions can be drawn:

(1) The first example shows that the differences of the
critical time variants between the edges in a concrete
section may be significant due to the various values
of the design parameters among the concrete edges.
These differences have great influence on deteriora-
tion in the reinforcing steel and concrete sections of
bridges. Thus, to simulate the actual reduction process
of concrete sections, it is necessary to delineate the
concrete section by using its edge as the basic unit.

(2) Again from the first example, it is clear that the
variations of the performance indicators reflecting
the structural serviceability and strength, such as the
structural vertical displacement and flexural moment,
are significant due to the effect of concrete creep
and shrinkage and reduction of sectional areas at
the beginning and end of service life and the degree
of variation related to the serviceability-performance
indicator is more significant than that of strength-
performance indicator. This is because the reduction
of reinforcing steel and concrete sections has a great
effect on vertical displacement but little effect on
flexural moment. Moreover, since essential variables
such as the construction process, concrete creep, and
shrinkage and the reduction of sectional areas and
variations in overall structural performance can be
measured collectively by using the finite element-
based approach, the lifetime performance of concrete
bridges exposed to aggressive environments can be
accurately evaluated.

(3) The time-variant system reliability of concrete bridges
with environment attacks can be evaluated accurately
using the Monte Carlo simulations-based and the
finite element-based approach because (a) determi-
nation of the correlation coefficients of the indi-
vidual component failure modes is not needed in
the proposed method; (b) by using the proposed
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finite element-based assessment method, the limit
state functions of the individual component failure
modes are sufficient to obtain good results; and
(c) based on the structural failure mode searching
technique, the relationship between the individual
component failures and the overall structural failure
can be effectively simulated during the lifetime of
bridges negatively affected by adverse environmental
conditions.
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After track capacity breakdowns at a railway station, train dispatchers need to generate appropriate track reallocation plans to
recover the impacted train schedule and minimize the expected total train delay time under stochastic scenarios. This paper focuses
on the real-time track reallocation problem when tracks break down at large railway stations. To represent these cases, virtual
trains are introduced and activated to occupy the accident tracks. A mathematical programming model is developed, which aims at
minimizing the total occupation time of station bottleneck sections to avoid train delays. In addition, a hybrid algorithm between
the genetic algorithm and the simulated annealing algorithm is designed. The case study from the Baoji railway station in China
verifies the efficiency of the proposed model and the algorithm. Numerical results indicate that, during a daily and shift transport
plan from 8:00 to 8:30, if five tracks break down simultaneously, this will disturb train schedules (result in train arrival and departure

delays).

1. Introduction

To solve the track allocation problem in a railway station, a
conflict-free route must be found for each arrival/departure
train. This optimization problem, known as the train routing
problem or the train platform problem, is one of the basic
scheduling problems for railway companies. In terms of
complexity, this problem is NP-hard [1]. Nevertheless, it can
be modeled and solved using operation research techniques.
Due to the signal problem, frequent use, or other reasons,
available tracks at a railway station may break down (may be
unavailable). In addition, track incidents are generally uncer-
tain and often disturb train schedules such that trains will be
delayed if station tracks are not effectively reallocated. In this
paper, we consider the problem of real-time reallocation of
trains to available tracks (except accidental tracks) at a large
railway station, given one daily and shift transport timetable
and the structural and operational constraints.

There are many existing studies that solve the track alloca-
tion problem. Zwaneveld et al. [2] proposed a node packing
formulation, and infrastructure capacity requirements were
developed to evaluate future demand for rail transportation.

To improve the solution method, Zwaneveld et al. [3] con-
ducted an extension of [2]. Zwaneveld et al. assumed that
trains prefer certain paths to others and this problem was
formulated as a weighted node packing problem. A branch-
and-cut solution approach was adopted to solve this NP-hard
problem.

Cardillo and Mione [4], Billionnet [5], and Carey and
Carville [6] studied a version of the problem termed train
platform problem (TPP). Cardillo and Mione [4] proposed
a heuristic algorithm with a backtracking method. The work
of [5] demonstrated how the TPP models could be strength-
ened through the addition of clique inequalities. Carey and
Carville [6] studied the problem at busy complex stations and
developed scheduling heuristics analogous to train operators
using the manual method.

TPP is affected by the structure of stations and yards,
the bottleneck section structure, station operations, train
timetables, train punctuality, and many other factors among
which the train working diagram (TWD) plays an important
role because it determines the start and end times of tracks
utilized at railway stations [7]. Barber et al. [8] presented a set
of heuristics for a constraint-based TWD tool and formulated
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TWD as a constraint optimization problem. According to
TWD and train routing in stations, Kang et al. [7] com-
bined TPP with the station bottleneck carrying capacity. A
case study that focused on bottleneck section optimization
in passenger stations illustrated that TPP affects not only
bottleneck capacity but also station capacity. D’Ariano et al.
[9] introduced a new concept aimed at less planning on the
timetable and solving more intertrain conflicts to improve
punctuality without decreasing line capacity. A detailed
model for conflict resolution was illustrated, and different
algorithms based on the alternative graph formulation were
analyzed in their work. Heydar et al. [10] investigated the
capacity of a single track, bidirectional rail line that adheres
to a cyclic timetable.

When probabilities for unexpected events are estimated,
efficiency is a major concern and can be addressed through
multilevel splitting or staged simulation [11]. After major
service disruption in the railway operational system, dis-
patchers need to generate a series of train meet-pass plans at
different decision times of the rescheduling stage to recover
the impacted train schedule from current and future distur-
bances and minimize the expected additional delay under
different forecasted operational conditions. Thus, railway
controllers play a pivotal role in the service recovery of nor-
mal rail system operations when accidents occur. Cheng and
Tsai [12] adopted Taiwan’s railway system to diagnose railway-
controller-perceived competence when facing diverse tasks
during incidents and accidents that were derived from a
proposed conceptual model. Belmonte et al. [13] presented an
application of functional resonance accident models (FRAM)
for the safety analysis of complex sociotechnological systems,
that is, systems with not only technological components but
also human and organizational components. The examples
illustrated the principal advantages of FRAM in compari-
son to classical safety analysis models, which allowed true
multidisciplinary cooperation between specialists from the
different domains involved.

Operationally robust solutions are usually synonymous
with compact, nonoverlapping routes with little or no
intraroute crossover [14]. Railway companies are also inter-
ested in schedule reliability (assessed by means of cancelling
the number of operating trains) and robustness (the ability to
resist schedule perturbations). Intuitively, a more robust track
allocation schedule is less likely to propagate delays to the
following trains. Clearly, an efficient use of the railway infras-
tructure and the prospects of recovery cause TPP to become
a more complex optimization problem in engineering theory
and practice.

The aforementioned studies mainly focus on the track
allocation optimization problem. After the track capacity
breakdown(s) at a railway station, train dispatchers need to
generate appropriate track reallocation plans to recover the
impacted train schedule and minimize the expected total
train delay time under stochastic scenarios. As a result,
reallocating tracks in railway stations for emergency incidents
to ensure service remains a significant issue. A model that can
be exactly solvable by a global optimization method is also
desired.
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On the basis of station track incidents, a model consider-
ing the minimum average use time of bottleneck sections is
proposed to reduce technical process time and improve the
antijamming capacity. The bottleneck and station carrying
capacity can be improved simultaneously by tapping the
potential and more effective occupation of normal tracks and
bottleneck equipment. The contributions of this paper are
listed as follows:

(1) A mathematical programming model is proposed
to describe TPP after track incidents, which fully
considers the tight capacity of station bottlenecks
when some tracks break down.

(2) Virtual trains are introduced to represent track inci-
dents. The novelty of this formulation is the use of
virtual trains to occupy these unavailable tracks. In
the Baoji passenger station, an incident in which five
tracks break down simultaneously will lead to the
delay of trains’ arrival/departure.

(3) Genetic simulated annealing (GSA) focused on TPP
is adopted. In addition, a genuine case in China is
studied, and the station track allocation plan is given.
The carrying capacity of the left side bottleneck is
approximately 1.29 times more than the right side
bottleneck.

This paper will be organized as follows. First, the model
formulation section draws the TPP model out. In addition,
the GSA of TPP is developed in the solution algorithm
section. Furthermore, a real case from China is illustrated in
Case Study. Finally, the Conclusions summarize this paper
and discuss the future study.

2. Track Reallocation Model

2.1. Notations. Notations in this paper are as follows

Sets

I: set of groups of turnouts (GTs), i € I, I =
{i/i = 1,2,...,n}, where n is the total number of GTs.
Herein, turnout is also called switch in stations.

I;: set of GTs in the left station bottleneck, which
consists of the number of GTs.

I: set of GTs in the right station bottleneck.

J:setof trains, j € J, ] = {j/j =1,2,...,m}, wherem
is the total number of trains scheduled within TWD.

R: set of reception-departure tracks,r € R,R = {r/r =
1,2,...,1}, where [ is the total number of reception-
departure tracks at a passenger station.

Parameters

Ts: security interval time between two neighboring
trains that occupy the same track.

tfj: starting time of train j occupying track r.
tZ: ending time of train j occupying track r.

t;;: traversing time of train j occupying GT i.
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Left bottleneck

Right bottleneck

FIGURE 1: A sample station structure.

Variables
X0 = { 1, if train j occupies GT i;
ij — lo, otherwise.
_ { 1, if train j stays at track r;
i~ Lo otherwise.

T ;: the total time cost of GTs by train j.

T;: the total time cost of GTs in the left bottleneck
(detailed illustration of the left bottleneck can be
found in Figure 1), Ty = ), Y’ t;;.

Tp: the total time cost of GTs in the right bottleneck
(detailed illustration of the right bottleneck can be
found in Figure 1), Tp = ¥, Xt

2.2. Basic Assumptions. To solve and optimize TPP, several
assumptions are used throughout this paper to simplify
practical cases:

(1) Train arrival/departure times at/from the station are
collected according to the existing timetable and
cannot be changed. That is, there is no train shifting
from the original timetable. In this case, the track
reallocation plan is ordered by train arrival-departure
times.

(2) Different trains traverse the same GT with equal
time. This assumption eliminates the complexity of
considering train types (e.g., train formation, train
ranks). Thus, the total occupation time of a certain
route composed of GTs can be accumulated.

(3) The security interval time (Tg) is assumed as a
constant. Generally, there are different ranks of trains
passing through stations, for example, passenger
trains and freight trains. Obviously, T varies between
different ranks of trains for their unique braking
performance. This assumption can help substantially
reduce the complexity of the model.

2.3. Model Formulations. To better explain the model formu-
lations, a sample station is illustrated in Figure 1. There are
four tracks and twelve GTs numbered from 1 to 4 and from 1
to 12, respectively, in the sample station. In Figure 1, the left
bottleneck section contains six GTs, which are marked with
odd numbers. On the contrary, the right bottleneck section
consists of six even numbered GTs.

2.3.1. Constraints of TPP and Track Accidents. Operational
constraints in a passenger station set limits on the track

allocations of trains. To fulfill the service requirements and
enable safety, the following constraints should be satisfied.

One Time, One GT, and One Train. For each GT i € I and
j € J, constraints (1) set the uniqueness occupation of each
GT ina certain period of time punctually, where x;; is a binary
variable representing whether train j occupies GT i. A fixed
GT cannot be traversed by other trains until it is released by
the preceding train. Thus, during the periods of [ts ts ]

and [tr]’ ot T,], where t and t - Tepresent the startmg and

ending times of train j occupymg track r, constraints (1)
should be satisfied:

@

#5547

Obviously, if a train pulls in from the left bottleneck and
stays on track 1 in Figure 1, it will traverse GTs [2, 3, 5, 8-10].
At the same time, if another train also pulls in from the left
bottleneck, it cannot stay on track 2 because GTs [2, 3, 5, 8-10]
have been occupied. However, this train can sit on track 3 or
track 4 because GTs [1, 4, 6, 7, 11, 12] are free at that moment.

One Time, One Track, and One Train. x, is a binary variable.

= 1 means track r breaks down, and x, = 0 means track
r can receive trains. Constraint (2) indicates that, during the
period of [t o ,J] track r is reserved for train j. Apart from
this period, track r is released. Thus, constraint (2) examines
the track state and limits the unique utilization of station
tracks as well:

[ rj? rJ] Zer <(1-

)

When x, is equal to one, we have ", x,; < (1 - x,) =
This track breaks down and is occupied by one virtual train.
On the contrary, when x, is equal to zero, the right hand side
> iz1%j < (1 -x,) = 1 and track r is ready for allocation.
With the blnary variable x, so defined, track incidents are
described accurately.
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FIGURE 2: Complete conflict. Train j occupies track r from time tfj
to time tf}, and train j' occupies track r from time tfj, to time tf},,
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One Time, One Train, and One Track. Clearly, each coming
train should be allocated with only one track. In the period of
[tfj, tfj], train j will stay on track r. Hence,

1
[5365]: S, = 1. 0
r=1

One Track, Two Trains, and Two Conflicts. A two-train
conflict or greater can be decomposed by two trains. There
are two types of conflicts on a track that must be avoided:
complete conflict and partial conflict as referred to in Figures
2 and 3, respectively. To fulfill the requirements, there is a
minimum security interval time, denoted by T, for two trains
pulling on the same track. Figure 4 shows how two trains can
stay on one identical track successively.

According to Figure 4, a conflict avoidance constraint can
be built as (4); that is, one train cannot pull on to track r until
the preceding train has departed from track r for at least T
min. Hence, Vj € J, j' € J,and r € R,

S E
Xpj Ty — x5 T, 2 T 4)

2.3.2. Objective Function of TPP. Many other urgent prob-
lems may be induced under sudden incidents on station
reception-departure tracks, such as a delay in the train’s
arrival and departure and decreasing the carrying capacity
of station bottleneck sections. These problems are brought
about directly from one phenomenon: decreasing the number
of available station tracks. In this case, station operators
must repair tracks as quickly as possible and reallocate tracks
effectively with a limited number of available tracks.

Figure 5 illustrates the flow of track reallocation after
station track incidents. First, if the tracks have incidents, then
the station capacity will definitely decrease. In this situation,
the station bottleneck capacity also decreases because some
tracks and GTs are frozen. Then, the predetermined routes
(consisting of GTs) are changed and a new track reallocation
plan is formulated.

The occupation time of each route to each track can be
accumulated by GTs. For any train j, the traversing time of
GTs is calculated in (5). In addition, different routes consist
of different GTs. The average occupation time of each GT is
used to express the cost of the route. Clearly, the less average
occupation time a GT has, the better the route we choose.
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FIGURE 3: Partial conflict. Train j occupies track r from tfj to tf;., and
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FIGURE 4: Conflict avoidance. Train j occupies track r from tfj to
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» and train j occupies track r from £ to t.5), where £, < t,; <

Therefore, (6) evaluates the average occupation time of GTs
in a route. Therefore,

Ty= )%ty (5)

B Yo Xty Xij oty

= 6

f Y Z;rl:l Xij ©

As we know, if some tracks are in incidents, the carrying
capacity of the tracks will decrease immediately. In addition,
the capacity of the bottleneck sections is also reduced. There-
fore, the objective function of our model should pursue the
minimum average use time of GTs in bottleneck sections that
constitute different routes and lead to normal and abnormal
station tracks. Foralli e I, j€ J, j/ € J,and r € R,

Y Yo Xt

f =min

i 2311 Xij
m
s.t. [tfj - TS’ tf]] : le] < 1
=1
m
[troty +T] Y ;<1
j=1 )
5 m
[t 1]« Yy < (1)
j=1
1
[t t5] : Xoxy =1
r=1
X1+ Ty Ty = T,
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FIGURE 5: Track reallocation flow.
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Artificial intelligence algorithms have been widely adopted to
solve NP-hard problems. Gandibleux et al. [15] proposed Ant
Colony Optimization heuristics to solve the track allocation
problem. As evolution of [15], the algorithm described in [16]
improved the local search heuristic and stopping criterion.
The node packing formulation used in [17] found robust
routing for the train routing problem. In addition, [17]
adopted the fixed-point iteration heuristic to exploit the
clique structure. The improved research by [18] used the
same fixed-point heuristic to consider both deterministic
and probabilistic robust problem. Similarly, [7, 19] studied
the track allocation problem at railway stations using the
simulated annealing (SA) algorithm.

Studies [20, 21] designed a stochastic search scheme based
on SA and the genetic algorithm (GA). For a nonconvex
optimization system, GA may suffer from premature con-
vergence on a local optimum. Escaping from local optima
is accomplished with an SA search scheme, which is a
stochastic process. Intervention in the SA is accomplished
with a GA search scheme that provides promising search
locations or directions when an SA search slows down or
“freezes.” Considering the nice compatibility of both GA
and SA algorithms, a genetic simulated annealing (GSA)
algorithm approach is created. Herein, the GSA algorithm
will be briefly reviewed.

3.1 Genetic Simulated Annealing. SA starts from an initial
solution at a high temperature and makes a series of changes
according to an annealing schedule. For each change, an
objective value f, .., (fnew Decomes f 4 after an iteration) is
obtained. The difference between the objective values (Af =
Joew—Joia) 18 calculated after each iteration. If Af < 0, the new
solution is accepted with probability p = 1. On the contrary,
it is accepted with a small probability p, which can be tracked
as p = exp(-Af/T), where T is the current temperature
parameter. Thus, SA avoids being trapped in a local optimum
[22]. Moreover, at each temperature, the above process will
repeat L times, where L represents the Markov length. The
temperature T is gradually decreased by cooling coeflicient w,
where T'isdefinedas T = T x w (0 < w < 1). SA terminates
either when the optimum solution is obtained or when the
initial temperature decreases to the given value [7].

e S3X Xy Xy s X[+ 5 Xy Koo + o> Xy + - +> Xy fOrms

the genes of a chromosome in the algorithm. Here, from
j = 1im,r = 1:1, each gene x,; = 1 represents the notion
that train j stays on track r. The matrix above is a unit
matrix and ensures that each coming train has a track. A
common operator used in GA is crossover, which generates
chromosomes [23]. A replacing method is adopted in the
crossover operation. Taking the sample station as an example
(four tracks), the track for a certain train is replaced by
the track for the same train in another chromosome (see
Figure 6), where the x-axis represents trains and the y-axis
represents the timeline. The mutation operation changes the
track for one train randomly. If the generated chromosome
is unavailable, then it will be deleted.

The following GSA searches solutions for the track reallo-
cation problem in railway stations. The detailed algorithmic
steps are described as follows.

Step 1 (initialization). (1.1) Set initial parameters: population
size p (p = 1000), iteration mark k := 0, initial temperature
t, = 100, lowest temperature T = 0.01, and cooling
coeflicient w = 0.95.

(1.2) Read the timetables for the arrival-departure trains.

Step 2 (creating and selecting new chromosome). (2.1)
Update k = k + 1.

(2.2) If t;. := 1, stop; otherwise, turn to 2.2.

(2.3) Obtain a new chromosome j from each old chro-
mosome i € POP(k) from the crossover operation to
chromosome i.

(2.4) Calculate o(j) — o(i), where o(j) and o(i) are
objective values of chromosomes j and i, respectively.

(2.5) If 0(j) — 0(i) < 0, chromosome j replaces chromo-
some i; otherwise, chromosome j replaces chromosome i by
probability p = exp((f (i) — f(7))/t)-

(2.6) Repeat steps 2.2 through 2.5 until a new population
POP1(k) is generated.

(2.7) Use the mutation operation to population POP1(k).
Check the generated solutions with constraints in (7) and
accept them if they are available. Otherwise, delete them.

(2.8) Find the best solution in POP1(k) by comparing
objective values.
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Crossover: two different chromosomes generate two new chromosomes

Mutation: one chromosome generates a new chromosome

FIGURE 6: Samples of crossover and mutation operations.

Step 3 (stop or do not stop). 3.1 If temperature t; < 7, stop;
otherwise, t;, = t; - w. Return to Step 2.

3.2. Sample Test. A sample station in Figurel is used to
verify the feasibility of the proposed model. Table 1 shows the
different components for the routes and the corresponding
occupation time of the GTs. For example, GTs (3, 5, 9/10,
8, 2) consist of the path to reception-departure track 1. The
corresponding occupation times of the above GTs are (2, 2,
2/2, 2, 2) seconds.

Table 2 gives the arrival and departure times of trains
that should be dispatched in this station. There are six trains
from 8:00 to 8:25 among which three trains pull in from
the right bottleneck section and three pull in from the left
bottleneck section. Figure 7 depicts the timetable intuitively.
As observed, T2, T4, T5, and T6 arrive/depart at/from the
station simultaneously. In other words, these four trains will
occupy the station bottlenecks at 8:15, which means this
station stays in the thick of the bottleneck capacity at this
time.

Experiments are tested on a personal computer with
an Intel Pentium 4 2.80 GHz CPU and 2GB RAM. The
track allocation optimizing results are given in Table 3, when
Yier tijl Yier X of tracks 1 and 2 are smaller than those of
tracks 3 and 4. Thus, tracks 1 and 2 have been occupied twice,
while tracks 3 and 4 are only used once.

We also simulate the track accidental experiment (track
1 is randomly selected by the programming). Computing
results are shown in Table 4. When we simulate two track
incidents simultaneously, a feasible reallocation plan could
not be returned because the bottleneck capacity is not
large enough to receive all trains. The computer simulation

TaBLE 1: Component GTs of each track in Figure 1.

Track (till;?ggzt(;f Dier Xir Ly (sec)  Nicptijl Yier X (seC)
1 3,5,9/10, 8,2 3/3 2,2,2/2,2,2 2
2 3,5,9/10,8,2 3/3 2,2,2/2,2,2 2
3 ,7,1/12,6,4 3/3  3,3,3/3,3,3 3
4 1,7,11/12, 6, 4 3/3  3,3,3/3,3,3 3

indicates that if there are two or more tracks that are not
ready for service, trains cannot stay on the tracks according to
the existing timetable. The track capacity decreases and some
trains are delayed for arrival.

4. Case Study

This section illustrates the quality of the proposed model
for a real case in China. Figure 8 shows the structure of
the Baoji railway station in China. There are two bottleneck
sections in this station: the left bottleneck section and the
right bottleneck section. The left bottleneck is made up of
13 GTs that are marked with odd Arabic numbers, and the
right bottleneck is made of 14 even GTs. Eleven reception-
departure tracks, numbered from 1 to 11, are in the middle of
the station. Here, the data sources for the computation come
from the Xian Railway Administration, and the detailed
TWD is given in Table 5.

As seen from Table 5, there are 30 trains that are sched-
uled in this daily and shift transport plan (from approximately
8:00 to 10:00). For example, train T22 arrives at 8:09 and
departs at 8:22. The Direction column indicates that train T22
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TaBLE 2: TWD of trains.

Train Direction Reception Departure Train Direction Reception Departure
T1 Right 8:00:00 8:10:00 T2 Left 8:00:00 8:15:00
T3 Right 8:00:00 8:05:00 T4 Left 8:10:00 8:15:00
T5 Right 8:10:00 8:15:00 T6 Left 8:15:00 8:25:00

TaBLE 3: Track allocation results of sample station.

Train Track Reception Departure Train Track Reception Departure
T1 3 8:00:00 8:10:00 T2 1 8:00:00 8:15:00
T3 2 8:00:00 8:05:00 T4 2 8:10:00 8:15:00
T5 4 8:10:00 8:15:00 T6 1 8:15:00 8:25:00

TABLE 4: Track reallocation results.

Train Track Arrival Departure Train Track Arrival Departure
T1 4 8:00:00 8:10:00 T2 3 8:00:00 8:15:00
T3 2 8:00:00 8:05:00 T4 2 8:10:00 8:15:00
T5 4 8:10:00 8:15:00 T6 2 8:15:00 8:25:00

how virtual trains simulate the unavailable tracks. TWD is

5 transformed into a track occupation timeline. The dotted

“Té6 lines represent virtual trains, and the solid lines are real trains

: with train running directions. Train numbers are marked

T5 above the lines with the tracks in brackets. One virtual train

) ; will occupy a track when this track breaks down. The virtual

'é <T4— train will evacuate when the track recovers.
—T3—> o )

4.2. Optimization Results. Four accidental tracks are ran-

T2 domly selected by the computer, that is, tracks 2, 3, 8, and

10. Track 3 and track 8 are unavailable from 8:00 to 9:00,

T1— while track 1 and track 10 are unavailable from 9:00 to 10:00.

In this case, the optimization results are shown in Table 8.

i Clearly, no train should stay on tracks 3 and 8 between

8:00 8:15 8:25 8:00 and 9:00. Additionally, tracks 1 and 10 are not occupied

Time

FIGURE 7: Train arrival-departure time axes.

pulls in from the right bottleneck section and pulls out from
the opposite bottleneck.

In Table 6, each row gives the component GTs of a station
route from track 1 to track 11. The occupation time of each
route is calculated according to Table 7, which shows the
occupation time of each GT. Here, safety interval times have
been taken into consideration [24].

4.1. Unavailable Tracks Simulation. Some virtual trains are
introduced to solve the simulation work. It is undoubted
that if a certain track is unavailable because of incidents,
this track cannot be occupied until it recovers. According
to different accident degrees, different repairing times are
required. Therefore, the track repairing time is represented
by the track occupation time of a virtual train. Actually, each
track has a hidden virtual train, which will be activated as
long as the track remains unavailable. Figure 9 illustrates

between 9:00 and 10:00. Figure 10 shows the track occupation
frequency and route occupation time (cost) in a line chart,
where “cost” means the necessary occupation time (min)
of GTs with respect to a certain track. Compared with the
original allocation results, the total cost of the optimal results
is reduced from 64.3 to 62.2 in 30 min (Table 9).

It is easy to find that the higher the route costs, the smaller
the occupation frequency of the corresponding track is. For
example, tracks 10, 5, 9, and 7 have been occupied four times,
while tracks 8 and 11 are occupied only once because track
8 is unavailable from 8:00 to 9:00 and because its time cost
reaches up to 2.3. For instance, track 10 has been occupied
four times in one hour. This is mainly because its time cost is
only 1.833, which is the least among all station tracks.

4.3. Limited Carrying Capacity. According to the train arrival
times in Table 8, different track allocation plans are given
by discrete algorithm parameters. Table 10 lists the specific
values of the left and right bottlenecks after analyzing two
bottleneck capacities under each given plan. As seen, the
program has been run by separate iterations (from 60 to
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TABLE 5: TWD of trains.

Train Direction Arrival Departure Train Direction Arrival Departure
T22 Right 8:09:00 8:22:00 K375 Left 8:24:00 8:31:00
T75 Left 9:12:00 9:22:00 D5082 Right 8:41:00 9:11:00
7 Left 9:42:00 9:52:00 T23 Left 8:09:00 8:22:00
T193 Left 8:29:00 8:33:00 T116 Right 9:42:00 9:52:00
T223 Left 8:12:00 8:22:00 T192 Right 8:29:00 8:33:00
K621 Left 9:04:00 9:12:00 T222 Right 8:12:00 8:22:00
10176 Right 9:24:00 9:29:00 K624 Right 9:04:00 9:12:00
10452 Right 9:14:00 9:22:00 10175 Left 9:24:00 9:29:00
10454 Right 9:16:00 9:46:00 10420 Right 8:08:00 8:19:00
10448 Right 8:08:00 8:38:00 10450 Right 8:30:00 9:00:00
1486 Right 9:27:00 9:40:00 10456 Right 9:32:00 10:02:00
T7 Left 9:35:00 9:45:00 D5081 Left 8:51:00 9:21:00
1150 Right 9:35:00 10:00:00 1147 Left 9:35:00 10:00:00
2669 Left 9:20:00 9:50:00 K245 Left 8:39:00 8:49:00
K248 Right 8:39:00 8:49:00 K378 Right 8:24:00 8:31:00

TaBLE 6: Component GTs of each train track.

Track Groups of turnouts Yier Xir Yier by Yiet tijl Dier Xir
1 11, 13, 21/16, 18, 26, 28 3/4 8/8 2.286
2 11, 13, 21/16, 18, 26, 28 3/4 8/8 2.286
3 11, 13, 21/6, 8, 10, 20, 24, 28 3/6 8/13 2.333
4 11, 13, 23/16, 18, 20, 24 3/4 718 2.143
5 11, 13, 15, 23, 25/6, 8, 10, 12, 22 5/5 9/10 1.900
6 1,7,9,17/6, 8,10,12, 14 4/5 9/10 2111
7 1,3,9/6,8,10,12,14 3/5 6/10 2.000
8 3,5,7,9/6,8,10,12,14, 4 4/6 10/13 2.300
9 1,3,5/6,8,10,12,14, 4 3/6 5/13 2.000
10 1,3,5/2,4 3/2 5/6 1.833
1 3,5,7,9/6,8,10,12,14, 4 4/6 10/13 2.300

1 3 5 =27
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FIGURE 8: Map of station bottleneck structure (Baoji, China).

2800). T, and Ty are calculated each time. It is found that 4.4, Track Unavailable Analysis. From 8:00 to 8:30, the
the carrying capacity of the left bottleneck is approximately ~ capacity of the station tracks is excessive if there is no track
1.29 times more than the right bottleneck. Thus, the limited =~ accident. What if the station tracks have a larger area of
carrying capacity is the right bottleneck section in this railway ~ failures? If the number of unavailable tracks exceeds a certain
station. figure, this will lead to a delay in a train’s arrival/departure.
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TABLE 7: Occupation time of each GT (min).

GT'1T 3 5 7 9 11 13 15 17 19 21 23 25
f; 1223 3 2 3 1 2 2 3 2 1
GT 2 4 6 8 10 12 14 16 18 20 22 24 26 28
t;, 3 3 22 2 2 2 2 2 3 2 1 1 3

TABLE 8: Track allocation results.

Train Track Arrival Departure Train Track Arrival Departure

10420 9  8:08:00 8:19:00 K624 9  9:04:00 9:12:00
10448 6  8:08:00 8:38:00 K621 7  9:04:00 9:12:00
T23 7 809:00 8:22:00 T75 5 9:12:00 9:22:00
T22 5 8:09:00 8:22:00 10452 3 9:14:00 9:22:00
T222 1 812:00 8:22:00 10454 9  9:16:00 9:46:00
T223 10 8:12:00 8:22:00 2669 2  9:20:00 9:50:00
K378 10 8:24:00 8:31:00 10175 5  9:24:00 9:29:00
K375 9 8:24:00 8:31:00 10176 4  9:24:00 9:29:00
T192 1 8:29:00 8:33:00 1486 8 9:27:00 9:40:00
T193 7 8:29:00 8:33:00 1147 11  9:35:00 10:00:00
10450 8:30:00 9:00:00 1150 5  9:35:.00 10:00:00
K248 10 8:39:00 8:49:00 10456 4  9:32:00 10:02:00
K245 1  8:39:00 8:49:00 17 6  9:35:00 9:45:00
D5082 6  8:41:00 9:11:00 Tz 7 9:42:00 9:52:00
D5081 10 8:51:00 9:21:00 TH6 3  9:42:00 9:52:00

Thus, the maximum antijamming capacity in this station is
tested. We performed a track unavailable experiment. The
results indicate that the maximum number of unavailable
tracks at the Baoji station is five from 8:00 to 8:30. Table 11
shows the experimental results.

Table 10 shows that the Baoji station tolerates five unavail-
able tracks at most. Therefore, we observe the relationships
for the number of unavailable tracks, lasting time, and station
capacity in Figure 11. There are two parameters related to the
size of dispatching trains that have been tested here. It is clear
that, with a smaller number of unavailable tracks and shorter
lasting time, a larger number of trains tend to be received. As
shown in Figure 11, the number of unavailable tracks changes
from 6 to 11, the lasting time changes from 5 to 30 min, and
the different number of trains that can stay in the station is
obtained.

4.5. Convergence Test. To further illustrate the efficiency of
the GSA algorithm, a convergence test is given in this case
study as shown in Figure 12. The program stops after approxi-
mately 30 min with 1000 generations. The result indicates that
the algorithm can converge to a steady state. For the real-time
usage, operators can set a smaller value of generation or a
limited running time. In addition, as the convergence curve
indicates, solutions are acceptable when iterations reach one-
fourth of the total iterations.

K378(8)
— Kas() 1147(8)

— 0%
D5081(5)<——

10450(11) 10456(7)———2~
-7

10420(7)
K624(5) 107> (6)
24(8

h—d
T222(6)
7 T192(10)
12369 D5082(3)
-_—

K375(4)<~— — K248(2) 2669(9)

10454(7) —~———
1486(8) —= 170)

1150(10)
10452(6)— —
10176(11
T223(2) Ke21(4)— - 10176(11)
<7 T193(9) TH7Q) v .
s T75(1) Virtual trains

..... =o o

T116(4)
—

Train

10448(3)
- 7

Time
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FIGURE 1I: Relationships for the number of unavailable tracks,
lasting time, and station capacity.

5. Conclusions

This paper is motivated by the need to formulate and solve a
track reallocation problem in large railway stations. We first
explain the key features of using virtual trains to formulate
track incidents. A mathematical programming model is
developed, which aims at minimizing the total occupation
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TABLE 9: Comparison of optimization results.
Track Cost of GTs (min) Optimal results . Original results .
Frequency Cost (min) Frequency Cost (min)
1 2286 3 6.858 3 6.858
2 2286 2 4572 3 6.858
3 2333 2 4666 3 6.999
4 2143 2 4286 3 6.429
5 1.9 4 76 3 5.7
6 2111 3 6333 3 6333
7 2 4 8 3 6
8 23 1 23 3 6.9
9 2 4 8 2 4
10 1.833 4 7332 2 3.666
1 23 1 23 2 46
TaBLE 10: Bottleneck capacity analysis.
Algorith t
goritim parameters Track allocations Ty, Ty TR/Ty Ty + Ty
T, T w L Run
50 01 0.8 100 2800 758,10,4,1,7,4,2,10,1,10,2,4,9,7, 208 268 1.29 476
10,2,10,7,1, 11, 4, 10, 11, 4, 3, 9, 6, 10
30 01 0.8 100 2600 %6,10,1,5,4,10,2,5,11,710, 2, 1, 10, 219 270 123 489
2,4,4,2,11,9,10, 4,5, 1,2, 3, 4,10, 6
10 01 0.8 100 2100 10,8,7,1,9,2,10,1,9,11, 2, 4, 10, 9, 1, 21 280 133 491
4,5,10,4,2,7,10, 4, 8,11,1,10, 4, 9, 6
50 05 0.8 100 2100 10,7,5,2,8,4,4,10,8,2,6,11,7,1,4, 9, 223 281 1.26 504
10,6,11,1,7,10, 4, 5,2, 4, 8, 6, 10, 9
6,4,10,11,1,5,10,5, 9, 11,1, 10,9, 2, 7,
50 1 0.8 100 1800 »4,10,11,1,5,10, 5, 9,11, 1,10, 9, 2,7, 223 283 127 506
5,10, 6,8, 5,3,10,7,11,2,1, 4,7, 10, 6
50 01 0.5 100 900 10,11,4,5,7,1,8,5,7,10,6,10,7,8,7, 226 283 1.25 509
5,4,10,8, 1, 4,10, 6, 2, 6,11,10,9, 2, 8
50 01 02 100 400 % 710,5,1L,1,3,1,9,10, 5,11, 73,1, 8, 223 290 1.30 513
10,4,10,7 8, 5, 6,10, 2, 5,1, 6, 10, 3
50 01 0.8 50 1400 >4,10,3,7,2,10,11,5,1,6,10,3,7 10, 223 284 127 507
9,11, 4,5,11,8,10,5,2,7,10, 3, 1, 4, 2
50 01 0.8 30 840 %6,75,1,10,10,9,1,7,2,10,1, 6,10, 217 294 1.35 511
9,7,5,3,9,2,5,4, 8, 11,5, 4, 6,7, 3
10 1 0.2 30 60 71,8,911,5,3,75,2,94,6,1,7,5,2, 230 306 133 536
9,1,6,4,10,8,9,5,10,1, 11, 8, 3
Average 1500 — 220 284 1.29 504

TABLE 11: Test of the number of unavailable tracks.

Track unavailable Track allocation O,CCHP ation
time of GTs
1 10,5,9,7,6,4,10,5,9,7,6 21.831
1,2 10,5,9,7,6,4,10,5,9,7,6 21.831
1,2,3 10,5,9,7,6,4,10,5,9,7,6 21.831
1,2,3,4 10,5,9,76,8,10,5,9,7,6 21.988
1,2,3,4,5 10,9,7,6,8,11,10,9,7,6, 8 22.788
1,2,3,4,56 Reallocation failure Train delay

time of station bottleneck sections to avoid train delays. In
addition, a hybrid algorithm between the genetic algorithm

and the simulated annealing algorithm is designed. The case
study for the Baoji railway station in China verifies the
efficiency of the proposed model and the algorithm.

Our future study will focus on (1) developing different
optimization or reformulation methods that can reduce the
CPU time, improving the solution efficiency, and (2) mod-
eling different scenarios for station incidents, for example,
signal problems and switching problems, to address problems
in railway station operations.
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