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Every year, various experiments emerge in which a strong link between topological chemical structures and their properties is
found. These properties are numerous such as melting point, boiling point, and drug toxicity. Topological index is the
functional tool to determine these properties. This research paper will analyze some of the molecular drug structures, i.e.,
hyaluronic acid-paclitaxel conjugates Gn, anticancer drug SP½n�, polyomino chain of n-cycle Zn, triangular benzenoid Tn, and
circumcoronene benzenoid series Hk using multicriteria decision-making techniques including TOPSIS and SAW. The
topological indices used in this research paper include the Randić index for α = 1, −1, 1/2, the augmented Zagreb index and the
forgotten topological index.

1. Introduction

The introduction of mathematical “graph theory” to chemis-
try [1] has been playing a significant role. Chemical graph
theory is a subset of graph theory that connects to chemical
compounds and processes. Chemical graph theory depicts
molecular structures as chemical graphs, with nodes and
edges representing atoms and bonds. In cheminformatics,
they depict chemical structures. The cornerstone for (quan-
titative) structure activity and structure property predic-
tions—a key field of cheminformatics—is computable
properties of graphs. These graphs can be reduced to
descriptors or indices based on graph theory, which reflect
the physical properties of molecules [2]. Topological indices
are numerical values linked with chemical constitution that
aim to link chemical structure to physical attributes, chemi-
cal reactivity, and biological activity. These distance-based
graphical indices are commonly employed to build correla-
tions between molecular graph structure and characteristics.

Chemical compounds’ physicochemical qualities and bioac-
tivity can be predicted using topological indices [3]. Gao
et al. [4] referred chemical and pharmaceutical processes to
have advanced rapidly, resulting in the emergence of a slew
of novel nanomaterials, crystals, and medications each year.
The examination of these various chemicals necessitates a
significant number of chemical experiments, which adds to
researchers’ burden. According to Katritzky et al. [5], their
experiments reveal a close link between topological molecule
structures and their physical behaviors, chemical properties,
and biological traits, such as melting point, boiling tempera-
ture, and drug toxicity. Any drug that is effective in the treat-
ment of cancerous disease is known as an anticancer drug,
also known as effective anticancer drug. Anticancer medica-
tions are divided into various categories, including alkylating
agents, antimetabolites, natural compounds, and hormones.
Additionally, there are a number of medications that do not
fall into those classifications but have anticancer action and
are thereby employed in the treatment of cancer.
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Chemotherapy is sometimes confused with the use of anti-
cancer medications, whereas it refers to the use of chemical
compounds to cure cancer in general. Using multicriteria
decision-making techniques such as TOPSIS and SAW, this
research looked at the behaviors of some drug structures
such as anticancer drug SP½n�. This is the first research work
to rank several drug structures with the help of certain
MCDM techniques. TOPSIS is a ranking method that exam-
ines decision-making problems quantitatively and qualita-
tively. It provides the most accurate and timely solutions to
our real-world problems than any other MCDM technique.
Furthermore, the simplicity, logic, high processing efficiency,
and capacity to quantify relative performance for each
choice in a simple mathematical form are also advantages
of this technique. On the other hand, one of the most basic
and widely used weighted average approaches is the simple
additive weighting method. This approach has the advantage
of being a proportionate linear translation of the original
data, which preserves the relative order of the variables.
The SAW method demands normalizing the decision matrix
to a scale that is comparable to all other ratings currently
available.

2. Preliminaries

This research paper has considered finite graphs without
loops and edges [6]. Let us consider a simple graph Gðp, qÞ
with vertex set VðGÞ = fv1′ , v2′ , v3′ ,⋯,vn′g and edge set EðGÞ
with jVðGÞj = q, jEðGÞj = p. The number of edges connected
to vertex p ∈ VðGÞ is called degree and is denoted by dGðpÞ.

In 1975, the topological connectivity index RIðGÞ of a
graph G defined as the sum of weights was proposed by Ran-
dić [7], i.e.,

RI Gð Þ = 〠
u′v ′∈E Gð Þ

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dG u′

� �
dG v′

� �r : ð1Þ

This index was originally known as the “branching
index” or “molecular connectivity index,” and it was found
to be useful in determining the level of branching. The Ran-
dić index is the name given to this parameter nowadays [8,
9]. Bollobás and Erdös [10] expanded this index in 1998 by
substituting any real number for −1/2 to produce the general
Randić index RIα. Thus,

RI Gð Þ = 〠
u′v ′∈E Gð Þ

dG u′
� �

dG v′
� �� �α

: ð2Þ

Randić has demonstrated a link between the Randić
index and a variety of physiochemical properties [11, 12].
Recently, Dvořák et al. [13] have shown if we have RIðGÞ
≥ radðGÞ/2, where radðGÞ is the radius of G. The main point
of their work was to introduce a new index, RI′ðGÞ, which
was defined as

RI′ Gð Þ = 〠
u′v ′∈E Gð Þ

1

max dG u′
� �

, dG v′
� �n o : ð3Þ
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Using this index, Cygan et al. [14] showed that, for any
connected graph G of maximum degree at most four that is
not a path with an even number of vertices, ðGÞ ≥ radðGÞ.
Consequently, they resolve the conjecture RIðGÞ ≥ radðGÞ −
1 specified by Zhang et al. [15]. They demonstrated that the
inequality holds for all connected chemical graphs G,
RI′ðGÞ ≥ radðGÞ – 1/2 holds.

Furtula et al. [16] recently suggested the enhanced
Zagreb index (AZI), a new topological measure based by
the ABC index defined as

AZI Gð Þ = 〠
u′v ′∈E Gð Þ

ⅆ u′
� �

+ ⅆ v′
� �

ⅆ u′
� �

+ d v′
� �

− 2

0
@

1
A

3

, ð4Þ

whose predictive power exceeds that of the ABC index. He
revealed that the AZI is a useful predictor of the heat of for-
mation in heptanes and octanes [17]. It is possible to con-
clude that only this index passed the tests used in this
investigation. As a result, when creating quantitative struc-
ture–property relationships, this index should be used [18].
Gao et al. [19] defined the forgotten topological index (or,
F-index) which is stated as

FI Gð Þ = 〠
u′v ′∈E Gð Þ

d u′
� �2

+ d v′
� �2

� �
: ð5Þ

De et al. [20] presented some basic properties of the
forgotten topological index and demonstrated how this
index can improve the Zagreb index’s physical-chemical
applicability.

3. Drug Structures

In this research paper, we consider several molecular struc-
tures of drugs along with their physiochemical properties,
i.e., molecular weight, melting point, boiling point, complex-
ity, and density. Disaccharide, its basic structure, has a high
energy stability [21]. As a fast-developing platform for tar-
geting CD44-overexpressing cells, HA is a promising cancer
treatment [22]. HA works well as a drug transporter and a
drug target. Increased water solubility and activity preserva-
tion are the great attributes of HA-PTX conjugates; more
importantly, they could be applied as targeted drug delivery
to boost antitumor efficacy [23]. Figure 1 depicts the struc-
ture of hyaluronic acid-paclitaxel conjugates.

The Dox-loaded micelle containing poly-(ethylene gly-
col)-poly(aspirate) PEG-PAsp block copolymer with chemi-
cally conjugated Dox ðSP½n�Þ is depicted in Figure 2.

According to Nishiyama and Kataoka [24], it is a well-
known smart polymer family that is used as an anthracycline
anticancer antibiotic and is used to treat a variety of cancers.
As a result, it possesses strong anticancer properties and is
widely utilized in pharmaceuticals. The integer number n is
the step of growth in this form of polymer, as seen in
Figure 2.

When n = 1, 2, 3 (see Figures 3–5, respectively).

A polyomino system is a finite 2-connected plane system
in which each internal face (also known as a cell) is enclosed
by a one-length regular square [25, 26], which contains
applications of polyomino systems to crystal physics. A
polyomino chain is a polyomino system with a path as its
inner dual graph (see Figure 6). It will be denoted by Zn.

Now, look at the graph of triangular benzenoids Tn,
where n is the number of hexagonal structures in the base
graph. Figure 7 clearly shows that Tn has 1/2nðn + 1Þ hexa-
gons [27]. It is crucial in pharmacy drug design and a variety
of other applications.

We derive the circumcoronene series of benzenoid after
generalizing benzene molecules [28]. Benzene is significant
in chemistry because it aids in the production of aromatic
compounds. The benzenoid series circumcoronene consists
of several copies of benzene C6 on the perimeter (Figures 8
and 9). One family of benzenoid Hk that arises from the
benzene molecule is the circumcoronene series. Coronene
H2 orCaðC6Þ, the first term of the Capra-designed planar
benzenoid series CanðC6Þ, is a well-known member of this
family (C6).

4. Some Important Results

In this section, we emphasize on calculating the additive
degree-based topological indices of the molecular graphs.

(i) Additive degree-based topological invariants of con-
jugated Dox SP ½n�

Let G be the graph of Dox-loaded micelle comprising
PEG-PAsp block copolymer with chemically conjugated

Figure 6: The zig-zag chain of 8-cycle Zn.

1

2

3

n

Figure 7: Molecular graph of triangular benzenoid Tn.
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Dox ðSP ½n�Þ. Then, we have

R1 Gð Þ = 335n + 15,

R−1 Gð Þ = 10:611n + 1:333,

R1/2 Gð Þ = 131:6286n + 8:69677,

AZ Gð Þ = 444 · 8193n + 19:375,

F Gð Þ = 744n + 34:

ð6Þ

From [6], the molecular graph of ðSP½n�Þ contains 49n
+ 1 vertices and 54n + 5 edges.

(ii) Additive degree-based topological invariants of hyal-
uronic acid-paclitaxel conjugates Gn

Let G be graph of hyaluronic acid-paclitaxel conjugates
Gn . Then, we have

R1 Gð Þ = 629n − 11,

R−1 Gð Þ = 19:2278n − 0:0278,

R1/2 Gð Þ = 243:1083n − 3:4494,

AZ Gð Þ = 822:5972n − 11:3906,

F Gð Þ = 1404n + 23:

ð7Þ

From [21], the molecular graph of ðGnÞ contains 87n
vertices and 96n edges.

(iii) Additive degree-based topological invariants of
polyomino chain of n-cycle Zn

Let G be graph of polyomino chain of n-cycle Zn. Then,
we have

RI1 Gð Þ = 168n − 2,

RI−1 Gð Þ = 5:2222n + 0:7778,

RI1/2 Gð Þ = 67:5959n + 2,

AZI Gð Þ = 251:125n + 9:2187,

FI Gð Þ = 344n − 4:

ð8Þ
Some of the topological invariants named as I and V

have taken from [29]; the molecular graph of ðZnÞ contains
24n + 2 vertices and 28n + 2 edges.

(iv) Additive degree-based topological invariants of cir-
cumcoronene series of benzenoid Hk, k ≥ 1

Circumcoronene

H1 C6
( Benzene)

H2 Ca (C6)
( Coronene)

H3

Figure 8: Renowned members of circumcoronene benzenoid series Hk for k ≥ 1.
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Let G be graph of circumcoronene series of benzenoid
Hk, k ≥ 1: Then, we have

RI1 Gð Þ = 81k2 − 63k + 6,

RI−1 Gð Þ = k2 + 0:333k + 0:1667,

RI1/2 Gð Þ = 27k2 − 15:6061k + 0:60612,

AZI Gð Þ = 102:5156k2 − 74:8593k + 20:3437,

FI Gð Þ = 162k2 − 114k:

ð9Þ

From [29], the molecular graph of Hk, k ≥ 1 contains 6
k2 + 6k − 6 vertices and 9k2 − 3k edges.

(v) Additive degree-based topological indices of triangu-
lar benzenoid Tn

Let G be graph of triangular benzenoid Tn: Then, we have

RI1 Gð Þ = 9n2 + 45n − 30,

RI−1 Gð Þ = 0:25n2 + 0:4167n + 0:8333,

RI1/2 Gð Þ = 3:6742n2 − 14:3257n − 6,

AZI Gð Þ = 12n2 + 56:3437n − 20:3437,

FI Gð Þ = 19:5n2 + 88:5n − 60:

ð10Þ

From [29], the molecular graph of Tn contains n
2 + 4n + 1

vertices and ðð3/2Þ3/2n2Þ + ð9/2Þ edges.
The objectives of this paper are to give behavioral analy-

sis of chemical structures of anticancer drug molecules using
several topological indices, such as the Randić index and the
augmented Zagreb index, as well as the forgotten topological
index. We will also present a weighted evaluation of several
topological indices in this research endeavor, as chemical

invariants aim to provide a less expensive and more efficient
means for scientists and analysts to determine the physical
and chemical features of anticancer medications. Two differ-
ent decision-making techniques will be used to carry out this
weighted evaluation. The Approach for Order Preference by
Similarity to Ideal Solution (TOPSIS) will be the first tech-
nique. This weighted evaluation will be carried out for the
ideal solution and the greatest distance from the worst solu-
tion. It also tries to use mathematics to assess the accuracy of
molecular compound specifications. This method of multicri-
teria decision-making first appeared in the 1980s (MCDM).

(i) Allocation of weights: weights show how much of a
drug structure should be taken into account. It is
beneficial to have a drug structure with a wide range
of physical and chemical properties. In that situa-
tion, we give them a lot more weight in comparison
to the others and the others do as well (see
Figure 10). The weight is allocated according the
formula mentioned below

〠
j

i=1
Wj′= 1: ð11Þ

Table 1: Attributes and alternatives.

Alternative
Randić index

α = 1ð Þ
Augmented Zagreb

index
Randić index

α = −1ð Þ
Forgotten topological

index
Randić index

α = 1/2ð Þ
Hyaluronic acid-paclitaxel conjugates G1 618 811.2026 19.25 1381 239.6589

Anticancer drug SP 1½ � 350 464.1943 11.94 778 140.3254

Polyomino chain of n-cycle Z2 334 511.4687 11.22 684 137.1918

Circumcoronene benzenoid series H3 546 749.7187 10.17 1173 196.7877

Triangular benzenoid T6 564 718.4062 12.33 1116 212.2270

Table 2: Decision matrix Dij.

Alternatives RI1 Gð Þ AZI Gð Þ RI−1 Gð Þ FI Gð Þ RI1/2 Gð Þ
G1 618 811.2026 19.25 1381 239.6589

SP 1½ � 350 464.1943 11.94 778 140.3254

Z2 334 511.4687 11.22 684 137.1918

H3 546 749.7187 10.17 1173 196.7877

T6 564 718.4062 12.33 1116 212.2270

Table 3: Normalized decision matrix Hij.

Alternatives RI1 Gð Þ AZI Gð Þ RI−1 Gð Þ FI Gð Þ RI1/2 Gð Þ
G1 0:2562 0:2492 0:2965 0:2568 0:2587
SP 1½ � 0:1451 0:1426 0:1839 0:1515 0:1515
Z2 0:1284 0:1571 0:1728 0:1332 0:1481
H3 0:2263 0:2303 0:1566 0:2285 0:2124
T6 0:2338 0:2208 0:1899 0:2174 0:2291

Table 4: Weighted normalized decision matrix Xij.

Alternatives RI1 Gð Þ AZI Gð Þ RI−1 Gð Þ FI Gð Þ RI1/2 Gð Þ
Weight Wj 0.20 0.25 0.10 0.30 0.15

G1 0:0512 0:0623 0:0296 0:0770 0:0388
SP 1½ � 0:0290 0:0356 0:0184 0:0454 0:0227
Z2 0:0276 0:0393 0:0172 0:0399 0:0222
H3 0:0452 0:0575 0:0156 0:0628 0:0318
T6 0:0467 0:0552 0:0189 0:0652 0:0343
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(ii) A drug’s impact refers to whether it has a positive or
negative impact. For example, which physiochemi-
cal feature is ideal best and which is ideal worst
for our drug structure. The data values for a certain
factor should be regarded as standard units

(iii) Ideal best and ideal worst: we must first deal with
the properties of our concerned drug structures
and then correlate the abovementioned attributes
with physical properties of every drug in order to
determine the ideal best and ideal worst. The molec-
ular weight, density, complexity, boiling point, and
melting point are five common properties of drug
structures. The solid density of pharmacological
substances, from powder to tablet, is an important
feature. It enables us to determine which chemicals
will sink in a liquid. If the density of the substance
is less than the density of the liquid in which it is
immersed, it will flow [30]. As a result, low density
is optimal for our pharmacological structures. The
melting point is a fundamental physical feature that
defines the transition in pharmaceutical sciences,
chemical, and biological chemistry. In general, melt-
ing points with lower melting points are more likely
to be absorbed than melting points with higher
melting points. Another key attribute employed in
the pharmaceutical industry is molecular weight.
The degree of crystallinity of the polymer increased
as the molecular weight of the polymer decreased
[31]. The drug structures have a molecular weight
of less than 1000 g/mol; hence, we use low molecu-

lar weight pharmaceuticals. The boiling point of a
medicine is one of its most important characteristics
[32]. It is for storing and carrying things. We have
more storage for our pharmaceuticals if the boiling
point is higher. Drug treatment complexity is
acknowledged to be a risk factor for administration
errors and nonadherence, resulting in increased
healthcare expenses [33]

4.1. TOPSIS. Assume that each property is evaluated inde-
pendently. Comparing the measure of similarity to the ideal
alternative could be used to rate compromises [34]. From
Table 1, there are m alternatives (drug structures) and n
attributes (Randić indices, augmented Zagreb index, and
forgotten topological index). In this regard, we attempt to
set appropriate weights for the attributes in order to make
the best decision and strike a balance between them [35].

Step 1. Selecting the important attributes and constituting
the decision matrix based onm alternatives (drug structures)
and n attributes (Randić indices, augmented Zagreb Index,
and forgotten topological index) in Table 2:

Dij =

d11 d12 ⋯ d1n

d21 d22 ⋯ d2n

⋮ ⋮ ⋮ ⋮

dn1 dn2 ⋯ dmn

2
666664

3
777775
: ð12Þ

Now, we construct our decision matrix Dij, that is

Table 5: Calculation of the positive ideal solution L+ and negative ideal solution L−.

Alternatives RI1 Gð Þ AZI Gð Þ RI−1 Gð Þ FI Gð Þ RI1/2 Gð Þ
Properties Molecular weight Complexities Density Boiling point Melting point

Weight Wj 0:20 0:25 0:10 0:30 0:15
G1 0:0512 0:0623 0:0296 0:0770 0:0388
SP 1½ � 0:0290 0:0356 0:0184 0:0454 0:0227
Z2 0:0276 0:0393 0:0172 0:0399 0:0222
H3 0:0452 0:0575 0:0156 0:0628 0:0318
T6 0:0467 0:0552 0:0189 0:0652 0:0343

L+(ideal best) 0:0276 0:0356 0:0156 0:0770 0:0222

L−(ideal worst) 0:0512 0:0623 0:0296 0:0399 0:0388

Table 6: Calculate the separation measures P+
i and P−

i .

Alternatives RI1 Gð Þ AZI Gð Þ RI−1 Gð Þ FI Gð Þ RI1/2 Gð Þ P+
i P−

i

G1 0.0512 0.0623 0.0296 0.0770 0.0388 0.0416 0.0370

SP 1½ � 0.0290 0.0356 0.0184 0.0454 0.0227 0.0317 0.0402

Z2 0.0276 0.0393 0.0172 0.0399 0.0222 0.0372 0.0369

H3 0.0452 0.0575 0.0156 0.0628 0.0318 0.0309 0.0335

T6 0.0467 0.0552 0.0189 0.0652 0.0343 0.0323 0.0290
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Step 2. Calculate the normalized decision matrix Hij

(Table 3). The normalized value rij of the ith alternate (drug
structure) with respect to the jth attribute (topological indi-
ces).

Hij =

h11 h12 ⋯ h1n

h21 h22 ⋯ h2n

⋮ ⋮ ⋮ ⋮

hn1 hn2 ⋯ hmn

2
666664

3
777775
, ð13Þ

where Hij = dij/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑m

i=1d
2
ij

q
∀j = 1, 2, 3,⋯, n and i = 1, 2, 3,⋯,

m.

Step 3. Calculate the weighted normalized decision matrix
Xij shown in Table 4.

The weighted normalized value is Xij =Wj′:hij∀
j = 1, 2, 3,⋯, n, where

〠
j

i=1
Wj′= 1: ð14Þ

Here, we allocate the highest-ranking topological
descriptor highest weight. RI−1ðGÞ gives small values of
their respective drug structures so that we assign lowest
weight (0.10). Similarly, RI1/2ðGÞ has slightly different
values from RI−1ðGÞ so we allocate it with little more
weight (0.15). Next, if we notice RI1ðGÞ, the values for it
are greater than RI1/2ðGÞ so we assign weight (0.20). Lastly,
if we see FIðGÞ, that is richest in their values, we give a
maximum weight (0.30) to it.

Wj′= 0:20, 0:25,0:10,0:30,0:15: ð15Þ

We can calculate the normalized decision matrix using
the formula given below.

Xij =

W1′h11 W1′h11 ⋯ Wn′h1n
W1′h21 W2′h22 ⋯ Wn′h2n
⋮ ⋮ ⋮ ⋮

W1′hn1 W2′hn2 ⋯ Wn′hmn

2
666664

3
777775
: ð16Þ

Step 4. Determine the positive ideal solution L+ and nega-
tive ideal solution L− (Table 5).

To determine the distance between alternative i and the
ideal alternative that is defined as

L+ = x+i ,⋯,x+j
n o

= max or minð ÞXij j ∈ JjÀ Á
, ð17Þ

Table 9: The decision matrix Gij.

Alternatives R1 Gð Þ AZ Gð Þ R−1 Gð Þ F Gð Þ R1/2 Gð Þ
G1 618 811:2026 19:25 1381 239:6589
SP 1½ � 350 464:1943 11:94 778 140:3254
Z2 334 511:4687 11:22 684 137:1918
H3 546 749:7187 10:17 1173 196:7877
T6 564 718:4062 12:33 1116 212:2270

Best g+j
� �

334 464:1943 10:17 1381 137:1918

Worst g−j
� �

618 811:2026 19:25 684 239:6589

Table 10: Normalized decision matrix Hij.

Alternatives R1 Gð Þ AZ Gð Þ R−1 Gð Þ F Gð Þ R1/2 Gð Þ
Weight Wj 0.20 0.25 0.10 0.30 0.15

G1 0:540453 0:57223 0:528312 1 0:572446
SP 1½ � 0:954286 1 0:851759 0:56336 0:977669
Z2 1 0:907571 0:906417 0:495293 1
H3 0:611722 0:619158 1 0:849385 0:697156
T6 0:592199 0:646145 0:824818 0:80811 0:646439

Table 11: Rank the alternatives.

Alternatives Mi Rank

G1 0:689846 5
SP 1½ � 0:841691 1
Z2 0:816123 2
H3 0:736523 3
T6 0:701856 4

Table 7: Computation of relative closeness to the ideal solution O∗
i .

P+
i P−

i O∗
i

0.0416 0.0370 0.4706

0.0317 0.0402 0.5592

0.0372 0.0369 0.4975

0.0309 0.0335 0.5206

0.0323 0.0290 0.4730

Table 8: Rank the alternatives.

Alternatives O∗
i Rank

G1 0.4706 5

SP 1½ � 0.5592 1

Z2 0.4975 3

H3 0.5206 2

T6 0.4730 4
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and distance between alternative i and the minimum alter-
native that is defined as

L− = x−i ,⋯,x−j
n o

= min or maxð ÞXij j ∈ JjÀ Á
: ð18Þ

Step 5. Compute the separation measure, using the n
-dimensional Euclidean distance in Table 6. The separation
of each alternative form the ideal solution is given by

P+
i =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

j=1
Xij − L+j

� �2
,

vuut

P−
i =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

j=1
Xij − L−j

� �2
:

vuut
ð19Þ

Step 6. Compute the relative closeness to the ideal solution
(Table 7). The relative closeness of Ai with respect to A is
defined as

O∗
i =

P−
i

P+
i + P−

i
, ð20Þ

where 0 <O∗
i < 1, i = 1, 2, 3,⋯, n.

It is clear that O∗
i = 1 if Li = L+ and O∗

i = 0 if Li = L−.
Therefore, a preferable option is the one that poses the

value closer to 1.

Step 7. Rank the reference order based on the descending
order of O∗

i in Table 8.

4.2. SAW. A multicriteria decision-making (MCDM) or
multicriteria decision analysis method is the simple additive
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weighting method (SAW), which is also known as weighted
linear combination or scoring method [36]. This method is
comprised on the weighted average. The weighted sum of
the performance evaluations for every alternative among all

attributes is determined using the SAW method [37]. There
are different m alternatives (drug structures) and n attributes
(Randić indices, augmented Zagreb index, and forgotten
topological index).
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Figure 13: Comparison of alternatives using RI1ðGÞ.
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The SAW method’s compromise ranking algorithm con-
sists of the following steps:

Step 1. Constitute the decision matrix ofm alternatives and n
attributes in Table 9.

Gij =

g11 g12 ⋯ g1n

g21 g22 ⋯ g2n

⋮ ⋮ ⋮ ⋮

gn1 gn2 ⋯ gmn

2
666664

3
777775
: ð21Þ

And determine the best g+j and worst g−j values of all the
attributes j = 1, 2, 3,⋯, n.

Step 2. By using the abovementioned weighted criteria, we
calculate the weights. Also, construct a normalized decision
matrix Hij according to the formula given below, where m
is the alternatives and n is the attributes in Table 10.

hij =
gij

max gij

� � ,

hij =
min gij

� �
gij

,

ð22Þ

where i = 1, 2, 3,⋯,m and j = 1, 2, 3,⋯, n.
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Step 3. Evaluate each alternativeMi by the following formula
(Table 11):

Mi = 〠
n

j=1
Wjhij, ð23Þ

where hij is the score of ith alternative with respect to the jth
attribute and Wj is the weighted criteria of the attributes.

5. Graphical Interpretation of Drug Structures

The two-dimensional and three-dimensional graphical com-
parisons of the above results are depicted in Figures 11–15,
respectively.

5.1. Two-Dimensional Graphs. In both the 2D plots of the
drug structures along with the attributes, we have found that
G1 gives us the highest value and T6 shows the smallest
value.

5.2. Three-Dimensional Graphs. These 3D graphs are repre-
senting the behavior of the drug structures with attributes
RI1ðGÞ, RI−1ðGÞ, and RI1/2ðGÞ, respectively. Golden color is
indicating G1 drug structure, grey is indicating SP½1�, green
is indicating Z2, Niagara azure is indicating H3, and purple
is indicating T6 drug structures. In all the graphs, we have
clearly seen that G1 gives us effective role as a drug structure
in these plots.

6. Conclusion

Many drug studies reveal strong inner links between the
medications’ biological and pharmacological properties and
their molecular structures. In this research article, using
TOPSIS method, SP½1� is determined to be the most suitable
drug structure as it has close distance to the ideal solution.
The drug structures are thus ranked as H3, Z2, T6,and
lastlyG1, i.e., H3 > Z2 > T6 >G1. On the other hand, using
SAW, we have observed a slightly changed behavior of drugs
as Z2 and H3 are ranked opposite in their behaviors. In the
SAW method, SP½1� is determined to be the highest ranked
drug structure. Other structures are ranked as Z2 >H3 > T6
>G1. Moreover, the results are plotted using the MS Excel
and MAPLE in Figures 11–15, respectively. These theoretical
results might be supportive to comprehend the topology of
the aforementioned chemical drug structures. The histogram
of the ranking is created through the MS Excel as shown in
Figure 16. These theoretical results might be helpful to rank
the drug structures via chemical invariants in the field of
medicine, chemistry, drug discovery, and mathematical
chemistry while evaluating these drugs in future.
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The present study aimed to examine the safety and healing effects of proton pump inhibitors (PPIs) in people with
laryngopharyngeal reflux disease (LPRD). To find all relevant studies published before April 1, 2022, we searched the PubMed,
Embase, Web of Science, Clinical Trials, Cochrane Library, CNKI, and Wanfang databases. For SLE, we looked for all
randomized controlled clinical trials related to PPIs versus placebo-controlled treatment of LPRD. Overall efficiency, reflux
symptom index (RSI), reflux finding score (RFS), improvement in cough and hoarseness, and adverse reactions were compared
using the Review Manager 5.3. Using the reflux symptom index (RSI) as an outcome indicator for efficacy assessment, the PPI
group showed significant improvement compared with the placebo group [MD= 3:35, 95% CI (1.34, 5.37, P < 0:05)]. In terms
of overall efficacy, the PPI group showed effectiveness, but its efficacy was not statistically significantly dissimilar from that of
the placebo group [OR = 1:62, 95% CI (0.89, 2.95), P > 0:05].

1. Introduction

Laryngopharyngeal reflux disease (LPRD) is a term used to
describe a variety of symptoms and signs brought on by
the reflux of stomach contents into the pharynx through
the upper esophageal sphincter (UES) [1]. Due mostly to
mucosal irritation that causes an inflammatory response
and excessive mucus secretion, LPRD is currently regarded
as one of the most prevalent chronic inflammatory disorders
of the upper respiratory tract [2]. Clinical symptoms include
foreign body sensation in the throat, persistent throat clear-
ing, hoarseness, chronic cough, and laryngeal signs such as
mucous membrane hyperplasia and hypertrophy in the pos-
terior vocal fold area, diffuse congestion, and edema of the
vocal folds [3]. In recent years, there has been a gradual
increase in the number of patients with chronic, nonspecific
throat discomfort associated with reflux seen in otolaryngol-
ogy. Epidemiological surveys have found that the prevalence
of LPRD in otolaryngology outpatients is 10% [4], European
data show that the prevalence of LPRD is about 18.8% [5],
while domestic surveys have found that the prevalence of
LPRD is about 5% [6].

The etiology of LPRD is not well understood, and some
studies have reported mechanisms associated with LPRD:
direct contact between gastroesophageal reflux and the pha-
ryngeal mucosa, acid stimulation of the vagus nerve, and
lack of resistance of the pharyngeal mucosa to gastric acid
compared to the esophageal mucosa [7, 8]. Small amounts
of acid may not be sufficient to cause esophageal symptoms
but may be sufficient to cause throat symptoms. Pharmaco-
logical intervention with PPIs, lifestyle changes, and dietary
modification are now recommended as treatment strategies
for LPRD [9]. PPIs are commonly used in the clinical empir-
ical treatment of laryngopharyngeal reflux diseases. Inhibit-
ing H+ -K+ -ATPase on gastric wall cells, decreasing
gastric acid output, decreasing pepsin activity, and blocking
the inflammatory response are the treatment methods used
to lessen the direct throat damage [10]. However, the effec-
tiveness of proton pump inhibitors in the treatment of laryn-
gopharyngeal reflux disease has long been controversial. The
efficacy and safety of PPIs in the treatment of patients with
LPRD remain controversial, and further exploration of the
efficacy and safety of PPIs in the treatment of LPRD is there-
fore warranted.
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The efficacy and safety of PPIs are still controversial, and
there is no standardized treatment protocol. Therefore, this
meta-analysis aims to further investigate the therapeutic
effects and safety of PPIs in LPRD.

The rest of the article is as follows: Section 2 defines the
various methods. Section 3 evaluates the results. Section 4
discusses the discussion. Section 5 concludes the article.

2. Methods

2.1. Literature Search Strategy. The published literature on
PPIs for the treatment of LPRD was located using a
computer-based search of the PubMed, Embase, Web of Sci-
ence, Clinical Trials, Cochrane Library, CNKI, and Wanfang
databases. The search period was from the creation of the
database until 1 April 2022. English and Chinese are the search
languages. Search terms are as follows: “proton pumps antag-
onists” or “proton pumps inhibitors” or “histamine H2 antag-
onists” or rabeprazole or esomeprazole or pantoprazole or
lansoprazole or omeprazole; laryngitis or pharyngitis or “lar-
yngopharyngeal reflux”(LPR) or “gastro pharyngeal
reflux”(GPR); “Randomized controlled trial” or “RCT.”

2.2. Eligibility Criteria. The following PICOS criteria were
used to cover the studies.

2.2.1. Participants of Various Types. Adult patients aged >18
years with a diagnosis of LPRD-related disease were
included in the study.

2.2.2. Interventions. The intervention was PPIs in the exper-
imental group and placebo in the control group.

2.2.3. Types of Result Measures. The primary outcome mea-
sures covered the overall efficiency, reflux symptom index
(RSI) [11], reflux finding score (RFS) [12], improvement in
cough and hoarseness, and adverse reactions.

2.2.4. Types of Studies. Based on inclusion criteria for quali-
fying trials, full publications and data from randomised con-
trolled studies of PPIs in patients with LPRD were obtained.

The literature was studied individually by two investiga-
tors, with the initial screening consisting of reading the
abstracts and titles and saving the relevant material that
met the inclusion criteria for rescreening.

2.3. Information Extraction. According to the proposed cri-
teria, researchers independently extracted data and relevant
information from the included literature and recorded the
findings, which included the source of the literature (author,
date of publication, and country), basic characteristics of the
study population (sample size and age), and interventions
(type of PPIs and duration of dose study). Researchers must
evaluate one another, and if there is a disagreement, a third-
party decision is required.

2.4. Quality Assessment. Use the Cochrane 5.1 manual’s risk
of the bias assessment tool to assess the risk of bias in RCT
studies [13]. The experimental PPI group was demonstrated
to be beneficial overall; however, there was no statistically
significant difference between them and the control group.

2.5. Statistical Analysis. A meta-analysis of the data was per-
formed using Review Manager (RevMan) 5.3 software. The
dichotomous variables (overall efficiency and adverse effects)
were expressed as odds ratios, whereas the continuous vari-
ables (RSI, RFS, improvement of cough, and hoarseness)
were reported as mean differences (OR). Both variables are
described using a 95% confidence interval (CI). The included
studies were tested for heterogeneity, and a fixed-effects
model was used for meta-analysis if I2 was <50%, and a
random-effects model was used for meta-analysis if I2 was
≥50%. Studies were considered to be statistically significant
if P < 0:05. When the number of included studies was
greater than or equal to 10, a funnel plot was used for pub-
lication bias analysis.

3. Results

3.1. General Information on the Included Literature. As
shown in Figure 1, a total of 4168 relevant articles (72 from
CNKI, 92 from Wanfang, 57 from CBM, 47 from Wipe, 88
from Cochrane, 2447 from PubMed, 1029 from Embase, and
336 from Web of Science) were identified according to the
search strategy. Cochrane 88, PubMed 2447, Embase 1029,
Web of science 336, computerized deduplication of 448 (72
in Chinese and 376 in English), exclusion of 3665 after reading
the title abstracts, and further screening of 55 (30 in Chinese
and 25 in English) might meet the inclusion criteria by reading
the full text. A total of 14 randomized controlled trials that met
the exclusion criteria were included.

3.2. Basic Characteristics. Fourteen randomized controlled
trials included 815 patients with LPR, most diagnosed by lar-
yngoscopy or esophageal pH monitoring, and the 14 studies
were conducted in different parts of the world [14–27]. All
14 included papers gave baseline data for the experimental
and control groups, which were similar and comparable
between the two groups at baseline. Table 1 summarizes 14
studies with basic information.

3.3. Quality Assessment. Of the 14 included studies, one was a
crossover controlled trial [21], and the rest were all random-
ized measured trials. 10 of the studies [14, 15, 17, 20, 22, 23,
25, 27] explicitly stated the method of generating the random-
ized sequence, and three studies [16, 24, 26] only suggested to
randomize patients into experimental and control groups but
did not state the method of generating the randomized
sequence. The included studies were double-blinded except
for the Chappity et al.’s [14] study which was single-blinded
to the treatment group; 10 studies [15–20, 22, 23, 25, 26]
explicitly gave allocation concealment schemes, and all trials
did not selectively report outcomes; 3 studies [20, 22, 23]
had missed visits, but the final data analysis excluded those
who were missed and the number of people who fully per-
formed the trial procedure for the quasi-analysis, and the
remaining outcome data were reported in full (Figure 2).

3.4. Meta-analysis Results

3.4.1. RSI Score. Four studies [15, 17, 18, 22] reported a com-
parison of the improvement in pharyngeal RSI scores before
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and after treatment in patients with LPRD in the PPIs treat-
ment group, with 132 cases in the experimental group and
105 cases in the control group, with the experimental group
outperforming the control group in terms of improvement
in RSI scores, with statistically significant differences
[MD= 3:35, 95% CI (1.34, 5.37, P < 0:05)] (Figure 3).

3.4.2. Overall Efficiency. Ten studies [14, 16, 19, 26] com-
pared the general effectiveness of PPI in patients with LPRD,
with 329 cases in the experimental group and 271 in the con-
trol group. The outcomes demonstrated that the experimen-
tal group was successful; however, there was no statistically
significant difference between the experimental group and
the control group [OR = 1:62, 95% CI (0.89, 2.95), P > 0:05
] (Figure 4).

3.4.3. RFS. Four studies [15, 17, 18, 22] reported a compari-
son of PPI on pharyngeal RFS scores in patients with LPRD,
with 112 cases in the experimental group and 105 cases in
the control group, with no statistical difference in RFS scores
[MD= 0:62, 95% CI (-1.28, 2.48), P > 0:05] (Figure 5).

3.4.4. Improvement of Cough and Hoarseness Symptoms.
Seven studies [15–18, 22, 24, 27] compared the improve-
ment of PPI on cough in patients with LPRD, including
159 cases in the experimental group and 144 cases in the
control group. There was no difference in the rate of relief
of cough symptoms in patients with LPRD by PPI compared
with the control group, and there was a strong placebo effect
[SMD = −0:12, 95% CI (-1.44, 1.19), P > 0:05] (Figure 6).
Five studies [16–18, 22, 24] compared the improvement of
hoarseness in patients with LPRD by PPI, with 129 cases
in the treatment group and 119 cases in the control group,
with no statistically significant difference between the two
groups in terms of relief of hoarseness symptoms
[SMD = −0:51, 95% CI (-1.36, 0.35), P > 0:05] (Figure 7).

3.4.5. Adverse Effects. The results of the meta-analysis could
not be combined due to inadequate reporting of data on
adverse reactions in the included studies. We only per-
formed descriptive analyses. 2 studies explored adverse reac-
tions, and the results of Shaheen et al. [15] showed that no
serious adverse drug reactions occurred during dosing and
no patients withdrew from the study due to the safety of
the drug. Vaezi et al. [20] showed that the experimental
group experienced increased upper respiratory tract infec-
tions and discomfort with monitoring medical devices and
gastrointestinal reactions compared to the control group; a
higher proportion of patients in the experimental group
experienced increased upper respiratory infections and dis-
comfort and gastrointestinal reactions to monitoring equip-
ment compared to the control group. There were no
significant changes in weight, changes in vital signs, or rele-
vant ECG parameters in either group, and there was a trend
towards increased gastrin levels in the experimental group.

4. Discussion

Laryngopharyngeal reflux is a chronic inflammatory disease
with no clear cause, which explains why it is so simple to
misdiagnose given that its clinical symptoms are similar to
those of many other laryngopharyngeal diseases. The RSI
and RFS score scales are primarily used to screen patients
for diseases by precisely assessing their clinical symptoms
and indicators [28]. Changes in pepsin levels, gastric bubble
size, and laryngopharyngeal reflux disease are somewhat
correlated [29, 30]. A sore throat and hoarseness are rela-
tively obvious symptoms of this disease. Symptoms such as
persistent coughs, foreign bodies in the throat, and shortness
of breath seriously impact patients’ feature of life. Vocal cord
edema is accompanied by glottis stenosis, mesangial hyper-
plasia, granulomas, diffuse congestion, and glottal stenosis.
Laryngitis and pharyngitis can cause serious health prob-
lems, including chronic laryngitis and pharyngitis which
negatively impact patients’ physical and mental health if
not treated promptly and effectively [31]. To promote a good
prognosis and recovery for patients suffering from laryngo-
pharyngeal reflux disease, rapid diagnosis and effective treat-
ment are very important [32].

Proton pump inhibitors are commonly used in the clin-
ical empirical treatment of laryngopharyngeal reflux dis-
eases. It works by inhibiting H+ -K+ -ATPase on the
gastric wall cells, reducing the excretion of gastric acid,
reducing pepsin activity, and reducing inflammation,
thereby reducing the effects of direct damage to the throat
[33]. In clinical practice, many practitioners recommend
the use of PPIs to improve symptoms associated with
patients with LPRD and consider them to be effective. How-
ever, the effectiveness of proton pump inhibitors in the treat-
ment of laryngopharyngeal reflux disease has long been
controversial. In a study by Gatta et al. [34], there was no
discernible improvement in reflux symptoms between PPIs
and placebos. The reasonable use of PPI is a more successful
treatment for GERD pharyngitis, according to a domestic
meta-analysis conducted by Zhang et al. in 2012 [35], and
this discrepancy in the results has significantly impacted

4166 of records identified
through database searching

2 of records identified
through other sources

448 of records a�er
duplicates removed

3720 of records screened
Records excluded with title

and abstract screened
(n = 3665)

Full-text articles assessed
for eligibility (n = 55)

Ending indicators not
related (n = 15)

Full-text not available (n = 7)
Type of surgery does not 

match (n = 19)

Studies included in quantitative
synthesis (meta-analysis)

(n = 14)

Figure 1: Flow chart of literature search and study selection.
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the marketing of this medication. Therefore, there is a need
for a comprehensive evaluation of the efficacy of proton
pump inhibitors in patients with laryngopharyngeal reflux
disease through evidence-based medicine to provide a reli-
able evidence-based basis for the treatment of laryngophar-
yngeal reflux disease.

In the RSI score, the experimental PPI group was better
than the control group in comparing the RSI score of throat
symptom improvement, and the efficacy was statistically sig-
nificant, and the difference between the two was statistically
significant. The throat symptoms such as foreign body sen-
sation in the throat and persistent throat clearing in the
PPI treatment group improved significantly, which can be
used as a reference to guide the clinical use of drugs. The
mechanism of the improvement of throat symptom
improvement by PPI is that PPI inhibits the H+ - K–
ATPase, which reduces gastric acid secretion and pepsin

activity, thereby reducing the direct damage to the throat.
Five of the 13 randomized controlled trials that included
831 patients with LPRD in Wei, which used the RSI as an
outcome indicator to assess the efficacy of PPI, showed sig-
nificantly better improvement in RSI scores in the experi-
mental group than in the placebo control group [36].
However, Liu et al. [37] included eight studies containing
370 patients in their 2016 meta-analysis, which showed a
nonsignificant efficacy of the experimental group compared
to the control group in terms of overall efficiency and
improvement in cough symptoms in patients with LPRD.
The difference in results compared to our study may be
due to the relatively high quality of the included studies
due to our inclusion of larger sample size and the develop-
ment of strict inclusion and exclusion criteria. However, as
the RSI does not cover all symptoms and should be used in
conjunction with patient symptom improvement as an indi-
cator of efficacy assessment, it is expected that subsequent
studies will provide more objective indicators to evaluate
the efficacy of PPI for LPRD.

In terms of overall effectiveness, the experimental PPI
group was shown to be effective, but the difference with
the control group was not statistically significant. We specu-
late that this may be due to the variability in lifestyle and diet
of patients with LPRD. The expert consensus on LRPD
states [38] that changing poor lifestyle and diet is the most
basic treatment strategy, but the guidelines do not specify
specific dietary interventions. Traditional dietary interven-
tions suggest reducing the intake of some acidic foods such
as caffeine, beer, and chocolate and using alkaline water, as
well as changing lifestyle habits such as the traditional die-
tary interventions which include reducing the intake of
acidic foods such as caffeine, beer, and chocolate and using
alkaline water, as well as lifestyle changes such as smoking
and alcohol cessation. While clinicians often give verbal
advice on the importance of dietary modification in the
treatment of LPRD, few studies provide detailed statistics
on patient adherence. It is this wide variation in dietary
habits that can affect the efficacy of PPI.

PPI did not show significant efficacy in improving RFS
scores in adult LPRD patients. RFS is an eight-item grading
scale, but it is subjective because the laryngologist who
grades it is based on their experience. It has not been proven
to be a reliable method for detecting reflux-induced laryngo-
pharyngeal symptoms. Furthermore, because of a lack of
standardization and clarification of nomenclature, there
was a great deal of diversity in the interpretation of the lar-
ynx by both ENT and GI professionals [39].

In adults with LPRD, there is inadequate data to show
that PPI has a meaningful benefit over placebo in reducing
pharyngeal symptoms including cough and hoarseness. In
their study, Lechien et al. noted that dietary changes and life-
style modifications combined with the use of twice daily
pantoprazole showed significant improvement in the symp-
toms of hoarseness caused by gastroesophageal reflux [40].
However, Johnson et al. applied acoustic parameters as an
objective method to evaluate hoarseness and suggested that
clinically cured patients (RSI <13 and RFS <7) showed no
or little improvement in acoustic parameters and that their
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Figure 2: Bias risk assessment results included RCT.
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study could not confirm whether the significant improve-
ment in voice quality was due to dietary modifications or
to the therapeutic effect of PPIs [41]. In a study by Lechien

et al., it was noted that esophageal reflux was a cause of
chronic cough in adults, that PPI treatment alone was inef-
fective and had a strong placebo effect, and that lifestyle
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Figure 5: Comparison of reflux symptom scores between the experimental group and the control group.
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Figure 6: Comparison between the experimental group and the control group on the relief of cough symptoms in patients with pharyngeal
reflux disease.
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modification combined with weight loss was beneficial for
the improvement of cough symptoms [42]. The efficacy of
PPI on cough and hoarseness remains controversial and
may be related to the small number of studies included
and the inadequate sample size, and it is expected that large
sample size and multicenter randomized controlled clinical
study will be available in the future to assess the efficacy of
PPI on cough and hoarseness. The efficacy of PPI on cough
and hoarseness is expected to be evaluated in future large
sample size and multicenter randomized controlled studies.

After discontinuation of PPI, more than 90% of patients
have a recurrence of symptoms and need to be treated with
PPI again, while long-term PPI use has been associated with
adverse effects such as reduced calcium and vitamin B12
absorption, increased risk of pulmonary infection, and cardio-
vascular events [43]. The data on adverse effects in our studies
[15, 20] were inadequately reported, and more studies focus-
ing on the safety of PPIs for LPRD are expected at a later stage.

Limitations of this paper are as follows:

(i) The effectiveness of the drug was evaluated along
with adverse drug reactions, but there are too few
relevant data reported, so this study was not ana-
lyzed for comparison

(ii) Although the criteria for determining efficacy were
developed after reading the literature to reduce the
heterogeneity of the data, there may be some risk
of bias as the meta-analysis is a nonexperimental
study, and it is not possible for all included study
results to meet the effect indicators

In summary, PPIs were useful in alleviating throat
symptoms in LPRD patients but were ineffective in reduc-
ing symptoms of cough and hoarseness. It is anticipated
that more clinical trials will be conducted in the future
to overcome the current limitations by utilizing large sam-
ples and multicenter randomized controlled trials with
strict and uniform diagnostic and efficacy criteria to deter-
mine the true efficacy of PPI on LPRD. Nevertheless, this
study still has some limitations, and these limitations will
need to be addressed. It is expected that more clinical tri-
als will be conducted in the future to overcome the cur-
rent limitations, adopt large samples and multicenter
randomized controlled trials, conduct rigorous and uni-

form diagnostic criteria and efficacy assessment to evaluate
the true efficacy of PPIs on LPRD, avoid overdiagnosis
and treatment, clarify the safety of the drugs, and reduce
their side effects.

5. Conclusions

PPIs are effective in successful symptoms in patients with
pharyngeal reflux disease and are recommended in the treat-
ment strategy for patients with LPRD, possibly in combina-
tion with lifestyle alteration.
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Background. In clinical practise, it can be challenging to tell the difference between asthma and chronic obstructive pulmonary
disease (COPD) and heart failure (HF), which share comparable dyspnea symptoms. We aimed to examine whether renal
function indexes blood urea nitrogen (BUN), creatinine (Cr), and the ratio of BUN to Cr (BUN/Cr) can be used to distinguish
HF from asthma and COPD. Methods. A total of 170 patients were admitted for dyspnea symptoms in this retrospective study.
There are 69 patients with HF (HF group), 50 patients with asthma (asthma group), and 51 patients diagnosed with COPD
(COPD group). The levels of BUN, Cr, and the ratio of BUN/Cr in the three groups were compared. Student’s t-test or the
one-way analysis of variance (ANOVA) test was used to compare means. Using the area under the receiver operating
characteristic curve, model differentiation was evaluated (AUC). Z-test comparisons of AUC were carried out. Results.
Compared with the asthma/COPD group (asthma group +COPD group) or the COPD group, the levels of BUN and Cr were
raised in the HF group, while there was no significant difference of the BUN/Cr ratio. Compared with those in the asthma
group, the levels of BUN, Cr, and BUN/Cr ratio were significantly increased in the HF group (all p < 0:05), whereas no
significant differences of BUN, Cr, and BUN/Cr ratio were found between asthma and COPD. The AUC in distinguishing HF
from asthma/COPD were 0.736 and 0.751 for BUN and Cr, respectively, and no significant difference was observed between
BUN and Cr. The cutoff values (specificity, sensitivity, and Youden index) in distinguishing between HF and asthma/COPD
were 20.45mg/dL (79.21%, 56.52%, and 0.357) for BUN and 0.782mg/dL (72.28%, 68.12%, and 0.404) for Cr, respectively.
Conclusions. BUN and Cr showed accurate and reliable diagnostic values which could be potential biomarkers for
differentiating HF from asthma and/or COPD.

1. Introduction

Dyspnea, due to its high prevalence [1], was among the top
ten principal reasons for adult presentation to the emer-
gency department (ED) [2, 3]. There are a number of condi-
tions that can lead to dyspnea, including heart failure (HF),
asthma, and chronic obstructive pulmonary disease (COPD).

HF is a condition in which the heart cannot pump enough
blood efficiently, while asthma and COPD are associated with
chronic airway inflammation. A common sign of cardiopul-
monary disease, dyspnea can range from moderate and short
lived to severe and persistent. In clinical practise, it can be
challenging to distinguish between HF, asthma, and COPD
because they all have comparable dyspnea symptoms. At this
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point, the right diagnostic laboratory tests may be beneficial to
support a particular diagnosis and so play a vital role in justi-
fying a more rapid evaluation and precise therapies.

Brain natriuretic peptide (BNP) [4, 5] and N-terminal
pro-B-type natriuretic peptide (NT-proBNP) [6, 7], as rec-
ommended by guidelines, are valuable tools in distinguish-
ing HF from asthma/COPD. However, this multitude of
causes for the elevation of BNP or NT-proBNP, such as
age and renal insufficiency, imposes limits on its diagnostic
use for HF [4]. Furthermore, the measurement of BNP or
NT-proBNP is expensive and increases the economic burden
of patients. Thus, whether there are other common and
cheap emergency blood tests that can help distinguish HF
from asthma/COPD remains a challenging issue concerned
by clinicians, when they encounter patients with dyspnea
attack.

Aronson et al. [8] investigated 541 patients with decom-
pensated HF and found that the blood urea nitrogen (BUN)
and BUN/creatinine (BUN/Cr) ratio, but not serum Cr,
remained related to mortality after adjusting for other risk
factors during the follow-up period. Another study done
by Filippatos et al. [9] came to a similar conclusion: after
controlling for covariates, BUN, but not Cr, is a statistically
significant predictor of mortality and the composite end-
point of death or heart failure hospitalization at 60 days after
discharge. Georgiopoulou et al. [10] revealed that serum Cr
in outpatients with HF was an adequate prognosticator of
death or HF hospitalization and elevated BUN was associ-
ated with well all-cause and cardiovascular hospitalization
rates and ED visits rates. Parrinello et al. [11] found that
higher values of BUN in HF with a preserved ejection frac-
tion was related to significantly increased all-cause mortality.
Up to now, it remains uncertain whether these cheap and
easy-to-obtain renal function indices (BUN, Cr, and BUN/
Cr ratio) could differentiate HF from asthma/COPD prelim-
inarily. To the best of our knowledge, there has not yet been
a discussion on how to compare the diagnostic values of
these renal function indicators to differentiate between HF
and asthma/COPD. Our study may provide novel evidence
for whether BUN, Cr, and BUN/Cr ratio could demonstrate
accurate and reliable diagnostic values in distinguishing HF
from asthma/COPD.

The paper’s organization paragraph is as follows: the
materials and methods is presented in Section 2. Section 3
discusses the experiments and results. Section 4 consists of
the discussion section. Finally, in Section 5, the research
work is concluded.

2. Materials and Methods

2.1. Study Population. A total of 170 patients with dyspnea
attack admitted to Lianyungang TCM Hospital Affiliated to
Nanjing University of Chinese Medicine were consecutively
enrolled in this study between January 2018 and February
2021. The diagnoses of HF, asthma, and COPD were per-
formed following the relevant guidelines [12–14]. All
patients underwent echocardiography, pulmonary function
test, electrocardiography, chest computed tomography, and
BNP or NT-proBNP if necessary, except for cases with HF

or asthma/COPD confirmed by other hospitals recently.
Finally, a total of 69 inpatients were diagnosed with HF
(HF group) and the rest were inpatients with asthma or
COPD (asthma group 50; COPD group 51). Inclusion cri-
teria were adults ≥ 30 years old, at least symptoms present-
ing at the time of visit, and emergency renal function tests
in the ED or on admission performed by all patients.
Patients with comorbidities between HF, asthma, and
COPD, patients who underwent renal function tests on the
second day after admission, patients whose clinical data were
incomplete, patients with gastrointestinal bleeding, kidney
disease, thyroid disease, shock, trauma, pregnant women,
and patients with other causes of dyspnea were all excluded.
The study followed the Declaration of Helsinki and was
approved by the ethics committee of Lianyungang TCM
Hospital Affiliated to Nanjing University of Chinese
Medicine.

2.2. Clinical Data. Medical records of patients admitted to
Lianyungang TCM Hospital Affiliated to Nanjing University
of Chinese Medicine were used to compile baseline data. The
Hitachi7600 automatic biochemical analyzer was used to
determine renal function variables (BUN and Cr). The
BUN/Cr ratio was calculated and recorded (BUN: 1mg/dL
= 0:357mmol/L, Cr: 1mg/dL = 88:4 μmol/L).

2.3. Statistical Analysis. Statistical analysis was performed
using SPSS v19.0 (SPSS, Chicago, USA). Descriptive analysis
of continuous variables was used to calculate the mean and
standard deviation. Qualitative data were compared using
the chi-squares test. Means were compared using Student’s
t-test or one-way analysis of variance (ANOVA) test for
independent samples. Prognostic performance was tested
by calculating receiver operating characteristic (ROC) curves
and displayed in AUC. Comparison of AUC was performed
using the Z-test of the software MedCalc v18.2.1 (MedCalc,
Ostend, Belgium). From the ROC coordinates, the score
value with the best Youden index (sensitivity + specificity
− 1) was used to determine the cutoff value for the above
scores. p < 0:05 was considered statistically significant.

3. Results

3.1. Patients’ Characteristics. A total of 69 inpatients diag-
nosed with HF (HF group) and 101 cases with asthma and
COPD (asthma group 50; COPD group 51) were analyzed.
The mean age of the study sample was 73:12 ± 12:12 years.
Among them, 103 (60.6%) were female and 67 (39.4%) were
male. There were no significant differences of age or the rate
of coronary heart disease (all p > 0:05), except for the rates of
gender, diabetes mellitus, and hypertension between HF and
asthma/COPD (Table 1) and among three groups of HF,
asthma, and COPD (Table 2). Renal function indices were
the focus of the present study.

3.2. BUN, Cr, and the BUN/Cr Ratio. As shown in Table 1
and Figures 1(a)–1(c), the levels of BUN and Cr were
boosted in the HF group compared with the asthma/COPD
group (asthma group+COPD group) (all p < 0:05), BUN
and Cr levels were higher in the HF group compared to
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the COPD group following pairwise comparison of sub-
group analysis, but the BUN/Cr ratio did not differ
(p > 0:05) (all p < 0:05), while there was no difference in
the BUN/Cr ratio (p > 0:05) (T2, Figures 2(a)–2(c)); further-
more, the levels of BUN, Cr, and BUN/Cr ratio were pro-
moted in the HF group compared with the asthma group
(all p < 0:05), whereas no differences of BUN, Cr, and
BUN/Cr ratio were found between asthma and COPD (all
p > 0:05).

3.3. Comparison of ROC Curves of BUN, Cr, and BUN/Cr
Ratio in Distinguishing Different Groups. The AUC (95%
confidence interval (CI)) in distinguishing between HF and
asthma/COPD were 0.736 (0.663 to 0.800) for BUN and
0.751 (0.679 to 0.814) for Cr (Figure 3). The cutoff values
(specificity, sensitivity, and Youden index) in distinguishing
between HF and Asthma/COPD were 20.45mg/dL (79.21%,
56.52%, and 0.357, respectively) for BUN and 0.782mg/dL
(72.28%, 68.12%, and 0.404, respectively) for Cr. One result
of subgroup analysis was that the AUC (95% (CI)) in distin-
guishing between HF and asthma were 0.760 (0.673 to
0.834) for BUN, 0.726 (0.636 to 0.804) for Cr, and 0.621
(0.528 to 0.708) for BUN/Cr ratio (Figure 4). The cutoff
values (specificity, sensitivity, and Youden index) in distin-
guishing between HF and asthma were 19.86mg/dL (82.00%,
59.42%, and 0.414, respectively) for BUN, 0.842mg/dL

(76.00%, 62.32%, and 0.383, respectively) for Cr, and 21.26
(50.00%, 69.57%, and 0.196, respectively) for the BUN/Cr
ratio. The other result of subgroup analysis was that the
AUC (95% (CI)) in distinguishing between HF and COPD
were 0.712 (0.622 to 0.791) for BUN and 0.776 (0.691 to
0.847) for Cr (Figure 5). The cutoff values (specificity, sensitiv-
ity, and Youden index) in distinguishing between HF and
COPD were 20.45mg/dL (76.47%, 56.52%, and 0.330, respec-
tively) for BUN and 0.782mg/dL (78.43%, 68.12%, and 0.466,
respectively) for Cr.

4. Discussion

HF, asthma, and COPD are the most common and impor-
tant differential diagnoses for dyspnea in older adults.
Despite the three diseases’ fundamentally different patho-
physiology, their comparable clinical presentations make it
challenging for clinicians to make a diagnosis and assess
the severity of the underlying condition [6]. What is worse,
overlapping clinical presentations (e.g., asthma and COPD)
and comorbid diseases (e.g., HF and COPD) can conspire
to confound accurate diagnosis and optimal therapy
[15].Thus, rapid evaluation and targeted diagnostic studies
are of central importance for reducing mortality and disease
burden [16].

Table 1: Comparison of the levels of different variables between two groups.

Variables HF group (n = 69) Asthma/COPD group (n = 101) p value

Age (years) 72:25 ± 14:54 73:71 ± 10:19 0.470

Gender (male/female) 40/29 27/74 <0001∗

Hypertension (Y/N) 44/25 42/69 0:001∗

Diabetes mellitus (Y/N) 23/46 16/85 0:008∗

Coronary heart disease (Y/N) 22/47 22/79 0:140∗

BUN (mg/dL) 24:41 ± 10:90 16:46 ± 5:58 <0.001
Cr (mg/dL) 0:98 ± 0:37 0:73 ± 0:23 <0.001
BUN/Cr ratio 25:66 ± 8:70 23:43 ± 7:97 0.087

Quantitative data were present as mean ± standard deviations; Y: yes; N: no; HF: heart failure; COPD: chronic obstructive pulmonary disease; BUN: blood
urea nitrogen; Cr: creatinine; BUN/Cr ratio: BUN to Cr ratio; ∗Student’s t-test or chi-squared test.

Table 2: Comparison of the levels of different variables among three groups.

Variables HF group (n = 69) Asthma group (n = 50) COPD group (n = 51) p value

Age (years) 72:25 ± 14:54 72:08 ± 11:11 75:31 ± 9:02 0.304

Gender (male/female) 40/29 13/37 14/37 <0001∗

Hypertension (Y/N) 44/25 24/26 17/34 0:004∗

Diabetes mellitus (Y/N) 23/46 8/42 8/43 0:029∗

Coronary heart disease (Y/N) 22/47 13/37 9/42 0:212∗

BUN (mg/dL) 24:41 ± 10:90 15:82 ± 5:31 17:10 ± 5:82 <0.001
Cr (mg/dL) 0:98 ± 0:37 0:75 ± 0:24 0:71 ± 0:23 <0.001
BUN/Cr ratio 25:66 ± 8:70 21:86 ± 6:64 24:98 ± 8:87 0.039

Quantitative data were present as mean ± standard deviations; Y: yes; N: no; HF: heart failure; COPD: chronic obstructive pulmonary disease; BUN: blood
urea nitrogen; Cr: creatinine; BUN/Cr ratio: BUN to Cr ratio; ∗ANOVA test or chi-squared test.
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In the present study, we have proved that BUN was
raised in the HF group compared with the asthma/COPD
group (p < 0:001), suggesting that BUN could be used to dis-

tinguish between HF and asthma/COPD. Furthermore, after
pairwise comparison of subgroup analysis, BUN was ele-
vated in the HF group compared with the asthma or COPD
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Figure 1: Comparison of BUN (a), Cr (b), and BUN/Cr ratio (c) between HF and asthma/COPD. HF: heart failure; COPD: chronic
obstructive pulmonary disease; BUN: blood urea nitrogen; Cr: creatinine; BUN/Cr ratio: BUN to Cr ratio; ∗∗∗p < 0:001.

HF
0

20BU
N

 (m
g/

dL
)

40

60

80

COPDAsthma

⁎⁎⁎

⁎⁎⁎

(a)

HF
0.0

0.5Cr
 (m

g/
dL

)

1.0

1.5

2.0

2.5

COPDAsthma

⁎⁎⁎

⁎⁎⁎

(b)

HF
0

20BU
N

/C
r r

at
io

40

60

80

COPDAsthma

⁎

(c)
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group (all p < 0:001), suggesting that BUN could be used to
distinguish not only between HF and asthma but also
between HF and COPD, similarly. However, there was no
significantly statistical difference of BUN between asthma

and COPD, indicating that BUN could not be used to distin-
guish them.

Next, Cr has also been found to show the same trend,
suggesting that Cr could be applied to distinguish HF from
asthma/COPD (p < 0:001). Additionally, following pairwise
comparison of the subgroup analysis, Cr could be used to
similarly distinguish between HF and COPD as well as
between HF and asthma (all p > 0:001). However, Cr could
not be applied to differentiate asthma from COPD
(p > 0:05).

Moreover, with respect to the BUN/Cr ratio, we proved
that no significant difference was observed between HF
and asthma/COPD, suggesting that the BUN/Cr ratio could
not be used to distinguish HF from asthma/COPD (p > 0:05
). After pairwise comparison of subgroup analysis, the BUN/
Cr ratio could not be used to distinguish between COPD and
HF or asthma (p > 0:05), similarly. However, the BUN/Cr
ratio could be used to differentiate HF from asthma
(p > 0:05).

Finally, we also discovered that the AUC in distinguish-
ing between HF and asthma/COPD were 0.736 for BUN and
0.751 for Cr and no significant difference was observed
between BUN and Cr (Z = 0:389, p = 0:697) (Figure 3). Sub-
group analysis showed that the AUC in distinguishing
between HF and asthma were 0.760 for BUN, 0.726 for Cr,
and 0.621 for the BUN/Cr ratio and the only significant dif-
ference was observed between BUN and the BUN/Cr ratio
(0.760 vs. 0.726, Z = 0:736, p = 0:462; 0.760 vs. 0.621, Z =
3:063, p = 0:002; and 0.726 vs. 0.621, Z = 1:299, p = 0:194)
(Figure 4). In other words, BUN could demonstrate better
performance in distinguishing between HF and asthma than
the BUN/Cr ratio. The other result of subgroup analysis was
that the AUC in distinguishing between HF and COPD were
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Figure 3: Comparison of ROC curves of BUN and Cr in
distinguishing HF from asthma/COPD. HF: heart failure; COPD:
chronic obstructive pulmonary disease; BUN: blood urea
nitrogen; Cr: creatinine.
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0.712 for BUN and 0.776 for Cr and no significant difference
was observed between BUN and Cr (Z = 1:337, p = 0:181)
(Figure 5).

We hypothesised that the causes of the aforementioned
aberrant renal function indices in HF may be related to neu-
rohormonal activation in addition to renal hypoperfusion
brought on by abrupt hemodynamic changes during bouts
of decompensation [8, 10, 17]. In addition, we have found
that there were significantly statistical differences of the rates
of diabetes mellitus and hypertension in the HF group com-
pared with the asthma and/or COPD group (p < 0:05), sug-
gesting that the common comorbidities (diabetes mellitus
and hypertension) of HF could lead to the adverse effects
on renal function [18]. Fedeli et al. [19] proved that renal
dysfunction in COPD patients might be associated with sys-
temic inflammation and malnutrition. Asthma kidney dys-
function may be caused by behavioural or biological
variables such inactivity and inflammation, according to
research by Huang et al. The reason for the differences of
renal function indices among HF, asthma, and COPD might
be related to the abovementioned mechanisms.

We are aware of this study’s shortcomings. First off,
since this was a retroactive examination, a more exacting
design was omitted. Second, from a single-center perspec-
tive, the sample size is small. Third, there is heterogeneity
in the sample (e.g., different onset-to-admission intervals,
different disease severity, and different comorbidity ratios).
To validate findings, larger, more homogeneous samples
from multicenter research are required.

5. Conclusion

BUN and Cr exerted accurate and reliable diagnostic value,
suggesting that they were potential biomarkers for differen-
tiating HF from asthma and/or COPD.
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It was to investigate the influence of perioperative dexmedetomidine (DEX) anesthesia on the prognosis of elderly patients with
gastrointestinal tumor (GIT) surgery. 90 patients who underwent laparoscopic radical gastrectomy for GIT were included. They
were randomly divided into the experimental group (45 cases) with DEX+general anesthesia, and the control group (45 cases)
with epidural anesthesia+general anesthesia. The indicators after surgery were compared between the two groups. The mean
arterial pressure (MAP) was 74:8 ± 3:5mmHg and the heart rate (HR) was 52:7 ± 8:2 beats/min-1 in the experimental group,
significantly lower than those of the control group (P < 0:05). The Visual Analog Scale (VAS) scores of both groups decreased
greatly associated to those before surgery (P < 0:05). The levels of cortisol (COR) and immune adhesion inhibitor (FEIR) in the
experimental group were significantly dissimilar from those in the control group (P < 0:05). The tumor necrosis factor-alpha
(TNF-α) was 96:4 ± 21:8 ng/L in the experimental group, observably lower than that in the control group (P < 0:05). The
postoperative diamine oxidase (DAO) and D-lactate (D-lac) were 62:4 ± 9:3μmol/mL and 33:8 ± 7:2 ng/L, respectively, in the
experimental group, much lower than those in the control group (P < 0:05). There were also significant differences in the
initial recovery of bowel sounds, defecation, and total length of hospital stay (LOHS) between the groups (P < 0:05). DEX
anesthesia had ideal sedative and analgesic effects, improving the prognosis of patients during surgery, and shortening the
LOHS. Thus, it deserved a clinical application value.

1. Introduction

With the development of modern society, the population is
gradually showing an aging trend, and the proportion of
elderly patients undergoing surgeries is increasing. When
people become old, various organs in the body undergo
degenerative changes gradually, the defense ability is weak-
ened, and the metabolic efficiency of the body is also reduced
[1]. Treatment measures such as surgery and anesthesia are
likely to cause a defensive stress response in the elderly. In
addition, the cardiovascular system of elderly patients is
weak. When a stress response occurs, the body activates
the hypothalamus-pituitary-adrenal axis, resulting in a large
secretion of stress hormones, and eventually leading to seri-
ous adverse reactions [2]. With increasing age, the body is

gradually aging, and the probability of suffering from gastro-
intestinal tumor (GIT) increases. At present, the treatment
of this disease is often surgery [3]. With the developing con-
cept of fast recovery surgery, laparoscopic surgery has been
promoted [4]. It has the advantages of high safety, less
trauma to patients, easier postoperative recovery, and fewer
complications. However, some researchers consider that car-
bon dioxide pneumoperitoneum is required during laparo-
scopic surgery, and carbon dioxide accumulates in the
abdominal cavity for a long time, which may easily lead to
an enlarged probability of postoperative pain of upper shoul-
der and abdomen in patients [5].

Some clinical studies have found that as the probability
of pain after laparoscopic surgery increases, the probability
of opioid use also increases. But the use of opioids will cause
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many adverse reactions, such as mental dependence, nausea
and vomiting, constipation, and respiratory depression [6].
Some studies also suggest that opioids can affect the normal
proliferation of lymphocytes, resulting in a decrease in cyto-
kine secretion [7]. It was shown that opioids can reduce
human immunity to a certain extent [8] as well, especially
elderly patients are more prone to such adverse reactions.
Therefore, laparoscopic surgery has a certain negative impact
on the perioperative safety of the elderly. Because the elasticity
of blood vessels in the elderly is poor, and the stress response
will induce insulin resistance, some elderly people will have a
rise of blood sugar. This will further aggravate the damage to
blood vessels and lead to increased cardiovascular and cere-
brovascular risks in elderly patients [9]. The blood exhibits a
hypercoagulable state in stress response, which makes an
increased probability of thrombosis [10]. For the body of
elderly patients with GIT has always been in a state of chronic
consumption, coupled with the continuous differentiation of
tumor cells destroying normal cells, the immune function of
the body is weakened [11]. Laparoscopic surgery is performed
under the tissues, which is prone to infection after surgery,
leading to increased postoperative mortality in elderly patients
[12]. Other clinical studies have exposed that the probability of
postoperative tumor recurrence in patients with GIT is closely
related to their own immunocompetence [13].

Epidural anesthesia has a good postoperative analgesic
effect. It can inhibit the conductions of sympathetic nervous
excitation and noxious stimulation, so that the application of
opioids can be reduced. This anesthesia method can also
advance immune function and reduce the probability of stress
response effectively [14]. However, for elderly patients, this
anesthesia method is inconvenient to operate, has a large
impact on hemodynamic status, is easy to widen the block
plane, and hasmany postoperative complications tough to con-
trol [15]. Dexmedetomidine (DEX) is one of the α2 adrenergic
receptor agonists with the effect of improving immune func-
tion, but its specific mechanism of action is not clear [16].
DEX can inhibit sympathetic nerve activity and adenylate
cyclase and has good sedative and analgesic effects in clinical
applications. It is conducive to maintaining hemodynamic sta-
bility without serious respiratory depression, so it is widely
applied [17]. However, it also has some side effects. When the
dose is enlarged, it may lead to adverse reactions such as xero-
stomia, bradycardia, and hypotension in patients [18]. Com-
pared with epidural anesthesia, DEX anesthesia is easier to
operate as it can be administered by intravenous infusion, with
fewer postoperative complications that can be controlled easier.

Therefore, in this research, patients undergoing laparo-
scopic radical gastrectomy for GIT were selected. The
patients were divided and given two different surgical anes-
thesia methods, respectively. Effect of DEX anesthesia on
the prognosis of patients with GIT surgery was discussed,
to further advance the therapeutic effect and provide refer-
ence for the clinical surgical treatment of GIT.

2. Research Methods

2.1. Research Objects. 90 patients who underwent laparo-
scopic radical gastrectomy for GIT in the First Affiliated

Hospital of Harbin Medical University from March 2020
to October 2021 were selected. These patients were ran-
domly divided into the experimental group (45 cases) and
the control group (45 cases). For patients in the former,
DEX+general anesthesia was given, while epidural anesthe-
sia+general anesthesia were given in the latter. There were
46 males and 34 females, aged 62-83 years old, with a mean
age of 68:5 ± 3:8 years old. They weighted 52-71 kg, with a
mean weight of 63:6 ± 6:4 kg. Inclusion criteria were as
follows:

(1) According to the standards of American Society of
Anesthesiologists, the patients were in grade II or III

(2) The patients had no history of other gastrointestinal
surgery. Exclusion criteria were also enacted

(3) Patients had severe cardiovascular, cerebrovascular,
or respiratory diseases

(4) Patients had severe liver and renal dysfunction

(5) Patients suffered from endocrine and metabolic
diseases

(6) Patients had a history of mental illness

(7) Patients got the second-degree atrioventricular block

(8) Those were allergic to anesthetics

(9) Those could not perform epidural puncture

2.2. Anesthesia Methods. Two hours before surgery, the
patients in both groups were given with 375mL of surgical
energy drink orally. After being into the operating room,
blood pressure, heart rate (HR), electrocardiogram, etc. were
routinely monitored. During surgery, the goal-directed fluid
therapy was performed according to the pulse pressure var-
iation. The conventional general anesthesia induction was
applied with sufentanil 0.4-0.5μg/kg, etomidate 0.2mg/kg,
and rocuronium bromide 0.6mg/kg. Intravenous anesthesia
was maintained, and propofol was pumped intravenously to
the patient at 4-8mg/kg/h, as well as remifentanil at 0.05-
0.2μg/kg/min. On the foundation of general anesthesia,
patients in the experimental group were pumped with
1.0μg/kg DEX for 10min before anesthesia induction; it
was also pumped as 0.5μg/kg half an hour before the end
of the surgery. The control group was given epidural anes-
thesia, for which the patients took the left lateral position.
The puncture space was selected according to the surgical
site, with the depth of the catheter was 3.5 cm. Before the
anesthesia induction, 5mL of 2% lidocaine was given.
5min later, the effect of anesthesia was blocked and the level
of anesthesia were tested. 5mL of 0.2% ropivacaine was
given through epidural space injection at the start of surgery,
followed by regular administration for 50min/time.

2.3. Observation Indicators. The mean arterial pressure
(MAP) and HR of the two groups of patients were recorded
before and after surgery, respectively; venous blood was col-
lected before and after surgery to detect stress indicators.
Serum norepinephrine (NE) concentration and serum
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cortisol (COR) concentration were determined by enzyme-
linked immunosorbent assay (ELISA). The rate of direct
tumor erythrocyte rosette (DTER), an immune stress indica-
tor, was detected; the determination method was expounded
as follows. 0.1mL of fresh serum from normal people and
0.1mL of Ehrlich ascites cancer solution were mixed well
and had a water bath at 37°C for 30min. Normal saline
was filled up, and the mixture was washed and then horizon-
tally centrifugated (2000 rpm/min). After 5min, 0.05mL of
erythrocyte suspension to be tested (washed 3 times, 1 × 10
mL) was added to mix well; then, water bath was performed
again at 37°C for 30min. After taken out, it was added with
0.1mL of normal saline and mixed well; afterwards, 0.05mL
of 0.25% glutaraldehyde was also added for mixing. After
horizontal smear and Wright’s staining, tumor cells became
blue, erythrocytes were in red, and a tumor cell with 3 or
more erythrocytes was denoted as a rosette. With 100 tumor
cells, the DTER rate was calculated. The immune adhesion
inhibitor (FEIR) was determined by Guo’s method. The time
of the first anal exhaust, time of first defecation, and the
recovery time of bowel sounds, the time to get out of bed,
the Visual Analog Scale (VAS) pain score, respiratory
depression, nausea and vomiting, and the total length of
hospital stay (LOHS) after surgery were recorded.

2.4. Assessment of Cognitive Function. Criteria for postoper-
ative cognitive dysfunction (POCD) were as below. Accord-
ing to the developer’s suggestions, if the object had less than
12 years of education, 1 point was added to the total score, so
as to adjust for the influence of culture. A score below 26
indicated POCD [19]. For the timing of the test, it was tested
7 days after surgery.

2.5. Detection of Inflammatory Factors. The tumor necrosis
factor-alpha (TNF-α) and interleukin-6 (IL-6) were commu-
nal indicators of the degree of inflammation. D-lactate (D-
lac) and diamine oxidase (DAO) were common indicators
of intestinal permeability. Blood was drawn from the
patients and centrifuged, then the supernatant was collected
for testing. The contents of D-lac, DAO, TNF-α, and IL-6 in
blood were determined strictly according to the instructions
of the ELISA kit [20].

(1) D-lac determination: 40μL of sample for direct
determination

Firstly, before D-lac was determined, the D-lac kit
needed to be put at room temperature for about 40min.
To use the reagent, it was shaken or oscillated gently, so as
to keep the concentration uniform.

Secondly, the standard substance was diluted. Five cen-
trifuge tubes were marked as S1, S2, S3, S4, and S5, respec-
tively. The standard substance stock solution (480μmol/
mL) was diluted into 5 different concentrations using the
standard substance diluent, which were in 15μmol/mL,
30μmol/mL, 60μmol/mL, 120μmol/mL, and 240μmol/
mL, respectively.

Thirdly, sample loading was made. The sample well to be
tested, the blank well, and the standard well were set accord-

ing to the relevant standards. The blank well could not be
added with samples, biotin-labelled anti-D-lac antibody,
and streptavidin-horseradish peroxidase (HRP); the remain-
ing steps were the same. 40μL of samples was added to the
sample wells to be tested; then, 10μL of anti-D-Lac anti-
bodies and 50μL of streptavidin-HRP were added in turn.
50μL of different concentrations of standards was into the
standard wells; because the biotin antibody had been inte-
grated into the standards in advance, there was no need to
add 50μL of streptavidin-HRP. When the samples were
added, moving the wall of the wells should be avoided, and
the samples were added to the bottom of the microplate
reader. Gentle shaking was made to keep the reagent con-
centration uniform. After covered with sealing film, they
were incubated at 37°C for 60min.

Fourthly, the solution was confected in the following
principles. The ratio of fresh medical double distilled water:
concentrated washing solution was 30 : 1. It was shaken
gently to keep the concentration uniform and then was put
at room temperature for use.

Fifthly, washing. The sealing film was slowly peeled off,
the liquid was discarded, and the remains was spin-dried.
It was necessary to fill each well with the washing solution,
and then placed for 30 seconds before discarding. It was
repeated 5 times according to the above principles, and
finally the ELISA plate was pat-dried with absorbent paper.

Sixthly, color development. 50μL of color developer A
was added to each well in order; then, 50μL of color devel-
oper B was also added to each well. The plate was shaken
gently to make the concentration of reagent uniform. The
corresponding wells were placed at a temperature of 37°C
and protected from light for the reaction for 10min.

Seventhly, the reaction was terminated. As 50μL of ter-
minating agent was added to each well, the reaction could
be terminated (the color changed from blue at first to
yellow.)

Eighthly, the optical density (OD) wanted to be mea-
sured at 450nm of the microplate reader.

Ninthly, the sample content was calculated according to
the prepared standard curve. The calculation equation was
shown

y = a + bx + cx1:5 + dx2 + ex3: ð1Þ

Table 1 shows the D-lac concentrations of the standards,
and Figure 1 shows the D-lac standard curve.

(2) DAO determination: 40μL was sampled for direct
determination

Firstly, it was needed to put the DAO kit at room tem-
perature for about 40min before the determination of
DAO. For using the reagent, it was shaken gently to make
the reagent keep a uniform concentration.

Secondly, for dilution of standard substance, 5 centrifuge
tubes were noticeable as S1, S2, S3, S4, and S5, respectively.
The standard substance diluent was utilized to dilute the
standard substance stock solution (480μmol/mL) into 5
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different concentrations of 15, 30, 60, 120, and 240μmol/
mL, respectively.

Thirdly, for sample loading, the following 3 wells were
set depending on the relevant standards, which were the
sample well to be tested, the blank well, and the standard
well, respectively. Samples, biotin-labelled anti-DAO anti-
bodies, and streptavidin-HRP could not be added into the
blank well. 40μL of samples was added into the sample well
to be tested, and 10μL of anti-DAO antibodies were added
in sequence. The remaining steps were the same as above.

Table 2 shows the DAO concentrations of the standards,
and Figure 2 shows the DAO standard curve.

(3) Determination of TNF-α: 40μL of serum was taken
directly for testing

Firstly, it was needed to put the TNF-α kit at room tem-
perature for about 40min before the determination. For the
use of the reagent, it should be shaken gently for a uniform
concentration.

Secondly, the dilutions of standard substance were made.
With 5 centrifuge tubes marked as S2, S3, S4, S5, and S6, the
standard substance stock solution (640μmol/mL) was
diluted with standard substance diluent into 5 different con-
centrations for use. These were in 30μmol/mL, 60μmol/mL,
120μmol/mL, 240μmol/mL, and 480μmol/mL, respectively.

Thirdly, for sample loading, the following 3 wells were
set according to the relevant standards, namely, the sample
well to be tested, the blank well, and the standard well. There
was no sample, biotin-labelled anti-TNF-α antibody, and
streptavidin-HRP was added into the blank well. 40μL of
the sample was added to the sample well to be tested; then,
10μL of anti-TNF-α antibody was added in sequence. The
rest of steps were the same as above.

Table 3 shows the TNF-α concentrations of the stan-
dards, and Figure 3 shows the TNF-α standard curve.

(4) IL-6 assay: serum homogenate was taken directly for
testing

Firstly, before the assay of IL-6, the IL-6 kit needed to be
placed at room temperature for about 40min. The reagent
should be surprised or oscillated gently for an even
concentration.

Secondly, the standard substance was diluted. Five cen-
trifuge tubes were denoted as S2, S3, S4, S5, and S6, respec-
tively. With standard substance diluent, the standard
substance stock solution (640μmol/mL) was diluted into 5
different concentrations of 20, 40, 80, 160, and 320μmol/
mL, respectively.

Thirdly, 3 wells were set as the sample well to be tested,
the blank well, and the standard well, respectively, for sam-
ple loading, according to relevant standards. The blank well
could not be filled with samples, biotin-labelled anti-IL-6
antibody, or streptavidin-HRP. 40μL of the sample was

Table 1: D-lac concentrations of the standards.

Concentrations (μmol/mL) Measured OD Absolute OD

0 0.119 0

15 0.404 0.285

30 0.671 0.552

60 1.105 0.986

120 1.677 1.558

240 2.334 2.215
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Figure 1: D-lac standard curve.

Table 2: DAO concentrations of the standards.

Concentrations (μmol/mL) Measured OD Absolute OD

0 0.105 0

15 0.284 0.178

30 0.484 0.378

60 0.850 0.744

120 1.359 1.254

240 1.929 1.823
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Figure 2: DAO standard curve.
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added into the sample well to be tested, while 10μL of anti-
IL-6 antibody was added in order. The rest of steps were the
same as above.

Table 4 shows the IL-6 concentrations of standards, and
Figure 4 shows the IL-6 standard curve.

2.6. Handling of Special Cases. The possible special circum-
stances during the experiment mainly comprised (severe)
hypotension, (severe) bradycardia, and respiratory depres-
sion. HR and arterial blood pressure-based HR and blood
pressure at rest 5min after arterial puncture catheter place-
ment were monitored. Bradycardia was defined as HR < 60
beats/min or less than the 20% of baseline value, and the
treatment was a single intravenous injection of atropine

0.1-0.3mg. Plain bradycardia was defined as HR < 50
beats/min or lower than 30% of the baseline value. For the
treatment measures, intravenous injection of atropine 0.3-
0.5mg was given. Intermittent intravenous injection of iso-
proterenol 2-10μg was given when there was no obvious
effect, and this case was excluded. Hypotension was defined
as a decrease in systolic blood pressure > 20% of the baseline.
Severe hypotension was defined as a decrease in systolic
blood pressure > 30% of the baseline. If blood pressure fluc-
tuated continuously for over 2min, vasoactive drugs were
utilized or the dose of aesthetic drugs was adjusted. Respira-
tory depression was defined as pulse oxygen saturation ðSp
O2Þ ≤ 90% under inhalation condition. In the event of respi-
ratory depression, oxygen should be given through a mask
timely, and artificial ventilation should be performed to
assist respiration if necessary. If the above situation could
not be better, the case was excluded from the experiment.

3. Statistical Methods

The statistical software SPSS 22.0 was used for processing in
this research, and the measurement data were expressed as
(�x ± s). When the data were in normal distribution and the
alteration was homogeneous, the t-test was adopted for
comparisons between the two groups, and the repeated-
measurement analysis of variance was used for the compar-
isons among multiple groups. The enumeration data were
expressed as the number of cases (%), while the unordered
classification data were expressed by the χ2 test. P < 0:05
was considered the condition of a statistically significant
difference.

4. Research Results

4.1. The Detection Results of Hemodynamic Indicators. The
hemodynamic test results of the two groups of patients sug-
gested that, compared with preoperative levels, the MAP and
HR of both groups were decreased, but the control group

Table 3: TNF-α concentrations of the standards.

Concentrations (ng/L) Measured OD Absolute OD

0 0.056 0

30 0.337 0.281

60 0.571 0.515

120 0.971 0.915

240 1.594 1.538

480 2.586 2.530
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Figure 3: TNF-α standard curve.

Table 4: IL-6 concentrations of standards.

Concentrations (ng/L) Measured OD Absolute OD

0 0.060 0

30 0.376 0.316

60 0.656 0.596

120 1.109 1.049

240 1.822 1.762

480 2.933 2.873
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Figure 4: IL-6 standard curve.
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showed no significant change (P > 0:05). The MAP 74:8 ±
3:5mmHg and HR 52:7 ± 8:2beats/min-1 in the experimen-
tal group were remarkably lower compared with those
before surgery and were also significantly lower than the
88:7 ± 10:2mmHg and 60:2 ± 8:8beats/min-1 in the control

group. The differences above were all statistically significant
(P < 0:05), which could be observed in Figure 5.

4.2. Comparison of Perioperative Stress and Immune
Indicators between the Two Groups. As the stress and

⁎#

0

20

40

60

80

100

120

Preoperative Postoperative

M
A

P 
(m

m
H

g)

⁎#

0

10

20

30

40

50

60

70

80

90

Preoperative Postoperative

H
R 

(b
ea

ts/
m

in
–1

)

Control group
Experimental group

Figure 5: Comparison of hemodynamic indicators. Compared with preoperative level, the difference was considered statistically significant,
∗P < 0:05. The same compared to the control group, #P < 0:05.
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immune indicators were detected, it was shown that the
levels of NE and DTER in the two groups did not change
much compared with preoperative levels, and the differences
were not statistically significant (P > 0:05). The COR was
104:9 ± 16:2ng/mL in the experimental group and 104:6 ±
15:7ng/mL in the control group, both of which observably
increased compared to those before surgery with statistically
significant differences (P < 0:05). The FEIR was 17:6 ± 2:1%
in the experimental group and 17:2 ± 2:3% in the control
group were greatly lower than those before surgery, showing
the differences of statistical significance (P < 0:05). As pre-
sented in Figure 6, no significant difference was shown
between the two groups (P > 0:05).

4.3. VAS Pain Scores. Before surgery, there was not a signif-
icant difference in VAS scores between two groups (P > 0:05
). After surgery, the average VAS score of the experimental
group was 4:7 ± 2 and that of the control group was 4:6 ±
2:3, significantly lower than those before surgery with differ-
ences of statistical significance (P < 0:05). No significant dif-
ference was between the groups (P > 0:05), which could be
discovered in Figure 7.

4.4. Postoperative POCD Scores. Postoperative POCD evalu-
ation was performed on the patients. The results illustrated
that POCD occurred in both groups, with 6 cases in the con-
trol group and 4 cases in the experimental group. Although

there were differences, which were not significant between
groups (P > 0:05). More details were displayed in Figure 8.

4.5. Comparisons of IL-6 and TNF-α Levels in Serum before
and after Surgery. There was no significant difference in
IL-6 before and after surgery in the experimental group
(P > 0:05). TNF-α 96:4 ± 21:8ng/L was highly lower than
that before surgery, and the difference was of statistical sig-
nificance (P < 0:05). Compared to the control group, postop-
erative TNF-α 115:3 ± 24:6ng/L, the difference was also
statistically significant (P < 0:05) as presented in Figure 9.

Not a significant change was found in serum DAO and
D-lac levels in the control group before and after surgery,
without a difference of statistical significance (P > 0:05).
The postoperative DAO was 62:4 ± 9:3μmol/mL, and D-
lac was 33:8 ± 7:2ng/L in the experimental group, observ-
ably lower than the preoperative levels with statistically sig-
nificant differences (P < 0:05). In the control group, the
postoperative DAO was 72:7 ± 15:2μmol/mL and D-lac
was 38:2 ± 6:4ng/L. The levels in the experimental group
were considerably lower compared with those of the control,
and the differences were proved to be statistically significant
(P < 0:05) in Figure 10.

4.6. Other Indicators. The time of the first anal exhaust, the
time of first getting out of bed for activities, the postopera-
tive respiratory depression, and postoperative MAP were
not significantly different between groups (P > 0:05). In the
experimental group, the average postoperative recovery time
of bowel sounds was 2:8 ± 0:7d, the average time of first def-
ecation postoperatively was 6:1 ± 1:8d, the average LOHS
was 17:9 ± 8:1d, and 2 cases had vomiting reaction. In the
control group, the average recovery time of bowel sounds,
the average time of first defecation, and the average LOHS
postoperatively was 3:9 ± 1:2d, 7:4 ± 1:6d, and 25:5 ± 8:6d,
respectively. There were 6 patients got vomiting in the con-
trol group. Each indicator was markedly higher compared to
the experimental group, and the differences were thought of
statistical significance (P < 0:05) (Figure 11).

5. Discussion

GIT has developed into a common digestive tract tumor
nowadays, which has a serious impact on the life and health
of human beings, especially the elderly. Epidural anesthesia
can inhibit sympathetic nerve conduction and sympathetic
nerve excitation, thereby reducing the synthesis of catechol-
amines. Epidural anesthesia can also inhibit the
hypothalamic-pituitary-adrenal axis pathway, reducing the
secretion of COR and improving immune function [21].
DEX, as an adrenergic receptor agonist, has the effect of
inhibiting sympathetic nerve activity and maintaining
hemodynamic stability. It exerts its analgesic effect intraop-
eratively and can reduce the inhibition of breathing. Patients
are easier to be awakened, and it also has the effect of
improving immunity, reducing the dose of anesthetic drugs,
and antichilling as well as diuretic effects. It is often used in
the perioperative period of patients with radical mastectomy
for malignant GIT and can improve the quality of prognosis
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[22]. This work compared two anesthesia methods and ana-
lyzed the effect of DEX on the prognosis of elderly patients
with GIT.

The results exposed that, compared with preoperative
levels, MAP and HR in both groups decreased. The MAP
of 74:8 ± 3:5mmHg and HR of 52:7 ± 8:2 beats/min-1 in
the experimental group decreased dramatically compared
with those preoperatively. MAP of 88:7 ± 10:2mmHg and
HR of 60:2 ± 8:8 beats/min-1 in the control group were sig-
nificantly lower compared to the experimental group with
statistically significant differences (P < 0:05). It was sug-
gested that DEX had a stabilizing effect on hemodynamic
situation and could inhibit the increase in HR and MAP
effectively in patients undergoing extubating surgery. Similar
previous study has shown that DEX can reduce the occur-

rence of agitation during the recovery period in patients with
tonsillectomy after general anesthesia and has obvious seda-
tive and analgesic effects [23]. After surgery, the average
VAS score of the experimental group was 4:7 ± 2 and that
of the control group was 4:6 ± 2:3, which were significantly
lower than those before surgery with differences of statistical
significance (P < 0:05). There was not a significant difference
between the two groups (P > 0:05). Two patients in the
experimental group had vomiting reactions, while 6 patients
in the control group had vomiting reactions. A study has
also confirmed that DEX can reduce the stress response
effectively, enhance immunity, and relieve postoperative
pain and the incidence of adverse reactions in patients
undergoing radical gastrectomy for gastric cancer [24]. This
is consistent with the results of this work.
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COR can be utilized to reflect the degree of stress in the
body [25], and FEIR is an indicator that reflects the adhesion
function of red blood cells [26]. Surgical treatment will lead
to a certain degree of weakened immune function and
inhibit the immune adhesion of red blood cells, so the body’s
ability to remove tumor cells will also be weakened. It is nec-
essary to reduce the adverse effects of laparoscopic gastroin-
testinal surgery on the immune function of elderly patients
by changing anesthesia methods and anesthetic drugs. It is
also necessary to enhance the immunity of patients and
reduce the probability of recurrence. This work showed that
the COR was 104:9 ± 16:2ng/mL and 104:6 ± 15:7ng/mL of
the experimental and control groups, respectively, signifi-
cantly increased compared with those before surgery. The
FEIR of the experimental group was 17:6 ± 2:1%, and the
FEIR of the control group was 17:2 ± 2:3%, both of which
were notably lower than that before surgery with great dif-
ference statistically (P < 0:05). Therefore, the application
effect of DEX was better and it was worthy of promotion.
At present, there is no unified standard for the optimal tim-
ing of POCD assessment. Generally, POCD can be divided
into early, mid-term, and long-term cognitive changes.
Within 1 week after surgery, it is the early POCD cognitive
change, the mid-term cognitive change is within 3 months
after surgery, and 1-2 years after surgery, it is the POCD

long-term cognitive change. Some study has shown that
the possibility of patient death within 3 months after surgery
can be predicted by early POCD assessment [27], so it is of
great significance to evaluate the POCD of patients within
1 week after surgery. In this work, it was assessed 7 days after
the surgery. POCD occurred in both groups, with 6 cases in
the control group and 4 cases in the experimental group.
Although there was a difference, it was not significant
between the groups (P > 0:05), perhaps because of the small
sample size included. Thus, the effect of DEX could not be
fully determined.

Studies have also proved that DEX can reduce systemic
inflammatory response effectively in cases of elderly malig-
nant GIT treated by laparoscopic surgery, which is condu-
cive to the rapid recovery of patients after surgery [28].
This work demonstrated that the postoperative TNF-α of
96:4 ± 21:8ng/L in the experimental group was memorably
lower than that before surgery, showing the difference of sta-
tistical significance (P < 0:05). It was also statistically and
greatly different from the postoperative TNF-α of 115:3 ±
24:6ng/L in the control group (P < 0:05). It was suggested
that DEX had an anti-inflammatory effect. A number of ani-
mal experiments have shown that DEX can significantly
inhibit the excessive generation of inflammatory factors such
as TNF-α, IL-1β, and IL-6 [29]. The postoperative DAO of
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Figure 11: Comparisons of various indicators of postoperative gastrointestinal recovery.
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62:4 ± 9:3μmol/mL and D-lac of 33:8 ± 7:2ng/L were much
lower than those before surgery in the experimental group,
which were statistically different (P < 0:05). Compared with
the postoperative DAO of 72:7 ± 15:2μmol/mL and D-lac
of 38:2 ± 6:4ng/L in the control group, those in the experi-
mental group were statistically lower (P < 0:05). Recent
studies have suggested that stimulating vagal activity can
play an important protective role in the intestinal barrier
function damage triggered by inflammatory factors by regu-
lating the cholinergic anti-inflammatory pathway [30]. In
accumulation, not a significant difference was discovered in
the time of the first anal exhaust, the first time to get out
of bed, the occurrence of postoperative respiratory depres-
sion, and the postoperative MAP between two groups
(P > 0:05). The average recovery time of postoperative bowel
sounds, the average time postoperative first defecation, and
the average total LOHS was 2:8 ± 0:7d, 6:1 ± 1:8d, and
17:9 ± 8:1d, respectively, in the experimental group. Those
were 3:9 ± 1:2d, 7:4 ± 1:6d, and 25:5 ± 8:6d, respectively,
in the control group. Each indicator was remarkably and sta-
tistically higher than that of the experimental (P < 0:05).
Some study has also revealed that perioperative application
of DEX can promote the recovery of gastrointestinal func-
tion and shorten the time of intestinal paralysis in patients
with laparoscopic colorectal radical surgery [31]. It is consis-
tent with the results of this work as well.

6. Conclusions

Through the comparison with epidural anesthesia, it was
found that DEX anesthesia could improve postoperative
stress response and immune function effectively and had
ideal sedative and analgesic effects. It could also dismiss
postoperative inflammatory response and reduce incidence
of postoperative nausea and vomiting. Thus, the intestinal
function of patients could be protected, and the LOHS of
patients could also be shortened, which were beneficial to
improve the prognosis of patients after surgery. It deserved
a clinical application value. However, due to limited condi-
tions, the included sample size was small, the study time
was short, and some results showed no significant difference.
The long-term prognosis of DEX anesthesia for patients with
GIT surgery needed additional exploration. It illustrates that
DEX can improve the intestinal permeability of patients and
maintain the barrier function of the intestinal tract com-
pared to epidural anesthesia.
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Objective. Acute inflammation and oxidative stress are present in large numbers in patients with acute lung injury (ALI). This
investigation probed miR-135a-5p/TBK1 axis within ALI together with its new therapeutic target. Methods. MLE-12 cultures
were treated with lipopolysaccharide (LPS) and transfected with miR-135a-5p mimics or TBK1 vector. An ALI mouse model
was also established. Analysis was done on the relationships between TBK1 and miR-135a-5p. Inflammatory components,
SOD, MDA, and ROS content were all assessed. Results. Obvious inflammatory lesions were observed in lung tissues of ALI
mice. Overexpression of miR-135a-5p or TBK1 knockdown remarkably decreased IL-1β, IL-6, and TNF-α serum
concentrations and increased IL-10 level within lung tissues. Activated NRF2/TXNIP pathway and oxidative stress were
additionally found within ALI murines, which were regulated by miR-315a-5p and TBK1. Further research revealed that miR-
135a-5p negatively regulated TBK1 expression to mediate proinflammatory response and oxidative stress. Conclusion. miR-
135a-5p targeted TBK1 to regulate inflammatory/oxidative stress responses in ALI. Such results might bring a new potential
target for ALI treatment.

1. Introduction

Acute lung injury (ALI) is defined as a collection of acute
hypoxemic respiratory failure accompanied with bilateral
pulmonary infiltrations [1]. ALI can lead to a high morbidity
up to 40% and has become a common and serious clinical
syndrome in ICU department worldwide [2]. Despite recent
advances in the treatment for ALI, the clinic outcomes and
prognosis of ALI patients are rather poor [3]. Therefore,
new treatments and novel therapeutic strategies for ALI are
of great significance.

Acute lung injury (ALI) denotes a serious injury with an
uncontrolled acute inflammatory response and activated oxida-
tive stress, which ultimately leads to pulmonary endothelium
and epithelial dysfunction [4]. The severity and development
of the inflammatory response are thought to be related to the
prognosis of ALI patients [5]. Meanwhile, a lot of data point
to oxidative stress as a crucial factor in ALI development. Lipo-

polysaccharide- (LPS-) evoked ALI/ARDS model has been
widely reported [6, 7]. A previous study revealed that Trillin
attributed to the downregulation of MDA and inflammatory
cytokines and the upregulation of CAT, SOD, GSH, and
GSH-Px in ALI that were driven of LPS [8]. However, the
underlying molecular mechanism for signaling pathways in
inflammation and oxidative stress is still unclear.

Numerous studies have shown that microRNA (miR)-
135a-5p is connected to autophagy and inflammatory
response in a number of illnesses. According to a publication,
miR-135a-5p overexpression or downregulation in atheroscle-
rosis inhibits the ox-LDL-driven inflammatory response [9].
Another research indicated that miR-135a-5p inhibited oxida-
tive stress/inflammatory response to restricted cerebral
ischemia-reperfusion injury via regulating NR3C2 [10]. Simi-
lar result was also reported by Chen and Li in cerebral hyp-
oxia/reoxygenation injury [11]. However, up to now, no
studies focus parts played by miR-135a-5p within ALI.
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miR-135a-5p’s downstream target, TANK-binding
kinase 1 (TBK1), plays a crucial part in numerous physiolog-
ical pathways, including oxidative stress and inflammation
[12]. According to a recent study, TBK1 is an endogenous
inhibitor of RIPK1, and it also inhibits RIPK1-driven neuro-
inflammation and apoptosis during development and ageing
[13]. However, in another study, Lin et al. revealed that over-
expression of TBK1 activated NF-κB activity, as well as
MAPKs and Akt signaling pathway in osteoclast differentia-
tion [14]. These studies indicate that TBK1 plays dual roles
in inflammation of different diseases or bioprocesses. How-
ever, how TBK1 influences ALI is inadequately illustrated.

The following paragraphs describe how the paper is
organised: Section 2 presents the research materials and
methods. The experiments and findings are covered in Sec-
tion 3. The discussion portion is included in Section 4. The
research project is completed in Section 5.

1.1. Objective. In the current study, we wanted to investigate
the molecular mechanisms underlying the miR-135a-5p/
TBK1 axis inside ALI. Our results demonstrated that in
LPS-driven mouse ALI, miR-135a-5p controlled inflamma-
tion and oxidative stress by targeting TBK1 and activating
the NRF2/TXNIP antioxidant pathway. Such present
research might be available novel research and therapeutic
targets for ALI.

2. Methods

2.1. ALI Model Establishment and Animal Treatment. Forty-
eight C57BL/6 (6-8 weeks with 18~20 g) male mice (Beijing
Vital River Laboratory Animal Technology™ Co., Ltd.) were
kept within standard cages with 50-70% of humidity at 24
± 1°C. This study followed international guidelines for ani-
mal research projects and was accepted by the Animal Ethics
Committee of YongChuan Hospital of ChongQing Medical
University.

The establishment of ALI model was conducted as
reported elsewhere [15]. In brief, mice were anesthetized
with a 1 percent pentobarbital sodium, followed with a sin-
gle intratracheal instillation dose of 0.05mL Escherichia coli
LPS (Sigma, Santa Clara, CA, USA) with dose of 5mg/kg
suspended in saline solution. The controls received the equal
volume of saline solution.

For murine overexpression/inhibition of miR-135a-5p or
TBK1, lentiviral plasmid-based miR-135a-5p mimic stable
transfection was performed (Sigma-Aldrich, cat. no.
MLMIR0048), as well as si-TBK1, pcDNA3.1-TBK1 (from
GeneChem Corp., Shanghai, China, without sequence infor-
mation), and corresponding NCs were injected into mice via
tail vein (100μL, 2 × 107 TU/mL). In all experiments, six
animals were used in each group.

2.2. Hematoxylin and Eosin (HE) Staining. After the tests,
the mice were slowly filled with an overdose of carbon diox-
ide gas before being put to death. The lung tissues were cut
into three mm portions. After dehydrating the samples and
fixing them in neutral formalin (10%), paraffin-embedded
blocks were eventually produced. Briefly, the sections were

immersed in xylene and alcohol, following with the staining
with hematoxylin and eosin. Finally, histopathology obser-
vation was conducted using an optical microscope.

2.3. Cell Culture and Treatments.MLE-12 cells (ATCC) were
grown within RPMI-1640 (Sigma-Aldrich) augmented using
10% FBS, 100 IU/mL penicillin and 100μg/mL streptomycin
(Sigma-Aldrich™) within an incubator (37°C/5% CO2). For
in vitro model, cultures were exposed to 10μg/mL LPS.

Regarding cell transfection, this was performed using
miR-135a-5p mimics, pcDNA3.1-TBK1, or the counterpart
NCs (5 nM) through Lipofectamine® 3000 (Invitrogen™,
Waltham, MA, USA) within serum-free Opti-MEM®
medium.

2.4. Western Blotting. This was performed in order to detect
TBK1, Nrf2, and TXNIP. In brief, all proteomic content was
collected from lung tissue/MLE-12 cultures and quantitated
through the Pierce™ BCA Protein Assay Kit® (Thermo Sci-
entific™). Subsequently, 20μg proteomic aliquots underwent
SDS-PAGE and were transported onto PVDF which were
consequently placed into incubation together with primary
antibody (4°C overnight), and subsequent incubation with
Goat Anti-Rabbit IgG H&L secondary antibody (ab96899,
1/1000) at 37°C for 45min. Primary antibodies used were
purchased from Abcam (USA): anti-TBK1 antibody
(ab227182, 1/500), anti-Nrf2 antibody (ab92946, 1/1000),
and anti-TXNIP antibody (ab188865, 1/1000). GAPDH
served as internal/normalization control/reference.

2.5. Quantitative RT-PCR Analysis.miR-135a-5p/TBK1tran-
scriptomic expression within tissue samples/MLE-12 cells
was detected. First, total RNA was extracted from lung tis-
sues and MLE-12 cells using the TRIzol® (Sigma-Aldrich™)
method, and quantification was carried out with a Nano-
Drop spectrophotometer (ND-1000, ThermoFisher Scien-
tific). Subsequently, the conversion from RNA into cDNA
was performed through TransScript® one-step gDNA
removal and cDNA Synthesis SuperMix kit (Applied Biosys-
tems). For the detection of miRNA, a miRcute miRNA
qPCR detection kit (SYBR Green) on a 7900 HT Sequence
Detection System was conducted in PCR reactions. For the
quantification of mRNA, SYBR GREEN Master Mix®
(Thermo Fisher Scientific, Inc.™) over the ABI 7500® plat-
form (Applied Biosystems) was performed. The primary
primers were used in PCRs: TBK1 forward 5′-GGAGCC
GTCCAATGCGTAT-3′, reverse 5′-GCCGTTCTCTCGGA
GATGATTC-3′; miR-135a-5p forward 5′-AACCCTGCT
CGCAGTATTTGAG-3′, reverse 5′-GCGGCAGTATGGCT
TTTTATTCC-3′; U6 forward 5′-ACTCCTGCCACTAGAG
CTTGT-3′, reverse 5′-CTCCGGGAACCAGCATTGTTA-
3′; GAPDH forward 5′-AGGTCGGTGTGAACGGATT
TG-3′, reverse 5′-GGGGTCGTTGATGGCAACA-3′. U6
and GAPDH served as the controls. mRNA expressions
determined through 2−ΔΔCt methodology.

2.6. Dual-Luciferase Reporter Assay. Prediction for bonding
sequence across miR-135a-5p/TBK1 was conducted on
using Starbase (http://starbase.sysu.edu.cn/) and TargetScan
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Figure 1: Overexpressed miR-135a-5p or inhibited TBK1 attenuates LPS-driven ALI and inflammatory response in mice. (a) Representative
histopathological examination of mouse lung tissues by HE staining in LPS-driven group, LPS-driven group transfected with miR-135a-5p
mimics, LPS-driven group transfected with si-TBK1, and corresponding NCs and the healthy controls. Scale bars: 25μm, magnified 400x,
n = 6 for each group. (b) Expression of miR-135a-5p by qRT-PCR. (c) mRNA of TBK1 was determined through RT-qPCR, and TBK1
proteomic content was evaluated using Western blotting. (d) IL-1β, IL-6, TNF-α, and IL-10 levels were determined through ELISA kits.
P values were assessed through Student’s t test.
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(http://www.targetscan.org); design of wild-type (WT) and
mutant (MUT) fragments in TBK1 was performed accord-
ingly. The WT and MUT of 3′-UTR of TBK1 sequences
with/without the predicted binding responsive element for
miR-135a-5p were amplified and subcloned to the p-MIR-
report plasmid (Promega (Beijing) Biotech Co., Ltd. Beijing,
China). Then, using Lipofectamine 3000, MLE-12 cells were
cotransfected with miR-135a-5p vector (an inhibitor or
mimic) and WT-TBK1 or MUT-TBK1 or NC vector (an
inhibitor or mimic) (Invitrogen). MLE-12 cultures were
extracted for detection using luciferase assay kits after two
days of incubation (Promega™). Luciferase activities of cells
was normalized using Renilla luciferase activities.

2.7. Enzyme-Linked Immunosorbent Assay (ELISA). Serum
levels for IL-6, IL-1β, TNF-α, and IL-10 were measured by
ELISA assay. Blood samples of the mice were collected and
detected using corresponding commercial ELISA kits: IL-
1βKit (#MBS175967), IL-6 Kit (#MBS2023471), IL-10 Kit
(#MBS2021945), and TNF-α (#MBS175787, all from
MyBioSource).

2.8. Measurement SOD, MDA, and ROS. Expression of SOD,
ROS, and MDA in tissues and MLE-12 cells was detected

using corresponding kits (Nanjing Jiancheng Bio-
Technology™ Co., Ltd.) as instructed within manufacturer
protocols.

2.9. Statistical Analysis. Continuous normally distributed
datasets reflected mean ± SD. Comparative analyses across
two groups performed through Student’s t-test. Overall, P
< 0:05 was deemed to confer statistical significance. SPSS
18.0® and GraphPad 6.0 were used for the analysis.

3. Result

In this section, we define the overexpressed miR-135a-5p or
inhibited TBK1 attenuates inflammation-based responses
within mice and LPS-driven ALI, overexpression of miR-
135a-5p or inhibition of TBK1 activated NRF2/TXNIP anti-
oxidant pathway and suppresses oxidative stress, and miR-
135a-5p negatively regulates TBK1 expression in detail.

3.1. Overexpressed miR-135a-5p or Inhibited TBK1
Attenuates Inflammation-Based Responses within Mice and
LPS-Driven ALI. This investigation initially probed miR-
135a-5p/TBK1 role/s within LPS-driven ALI and
inflammation-based responses within mice. Representative
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Figure 2: Overexpressed miR-135a-5p or inhibited TBK1 activated NRF2/TXNIP antioxidant pathway and suppresses oxidative stress. (a)
NRF2/TXNIP proteomic levels were analyzed through western blotting. (b) MDA, ROS, and SOD of LPS-driven lung tissues were analyzed
using ELISA kits. P values were assessed through Student’s t test.
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Figure 3: Continued.
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images of lung tissue in each group was shown in
Figure 1(a). Obvious inflammation in LPS-driven lung spec-
imens was observed, which was alleviated by miR-135a-5p
mimics or si-TBK1. RT-qPCR/Western blotting analyses
revealed an around 2-fold increase in miR-135a-5p expres-
sion following miR-135a-5p mimic transfection, with an
approximately 2- to 3-fold decrease of TBK1 expression by
si-TBK1 transfection in LPS-driven lung tissues; addition-
ally, miR-135a-5p mimics suppressed TBK1 expression
(Figure 1(b)). ELISA results revealed both miR-135a-5p
mimics and si-TBK1 inhibited serum level for TNF-α, IL-
1β, and IL-6 though elevated expression of IL-10
(Figure 1(c)). Such revelations indicated overexpression of
miR-135a-5p or inhibition of TBK1 attenuated ALI and
inflammation.

3.2. Overexpression of miR-135a-5p or Inhibition of TBK1
Activated NRF2/TXNIP Antioxidant Pathway and
Suppresses Oxidative Stress. This investigation additionally
probed regulating mechanistic/s for miR-135a-5p and
TBK1 for NRF2/TXNIP signal pathway as well as oxidative
stress. Protein expression of NRF2 and TXNIP was detected
in each group. The findings showed that in the lung tissues

of LPS-induced mice, TXNIP expression increased by about
3-fold whereas NRF2 expression decreased by around 4-fold.
However, miR-135a-5p overexpression or inhibition of
TBK1 increased NRF2 expression and decreased TXNIP
expression (Figure 2(a)). We also noticed obvious elevation
in MDA content and ROS generation and notable decline
in SOD level in LPS-driven lung tissue. However, miR-
135a-5p mimics or si-TBK1 remarkably inhibited the
expression of MDA and ROS but enhanced SOD content
(Figure 2(b)). These findings suggested overexpressed miR-
135a-5p or inhibited TBK1 might activate NRF2/TXNIP
antioxidant pathway and inhibit oxidative stress within
LPS-driven ALI.

3.3. miR-135a-5p Mediates Inflammation and Oxidative
Stress through Regulating TBK1 within Murine LPS-Driven
ALI. Regulating mechanistic/s for miR-135a-5p within
murine LPS-driven ALI inflammatory and oxidative stress
responses were investigated. Dataset outcomes showed
miR-135a-5p mimics aroused an approximately 3-fold
reduction of TBK1, which was reversed by pcDNA3.1-
TBK1 transfection in lung tissues (Figure 3(a)). Upregu-
lated miR-135a-5p suppressed serum levels of
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Figure 3: miR-135a-5p mediates inflammation and oxidative stress through regulating TBK1 in LPS-driven murine ALI. (a) mRNAs for
miR-135a-5p and TBK1 were determined through RT-qPCR, and protein level for TBK1 was evaluated using Western blotting in lung
tissues in LPS-driven group, LPS-driven group transfected with miR-135a-5p mimics, LPS-driven group transfected with miR-135a-5p
mimics and pcDNA3.1-TBK1, and the corresponding NC controls. (b) Levels of IL-1β, IL-6, TNF-α, and IL-10 were determined using
ELISA kits. (c) Protein levels of NRF2 and TXNIP were detected using Western blotting. (d) MDA, ROS, and SOD of LPS-driven lung
tissues were analyzed using ELISA kits. P values were assessed through Student’s t test.
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proinflammatory factors but enhanced serum expression of
anti-inflammatory interleukin, which was also rescued by
upregulated pcDNA3.1-TBK1 (Figure 3(b)). Moreover,
NRF2/TXNIP antioxidant pathway was activated by miR-
135a-5p upregulation, reversing by overexpressed TBK1
(Figure 3(c)). Meanwhile, MDA content and ROS genera-
tion were inhibited, and the expression of SOD was
enhanced by upregulated miR-135a-5p, rescued through
overexpressed TBK1 in LPS-driven lung tissues
(Figure 3(d)). The above results revealed miR-135a-5p-
mediated inflammation and oxidative stress through regu-
lating TBK1 in LPS-driven ALI in mice.

3.4. miR-135a-5p Negatively Regulates TBK1 Expression. In
order to substantiate the regulation between TBK1/miR-
135a-5p, MLE-12 mice cultures were used within this study.
Firstly, the successful transfections of miR-135a-5p vector
(inhibitor/mimics) were proven in MLE-12 cells
(Figure 4(a)). Based on bioinformatics analysis, bonding
location for miR-135a-5p/TBK1 was forecasted
(Figure 4(b)). A dual-luciferase reporter test revealed that
miR-135a-5p overexpression lowered the fluorescence inten-
sity of TBK1-WT by a factor of 1.5 whereas miR-135a-5p
knockdown increased it by about 3-fold. No obvious effects
by miR-135a-5p upon TBK1-MUT were observed
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Figure 4: miR-135a-5p negatively regulates TBK1 expression. (a) miR-135a-5p transfected efficiency was analyzed using qRT-PCR. (b)
Biding site between miR-135a-5p and TBK1 was predicted by Starbase (http://starbase.sysu.edu.cn/) and TargetScan (http://www
.Targetscan.org/). (c) Targeting relationship between miR-135a-5p and TBK1 was analyzed by dual-luciferase reporter assay. (d, e)
mRNA and protein levels of TBK1 were detected using qRT-PCR and Western blotting. P values were assessed through Student’s t test.
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Figure 5: Continued.
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(Figure 4(c)). RT-qPCR analysis suggested negatively regu-
lating miR-135a-5p influence upon TBK1, further verified
in Western blotting analysis (Figures 4(d) and 4(e)). The
result confirmed miR-135a-5p bound to TBK1 with negative
regulation for TBK1 expression.

3.5. miR-135a-5p Mediates Inflammation and Oxidative
Stress through Regulating TBK1 within LPS-Driven MLE-12
Cultures. Finally, molecular control by miR-135a-5p/TBK1
upon oxidative stress and inflammation-based responses
within LPS-driven MLE-12 cultures was investigated.
pcDNA3.1-TBK1 increased TBK1 expression by 4 times
within MLE-12 cultures (Figure 5(a)). miR-135a-5p mimics
suppressed TBK1 expression, which was rescued by cotrans-
fection of pcDNA3.1-TBK1. Besides, overexpressed miR-
135a-5p downregulated TNF-α, IL-6, and IL-1β and
enhanced IL-10. Meanwhile, overexpressed TBK1 reversed
the regulation of miR-135a-5p on inflammatory response
(Figure 5(b)). It was also revealed that NRF2/TXNIP path-
way was triggered by overexpressed miR-135a-5p, but was
rescued by upregulated TBK1 (Figure 5(c)). Overexpression
of miR-135a-5p decreased MDA and ROS expression while
increasing SOD levels. Overexpression of TBK1 reversed this

effect. The results supported miR-135a-5p-mediated oxida-
tive stress and inflammatory responses through regulating
TBK1 within LPS-driven MLE-12 cells.

4. Discussion

ALI brings huge burden to the critically ill patients with high
mortality and morbidity [16]. As we know, inflammation
and oxidative stress have pivotal parts within ALI pathogen-
esis/development [17, 18]; nevertheless, the underlying
mechanism remains uncertain. This in vitro and in vivo
study investigated the regulating miR-135a-5p influence
over LPS-driven ALI. Such findings demonstrate that miR-
135a-5p mediates oxidative stress and inflammation through
regulating TBK1 in LPS-driven ALI.

miR-135a-5p exhibits anti-inflammatory influence
across multiple diseases. As reported, suppressing miR-
135a-5p attenuated neuropathic pain by the inhibition of
autophagy and inflammatory response in CCI rat model
[19]. In addition, miR-135a-5p showed an inhibitory effect
on the activation of NLRP3 inflammasome, causing a sup-
pression for neuronal autophagy and ischemic brain
injury. Overexpression of miR-135a-5p increased cell
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Figure 5: miR-135a-5p mediates inflammation and oxidative stress through regulating TBK1 in LPS-driven MLE-12 cells. (a) Transfection
efficiency of TBK1 was confirmed using qRT-PCR. (b) Expression of miR-135a-5p by qRT-PCR. (c) mRNA and protein levels of TBK1 were
detected using qRT-PCR or Western blotting in LPS-driven MLE-12 cells, LPS-driven MLE-12 cells transfected with miR-135a-5p mimics,
LPS-driven MLE-12 cells transfected with miR-135a-5p mimics and pcDNA3.1-TBK1, and the corresponding NC controls. (d) Serums IL-
1β, IL-6, TNF-α, and IL-10 were determined using ELISA kits. (e) Supernatant protein levels of NRF2 and TXNIP were detected using
Western blotting. (f) Supernatant contents of MDA, ROS, and SOD were determined using ELISA kits. P values were assessed through
Student’s t test.
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proliferation but restrained cell apoptosis and the protein
expressions associated with autophagy in neuronal cells
[20]. Another study also found the suppression of miR-
135a-5p/CXCL12/JAK-STAT signaling axis restrained
inflammatory response and cell apoptosis in myocardial
infarction, thereby alleviating myocardial injury [21].
However, no research illustrated the regulating parts
played by miR-135a-5p within ALI. This study confirmed
miR-135a-5p downregulation within ALI and that overex-
pressed miR-135a-5p could attenuate acute lung injury,
inflammatory response as well as oxidative stress. Besides,
miR-135a-5p mediated inflammation and oxidative stress
through regulating TBK1 in lung injury.

TBK1 was reported to play anti-inflammatory roles in
several studies. A recent research indicated TBK1 attenuated
inflammation by phosphorylating and inducing the degrada-
tion of the IKK kinase NIK and negatively regulated NF-κB
expression through AMPK pathway in controlling metabo-
lism [22]. However, more studies suggested TBK1 might
activate inflammatory pathways during inflammation.
Ahmad et al. demonstrated that TBK1 and IKKe were
involved in the activation of IFN-inducing IFN-regulatory
factor (IRF) transcription factors [23]. These inconsistent
results indicated TBK1 might play a dual role in inflamma-
tory response in different diseases. TBK1 is also found to
be involved in affecting oxidative stress. Huh et al. reported
TBK1 loss inhibited fasting-driven fatty acid oxidation in
the liver [24]. Another study also revealed the inhibition of
TBK1 alleviated lung injury, attenuated oxidative damage,
and decreased expression of inflammatory factors in both
mice and RAW264.7 mouse macrophages [25]. Neverthe-
less, the effect of TBK1 in acute lung injury has not been
revealed in previous researches. This study illustrated that
TBK1 inhibition not only suppressed inflammation and oxi-
dative stress but also activated NRF2/TXNIP antioxidant
pathway in lung injury.

5. Conclusion

In summary, our research revealed that overexpressed miR-
135a-5p or inhibited TBK1 attenuated acute lung injury and
inflammation, as well as activated NRF2/TXNIP antioxidant
pathway and suppressed oxidative stress. Furthermore, we
showed for the first time that miR-135a-5p reduced oxida-
tive stress and inflammation by targeting TBK1 in MLE-12
cells. The findings could lead to the development of new
treatment targets for acute lung injury in clinical settings.
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Objective. To examine the clinical efficacy and safety of Vitamin D in the treatment of ulcerative colitis in a systematic manner.
Methods. RCT studies on Vitamin D in the treatment of ulcerative colitis were searched from CNKI, Wanfang Data, PubMed,
Cochrane Library, and Web of Science databases. RevMan 5.4 software was used for analysis. Results. 10 articles were included,
including 1077 patients. Meta-analysis results showed that when clinical efficacy was used as the outcome index, the clinical
efficacy of the oral vitamin group was higher than that of the conventional treatment group (OR = 4:07, 95% CI 2.64-6.27),
and the difference was statistically significant (Z = 6:38, P < 0:00001). When the Mayo risk score was used as the outcome
index, the difference was statistically significant, indicating that oral Vitamin D significantly reduced the Mayo risk score (MD:
-0.41, CI = ð−0:47,−0:34Þ, Z = 13:09, P < 0:00001). Using the intestinal mucosal barrier as the outcome index, the results
showed that (1) the MDA group (MD= −0:75, 95% CI (-0.96~-0.53), P < 0:00001), (2) the DAO group (MD= −1:17, 95% CI
(-1.39-0.95), P < 0:00001), and the Vitamin D group could effectively improve intestinal mucosal barrier function after
sensitivity analysis (MD= −1:00, 95% CI (-1.08-0.92), P < 0:00001). When inflammatory factors were used as outcome
indicators, IL-6, TNF-α, and CRP groups had statistical significance (MD= −4:50, 95% CI (-5.13-3.87), P < 0:00001); MD= −
7:27, 95% CI (18.96-5.58), P < 0:00001; and MD= −1:49, 95% CI (-1.76~-1.23), P < 0:00001, respectively). When the incidence
of adverse reactions was used as the outcome indicator (OR = 0:73, 95% CI (0.34-1.32), P = 0:23), there was no significant
difference between the two groups. Conclusion. Vitamin D combined with mesalazine is effective in the treatment of ulcerative
colitis, by improving the Mayo score and intestinal barrier function, and reducing inflammatory factors, with no significant
safety difference. However, due to the quality of the included researches, more RCT researches needed to provide sufficient
evidence to support clinical application. This study is registered with INPLASY 202250044.

1. Introduction

Ulcerative colitis (UC) is an inflammatory colonic disease
with unknown etiology, characterized by continuous and
diffuse colonic mucosal inflammation, commonly mani-
fested as abdominal pain, mucus, pus, blood and stool, etc.
[1]. This disease has the characteristics of long course, easy
recurrence, and difficult to cure. About 20% of patients with
chronic UC have the risk of developing colorectal cancer,
and the number of UC cases in China is increasing at
present [2]. Western medicine treatment mainly adopts
protection and repair of intestinal mucosa, reduction of
inflammatory factors, and prevention and treatment of

complications. Aminosalicylic acid preparation is the most
commonly used drug. If aminosalicylic acid treatment effect
is not good, glucocorticoids and immunosuppressants can
be added [3].

Mesalazine is themost generally prescribed amino salicylic
acid preparation for the treatment of UC, and it helps to pro-
tect the mucosa of the intestine. However, mesalazine alone
has a low efficacy and a significant rate of side effects in some
people [4]. As one of the sterols, Vitamin D is a recognized
new immune factor, which exists in the form of 1, 25-
hydroxyvitaminD3 (1,25-(OH) D3) in the human body and
participates in various autoimmune regulations [5]. Relevant
studies have shown that Vitamin D level is negatively
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correlated with the risk of UC [6], but rigorous and standard-
ized clinical evidence is still lacking. As a result, by examining
domestic and international clinical randomized controlled
studies on the treatment of UC, this research analyzed the
efficacy of Vitamin D on UC and presented evidence-based
evidence for the selection of UC treatment plans.

The paper is organized as follows: the data and methods
are presented in Section 2. Section 3 discusses the experi-
ments and results. Section 4 consists of the discussion, and
finally, in Section 5, the research work is concluded.

2. Data and Methods

2.1. Retrieval Strategy. Figure 1 depicts the article screening
procedure. PubMed, Cochrane Library, and Web of Science
databases were searched for the “randomised controlled
study” using terms like “inflammatory disease”, “Vitamin
D”, “mesalazine”, and “Ulcerative colitis”, linked with
“AND”/“OR” operators. Chinese search terms such as “ulcer-
ative colitis”, “vitamin D”, “mesalazine”, and “clinical con-
trolled trial” were searched in CKNI, and Wanfang databases.

2.2. Inclusion and Exclusion Criteria

2.2.1. Literature Inclusion Criteria. The literature should be a
clinical randomized controlled study (RCT study).

2.2.2. Intervention Measures. Vitamin D and mesalazine
were given orally to the treatment group, while mesalazine
was given alone to the control group.

2.2.3. Efficacy Evaluation Indicators. Refering to Consensus
on Diagnosis and Treatment of Ulcerative Colitis by Inte-
grated Chinese and Western Medicine(2017) [7], clinical
curative effect is the main indicator..

Secondary indicators are Mayo score, intestinal mucosal
function (serum MDA and DAO), inflammatory factors (IL-
6, CRP, and TNF-α), and incidence of adverse reactions.

2.2.4. Exclusion Criteria. Animal studies, pharmacological
studies, or literature with repeated discussions, reviews,
and conference summaries and incomplete outcome indica-
tors was excluded.

2.3. Data Collection and Extraction. According to the inclu-
sion and exclusion criteria, the two researchers indepen-
dently screen the title, abstract, and full text of the paper.
If there is a dispute on the inclusion or exclusion of the
research, all the research members participate in the discus-
sion and make a decision together. Data were extracted from
a uniform data extraction table, including first author,
publication year, number of cases, sex, evaluation age, inter-
vention, outcome measures, and randomization. A total of
10 RCT studies were included [8–17], with a total of 1077
patients. The basic characteristics are shown in Table 1.

2.4. Quality Analysis of Included Literature. The methodo-
logical quality of all included RCTs was evaluated using the
risk bias assessment tool in the Cochrane Review Manual
[18], including (1) whether to use random numbers or
computer randomization, (2) whether to implement the

allocation hiding scheme, (3) whether blind method is used
correctly, (4) data integrity, (5) selective outcome report,
and (6) other sources of bias. The risk of bias from included
studies is shown in Figure 2.

2.5. Statistical Methods. Meta-analysis was conducted using
RevMan 5.4 software, and the main effect values were as
follows: weighted standard deviation (WMD), standard mean
difference (SMD), and 95% credibility interval (CI). If P > 0:05
and I2 ≤ 50%, the fixed effects model could be selected, indi-
cating statistical homogeneity of subjects. On the contrary, if
P < 0:05 and I2 > 50%, it indicates that there is heterogeneity
in the selected research object, and sensitivity analysis should
be conducted step by step by eliminating all studies [19].

3. Results

3.1. Outcome Index Analysis

3.1.1. Clinical Efficacy Indicators. A total of 8 RCTswere
included [8–13, 15, 16], including 393 patients in the treatment
group and 396 patients in the control group. After the hetero-
geneity test (I2 = 0% < 50%) and Q test (P = 0:94 > 0:1),
indicating that there was no significant heterogeneity among
the selected literatures, the fixed effects model was selected for
meta-analysis: the clinical efficacy of the observation group
was higher than that of the control group (OR = 4:07, 95% CI
2.64-6.27), and the difference was statistically significant
(Z = 6:38, P < 0:00001), as shown in Figure 3.

3.1.2. The Mayo Score. Four literatures [8–10, 13] were
included to report the Mayo score, including 385 patients.
Meta-analysis was performed to compare the improvement of
theMayo score between the oral vitamin D group and the con-
trol group. TheMD value was used as the effect scale, and there
was no statistical heterogeneity between studies (I2 = 0%, P =
0:82).Our study reveals: (MD: -0.41, CI = ½−0:47,−0:34�, Z =
13:09, P < 0:00001). The difference was statistically significant,
indicating that oral vitamin D significantly reduced the Mayo
score, as shown in Figure 4.

3.1.3. Levels of Inflammatory Factors. A total of 4 literatures
[8, 12, 14, 17] measured the improvement of ulcerative
colitis by the levels of inflammatory factors (IL-6, TNF-α,
and CRP). Two literatures [8, 14] included IL-6 and TNF-
α indicators, and 4 literatures [8, 12, 14, 17] included CRP
indicators. Using the MD value as the effect scale, the sub-
group analysis showed that the I2 of the three groups was
all less than 50%, showing homogeneity. Using fixed effects
model analysis, in the IL-6 group (MD= −4:50, 95% CI
(-5.13-3.87), P < 0:00001), TNF-α group (MD= −7:27, 95%
CI (18.96-5.58), P < 0:00001), and CRP group (MD= −1:49,
95% CI (-1.76~-1.23), P < 0:00001), the differences in the
three groups were statistically significant, suggesting that oral
vitamin D can effectively reduce the levels of inflammatory
factors, as shown in Figure 5.

3.1.4. Intestinal Barrier Function. Four of the included liter-
atures [9, 11, 13, 14] used serum MDA or DAO indicators to
describe intestinal barrier function, and MD was used as the
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Retrieval database
(n = 436)

Elimination of duplicate
literature (n = 231) 

The initial screening
(n = 81)

Eliminate by reading the
questions and abstracts

(n = 150)

Full text reading meets
inclusion criteria

(n = 29) 

Exclusion does not meet
inclusion criteria (n = 52)

The design type does not meet requirements (n = 13)
Outcome indicators were incomplete (n = 12)

Conference summary (n = 4) 

Final inclusion
(n = 10)

Figure 1: Specific process of literature screening.

Table 1: Baseline characterization of included literatures.

Author and year
Case load
(T/C)

Gender
(male/female)

Age
(T/C, year)

Intervening measure
Time
(w)

Outcome Random method

Yu Xia 2020 [9] 60/60 61/59
38:4 ± 3:3
38:2 ± 3:1

C: mesalazine
T: mesalazine+VD

8 ①②④ —

Senyuan Zheng 2021
[10]

52/51 51/52 39:95 ± 6:5 C: mesalazine
T: mesalazine+VD

8 ①② —

Haipeng Dou 2021 [11] 44/44 58/30
46:1 ± 10:7
44:7 ± 8:9

C: sulfasalazine
T: sulfasalazine+VD

4 ①③④⑧ Random number table

Ningning Yue 2020 [8] 40/40 38/44
41:30 ± 11:16
40:98 ± 10:94

C: mesalazine
+placebo

T: mesalazine+VD
8

①②⑤

⑥⑦⑧

Computer stochastic
method

Hongliang Gao 2021
[12]

57/59 59/57
40:2 ± 6:30
39:6 ± 6:90

C: mesalazine
T: mesalazine+VD

24 ①⑥⑨ —

Fenghui Chen 2018
[13]

40/42 44/38
42:30 ± 10:48
43:45 ± 12:5

C: mesalazine
T: mesalazine+VD

6 ①②③④ Random number table

Rong Yang 2017 [15] 40/40 51/39
41:19 ± 10:23
43:07 ± 11:87

C: mesalazine
T: mesalazine+VD

12 ① —

Yang Jing 2019 [14] 99/99 104/94
41:38 ± 5:34
42:35 ± 5:09

C: mesalazine
T: mesalazine+VD

4 ④⑤⑥⑦ —

Shusheng Zhu 2015
[16]

60/60 60/60 34:6 ± 3:6 C: mesalazine
T: mesalazine+VD

4 ①⑧ —

Vahedi 2016 [17] 45/45 49/41
37:5 ± 9:0
35:0 ± 9:2

C: mesalazine+NS
T: mesalazine+VD

6 ⑥ Random number table

T: treatment group; C: control group. Clinical observation indicators: ①—effective rate, ②—Mayo risk score, ③—serum MDA, ④—serum DAO, ⑤—IL-6,
⑥—CRP, ⑦—TNF-α, and ⑧—incidence of adverse reactions.
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effect scale. The results showed that the serum MDA group
had homogeneity (I2 = 0%, P = 0:76). The fixed effects model
was used for analysis (MD= −0:75, 95% CI (-0.96~-0.53),
P < 0:00001), and the difference was statistically significant.
Heterogeneity was observed in the serum DAO group
(I2 = 81%, P = 0:001), and the random effects model
was used for analysis (MD= −1:17, 95% CI (-1.39-
0.95), P < 0:00001). The difference was statistically signifi-
cant, as shown in Figure 6. Due to the heterogeneity of the
4 studies in the serum DAO group, the remaining 3 studies

show homogeneity (I2 = 26%, P = 0:26) after sensitivity anal-
ysis and were analyzed using the fixed effects model
(MD= −1:00, 95% CI (-1.08~-0.92), P < 0:00001), as shown
in Figure 7. The difference was statistically significant, sug-
gesting that oral vitamin D improved the repair function of
intestinal mucosa in both serum MDA and DAO indexes.

3.1.5. Incidence of Adverse Reactions. A total of 4 studies [8,
11, 12, 16] described the incidence of adverse events, and the
heterogeneity test (I2 = 30% < 50%, P = 0:23 > 0:1) suggested

Other bias

0% 25% 50% 75% 100%

Low risk of bias

Random sequence generation (selection bias)

Allocation concealment (selection bias)

Blinding of participants and personnel (performance bias)

Blinding of outcome assessment (detection bias)

Incomplete outcome data (attrition bias)

Selective reporting (reporting bias)

Unclear risk of bias
High risk of bias

Figure 2: Risk of bias in the included literature for vitamin D treatment of UC.
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Figure 3: Forest map of clinical efficacy comparison.
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Figure 4: Forest map of Mayo score comparison.
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that there was no significant heterogeneity among the
selected literatures, so the fixed effects model was selected
for meta-analysis. There was no statistical significance
between the two groups (OR = 0:73, 95% CI (0.34-1.32), P
= 0:23), as shown in Figure 8. It indicated that there was
no significant difference in the incidence of adverse reactions
between the oral mesalazine+vitamin D group and the single
mesalazine group. However, more literatures may be
required to be included in the future to further confirm the
reliability of the results due to the small number of litera-
tures included.

3.2. Risk Analysis of Bias. The funnel plot was drawn based
on the influence of the included literature on the cure rate
of UC, and the results showed that the circle was located
around both sides of the midline, presenting an incomplete
symmetrical distribution, suggesting a large possibility of
publication bias in this study, as shown in Figure 9.

4. Discussion

4.1. Mechanism of Vitamin D Adjuvant Treatment of UC.
Vitamin D is a fat-soluble steroid hormone that is mainly
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Figure 5: Forest map comparing inflammatory factors.
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Figure 6: Forest map of intestinal barrier function comparison.
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present in the human body in two forms: plant-based vita-
min D2 and animal-derived vitamin D3, both of which can
be ingested through food [20]. Vitamin D is linked to biolog-
ical processes such as regulating intestinal mucosal immu-
nity and intestinal integrity, in addition to regulating
calcium and phosphate metabolism and skeletal homeostasis
[21]. Vitamin D insufficiency has thus been linked to
immune-mediated illnesses, such as inflammatory bowel
disease. Inflammatory response, intestinal microflora disor-
der, and mucosal barrier damage play an important role in
the occurrence and development of ulcerative colitis, and
vitamin D can induce and maintain UC remission through
reducing inflammatory factors and promoting the repair of
intestinal mucosal barrier [22, 23]. In previous systematic
reviews, no study evaluated vitamin D as a supplement to
adjuvant therapy for UC. In this study, through quantitative
synthesis, it was found that compared with the control
group, UC patients treated with vitamin D as adjuvant ther-
apy had beneficial effects on the Mayo score, intestinal
barrier function, IL-6, TNF-α, CRP, and other inflammatory
factors. There was no significant difference in safety.

Vitamin D can reduce the levels of inflammatory factors.
First, 1,25(OH)2D3 combined with vitamin D receptor

(VDR) can induce the expression of anti-inflammatory
factors in monocytes to reduce inflammatory factors [24].
Second, vitamin D can act directly on CD4 and T lympho-
cytes to enhance Th2 cell proliferation and differentiation
while inhibiting Th1 cell proliferation in DC cells [25]. Vita-
min D can upregulate mitogen-activated protein kinase
phosphatase-1 and inhibit the activity of mitogen-activated
protein kinase (MAPK) and reduce the production of
TNF-α while decreasing IL-6 [26]. Multiple studies included
in this study showed that vitamin D supplementation effec-
tively reduced the levels of inflammatory factors (IL-6,
TNF-α, and CRP) in patients with ulcerative colitis. The pro-
posed inflammatory outcome index was consistent with Xue
et al. [27]. Xue et al. collected biopsy samples from 103
patients with UC and found that vitamin D/vitamin D
receptor (VDR) signaling has a protective effect on the onset
or progression of inflammatory bowel disease (IBD) and
proved that the activation of hypoxia-inducible factor 1α
(HIF-1α) is closely related to inflammatory factors. HIF-1α
inhibitors inhibit the expression of TNF-α, IL-6, and IL-17,
thereby reducing the inflammatory response.

Furthermore, the most prominent pathogenesis of UC is
mucosal barrier degradation, which can be separated into
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Figure 7: Sensitivity analysis of intestinal barrier function.
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mechanical, immunological, chemical, and biological
barriers. The four are self-contained and interact with one
another, forming a massive defence system against foreign
pathogenic pathogens [28]. Vitamin D enhances the connec-
tion between intestinal epithelial cells by promoting the
expression of transmembrane proteins such as occludin
and claudin and mucosal tight junction proteins such as
zo-1, zo-2, and zo-3, thus constituting the mechanical bar-
rier of intestinal mucosa [29, 30]. Based on mouse modeling,
Wibowo et al. [31] gave different doses of vitamin D on the
basis of blank control. By observing the intestinal brush-like
margin component protein and the DAO level in peripheral
blood under a microscope, it was concluded that vitamin D3
could activate the Wnt protein pathway, thus leading to cell
differentiation and proliferation through stem cell signal
transduction. Increase the proliferation of colonic mucosa
cells to repair the colonic mucosa. Four of the literatures
included in this study described intestinal barrier function
by serum MDA or DAO indicators. After the mucosal cells
of UC patients are damaged, DAO located in the mucous
villi falls off and enters the blood and intestinal lumen
[32]. When an inflammatory reaction occurs, a significant
number of germs and endotoxins enter the bloodstream,
and the body goes into survival mode, which inhibits SOD
activity, weakens disproportionation reaction, and raises
MDA levels as a lipid peroxide metabolic degradation prod-
uct [33]. Therefore, DAO and MDA levels in peripheral
blood are helpful to evaluate the degree of mucosal injury.

Recent studies have found that UC patients may be defi-
cient in trace elements due to intestinal symptoms that lead
to reduced nutrient intake and intestinal microbiota disor-
der, resulting in impaired mucosal barrier [34–36]. Vitamin
D deficiency is more common [37]. Horta et al. [38] con-
ducted a prospective study of 44 IBD patients living in Los
Angeles (73% of whom had UC) and concluded that 75%

of the patients had varying degrees of vitamin D deficiency.
Vitamin D can improve intestinal microflora imbalance, reg-
ulate immunity, and maintain the integrity of intestinal
mucosal barrier, so it is recommended for the treatment or
adjuvant treatment of UC. Therefore, this study adopted
meta-analysis to analyze the efficacy and safety of vitamin
D in the treatment of UC, providing evidence-based medical
evidence for the clinical application of vitamin D.

4.2. Research Limitations. Studies on vitamin D adjuvant
treatment of UC are still in the initial stage. Although
meta-analysis showed that vitamin D can improve UC
symptoms from repairing the intestinal mucosa and reduc-
ing inflammatory factors, there are still many deficiencies.
In one thing, the sample size of the literatures included in
this study was limited, which was consistent with the small
number and low quality of the literatures. This may be
because vitamin D has not been unified into the treatment
standards in China. I In one thing, In anthor thing, there
were some differences in the measurement, usage, and
course of vitamin D in the included literatures. In the future,
more rigorous and prospective researches will be needed,
such as collaboration between multiple centers.

5. Conclusion

Meta-analysis results show that, compared with the control
group, vitamin D supplement is an effective intervention
for UC. Vitamin D supplementation can increase intestinal
mucosal repair factors and reduce inflammatory factors
and Mayo risk score in UC patients. The results showed that
there was no significant difference in the incidence of
adverse events between the two methods, and it was a rela-
tively safe adjuvant therapy. Moreover, vitamin D adjuvant
therapy has the advantages of simplicity, effectiveness,
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Figure 9: Funnel plot.
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safety, and low price. However, due to the lack of corre-
sponding multicenter and high-quality RCTs in China and
the small number of foreign RCTS, the quality of evidence
obtained is not high, and large-sample and high-quality
RCTs are still needed to further verify its efficacy. To estab-
lish the therapeutic impact and quality of life, more rando-
mised controlled trials with rigorous study design are
required, and immune response of vitamin D supplementa-
tion in patients with ulcerative colitis and other related
chronic complications should be further elucidated.

Data Availability

The datasets used during the current study are available
from the corresponding author on reasonable request.
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Objective. The diagnostic value of optical enhanced endoscopy in early cancer of upper digestive tract was studied by comparing
the disease accuracy, tumor type, invasion, and various surgical indicators between the two groups. Methods. 188 patients with
early upper gastrointestinal cancer treated in our hospital from January 2020 to February 2021 were selected as the research
objects. The patients were randomly divided into the observation group and control group with 94 cases in each group. Results.
The accuracy of early detection of early carcinoma of upper digestive tract in the observation group was 94.68% and that in
the control group was 76.60%. The accuracy of the observation group was significantly higher than that in the control group,
with statistical significance (P < 0:05). In the observation group, 36 cases of early gastric cancer, 28 cases of early esophageal
cancer, and 30 cases of early colorectal cancer were detected; 25 cases of early gastric cancer, 19 cases of early esophageal
cancer, and 28 cases of early colorectal cancer were detected; 26 cases of early carcinoma of upper digestive tract infiltration
were detected; and 68 cases were not detected, and the detection rate was 27.66%, which was higher than 9.57% in the control
group, and the difference was statistically significant (P < 0:05). After different methods of treatment, no death occurred in all
patients. Except for the operation time, the surgical indexes of the observation group were better than the control group, the
difference was statistically significant (P < 0:05). Conclusion. Optical enhanced endoscopic technique had obvious effect in the
diagnosis of patients with early cancer of upper digestive tract, it was helpful to improve the clinical detection rate of early
carcinoma of upper digestive tract and had certain diagnostic ability for the invasion depth of early cancer of high upper
gastrointestinal tract, which was conducive to the detection of clinical invasion lesions and had high clinical promotion and
application value.

1. Introduction

Upper gastrointestinal cancer is one of the most common
malignant tumor diseases in clinical practice. According to
relevant survey data, with the continuous change of people’s
lifestyle and dietary structure in recent years, the incidence

of upper digestive tract cancer is increasing year by year,
which has caused serious impact on the life and health safety
of residents [1, 2]. For a long time in the past, many scholars
have studied the risk factors of upper gastrointestinal cancer,
including smoking, drinking, eating habits, genetics, and
infection, which are recognized as the risk factors of upper
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gastrointestinal cancer [3, 4]. The cancers of the upper diges-
tive tract mainly include gastric, esophageal, and duodenal
cancers, which mainly refer to lesions confined to the
mucosa or submucosa with or without lymph node metasta-
sis [5]. In addition, due to the extremely insidious nature of
upper gastrointestinal cancer in the early stage of its onset,
patients generally have no significant clinical symptoms
[6]. Therefore, the effective diagnosis of early carcinoma of
upper digestive tract is particularly important, and it is also
the focus of clinical attention. At present, the main method
commonly used in clinical early digestive tract cancer is
white light endoscopy, but white light endoscopy is prone
to misdiagnosis and missed diagnosis. Optical enhanced
endoscopy can make up for this deficiency. Optical
enhanced endoscopy has a high detection rate for early
digestive tract tumors, which is helpful to assist doctors in
early treatment of patients [7, 8]. Optical enhanced endos-
copy is a new type of electronic staining endoscopy. Its prin-
ciple is to enhance the tumor surface structure and blood
vessel shape through narrow-band imaging to achieve the
observation effect of the tumor, so as to achieve the optical
diagnosis of the tumor [9, 10]. The optical enhanced endo-
scopic technique has the characteristics of simple operation
and high accuracy, which can magnify the observation of
lesions, improve the conformity with pathological diagnosis,
and evaluate the risk of lesions [11, 12].

In this study, 188 cases of early carcinoma of upper
digestive tract in our hospital were selected to compare
and analyze the application value of optical enhanced endo-
scopic technique and ordinary high-purity light endoscopy
in the identification of upper digestive tract early cancer.

This study consists of four sections.
Section 2 shows the “materials and methods,” which

introduces the basic information of the samples, the sam-
pling methods, and the determination of key indicators.

Section 3 is the comparison results of the two groups.
This section compares the two groups according to the three
indicators (accuracy, types and infiltration of cancer, and
surgical indexes) and obtains the comparison results.

Section 4 is the discussion, and the relevant results are
discussed according to the data comparison in Section 3.

Section 5 is the conclusion. This section summarizes the
research results of the full text, puts forward the value of this
study, and points out the shortcomings of this study.

2. Materials and Methods

2.1. General Information. A total of 188 patients with early
carcinoma of upper digestive tract admitted to our hospital
from January 2020 to February 2021 were selected as the
research objects.

Inclusion criteria are as follows: ① age ≥ 18 years old, ②
the patient had developed the clinical features of early can-
cer, ③ knowing own illness, ④ the early carcinoma of upper
digestive tract was confirmed by histologic biopsy, and⑤ no
relevant antitumor therapy was received before admission.

Exclusion criteria are as follows: ① pregnant women; ②
serious diseases of the heart, liver, or kidney; ③ unable to
communicate normally or combined with neurological dis-

eases; ④ complicated with other systemic malignancies;
and ⑤ other unsuitable candidates.

They were divided into the observation group and con-
trol group, with 94 cases in each group. There was no signif-
icant difference in clinical data between the two groups,
which was comparable (P > 0:05). General information of
the two groups is shown in Table 1.

2.2. Methods

2.2.1. Endoscopy. The control group was diagnosed by ordi-
nary high-purity light endoscopy. The observation group
underwent optical enhanced endoscopic technique, and the
specific contents were as follows: 30ml of 1.0% water sus-
pension of dimethicone oil powder was taken orally 30min
before endoscopy, and dacronin hydrochloride gum slurry
was given orally for pharyngeal anesthesia 10min before
examination [13]. The observation group was treated with
general anesthesia, and then, the morphology, surface
microstructure, boundary, and microvascular conditions of
the lesions were observed. First, the depth and scope of the
lesion were determined by the professional doctor using
the optical enhanced endoscope, and the mark was made
at the place 5mm away from the edge of the lesion. Then,
submucosal injection was performed on the outside of the
mark to make the lesion bulge and separate from the original
muscle layer of the patient. The mucosa and submucosa of
the lesion were cut along all the mark points. Finally, the tis-
sue at the lesion site was removed and the bleeding and per-
foration were treated. All endoscopic operations were
completed independently by the same professional physician
in our hospital.

2.2.2. Pathological Diagnosis. After the observation of the
two groups, a part of the tissue was taken for biopsy, and
the pathological biopsy tissue was placed in 10% formalin
solution for fixation, and the pathological tissue sections
were stained with HE [14]; pathological diagnosis was made
by 2 experienced physicians from the Department of Pathol-
ogy in our hospital. The pathological diagnostic criteria are
as follows [15]:

(1) Normal: the cytoplasm of mature squamous epithe-
lial cells is rich and clear, and scattered lymphocytes
and compressed nuclei are occasionally seen

(2) Spinous layer thickening: normal squamous epithe-
lial cells, but thickness ≥ 0:5mm

(3) Inflammation: the papilla of lamina propria grows to
the upper third of the epithelium, and the prolifera-
tion of basal cells is greater than 15% of the total epi-
thelial thickness. The epithelium was infiltrated by
neutrophils or eosinophils. Lamina propria is densely
infiltrated by mononuclear inflammatory cells or
neutrophils

(4) Basal cell hyperplasia: normal epithelium with thick-
ening of basal region and thickness greater than 15%
of total epithelial thickness. No extension or other
abnormalities of the lamina propria papillae
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(5) Atypical hyperplasia of squamous epithelium:
abnormal nuclear atypia or loss of normal cell polar-
ity and mild atypical hyperplasia involving the lower
1/3 of the epithelium. Moderate atypical hyperplasia
involving the upper, middle, and lower epithelial
layers, but not involving or infiltrating the whole
layer, is called severe atypical hyperplasia

2.3. Observational Index.We observe the accuracy of disease,
the types and infiltration of cancer, and various surgical
indexes of the two groups.

(1) Accuracy: number of confirmed cases, number of
unconfirmed cases, and accuracy

(2) Types and infiltration of cancer: the types of cancer
were early gastric cancer, early esophageal cancer,
and early colorectal cancer. The infiltration was
divided into infiltration and noninfiltration, and the
infiltration rate was calculated

(3) Surgical indexes: duration of operation, amount of
blood loss, length of hospital stay, and treatment cost

2.4. Statistical Method. SPSS 18.0 statistical software was
used for analysis. Measurement data was expressed as x ± s.
The t-test was used for comparison between groups, and
the count data was expressed as rate. The χ2 test was used

for comparison between groups, and P < 0:05 was consid-
ered statistically significant.

3. Results

This section is the comparison results of the two groups.
This section compares the two groups according to the three
indicators (accuracy, types and infiltration of cancer, and
surgical indexes) and obtains the comparison results.

3.1. Results of Accuracy. The accuracy of early detection of
early carcinoma of the upper digestive tract in the observa-
tion group was 94.68% and that of the control group was
76.60%. Results of accuracy are shown in Table 2.

The observation group was diagnosed through the opti-
cal enhanced endoscopic technique, and the detection results
of the observation group is shown in Figure 1.

The observation group was diagnosed by ordinary high-
purity light endoscopy, and the detection results of control
group is shown in Figure 2.

3.2. Results of Types and Infiltration of Cancer. In the obser-
vation group, 36 cases of early gastric cancer, 28 cases of
early esophageal cancer, and 30 cases of early colorectal can-
cer were detected. In the control group, 25 cases of early gas-
tric cancer, 19 cases of early esophageal cancer, and 28 cases
of early colorectal cancer were detected. In the observation
group, 26 cases of early carcinoma of upper digestive tract
infiltration were detected and 68 cases were not detected,
and the detection rate was 27.66%. Results of types and infil-
tration of cancer are shown in Table 3.

3.3. Results of Surgical Indexes. After different methods of
treatment, no death occurred in all patients. Except for the
operation time, the observation group was higher than the
control group. Results of surgical indexes are shown in
Table 4.

4. Discussion

Cancer of the upper digestive tract has become one of the
most important cancers in China. The incidence rate and
mortality of cancer of the upper digestive tract are among
the highest in China. In 2008, the incidence rate of gastric
cancer and esophageal cancer in the national cancer registra-
tion areas was 26.58/100000 and 16.24/100000, respectively
[16]. Early cancer of the digestive tract can be divided into
several types, including esophagus, colorectal, and stomach
[17]. Early screening of upper digestive tract cancer and
early treatment of upper digestive tract cancer to the early
stage or before the occurrence of cancer are extremely effec-
tive measures to reduce the incidence of upper digestive tract
cancer and control the progress of upper digestive tract can-
cer [18]. Early esophageal cancer refers to the esophageal
cancer in which the invasion depth of the focal area of the
patient has reached the mucosal layer, but there is no lym-
phatic metastasis [19]. Early colorectal cancer refers to the
infiltration depth of the patient’s focal area to the corre-
sponding mucosal layer or submucosa. Gastric early cancer
is also the depth of the lesion reached the corresponding

Table 1: General information of the two groups.

Groups
Control
group

Observation
group

P

Cases 94 94

Gender

Male 45 48 >0.05
Female 49 46

Age (average) 46:17 ± 11:25 46:56 ± 11:23 >0.05
Clinical manifestation

Belching 24 20

>0.05Abdominal distension 16 20

Acid reflux 28 26

Gasteremphraxis 26 28

Inspection

Gastroscopy 46 49 >0.05
Enteroscopy 48 45

Table 2: Results of accuracy.

Groups Cases Confirmed Unconfirmed
Accuracy

(%)

Control group 94 72 22 76.60

Observation
group

94 89 5 94.68

χ2 25.741

P <0.05
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mucosa or submucosa. Compared with white light endos-
copy, the withdrawal time of optical enhanced endoscopy
is similar, but under the influence of intestinal preparation,
this is the advantage of optical enhanced endoscopy com-

pared with other electronic stained endoscopes [20, 21].
Among the above 3 types of cancer, only esophageal cancer
was related to the presence or absence of lymphatic metasta-
sis [22]. Under normal circumstances, early carcinoma of

Figure 1: Detection results of the observation group.

Figure 2: Detection results of the control group.

Table 3: Results of types and infiltration of cancer.

Groups Cases
Types of cancer Infiltration

Early gastric
cancer

Early esophageal
cancer

Early colorectal
cancer

Infiltration Noninfiltration
Infiltration

rate

Control group 94 25 19 28 9 85 9.57%

Observation
group

94 36 28 30 26 68 27.66%

χ2 5.624 4.816

P <0.05 <0.05

Table 4: Results of surgical indexes.

Groups Cases
Duration of surgery

(min)
Amount of blood

loss (ml)
Length of hospital

stay (d)
Treatment cost

(ten thousand yuan)

Control group 94 125:36 ± 13:25 125:22 ± 18:14 8:40 ± 2:36 2:15 ± 0:18
Observation group 94 80:15 ± 20:04 85:31 ± 12:30 4:18 ± 1:49 1:37 ± 0:11
t 8.038 14.325 18.142 55.634

P <0.05 <0.05 <0.05 <0.05
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upper digestive tract has no obvious clinical manifesta-
tions, and the external morphology of the lesions does
not change significantly at the beginning of the disease.
Patients often do not pay enough attention to it, which
delays treatment time, and its diagnostic accuracy is also
low in clinical practice. Upper digestive tract cancer
screening enables more asymptomatic patients with upper
digestive tract cancer to receive corresponding treatment
as soon as possible, improves the current traditional can-
cer treatment mode, and advances the treatment of cancer
before the deterioration of the disease, so as to improve
the survival rate and quality of life of patients with upper
digestive tract cancer [23, 24]. The optical enhanced endo-
scopic technique uses the concept of optical magnification
to magnify it to 80~170 times, which is more direct than
high-definition endoscopy [25]. Generally combined with
electronic endoscopic staining and mucosal staining, the
optical enhanced endoscopic technique can be used for
close observation of the small vessels and structures on
the mucosal surface of the digestive tract, and the lesions
of the mucosa can be directly observed. This technique
has a high sensitivity and recognition for intraepithelial
neoplasia and gastric mucosal and intestinal metaplasia.
Optical enhanced endoscopy has high diagnostic efficiency
in real-time diagnosis and differentiation of pathological
types of colorectal micropolyps and can reach the broad
value of “discovery -retention” and “resection-discard”
strategies of electronic staining endoscopy developed by
ASGE for micropolyps [26]. The optical enhanced endo-
scopic technique uses the white light filter and filter calcu-
lation of the light source to obtain the narrow band
spectrum, through the careful observation of the patient’s
lesion fine structure and imaging [27, 28]. In addition,
electronic endoscopic staining, amplification technology,
and mucosal staining can be used to further determine
the depth of infiltration of early esophageal cancer. Optical
enhanced endoscopy has good interobserver consistency
both with and without magnification [29].

The results of this study found that the accuracy of early
detection of early carcinoma of the upper digestive tract in
the observation group was 94.68% and that in the control
group was 76.60%. 36 cases of early gastric cancer, 28 cases
of early esophageal cancer, and 30 cases of early colorectal
cancer were detected in the observation group. In the control
group, 25 cases of early gastric cancer, 19 cases of early
esophageal cancer, and 28 cases of early colorectal cancer
were detected. In the observation group, 26 cases of early
carcinoma of upper digestive tract infiltration were detected,
and 68 cases were not detected, and the detection rate was
27.66%. After different methods of treatment, no death
occurred in all patients.

5. Conclusion

The optical enhanced endoscopic technique had an obvious
effect in the diagnosis of patients with early cancer of the
upper digestive tract; it was helpful to improve the clinical
detection rate of early carcinoma of upper digestive tract
and had certain diagnostic ability for the invasion depth of

early cancer of high upper gastrointestinal tract, which was
conducive to the detection of clinical invasion lesions, and
had high clinical promotion and application value. However,
the technology of optical enhanced endoscopy has high tech-
nical requirements for medical technicians. The operation
team should be equipped with experienced doctors to reduce
the false detection rate. At the same time, the diagnosis of
early digestive tract cancer under optical contrast-enhanced
endoscopy must be strictly combined with pathological diag-
nosis to get the correct diagnosis results.
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The turn of contemporary visual culture has led to the expansion of the connotation and scope of visual communication design
(VCD) education, the generation of new artistic concepts and forms, and the great changes in the subject education system. VCD
instruction now has an enhanced teaching environment and operational platform because of the rapid advancement of digital
technology. Digital technology is expected to break through traditional learning methods in the future and will be more widely
integrated into VCD courses. A topic that must be addressed and explored in the reform and growth of VCD education is how
to build a fairer and more inclusive college art education subject system. Therefore, it is particularly important to design a
complete VCD teaching evaluation system. In this paper, artificial intelligence technology is applied to the teaching quality
evaluation (TQE) system, and a scientific and reliable TQE model is obtained. The main works of this paper are as follows: (1)
analyze the background and significance of TQE research, and systematically expound the domestic and foreign research status
of TQE, genetic algorithm, and neural network. (2) Using an adaptive mutation evolutionary method, this research builds a
TQE system for the VCD course and produces a BPNN model. The adaptive mutation genetic algorithm’s convergence speed
is considerably faster than the regular genetic algorithms, the optimized neural network’s performance is also superior, and the
model has a faster convergence time and better prediction accuracy.

1. Introduction

With the continuous development of human science and
culture, the fields involved in various disciplines continue
to expand, and no discipline can exist and develop alone
[1]. Influenced by today’s diversified social forms, there is a
closer connection between the design profession and social
needs, especially the market economy society has brought
new challenges to us when the VCD education has become
diversified [2]. Today’s society has entered the era of visual
culture, which announces the decline of the centrality of lan-
guage and print culture, and more importantly, a fundamen-
tal change in the way the public grasps the world: change
from relying on personal experience and language to relying
on vision, images, etc. When people communicate more
visually, text-based models may not be able to adequately
account for visual experience or visual literacy. Therefore,
in the era of visual culture, the course teaching of VCD has

more important meaning. We can no longer understand
design as a narrow concept, and VCD has gradually sur-
passed its original scope and moved to a wider and wider
field [3]. Diversified visual concepts also imply that new
VCD will break the boundaries of traditional design catego-
ries and make art design a carrier that can integrate multiple
disciplines. Emerging digital technology has ushered in his-
toric shifts in design production and manner. Designers
can use digital technology to freely manipulate varied visual
data and even generate characters that are not there in the
computer, allowing them to change flat objects in their
hands into three-dimensional shapes. And perform actions
in the three-dimensional interface to make the design more
lifelike [4, 5].

The digital revolution has revolutionized VCD from
editing, typography, graphic processing, and illustration
creation. Digital technology has revolutionized education
with its advantages of rapidity, multidimensionality, and
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convenient storage, broadening the scope of school educa-
tion and the way students receive knowledge. Students
majoring in VCD need to acquire a large number of
advanced design concepts and popular ideas in the process
of learning. In the past, students could only go to the library
or bookstore to buy printed materials. When these materials
are obtained, they may not be the latest information. Now,
students themselves can access information from schools
around the world by searching the database or through the
Internet. The teaching environment has also undergone
unprecedented changes. Students and teachers can establish
a simulated teaching environment through digital technol-
ogy, so that students in different regions can see the teaching
content through the interaction provided in the simulated
environment, so that in a short time gain knowledge. Infor-
mation technology has changed the process and relationship
of the interaction of system elements. High and new technol-
ogies have also brought about major changes in the respon-
sibilities of teachers. It will no longer be based on
dissemination of knowledge, but will focus on cultivating
students to master the methods of information processing
and the ability to analyze and solve problems [6–8]. There-
fore, it has also become a necessary topic in this field to
conduct a reasonable TQE in the teaching of VCD. In this
context, this paper designs a teaching evaluation index sys-
tem that conforms to the characteristics of the VCD course
and introduces AI technology into teaching. TQE in the field
of teaching, promoting the change of teaching evaluation
methods and providing a basis for scientific and quantitative
evaluation of VCD teaching quality, has great theoretical
value and practical value.

The following is the paper’s organisation paragraph: Sec-
tion 2 discusses the associated work. The suggested work’s
approaches are examined in Section 3. The trials and results
are discussed in Section 4. Finally, the research job is com-
pleted in Section 5.

2. Related Work

Vision and its applications are studied in VCD, which is also
a major aspect of modern art design. The term “visual com-
munication design” refers to a print art style that emerged in
the middle of the nineteenth century in Europe and the
United States as a continuation of the plane. During the
World Design Conference in Tokyo, Japan in the 1960s,
attendees discovered that vision and image had become
autonomous techniques of communication in the media,
and that they were becoming increasingly important.
Graphic design, art design, stereoscopic picture design, and
video design are all included in this scope. In today’s fast-
changing information society, the impact of various media
is expanding, and the content of design performances can
no longer include some new information communication
channels [9]. These media are becoming increasingly impor-
tant. As a result, VCD was born. As a design medium, the
visual media of VCD expresses the time and the rich conno-
tations of design in a way that conveys its message. A new
area of design is being formed that is linked to and collabo-
rative with other visual media as science and technology, as

well as the creation and use of product materials, continue to
evolve. Visual communication is the use of vision as a
medium to convey information, that is to say, as long as it
is a design field associated with visual media, it should
belong to the category of VCD [10]. In this sense, VCD is
not only flat but also spatial and dynamic, which contains
the trend of future design. Neither type of design can look
at it from a graphic design perspective alone. VCD education
moves from the classroom to the point-to-point learning
between designers. As a new discipline, VCD has great
particularity. Teaching and learning are not only done in a
typical classroom setting; they are also done via the use of
current educational tools, such as videoconferencing and
online learning resources. The age of design necessitates that
education in design follow suit [11]. Therefore, the TQE of
VCD course is also extremely important. Many educators
have spent a long time trying to figure out how to create
and develop an objective and scientific TQE system. In this
regard, countries such as the United Kingdom and the
United States got a head start and built on their successes,
advancing important ideas and approaches such as multiple
intelligences theory, constructivism theory, and the Taylor
evaluation model [12]. TQE has been classified into five
stages since its inception in the second half of the nineteenth
century, according to the features of each period: examina-
tion, test, description, reflection, and construction [13].
The initial teaching evaluation exists in the form of examina-
tions, and the results are largely influenced by teachers’ sub-
jective judgments.

Since the birth of the concept of teaching evaluation, the
development and needs of education have inspired many
educators to continuously explore and improve and have
also achieved some experience and results. For example,
the book “Introduction to Psychological and Social Mea-
surement” published by a famous American educator, the
author expresses his thoughts and understanding of educa-
tional standardization and puts forward the relevant theoret-
ical basis. This book marks the maturity of educational
measurement [14]. Measurement methods such as “Bina-
Simon Scale” and TCBE measurement compilation method
were born and published one after another, which marked
the further maturity of educational measurement [15]. Many
scholars in the field of education have successively proposed
various TQE models. Reference [16] uses the fuzzy algo-
rithm to establish a quality evaluation system to improve
the school’s TQE. It can also conduct self-evaluation in
stages according to the actual situation of students.
Reference [17] used the analytic hierarchy process to quanti-
tatively evaluate the teaching quality of colleges and univer-
sities and formed a corresponding evaluation system.
Reference [18] constructed a set of teaching quality monitor-
ing system based on the concept of “people-oriented, three-
dimensional integration.” “People-oriented” in the system
mainly refers to teachers and students-oriented, while
“three-dimensional” refers to schools, secondary colleges,
teachers, etc. In order to improve the TQE, reference [19]
uses the mathematical fuzzy analytic hierarchy process and
adds a range of assessment methodologies. Reference [20]
created a blended TQE model based on the implementation
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process of the blended teaching paradigm. Useful outcomes
have been obtained in practical applications. Because of the
varying understanding and attention on teaching quality,
there are some differences in the content and methods of
assessment in various schools and institutions [21]. TQE
approaches include expert evaluation, fuzzy comprehensive
evaluation, neural network model method, and others,
according to the available literature. These techniques have
their unique evaluation characteristics [22]. Reference [23]
uses BPNN and related theories to formulate the evaluation
index system, constructs an effective computer graphics
TQE model, and uses this model to evaluate the actual teach-
ing situation of related courses. Reference [24] proposed an
optimized BP algorithm, and the results after applying it to
actual training show that the evaluation model established
by this algorithm has fast convergence speed and high
accuracy and has broad application prospects in teaching
evaluation problems in higher education. Reference [25]
combined AHP and neural network, combined the advan-
tages of the two, added a screening process in the evaluation,
and finally obtained the AHP-BPNN evaluation model. The
PSO algorithm is combined with the neural network in ref-
erence [26], and the PSO algorithm is used to optimize the
neural network and identify the globally optimal network
parameters, resulting in a full TQE evaluation model.

3. Method

In this section, we define the principle of the BP neural net-
work, adaptive mutation genetic algorithm steps, improved
BP network model, and visual communication design teach-
ing quality evaluation index system in detail.

3.1. The Principle of BP Neural Network. The forward trans-
mission of information and the backward propagation of
errors make up the BPNN. As soon as data is entered into
the network, it begins to spread outward across the input
layer of the network. To check whether this mistake fulfills
the output result’s criteria, the data is sent to the output layer
after being processed and computed at each subsequent layer
and propagated backwards through several layers of process-
ing. If the fault is significant, it is sent back to the network,
and the connection weight threshold between each unit is
set at the same time. The neural network continues to
propagate through these two phases once the output and
conditions are met. Layers 1, 2, and 3 comprise the input,
hidden, and output portions of a BPNN, as shown in
Figure 1.

When using the BP method of learning, a forward
propagation and a back propagation procedure are used in
tandem. In a nutshell, the algorithm works like this:

(1) The input vector is propagated in the reverse direc-
tion. To create the output vector, the input vector
is first transported to the hidden layer through the
input layer and then to the output layer. The weights
of neural networks are not changed while they are
sent. If the desired output is not met at the output
layer, error back-propagation happens

(2) Error propagation is backwards. There are two layers
of transmission: one between output and hidden
layers, and one between hidden layers and input
layers. During the error back-propagation stage, the
neural network’s weights are continually modified
and rectified by the error feedback mechanism, and
repeated iterations bring the network output to the
intended output

The main idea of the BP learning algorithm is for q
training samples, P1, P2,⋯, Pq, the corresponding output
samples are T1, T2,⋯, Tq. The goal of learning is to correct
the weights by making the error between the target vector
T1, T2,⋯, Tq and the actual output A1, A2,⋯, Aq, so that
the actual output Aiði = 1, 2,⋯, qÞ approaches the expected
value Tq, and the sum of squares of the network errors is
minimized. The calculation steps of the BP algorithm are
as follows.

(1) Forward transmission of information; the output of
the ith neuron in the hidden layer, as shown in the
following formula

yhi = f h whijpj + ahi
� �

, i = 1, 2,⋯,m: ð1Þ

The output of the kth neuron in the output layer is
shown in the following formula

yOk
= f O 〠

n

i=1
wOkiyhi + aOk

 !
, k = 1, 2,⋯, n: ð2Þ

Define the error function, as shown in the following
formula

E = 1
2〠

n

k=1
tk − yOk

� �2
: ð3Þ

(2) Use the gradient descent method to calculate the
weight change and the back-propagation of the
error. The weight change of the output layer is the

Zn

Z2

Z1

Xn

X2

X1

Input layer Hidden layer Output layer

■■■■■■

■■■■■■

■■■■■■

Figure 1: BP neural network structure diagram.
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weight from the ith input to the kth output, as shown
in the following formula

ΔwOki = −μ
∂E

∂wOki
= −μ

∂E
∂yOk

×
∂yOk

∂wOki
= μδkiyhi : ð4Þ

The hidden layer weight changes, for the weight from
the jth input to the ith output, as shown in the following
formula

Δwhki = −μ
∂E

∂whki
= −μ

∂E
∂yOk

×
∂yOk

∂whki
= μδijhki: ð5Þ

The weights and thresholds of each layer in the net-
work should be changed, and the next training sample
should be selected and fed into the input layer until all
samples in the training set are learnt. If the result’s error
range falls within a certain range, the training may be
repeated as many times as necessary to bring it into com-
pliance. Training has been completed, so save the neural
network for future use and stop.

3.2. Adaptive Mutation Genetic Algorithm Steps

(1) Genetic algorithms do not directly look for possible
answers in the process of addressing actual issues.
It is instead encoded first, and encoding strategy
has a significant impact on the genetic algorithm’s
ability to find the best global solution. Binary,
sequence, real number, tree, out-of-order, and huge
character set encoding are some of the most com-
mon genetic algorithm encoding techniques

(2) There are a number of ways to determine the num-
ber of first solutions. For a global optimum solution
to be discovered, a large beginning population is nec-
essary. However, a larger starting population will
need more fitness function computations, reducing
the efficiency of the solution. As a result, there can
be no extremes in terms of the size of the beginning
population. Schaffer recommended a population size
of between [20, 100]. A series of trials have shown
that the least error, 0.2135, and the quickest conver-
gence time occur when the starting population is 20.
The starting population of 20 is used in this work

(3) Calculation of Fitness. With an eye on improving fit-
ness function, the genetic algorithm aims to find net-
work weights and thresholds that minimize the
network’s total squared errors throughout all evolu-
tionary generations. To that end, it adjusts network
weights and thresholds in order to maximize fitness
function. The learning error is shown in formula
(6), and the fitness function is shown in formula (7).

E =
∑n

k=1∑
m
j=1 ykj −Ok

j

� �

2 , ð6Þ

Fit = 1
E
, ð7Þ

where E is the learning error, n is the number of training
samples, m is the number of output nodes, and ykj −Ok

j is
the error of the kth sample relative to the jth output node.

(4) Genetic Operation. Proportional selection, or replica-
tion, is the strategy used in this study. For each gen-
eration of people, the weight and threshold of the BP
neural network are utilized to calculate the fitness
value. Then, the entire fitness value is determined.
An individual is more likely to be selected for further
evaluation if their fitness values make up a larger
proportion of their overall score. The formula for
calculating the likelihood of selection is presented
in the following equation below.

C uj

� �
=

f uj

� �

∑P
j=1 f uj

� � , ð8Þ

where uj represents an individual in the group, CðujÞ is the
probability that uj is selected, f ðujÞ is the fitness value of
individual uj, and P is the population size.

In order to establish if a selected person may be passed
down to future generations, it is required to compute the
likelihood that the selected individual will be chosen. The
calculation formula is shown in the following formula.

p ukð Þ = 〠
k

j=1
C uj

� �
, ð9Þ

where pðukÞ is the cumulative probability of individual uk,
then a new population of the next generation is obtained
through genetic manipulation, the fitness value is judged,
and the above steps are repeated until the population is stable.

It is the crossover operation in genetics that enables the cre-
ation of new people by exchanging a few genes. New gene
structures are introduced more quickly in a population where
the crossover probability is high, whereas the loss rate of previ-
ously discovered, highly effective gene structures are compara-
tively high in a population where the crossover probability is
low. [0.6, 1.0] is the typical crossover probability range.

During the mutation process, some of the population’s
genes get mutated at a predefined pace. The adaptive muta-
tion probability mutation operation is used in the model.
There will be some undesirable shapes, but in general, the
genetic algorithm’s population will become more diverse as
a result of the process of mutation, which retains some good
mutations. As soon as possible, it leaves the local optimal sit-
uation, seeks for the optimal solution at the global level, and
steers clear of any premature phenomena.

3.3. Improved BP Network Model

3.3.1. AGA-BP Model. The BPNN relies heavily on its start-
ing weights and thresholds, which are provided at random.
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Many researchers use new optimization strategies to
enhance the neural network. Genomic algorithms, for exam-
ple, are often used to enhance the neural network. As a
result, the genetic algorithm may enhance the neural net-
work based on gradient descent, which has a tendency to fall
into a local minimum value and a sluggish convergence
speed, by searching for the best solution in the whole space.
The BPNN is improved using a genetic method that uses
adaptive mutation. It is called the AGA-BPNN, and it has
two parts: the BPNN and the AGA. The BPNN design pro-
cess may be summarized as follows.

(1) Multiple-layer feedforward neural networks only
need two hidden layers for learning discontinuous
functions. A hidden layer should be put up initially
when creating a feedforward neural network with
several layers. When the network’s hidden layer
nodes increase in number without improving perfor-
mance, training expenses rise. As a consequence, this
research attempts to use a hidden layer for the first
time. This layer’s number of nodes is governed by
the input vector’s size from the outside. A linear
transfer function, f ðxÞ = x, characterizes the input
layer’s transfer function in general. Trial and error
is one method for determining the number of hidden
layer nodes. It is possible to undertake experiments
to determine the optimal number of hidden layers
by increasing the number of hidden layers once a
starting value has been determined. The number of
hidden layer nodes may be calculated using the trial
and error method employed in this study:

h =
ffiffiffiffiffiffiffiffi
i + j

p
+ b, ð10Þ

where h is the number of hidden layer nodes, i is the number
of input layer nodes, j is the number of output layer nodes,
and b is a constant between 1 and 10.

(2) Obtain data samples and do data preprocessing to
determine the number of samples. To a certain
extent, greater numbers of experimental samples
lead to more precise reactions, but at a certain point,
the precision is fixed within a range and cannot be
altered. As the network grows in size, the mapping
connection becomes increasingly complicated. The
entire number of network connection weights is
often 5-10 times more than the total number of
training samples

(3) It is possible to choose the weights of the network in
two different methods. As a first step, you may either
choose a low beginning weight, or you can have both
weights start at the same amount

(4) Cycle training’s weight loss is greatly influenced by
the individual’s pace of weight gain. Increasing the
value will result in system instability, while decreas-
ing it will result in an increased training time but a
guaranteed error range

(5) In order to terminate training, there are two options:
one is to control over the error range, and the other
is to achieve the maximum number of iterations pos-
sible. If one of the two prerequisites is met, the train-
ing can be halted. Typically, several networks are
trained, and the best one is picked based on the
research findings. The final AGA-BP algorithm
model is shown in Figure 2

The AGA-BP algorithm model includes the flowchart of
the BPNN and the adaptive mutation genetic algorithm. The
optimal solution searched by the genetic algorithm is input
into the BPNN as the initial weight and threshold of the net-
work. Among them, the data flow of the model is as follows.
AGA-BP algorithm model inputs begin with the BPNN por-
tion. A neural network’s topology, or the number of layers
and neurons inside each layer, may be derived from the data
acquired via the questionnaire. To find a solution that sat-
isfies the stopping condition, that is, the optimal weight
and threshold, the data information processing part begins
with the genetic algorithm part of the adaptive mutation.
Coding, fitness calculations, genetic operations, and other
processes follow. It can lessen the time it takes to discover
the best weights and thresholds to speed up network conver-
gence. A better AGA-BP algorithm model is produced if the
learning error of the sample or the number of iterations ful-
fills the conditions.

3.3.2. EM-AGA-BP Model. The entropy method, improved
genetic algorithm, and neural network are combined to
establish a TQE model, which is named EM-AGA-BP
model. The adaptive mutation probability is adopted in the
genetic operation process, which not only improves the
speed of neural network convergence but also reduces the
complexity of the training process. The model not only
exerts the advantages of improved genetic algorithm global
search and BPNN in nonlinear mapping but also reduces
the influence of nonobjective factors. The main modeling
steps of the TQE model are as follows:

(1) By analyzing the existing problems of TQE, improv-
ing them, and establishing a more perfect and more
suitable index system

(2) TQE sample data should be gathered, and instruc-
tors’ instructional qualities should be taken into con-
sideration while selecting assessment indicators

(3) BPNN parameters include learning rate, hidden
layer number of neurons, maximum number of
iterations, minimal error accuracy, transfer function,
and training durations, and they need all be
determined

(4) Iterative training is performed until the algorithm is
prompted to stop by using the evaluation model

(5) Input the test samples for TQE to test whether the
training effect of the EM-AGA-BP algorithm meets
the requirements. If the prediction results meet the
stopping requirements, go to the next step;
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otherwise, go back to the previous step and retrain
the network, that is, go back to step (3).

(6) Input the sample into the TQE model to get the
TQE result

3.4. Visual Communication Design Teaching Quality
Evaluation Index System. Different types of schools and
courses have different characteristics and have different
advantages and characteristics for the development of stu-
dents. If the TQE system converges, it will make it difficult
for the evaluation results to effectively and truly reflect on
the essential level of teaching quality. All types of schools
should strictly follow the standards and requirements for
personnel training formulated by the national education pol-
icy and combine the actual situation of schools and courses
to clarify their own school-running advantages and short-
comings and propose appropriate and reasonable scientific
school-running goals and requirements. The consistency
and similarity of the curriculum are transformed into the
characteristics and differences of the curriculum. Schools
need to update their own teaching models and methods in
a timely manner according to the needs of the society. Indi-
vidual growth, commonality, uniqueness, the common law
of teaching, and the teaching characteristics of various types
and degrees of school instructors should all be considered
while building a TQE system. TQE standards are important
at this time because they can assist prevent waste of educa-
tional resources and make efficient use of those that are
available through a system that is diverse, reasonable, and
unique. Survey results were used to identify and prioritize
issues in current TQE systems and then used AI and other

nonlinear problem-solving methods to design a suitable
TQE index system. It was determined that the previous
TQE system was flawed, and a TQE model was developed
based on an investigation into literature and the TQE index
systems of other schools and institutions, which led to the
improvement of the system. Table 1 illustrates the new
TQE index scheme. Five levels of quality are assigned to
the TQE findings as a consequence of the neural network’s
work: excellent, good, medium, and pass/fail.

4. Experiment and Analysis

In the experiment and analysis section, we discuss the data
collection and preprocessing, determination of parameters,
and testing the neural network model in depth.

4.1. Data Collection and Preprocessing. It is customary to
conduct a questionnaire survey in order to gather data. An
index system is developed, a questionnaire is created, and a
return questionnaire is sent in this research, which incorpo-
rates relevant theory and practice of instructors’ TQE.
Multiple-choice and open-ended items are both included
in the questionnaire we developed for this study. To take
the TQE approach as an example, the first section of the
course consists of multiple-choice questions. The TQE index
system’s five first-level indicators and sixteen second-level
indicators are used to construct multiple-choice questions,
with the most appropriate one chosen from various assess-
ment levels for each index. It is required to provide numer-
ical values to each choice after picking the most suited one,
since this paper’s questionnaire is quantitative in nature.
The second section of the question is completely open-

Determine the neural
network structure

Determine the training
sample

Determine initial weights
and thresholds

Calculate the output of
each unit

Calculation error

Meet stop condition

Finish

Update weights and
thresholds

Real number encoding

Determine the initial
population

Fitness calculation

Meet stop condition

Choose

Cross

Adaptive mutation

Neural network part Adaptive mutation genetic algorithm part

Yes

No

Yes

No

Figure 2: AGA-BP algorithm model.
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ended. When it comes to calculating the overall question-
naire score, this section is not included. Students in a
school’s VCD program are the focus of a questionnaire
survey. There were approximately 1,300 questionnaires dis-
tributed, 1,350 of which were retrieved, and 1,200 valid ques-
tionnaires were evaluated, totaling 1,200 pieces of valid data.
[0, 100] was standardized to between [0, 1] according to the
results of the aforementioned questionnaire. To maintain as
much of the data’s original meaning as possible, this study
uses the maximum and minimum procedures, which are
two of the most frequent normalizing techniques. The calcu-
lation of this method is shown in the following formula

X = S − Smin
Smax − Smin

, ð11Þ

where X is the normalized score, that is, the input value of the
entropy method, Smin is the minimum teaching quality score,
Smax is the maximum score, and S is the unprocessed score.

4.2. Determination of Parameters

4.2.1. Determination of Adaptive Genetic Algorithm
Parameters. The initial population size in this work is set
at 20, 30, and 40 in accordance with the range of the initial
population size, and experiments are carried out to acquire
the population size training outcomes, in order to get a bet-
ter initial population size, see it in Figures 3 and 4.

According to Figures 3 and 4, as can be observed, the
convergence time is quickest, and the error is least when
the starting population size is 20. Therefore, an initial popu-
lation size of 20 is obtained. Set the crossover probability to
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Initial population size

100

200

300

400

500

600

C
on

ve
rg

en
ce

 ti
m

e (
S)

Figure 3: Comparison of convergence time for different population sizes.

Table 1: Visual communication design teaching quality evaluation index system.

First-level indicator Secondary indicators Label

Teacher quality

Educational goals are clear X1

Solid professional knowledge X2

Excellent teaching level X3

Teaching attitude

Counseling patiently and actively X4

The teaching is conscientious and contagious X5

Rigorous attitude and excellence X6

Teaching content

Concept theory is accurate and novel X7

Content-rich, attention-seeking exercise X8

Connect with reality and focus on skill training X9

Expertise with depth and breadth X10

Teaching method

Good at inspiring, leading thinking X11

Variety of ways, appropriate citations X12

Teaching students according to their aptitude X13

Teaching effect

Good basic knowledge X14

Improve self-learning ability and interest in learning X15

Improve comprehensive quality and innovation ability X16
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0.65. For the more complex solution space, the real number
coding method can be used without decoding. It is thus
necessary to utilize this coding strategy in order to code
the possible solutions before applying BPNN weights and
thresholds. The hidden layer threshold, the hidden layer
weight, the hidden layer weight to the output layer, and
the output layer threshold make up this system.

4.2.2. Determination of BP Neural Network Parameters. In
practice, the most difficult tasks may be solved using a
three-layer neural network. The number of layers may be
raised in order to enhance the accuracy, but this will make
the network more difficult. Increasing the number of neu-
rons in the buried layer may help improve the mistake rate.
From the perspective of structure realization, the method of
adding hidden layer nodes is simpler than adding more hid-
den layers, and the training effect is easier to observe and
adjust. In order to improve the network’s accuracy and effi-
ciency, this study employs the strategy of altering the num-
ber of hidden layer nodes. Using the TQE model of the
study, the neural network is configured to have one hidden
layer, a three-layer neural network.

The number of secondary indicators in the theoretical TQE
system is 16; hence, the number of neurons in the input layer is
determined to be 16. The number of neurons in the hidden
layer may be determined using this method: multiple networks
are created with 5 nodes in the hidden layer, and the number of
nodes in each network’s hidden layer is raised by 1 based on the
empirical formula. Figure 5 shows the experimental outcomes.
There are six hidden layers in the BPNN, and as can be seen,
this yields the lowest error when there are six nodes buried
under the surface. The number of neurons in the output layer
is determined by the output target, which is the TQE result.

4.3. Testing the Neural Network Model. Since the indicators
of the TQE system established in this paper are all positive
indicators, the data translation step is omitted, and the
entropy approach is used to calculate the weights of the

TQE indicators. The transfer function used in this paper’s
neural network output layer is an S-function, and its output
is limited to (0 to 1), so the neural network output range is
limited to (0 to 1) as a result (0,1). The range of the initial
value of TQE determined by the entropy value method is
(0,1), so data standardization is performed again. A total of
1200 groups of data were finally determined to participate
in the experiment, of which 1000 groups were used for train-
ing the model so that the optimized BPNN structure could
be obtained, and the remaining 200 groups of data were used
for testing. The data of 16 secondary indicators as the input
value of the network test, based on the entropy value tech-
nique, are contained in the 1-16 columns of each set of sam-
ples. The preliminary evaluation result is the output target of
the network. After continuous learning, after obtaining an
ideal model, input the score data of the TQE index of the
1001st~1200th group, and the neural network predicts and
outputs the TQE results. Part of the experimental results is
shown in Figure 6.
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Figure 5: The number of hidden layer nodes and the
corresponding error.
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Figure 4: Comparison of error for different population sizes.
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The results of the final experiment are shown in Table 2.
The BPNN model’s average evaluation accuracy for 200 sets
of data is 85.37%, the AGA-BPNN model’s average evalua-
tion accuracy is 90.76%, and the EM-AGA-BP algorithm’s
average evaluation accuracy is 97.65%, an increase of
12.28% and 6.89%, respectively. It can be seen that the
EM-AGA-BP algorithm has better evaluation results.

5. Conclusion

In the digital age, in order to achieve the expected purpose,
the VCD course must improve the technological content
and inject new connotations and characteristics of the times.
The rapid development of digital technology provides an
advanced teaching environment and operating platform for
VCD teaching. Multimedia technology combines high inte-
gration, great interactivity, and a significant volume of data
to give rich graphics, images, sounds, and text information.
Multimedia technology is expected to fundamentally disrupt
traditional learning methods in the future and become more
widely integrated into VCD courses. Therefore, while inher-
iting the past cultural heritage and subject foundation, we
must vigorously promote the integration of digital technol-
ogy and curriculum reform, absorb high-tech achievements,
improve teachers’ computer-aided teaching level, and extend
the curriculum content to the level of intelligence and
automation. As a result, developing a comprehensive VCD
teaching assessment system is critical. In this study, AI is
applied to the TQE system, resulting in a scientific and
reliable TQE model. The main works of this paper are as

follows: (1) analyze the background and significance of
TQE research, and systematically expound the domestic
and foreign research status of TQE, genetic algorithm, and
neural network. (2) According to the characteristics of the
VCD course, this paper builds a TQE system for VCD that
is more in line with the characteristics of the digital age.
(3) The genetic algorithm and the BPNN model are com-
bined to generate an adaptive mutation method that can be
used to improve the initial threshold and weight of the
BPNN model. The EM-AGA-BP algorithm is then created.
An enhanced convergence time and better neural network
performance have been shown by experimental data, which
show that the EM-AGA-BP method outperforms classic
genetic algorithms, and its convergence time and accuracy
are better with the TQE model.
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In the current social context, information technology, network technology, and cloud computing have been widely used in all
walks of life. The analysis of the specific application results of progressive technology shows that the use of technology has
changed the working state of various industries and improved the work efficiency and quality of the industry. It should be
noted that although the application of some technologies will bring many positive belongings, the potential risks brought by
them cannot be ignored. As far as the hospital is concerned, the information system using cloud computing technology can
make better use of the hospital’s information data, but after the information system is on the cloud, new problems will appear
in network security, resulting in the leakage of hospital patient information or research information. Based on this, in practice,
it is necessary to analyze the network security problems after the hospital information system goes to the cloud and build and
implement the corresponding strategies. The author analyzes and discusses the corresponding contents through work practice
and combined with previous articles, in order to provide guidance and help for peers.

1. Introduction

Under the environment of the continuous development of
network technology and the widespread use of mobile termi-
nals, the application of network technology is becoming
more and more common. According to the current data
summary, the use of the Internet has changed the working
state of all walks of life, solved many problems between
information transmission and the connection of things,
and achieved great changes in social life. It should be noted
that the widespread use of the Internet brings not only the
convenience of life and work but also some security issues,
such as information leakage. Therefore, in the process of
network application, it is of great significance to analyze
and discuss related problems and emphasize the counter-
measures to solve the problems [1–3]. Through the analysis
of the current development of the hospital, the hospital
information system stores, transmits, and utilizes a large
amount of data, especially with the rise of Internet hospitals,
and many hospitals begin to use cloud computing technol-

ogy. It greatly improves the patient’s medical experience,
but while the convenience of the hospital information sys-
tem is brought by the cloud, new network security problems
will also arise. Therefore, we analyze the network security
problems after the hospital information system is connected
to the cloud and provide countermeasures to solve the prob-
lem. The discussion has outstanding practical value.

2. Comparison of the Network
Architecture before and after the Hospital
Information System Goes to the Cloud

Comparing and analyzing the network structure of the hos-
pital information system before and after going to the cloud
have outstanding practical implication for a more specific
analysis of the security network security difficulties after
going to the cloud. The following is a comparative study of
the information system of a tertiary hospital in China before
and after the cloud.
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2.1. Original Network Architecture. Figure 1 shows the orig-
inal network architecture, and its basic operating mecha-
nism is as follows:

(1) The terminals in the hospital are divided into dissim-
ilar VLANs, and the gateways are all on the core
switch

(2) Configure the NAT policy and port mapping of
some terminals on the egress firewall. Only the exter-
nal network segment and some servers that need to
access the Internet can go to the Internet through
the firewall

(3) The egress firewall is also configured with an access
control policy to block the traffic of known danger-
ous ports and restrict the server to only service ports
that can pass through the firewall [4, 5]

(4) Connect IPS intrusion prevention equipment in
series between the egress firewall and the core switch
to detect and block attacks

(5) Configure ACL on the core switch to restrict the ter-
minal in the hospital from accessing the manage-
ment port of the network device and restrict the
terminal from connecting to the service server
through the remote desktop

(6) Configure ACL on the server aggregation switch to
restrict access to server file sharing ports

(7) The server aggregation switch is connected to the
IDS intrusion detection device to detect the interac-
tive traffic between the server and the terminals in
other areas and optimize and adjust the security pol-
icy of the equipment in each area according to the
situation

(8) Due to the limitations of the egress firewall NAT pol-
icy and port mapping, intranet terminals and most
servers that are not within the scope of address
translation and port mapping cannot interrelate with
the Internet through the egress firewall

2.2. Network Architecture after Going to the Cloud. Figure 2
shows the cloud network architecture, and its operating
mechanism is as follows:

(1) The egress firewall has its own IPS function; so, the
IPS device is removed

(2) All office network segments in the hospital are con-
figured with address translation. By configuring the
access control policy, the original intranet terminal
can only access the cloud server domain name
through the DNS server equipped in the intranet,
and the external network terminal can access the
domain name except for the access control policy
and blacklist. Other internet addresses and ports
outside the restrictions

(3) The intranet DNS server only configures the map-
ping relationship between cloud service IP addresses
and domain names [6]

(4) The security configuration rules of core switches
and server aggregation switches are the same as
before

2.3. Comparative Analysis of Architecture. Comparing the
original structure and the cloud structure, there are the fol-
lowing differences:

(1) After the cloud service is opened, the network archi-
tecture remains basically unchanged. The external
network terminals, servers that need to access the
Internet, and servers that need to be mapped to the
outside still maintain the original security control
policy, which is consistent with the experience before
the cloud service goes online

(2) Intranet terminals, DNS servers, and servers that
were originally unable to access the Internet, after
the cloud service goes online, set up address transla-
tion on the egress firewall, cooperate with the access
control security policy, black, and white list func-
tions, and can only access the necessary cloud server
addresses and business port

(3) The egress firewall has the IPS function, which is
used to block external network attacks against the
internal network, and the original IPS equipment is
removed from the shelf

(4) The security policy and blacklist configured on the
egress firewall control the traffic interaction of dan-
gerous ports between all internal terminals and
external terminals

(5) The egress firewall is changed from the original one
to two, and the reliability of the egress device is
enhanced through the hot backup function

(6) The core switch and server aggregation switch keep
the original port access control policy unchanged,
still restrict the terminal’s management of network
devices, and limit the connection of remote desktop
ports and file sharing ports

(7) The security policy on the cloud server side is the
responsibility of the relevant cloud operator, but its
security information must be carefully checked

The paper arrangements are as follows: Section 2 dis-
cusses the network security problems and solutions after
the hospital information system is migrated to the cloud.
Section 3 analyzes the change the concept and pay atten-
tion to network security issues. Section 4 evaluates the
building a network security system based on the actual
needs of network security. Section 5 examines the empha-
sis on network security management. Section 6 concludes
the article.
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3. Network Security Problems and Solutions
after the Hospital Information System Is
Migrated to the Cloud

The main security problems after the hospital information
system is migrated to the cloud are reflected in two aspects:

(1) Information data leakage [7, 8]: the first problem
after the hospital information system goes to the
cloud is the leakage of information data. All hospital
information is transmitted on the Internet. As far as
hospital information and data are concerned, on the
one hand, there is a large amount of patient informa-
tion in the hospital. Once the data is leaked, it will
lead to the disclosure of patient privacy, which is
not good for the patient itself, and will also cause
the patient to feel uncomfortable. The crisis of trust
in the hospital is very unfavorable for alleviating
the contradiction between doctors and patients. On
the other hand, there is a large amount of disease
research data in hospitals. If these data related to dis-
ease research are used properly, they will benefit
society. If they are stolen by criminals or hostile ele-
ments, it is likely to cause social disasters and even
endanger national security. So, the impact of a hospi-
tal research data breach is huge

(2) Information data is lost or damaged [9, 10]: a large
amount of information and data of a hospital has
its value; so, the data of a hospital is one of the rare
assets of a hospital. If the database resources are lost
or the data resources are damaged and cannot be

recovered due to network problems, the related work
of the hospital will be greatly affected, which is not
conducive to the stable and sustainable development
of the hospital’s scientific research work and other
work. Analyze and solve such problems. Faced with
the security problems that exist after the hospital
information system is migrated to the cloud, security
protection measures should be deployed from the
following aspects

4. Change the Concept and Pay Attention to
Network Security Issues

Based on the analysis of practice, it can be seen that in the
past hospital management practice, an important reason
for the frequent occurrence of network security problems
is that the hospital ignores the importance of network secu-
rity in the process of using information systems; so, many
work arrangements exist. There are omissions in cybersecu-
rity [11–13]. Based on this, it is necessary to change cogni-
tion and pay attention to network security. As far as the
current work practice is concerned, in order to change the
perception of network security, the following work needs
to be done:

(1) Strengthen the discussion of network security issues
and explain the practical value of network security.
In the utilization practice of hospital information
system, an significant reason why network security
is neglected is that staff does not realize the value
of network security. By making the staff aware of

IDS Intrusion detection system

Egrees firewall Internet

IPS Intrusion prevention system

Core switch

VSU

Aggregation switch

Server aggregation switch

Access switchAccess switch

Server

Figure 1: Original network architecture.
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the value of network security through discussion,
they will pay more attention to network security

(2) Analyze the relevant elements of network security. In
the practice of hospital network security, some staff
is aware of the importance of network security, but
they do not systematically recognize the influencing
factors of network security; so, there is a one-sided
phenomenon in the process of network security
work organization and implementation. Based on
this, in the organization and development of net-
work security work, strengthen research and discus-
sion and clarify the elements related to network
security, so that the organization and development
of network security work will be more targeted and
effective. In short, through in-depth analysis to clar-
ify the cognition of network security, this can pro-
vide theoretical guidance for the current hospital
network security work

5. Building a Network Security System Based on
the Actual Needs of Network Security

From the point of view of the network security after the hos-
pital information system is migrated to the cloud, in order to
truly prevent network security problems, it is necessary to
formulate a security structure that has a protective effect
on the hospital information system based on the current
state of network security. As far as the construction of safety
structure is concerned, the following contents need to be
emphasized:

(1) Basic investigation [14]: the so-called basic investiga-
tion mainly refers to the detailed investigation of the
hospital information system. In the detailed investi-
gation of the hospital information system, it is neces-
sary to clarify the different data partitions of the
information system, such as which databases exist
in the information system and what is the specific
application purpose of the database, which needs to
be emphasized in the investigation. Because the
application value of the database is obtained based
on the investigation, it can provide a reference for
the determination of the security level of the data-
base within the information system

(2) Determination of the security level of the informa-
tion system [15]: under the guidance of basic survey
data, the internal database of the information system
and the use value of the data are analyzed, and the
security level is evaluated. In this way, the security
level evaluation result can provide a reference for
the design and construction of the network security
structure of the information system

(3) Construction of network security structure based on
security evaluation level [16]: based on the evalua-
tion results, it can be seen that different data security
levels have different requirements. Therefore, in the
construction of the security structure, the multilayer
protection structure is used as the security protection
structure of the core database. Important databases,
general databases, etc. can build a three-layer protec-
tion structure, or it is a two-layer protective structure

Deployment architecture diagram

Database storage

Application clusterApplication cluster

Load balancer
WAF firewall WAF firewall

Pingdu hospital network
Indoor firewall Indoor firewall

Internet

US instrument Kiosk Workstation

Cloud health HUAWEI CLOUD

Figure 2: Cloud network architecture.
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to protect it safely. To put it simply, based on the
actual needs of network security, a targeted network
security protection structure is constructed, so that
the security protection effect of the hospital informa-
tion system will be significantly improved

6. Emphasis on Network Security Management

The so-called management improvement refers to the use
of management measures to avoid or stop the occurrence
of network security problems. In terms of management
strengthening, the main measures are as follows:

(1) System improvement [17]: the implementation of
specific safety management work needs to be sup-
ported by a sound system, so that the effectiveness
and pertinence of the work implementation will be
more prominent. As far as the current management
of hospital information systems is strengthened, on
the one hand, it is necessary to formulate a compre-
hensive responsibility system and clarify the respon-
sibility for network security management. In this
way, the implementation of management work will
be more prominent. On the other hand, it is to
instrument the supervision system, that is, to super-
vise the specific implementation of network security
management work to confirm the actual effect of the
work, so that network security problems can be
effectively solved

(2) Technological innovation [18]: the so-called techno-
logical innovation mainly refers to the use of
advanced technology to reform the current network
security management in the practice of network
security management, so that the specific implemen-
tation of network security management will show
more significant effects

(3) Introduce an early warning mechanism in the pro-
cess of network security management, which is, set
up an alarm system in the network security structure
and trigger the warning system when information
leakage or other security problems occur, so that
managers can timely discover network security loop-
holes and problem and deal with it. In this way, the
adverse effects of network security issues in hospital
information systems will be effectively dealt with
[19, 20]

7. Conclusion

To sum up, the management of the hospital information
system has a significant impact on the specific develop-
ment of hospital work; so, it is necessary to strengthen
the management of the hospital information system in
practice. Based on the analysis of the current hospital prac-
tice, it can be seen that the hospital information system will
face more significant network security problems after going
to the cloud. Therefore, the article analyzes the performance
and causes of the network security problems after the hospi-

tal information system goes to the cloud. At the same time, it
discusses the countermeasures; the purpose is to guide
practice.
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In vitro fertilization and embryo transfer is one type of assisted reproductive technology, although the technology is now more
mature. Many factors, however, will have an impact on oocyte fertilization, embryo growth, pregnancy outcome, and child
safety due to the journey from clinical to the laboratory. The influence of degranulated cells early in fertilization on frozen
embryo transfer (FET) results is investigated in this study. This article analyzes 255 patients who underwent in vitro
fertilization (IVF) and FET transplantation at the author’s central unit from January 1, 2015, to June 30, 2021. Among them,
IVF-assisted conception is the early degranulation of homologous oocyte fertilization. Correlation analysis is performed by
observing the embryonic outcome of the early degranulation group and the overnight fertilization group and the clinical
outcome after FET. Through data mining analysis, the results show that the polyfertilization rate and 0PN rate for the early
degranulation group are significantly higher than the overnight fertilization group (9.87% vs. 8.24% and 3.14% vs. 1.69%). In
terms of normal fertilization rate, there is no significant difference between D3 high-quality embryo rate and D5 high-quality
blastocyst rate (64.07% vs. 65.15%, 27.5% vs. 26.5%, and 15.97% vs. 17.35%). There is no significant difference in the complete
recovery rate of embryos after thawing (93.24% vs. 93.46%), and the implantation rate, clinical pregnancy rate, abortion rate,
and live birth rate are not significantly different between the two groups after FET. The offspring outcomes of singletons do
not differ significantly between the two groups; however, twins born early degranulate have much greater rates of ultralow
birth weight and ultrapreterm children than twins born overnight fertilization (14.29% vs. 0). Therefore, it can be concluded
that degranulation of cells early in fertilization is a desirable method to prevent fertilization disorders. However, under the
premise of ensuring that no fertilization disorder occurs, it is not appropriate to degranulate all the oocytes of the patient at
the early stage of fertilization.

1. Introduction

People’s ideas are becoming more open, living habits, eating
habits, social environment, etc., have undergone great
changes, and the incidence of infertility has also increased
year by year. According to the World Health Organization,
there are about 10%-20% of infertile couples in the world,
the infertility rate in the United States is 10%-15%, the infer-
tility rate in Europe is 20%, and the infertility rate in China is
17% [1]. It can be seen that infertility has become a common
problem in countries all over the world. Due to the post-
ponement of the age of marriage and childbearing in recent
years, the incidence of infertility is increasing. The topic of
human reproductive health has gotten a lot of press around

the world. Assisted reproductive technology (ART) has
given infertile couples fresh hope since the world’s first
healthy test-tube baby was born. Assisted reproductive tech-
nology has now evolved into a full-fledged reproductive
medicine system [2, 3]. After more than 30 years of develop-
ment, IVF technology has been continuously improved and
perfected, and its indications have expanded from infertility
caused by fallopian tube obstruction in women to infertility
caused by various factors in men and women. In 2007, the
world’s first IVF is conceived naturally and delivered
smoothly, and IVF technology is considered to be a safe
and effective method of infertility treatment [4, 5].

Many human reproductive problems are solved by
assisted reproductive technology, but it also adds many
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nonphysiological operations. Interventions in the reproduc-
tive process during the most critical and vulnerable period of
life formation, i.e., fertilization and early embryonic develop-
ment, will more or less affect the development of gametes
and embryos. And it may be stably transmitted during cell
lysis and embryonic development, thereby affecting the
health of offspring and even the next generation [6, 7].
ART obtains more high-quality oocytes through controlled
superovulation. These techniques interfere with the prolifer-
ation, fertilization, development, and differentiation pro-
cesses of germ cells and can have adverse effects on the
embryo and even the mother. As a result, there is also grow-
ing concerned about the safety of ART. Research has found
the incidence of preterm birth, low birth weight, and con-
genital malformations in offspring during ART pregnancy
is increased. However, most scholars believe that this is
related to the increased multiple pregnancy rate of ART
and its own factors such as parents’ age, body size, mental
health, and disease, rather than the ART technology itself.
Most studies have concluded that ART is safe, and ART
offspring do not have an increased risk of adverse health
compared with offspring born to natural pregnancies [8].
However, a growing number of studies have indicated that
even when multiple births are ruled out, the poor health risk
of singleton births in ART kids is still elevated. During
routine in vitro fertilization operations, there are many fac-
tors that affect oocyte fertilization, embryonic developmen-
tal potential, and high-quality embryo rate. The ovulation
induction program, semen optimization, sperm feeding
time, sperm-oocyte coincubation time, culture environment,
embryo exposure time in vitro, and degranulation timing all
directly affect the outcome of IVF treatment [9].

Degranulation of cells during the early stages of fertiliza-
tion is a typical treatment for preventing fertilization prob-
lems. The degranulated cells determine if the second polar
body is expelled after 4-6 hours of fertilization and make a
prompt decision on the fertilization condition. If fertilization
fails, prompt intervention can result in clinical outcomes
that are similar to those seen with standard ICSI [10]. How-
ever, the effect of degranulated cells in the early stage of
fertilization on embryo quality and pregnancy outcome is
still controversial, and the current studies mostly focus on
freshly transplanted patients with cleavage-stage embryos.

The paper’s organization paragraph is as follows: The
related work is presented in Section 2. Section 3 analyzes
the methods of the proposed work. Section 4 discusses the
experiments and results. Section 5 consists of the discussion
section. Finally, in Section 6, the research work is concluded.

2. Related Work

Literature [11] found that when immature oocytes and
granulosa cells are cocultured, compared with the control
group without granulosa cells, the former had a higher mat-
uration rate, indicating that granulosa cells play a significant
role in maturation for oocytes. Literature [12] proposed that
granulosa cells are important in nutrition and information
transmission to oocytes through many gap junctions and
desmosomes, and oocytes also play a role in regulating the

differentiation and development of granulosa cells. Litera-
ture [13] proposed that in the process of oocyte develop-
ment, the maturation of the nucleus and the maturation of
the cytoplasm are not simultaneous. Nucleus maturation
may precede cytoplasmic maturation in vitro, and nucleocy-
toplasmic maturation influences and promotes each other.
The maturation process of the cytoplasm involves a series
of complex physiological and biochemical changes, includ-
ing gap junctions, migration and changes of cortical gran-
ules, mitochondrial rearrangement, and changes in the
endoplasmic reticulum and Golgi apparatus. The comaturity
of the two ensures that normal fertilization takes place.
Literature [14] found that a better MII oocyte rate and fertil-
ization rate can be obtained by controlling the degranulation
time and the oocyte retrieval time to be more than 2.5 h.
While the length of degranulation time did not affect
embryo quality and pregnancy rate, the prolongation of pre-
culture time may be related to the improvement of nuclear
maturation. In the literature [15], it is believed that the
degranulation time is more than 3h, which is beneficial to
improving fertilization rate and excellent embryo rate. They
all found that too short incubation time is not conducive to
oocyte maturation, thereby affecting the outcome of ICSI.
The maturation of the oocyte nucleus and cytoplasm is asyn-
chronous, and preculture before degranulation may aid in
the maturation of the cytoplasm of MII oocytes. Reference
[16] conducted a comparative study on the degranulation
group 2-4 h after oocyte retrieval and the degranulation
group immediately after oocyte retrieval. It is found that
the former had a higher MII oocyte rate, fertilization rate,
cleavage rate, and superior embryo rate. The MI oocyte rate
and empty zona pellucida rate of the latter are significantly
higher than those of the former, which confirmed the role
of granulosa cells in promoting oocyte maturation in the
preculture stage. Literature [17] studied the effect of degran-
ulation time on the outcome of ICSI treatment. The results
showed fertilization rate reached the highest when the time
from oocyte retrieval to degranulation is about 3 hours.
The oocyte retrieval to degranulation time is approximately
2 hours, and the implantation rate is at its maximum.
Degranulation should be finished 2-3 hours after oocyte
retrieval, based on fertilization and implantation rates. Their
study also showed no correlation between degranulation
time and MII oocyte maturity. This indicates that the period
from oocyte retrieval to degranulation has no effect on
nuclear maturation and does not affect meiosis. However,
it may promote the maturation of the cytoplasm, thereby
increasing the fertilization rate. This may be related to the
secretion of certain factors, adhesion molecules, and other
substances that promote oocyte maturation from granulosa
cells. In ICSI, early degranulation may result in early inter-
ruption of granulosa cell-oocyte contact. Even when the
nucleus is mature at this time, the maturation of the cyto-
plasm may be affected, various organelles function poorly,
and the activation or inactivation of signaling molecules is
limited. This affects subsequent meiotic resumption, pro-
karyotic fusion, and embryonic development.

Literature [18] found that the imperfect cortical response
and zona pellucida response of immature oocytes may lead
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to polyspermia. Literature [19] believes that the preincuba-
tion time of 1 h-3 h does not affect the outcome of ICSI.
Degranulation time above 9 h may affect embryo quality
due to oocyte aging, oxidative stress, and disturbance of Ca
pump function. Literature [20] believed that the time from
oocyte retrieval to degranulation is not related to the out-
come of ICSI. This suggests that MII oocytes do not require
further cytoplasmic maturation, and that granulosa cells are
dispensable for oocyte survival, fertilization, and cleavage.
Literature [21] believed that in the process of in vitro culture,
with the extension of culture time, the levels of estradiol and
progesterone in the culture medium gradually increased, and
high concentrations of metabolites in the culture medium
are not conducive to the development of oocytes and
embryos. Reference [22] retrospectively analyzed 203 ICSI
cycles and divided them into two groups according to the
time from degranulation to ICSI injection. The results
showed that the excellent embryo rate, implantation rate,
and pregnancy rate of the short-term group are long-term
group, but the fertilization rate had no statistical difference.
It is believed that a better outcome may be obtained when
ICSI is performed immediately after degranulation. Refer-
ence [23] believes that although degranulation may cause
damage to the cell membrane, microinjection crosses the
membrane barrier, and it is still recommended for skilled
experimenters to perform microinjection immediately after
degranulation.

3. Material and Method

3.1. Research Object. Patients who underwent IVF-assisted
pregnancy and FET transplantation in our center from
January 1, 2015, to June 30, 2021, are selected. The inclusion
criteria are as follows: (1) Both parties have been infertile for
3 years or more or have not conceived after 2 treatments of
artificial insemination. (2) The male sperm motility is at the
critical value of IVF/ICSI or moderately oligospermia.
(3) The number of oocytes retrieved is more than 10
pieces. In this study, patients’ homologous oocytes are
used for self-contrast.

3.2. Superovulation and Oocyte Retrieval. According to the
patient’s own situation, an individualized stimulation plan
is formulated for the patient. The commonly used stimula-
tion plans in our center are the standard long plan and the
antagonist plan. The day of HCG is determined according
to the monitoring of follicle development by B-ultrasound
and the serological indicators of sex hormones, and oocyte
retrieval is performed 35-37 hours after intramuscular injec-
tion of HCG. The obtained cumulus complexes are placed in
a fertilization four-well plate, with 2-4 pieces per well, placed
in a 37°C, 6% CO2 incubator, and fertilized after 40 hours
of HCG.

3.3. Semen Processing and Fertilization. The semen process-
ing method employs double-layer density gradient centrifu-
gation upstream. After the treatment, the uppermost layer
of sperm is selected, and the concentration is adjusted to
4 − 8 ∗ 106/ml. During fertilization, sperm is added away

from the cumulus complex, and the final concentration of
fertilized sperm is about 5 ∗ 104/ml. Only half of the total
oocyte cumulus complexes are randomly picked for degran-
ulation four hours after fertilization. A microscope is used
to observe the discharge of the second polar body. If the
fertilization rate is greater than 30%, the degranulated fer-
tilized oocytes (early degranulation group) are transferred
to fresh semen. The remaining nondegranulated cumulus
complexes are subjected to overnight fertilization followed
by degranulation (overnight fertilization group). Pronuclei
are observed 19 hours after fertilization.

3.4. Embryo Scoring. Embryos are observed and recorded
when cultured to D2, D3, D5, and D6. The scoring criteria
for D3 embryos are as follows: (1) The blastomeres are uni-
form in size and less than 10% fragmented. (2) The blasto-
mere is uniform in size, with 10-20% fragments. (3) The
blastomere size is uneven, and the fragments are less than
or equal to 20%. (4) Fragmentation is between 20% and
50%. (5) Fragmentation is greater than or equal to 50%.
D3 high-quality embryos are the first grade of 7-9 cells that
divide every 24 hours without multinucleation. Embryos
above IV with D3 blastomeres ≥ 4 and dividing every 24
hours can be used for blastocyst culture. The blastocyst scor-
ing criteria are scored according to Gardner’s scoring
method. High-quality blastocysts with no multinucleation
at the cleavage stage and no C in the inner cell mass and tro-
phoblast score are considered high-quality blastocysts.

3.5. Transplant. Frozen transplantation is based on the
patient’s own conditions to formulate a reasonable trans-
plantation time, and transplantation is performed when the
endometrium is greater than or equal to 8mm. D3 embryos
or D5/D6 blastocysts are thawed on the day of transfer and
then transferred after 2-3 hours of culture. D3 14 days after
the transfer and 12 days after the blastocyst transfer, the
blood test for HCG is positive for biochemical pregnancy,
and B-ultrasound is performed on the 28th to 35th day. If
there is a gestational sac, it is a clinical pregnancy.

3.6. Statistical Method. For data mining and statistical
analysis, the SPSS software is used. The chi-square test is
used for embryonic developmental outcomes, namely, preg-
nancy outcomes, and the T-test is used for neonatal birth
weight. P less than 0.05 considered the difference to be sta-
tistically significant.

4. Experiment Result

4.1. Patient Information. A total of 5230 oocytes were recov-
ered from 255 patients in this trial, including 2452 in the
early degranulation group and 2778 in the overnight fertili-
zation group. In this paper, we include 255 patients because
we observe and analyze easily. Among them, 169 patients
underwent blastocyst culture, and the basic information of
the patients is illustrated in Table 1.

4.2. Comparison of Fertilization and Embryo Development
Outcome. The experimental data are shown in Table 2, and
the visualization results are shown in Figure 1. This study
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compares the fertilization and embryonic development
outcomes of the two groups. 0PN is the embryo with 2 polar
bodies observed on D1 but no pronucleus and cleavage
on D2.

As can be seen from the data in the chart, the difference
in the normal fertilization rate between the two groups is not
significant, but the polyfertilization rate in the early degra-
nulated cell group is higher than that in the overnight fertil-
ization group. In addition, it is also found that the incidence
of 0PN in the early degranulated cell group is significantly
higher than that in the overnight fertilization group, and
the difference in the rate of high-quality embryos between
the two groups is not significant. The difference in the rate
of D5 high-quality blastocysts among patients undergoing
blastocyst culture is not significant, but the difference in
the rate of D6 high-quality blastocysts is, and the early
degranulation group is higher than the overnight group.

4.3. Recovery Rate Comparison. In this work, the recovery
rate of the two groups is compared. The cleavage-stage
embryos are all D3 embryos, and the number of thawed
embryos includes embryos that are thawed for blastocyst
culture. The experimental results are illustrated in Table 3.

The quality of the two groups of embryos is basically the
same, and the difference in the complete recovery rate after
thawing is not significant. In the thawed blastocysts, the
blastocyst recovery rate in both groups is 100%.

4.4. FET Outcome Comparison. This study analyzes the
results of FETs with transfers separated into three groups:
early degranulation, overnight fertilization, and mixed trans-
fers (early degranulation+overnight fertilization embryos).
The results are illustrated in Table 4, and three groups are
denoted as ED, OF, and MT in the table. Visualization
results are demonstrated in Figure 2, TC is transplanted
cycle, TE is transplanted embryo, ATE is an average trans-
planted embryo, PR is planting rate, CPR is clinical preg-

nancy rate, MR is miscarriage rate, and LBR is miscarriage
rate.

The implantation rate, clinical pregnancy rate, and abor-
tion rate of the three groups are not significantly different, as
shown in the chart. However, the clinical pregnancy rate and
live birth rate of the overnight fertilization group are lower
than those of the other two groups, the live birth rate is sig-
nificantly lower than that of the mixed transplantation
group, and the miscarriage rate is also higher.

4.5. Comparison of Birth Offspring. This work compares the
birth offspring of singletons and twins, and the experimental
results are demonstrated in Tables 5 and 6.

Among singleton births, mean weight and gestational
age did not differ significantly among the three groups. In
the indicators of low body weight and very low body weight,
preterm birth, and super preterm birth, there are no sig-
nificant differences among the three groups. Among twins
born, mean weight and mean gestational age are also not
significantly different. However, in the indicators of ultra-
low body weight and ultrapremature birth, the early
degranulation group is higher and significantly higher than
the overnight fertilization group. Among preterm infants,
the early degranulation group remained high relative to
the other two groups and is significantly higher than the
mixed transplant group. None of the newborns are born
with birth defects.

5. Discussion

To prevent fertilization failure, granulosa cells are removed
around 4-6 hours after fertilization to avoid fertilization fail-
ure. However, while ensuring the fertilization rate, attention
should also be paid to the low-temperature tolerance of
embryos formed after early degranulation, that is, the sur-
vival after freezing and thawing. In addition, the live birth
capacity of the embryos and the safety of the offspring
should be determined.

This study examines embryonic development after early
egg degranulation, postthaw pregnancy outcomes, and
childbirths in depth. There is no significant difference in
normal fertilization rate; however, the multipronucleus rate
is much higher in the early degranulated cell group than in
the overnight group. Fertilization is judged by the discharge
of the second polar body after early degranulation, and the
observation of the discharge of the second polar body indi-
cates that the sperm has penetrated the oocyte, and a cortical
reaction has occurred before degranulation [24]. Therefore,
it is unlikely that multiple spermatozoa enter the oocyte,
and the multipronucleus rate may not be caused by poly-
spermia. After the sperm penetrates the oocyte, the oocyte
resumes second meiosis. Due to the active spindle and
microtubule activities at this time [25, 26], it may be suscep-
tible to external mechanical interference, resulting in abnor-
mal meiosis and multiprokaryotic phenomenon. For oocytes
that are immature at the time of early degranulation or had
only one polar body, polypronuclei are observed on the sec-
ond day. Whether the penetration of multiple spermatozoa
is due to excessive suction at the time of early degranulation

Table 1: Basic information of the patient.

Item Information

Number 255

Woman’s age 30:73 ± 4:5
Infertility years 4:50 ± 3:06
BMI 22:81 ± 3:41
AMH 6:06 ± 3:17
FSH 6:33 ± 1:38
LH 6:77 ± 4:3
Infertility factor -

Fallopian tube factor 151

Endometriosis 4

Ovulation disorder 25

Oligospermia 53

Unknown reason 17

Old age 5
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Table 2: Comparison of embryonic developmental outcomes.

Item Early degranulation Overnight fertilization P

2PN % 64.07 (1571/2452) 65.15 (1810/2778) NS

≥3PN % 9.87 (242/2452) 8.24 (229/2778) <0.05
0PN % 3.14 (77/2452) 1.69 (47/2778) <0.001
D3 high-quality embryo rate 27.50 (432/1571) 26.52 (480/1810) NS

D5 high-quality embryo rate 15.97 (176/1102) 17.35 (209/1204) NS

D6 high-quality embryo rate 6.72 (74/1102) 4.65 (56/1204) <0.05
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Figure 1: Comparison visualization of fertilization and embryo development outcome.

Table 3: Comparison of cleavage stage embryo recovery rate.

Item Early degranulation Overnight fertilization P

Number of thawed embryos 222 260 -

Fragments ≤ 10%embryo ratio 95.05 (211/222) 93.85 (244/260) NS

Complete recovery rate 93.24 (207/222) 93.46 (223/260) NS

Table 4: Comparison of FET clinical outcome.

Item ED OF MT P

Age 31:07 ± 4:5 30:65 ± 4:8 30:38 ± 4:2 -

Transplanted cycle 116 136 110 -

Transplanted embryo 168 205 222 -

Average transplanted embryo 1.45 1.50 2.03 -

Planting rate 51.19 (86/168) 48.29 (99/205) 47.75 (106/222) NS

Clinical pregnancy rate 66.38 (77/116) 59.55 (81/136) 67.27 (74/110) NS

Miscarriage rate 20.78 (16/77) 22.22 (18/81) 12.16 (9/74) NS

Live birth rate 52.57(61/116)a 46.32 (63/136)ab 59.09 (65/110)ac <0.05
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affects the zona pellucida response/cortical granule response
has not yet been confirmed, or whether it inhibits second
polar body expulsion. Embryos with multiple pronuclei
should therefore be tested to determine the source of addi-
tional pronuclei.

In addition to the multipronucleus rate, the incidence of
0PN is also significantly higher in the early degranulation
group. After fertilization, the proximity of male and female
pronuclei is dependent on the cytoskeletal network. And

two astral microtubules appear around both male and
female nuclei, forming the poles of the first mitotic spindle,
causing the appearance of the first mitotic spindle, and then
the disappearance of the pronucleus and the beginning of
the first cleavage [27, 28]. It is possible that more frequent
blowing and suction activities during early degranulation
interfere with the nucleus and cytoskeleton’s management
of the cell cycle, hastening the disappearance of the pronu-
cleus and entry into the first mitosis. In conclusion,
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Figure 2: Comparison visualization of FET Outcome.

Table 5: Singleton birth comparison.

Item ED OF MT P

Birth 54 50 42 -

Average weight 3254:63 ± 500:16 3277:96 ± 497:54 3264:05 ± 507:86 NS

<1.50 0 2.0 (1/50) 0 NS

<2.50 3.70 (2/54) 2.0 (1/50) 7.14 (3/42) NS

Average gestational age 38:53 ± 2:01 38:89 ± 1:76 38:43 ± 1:94 NS

<32 weeks 1.85 (1/54) 2.00 (1/50) 0 NS

<37 weeks 1.85 (1/54) 2.00 (1/50) 9.52 (4/42) NS

Table 6: Twin birth comparison.

Item ED OF MT P

Birth 14 26 47 -

Average weight 2314:29 ± 536:16 2393:08 ± 338:29 2346:17 ± 499:52 NS

<1.5 14.29 (2/14)ac 0bc 8.51 (4/47)c <0.05
<2.5 57.14 (8/14) 53.85 (14/26) 59.57 (28/47) NS

Average gestational age 35 ± 2:66 36:31 ± 1:67 35:78 ± 2:68 NS

<32 weeks 14.29 (2/14)ac 0bc 8.51 (4/47)c <0.05
<37 weeks 71.43 (10/14)ab 46.15 (12/26)b 34.04 (16/47)bc <0.05
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abnormally fertilized embryos may be the result of more
compact granulosa cells early in fertilization requiring stron-
ger and more frequent aspiration. This reflects that early
degranulation cells do not have an advantage for fertilization
outcomes.

In terms of embryo development, there is no significant
difference between the two groups in the D3 high-quality
embryo rate and the D5 high-quality blastocyst rate. How-
ever, the high-quality blastocyst rate of D6 group is signifi-
cantly higher than that of the overnight group, indicating
that the embryos in the early degranulation group have more
potential for continued development. However, the forma-
tion rate of D6 high-quality blastocysts is lower in both
groups, and the euploidy rate and transfer success rate of
D5 blastocysts are higher than those of D6 blastocysts, and
the blastocysts formed by D5 are paid more attention [29].
At present, it is believed that the metabolites of sperm and
granulosa cells in the fertilized fluid are not conducive to
embryonic development, and the fertilized fluid should be
transferred as soon as possible [21]. However, some studies
have shown that the number of oocytes in the fertilization
hole during fertilization has a greater impact on the accumu-
lation of ammonium in the semen. Ammonium accumula-
tion in more than 5 oocytes is significantly increased,
whereas sperm concentration has no effect on ammonium
accumulation [30]. However, there is no significant differ-
ence between the complete granulosa cell group and the
partial excision group in the later stage of embryo develop-
ment with fertilization holes of less than 5 oocytes, but more
than 5 oocytes show an advantage in the partial excision
group [31]. If the sperm concentration is higher at the time
of fertilization, the number of dead sperm cells near the
oocyte increases, thus affecting embryonic development.
This explains why reducing sperm-oocyte incubation time
in the presence of lower sperm concentration has no signif-
icant beneficial effect on embryo quality, whereas shortening
sperm fertilization time in the presence of higher sperm con-
centration can explain the improved embryonic develop-
mental capacity [32, 33]. Due to the type of fertilization
vessel, oocyte density, short-term sperm-oocyte incubation
time, and sperm concentration during fertilization in each
center, there is no uniform standard [34]. Therefore, the
impact of early degranulation cells on embryonic develop-
ment is inconclusive.

After the embryos are frozen and thawed, the complete
recovery rates of the two groups are basically the same. This
indicates that the strength and number of blows and
suctions during early degranulation do not affect the low-
temperature resistance of embryos with less fragmentation
rate. Because transferring the best embryos gives the patient
a higher chance of pregnancy, the transfer cases are divided
into 3 groups. After transplantation, the implantation rate,
clinical pregnancy rate, and yield rate of the three groups
are not significantly different, and the live birth rate is signif-
icantly lower than that of the mixed transplantation group.
The clinical outcome index of the early degranulation gran-
ule group is slightly better than that of the overnight group,
but the difference is not significant, and its advantages are
not clearly reflected. It may be because the sperm concentra-

tion of fertilization in this center is low (5 ∗ 104/ml), and
some granulosa cells will be excised when picking oocytes.
Furthermore, the volume of insemination fluid is 750μl,
and 2 to 4 oocytes are placed, so that the density of granulosa
cells is low. Therefore, the metabolites of sperm and granulosa
cells (such as reactive oxygen species, E2, and progesterone
[35, 36]) may not be sufficient to affect the late embryonic
development and clinical outcomes of overnight fertilization.
And the patients included in the study are younger (the aver-
age age is around 30 years old), and most of them are infertile
due to fallopian factors. This means that the oocytes them-
selves are of good quality and are not affected by lower
concentrations of sperm and granulosa cell metabolites. How-
ever, whether patients older than 35 years can benefit from
early degranulation cells requires further study.

The mean birth weight and gestational age of the three
groups of singleton infants are not statistically different. Fur-
thermore, there are no significant changes in the indicators
of overweight newborns, underweight infants, ultrapreterm
births, and preterm births, demonstrating that early degran-
ulation had no effect on singletons’ perinatal outcome. There
are no significant variations in mean birth weight, gesta-
tional age, or low birth weight between the three groups of
twins born. However, among the ultralow birth weight
infants, ultrapreterm infants, and preterm fetuses, the pro-
portion of early degranulation is the highest. Among them,
the preterm birth rate is as high as 71.43%, and the ultralow
birth weight infants are also significantly higher than the
overnight group. After excluding the factors of height and
BMI, the results are still the same. One possible explanation
for these findings may be that during degranulation early in
fertilization, excessive repetitive mechanical stimulation may
lead to epigenetic changes caused by DNA methylation and
differential gene expression due to the compact granulosa
cells encapsulated [37]. This has been associated with low
birth weight in infants or preterm birth [38, 39]. However,
in the mixed twins, although the origin of the two fetuses
cannot be determined, their gestational age is better than
that of the early degranulation group. There is no difference
between the low birth weight infants and the early degranu-
lation group, and there is no difference in the singleton birth
index among the groups. Therefore, whether DNA methyla-
tion and epigenetic changes caused by degranulated cells at
the early stage of fertilization are the main factors that aggra-
vate the preterm birth of twins needs to be further proved.
And the specific impact mechanism is still unclear, and fur-
ther research is needed. However, there are many factors
that affect preterm birth outcomes, such as cervical insuffi-
ciency, intrauterine infection, amniotic fluid volume, and
pregnancy complications, and lifestyle also affects neonatal
outcomes [39, 40], but we do not collect data on this. There
is a case of monozygotic twins in the early degranulation
group. It is also worth investigating whether the zona pellu-
cida alters as a result of early degranulation. The low number
of twin births in the early degranulation group is one of the
study’s shortcomings. In the later stage, more neonates born
in the homologous oocyte early degranulation group should
be included, and the pregnancy status during pregnancy
should be tracked for further research.
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6. Conclusion

Infertility has become a global reproductive health problem,
and the prevalence of infertility has shown an increasing
trend in recent years. The disease has become a global med-
ical problem. Since 1978, with the birth of the first test-tube
baby, human-assisted reproductive technology has become
an important treatment method. Assisted reproductive tech-
nology is in the process of continuous improvement and
development. In vitro fertilization-embryo transfer is a very
common and effective assisted reproductive technology, but
various factors can affect oocyte fertilization, embryo devel-
opment, pregnancy outcome, and offspring safety. In this
work, by observing the embryonic outcomes of the early
degranulation group and the overnight fertilization group
and the clinical outcomes after FET, we explore the impact
of early degranulation cells on FET outcomes and offspring
safety. The clinical outcome of embryos with early degranu-
lation cells is similar to that of overnight fertilization,
according to data mining analysis, and the clinical outcome
is slightly better than that of embryos in the overnight fertil-
ization group. The offspring outcomes of singletons are also
not different from overnight fertilization groups, but the
outcomes of twins are still unsatisfactory. Due to the small
amount of data on offspring born in this paper, a more in-
depth research is needed on the safety of newborns with
early degranulation cells. Because the goal of any technolog-
ical development should be to produce healthy progeny. As a
result, it is not necessary to degranulate all of the patient’s
oocytes at the early stage of fertilization in order to ensure
that no fertilization abnormality occurs.
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Smart contracts are widely employed in many industries as a result of the high-quality development of science and economic
technology, as well as the introduction of blockchain, which can automatically conduct retrieval, verification, and payment
tasks. Smart contracts as an emerging topic, particularly the study of smart legal contracts, must remain forward-looking, and
the smart contract sector cannot wait for the legal status of smart contracts to be resolved before advancing. The relative lag of
the law becomes unavoidable due to the unassembled and unpredictable character of the law and thus its legislation. In this
paper, we explore the incorporation of smart contracts into the scope of legal regulation, the construction of a series of systems
for smart contracts, and the prognosis of smart contracts in terms of contract logic, arbitration process, and formal verification
from the current law. Furthermore, a smart contract payment template based on semantic-aware graph neural networks is
proposed to address the traditional smart contract vulnerability detection payment template method’s low detection accuracy
and high false alarm rate, as well as the neural network-based method’s insufficient mining of bytecode-level smart contract
features. Experiments comparing the method described in this research to comparable methods reveal that the strategy
proposed in this study improves all types of indicators significantly.

1. Introduction

With the use and development of smart contracts, the form
of smart contract clauses has become more complex and
diverse, one of which is the smart contract payment linkage
clause, which can connect numerous smart contracts and
form various contractual interactive systems. Smart con-
tracts, as a form of transaction, should still essentially belong
to the category of contract law regulation. However, due to
the characteristics of smart contracts, such as automatic exe-
cution, decentralized supervision and irrevocability, and the
complexity and diversity of smart contract payment linkage
clauses, smart contract payment linkage clauses bring great
challenges to the regulation of contract law in terms of valid-
ity determination, post facto remedy, and prior regulation
[1–3]. The question of how contract law should respond
and regulate this is the subject of this paper.

The concept of a smart contract was first proposed by
cryptographer Nick Szabo and is defined as “a set of digitally

defined promises, including an agreement on which the con-
tracting parties can execute those promises.” Sabo’s working
theory of smart contracts was not possible because computer
programs could not actually trigger payments until the
advent of blockchain technology, which allows smart con-
tracts to enable real-world value exchange. The search pop-
ularity of linking contracts in Google is shown in Figure 1,
which shows a sharp increase in recent years, indicating that
this is a meaningful research direction [4–7]. Autonomy,
self-sufficiency, and decentralization are three properties of
blockchain-based smart contracts. Self-sufficiency indicates
that the smart contract can generate its own revenue by
offering services; autonomy means that the contract runs
automatically once it is installed; decentralization means
that it does not rely on a centralized server and runs auto-
matically through network nodes [5].

International legal research on blockchain smart con-
tracts has gone further than that in China, and there are pre-
liminary explorations of the legal aspects of smart contracts
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[8, 9]. These investigations focus on the legal properties of
smart contracts and the relationship between smart con-
tracts and existing contract law. As far as the legal attributes
of smart contracts are concerned, there is a great deal of con-
troversy among international scholars, mainly including the
following views: self-help behavior. This view is that the self-
execution feature of smart contracts indicates that they are
an ex-ante self-help act, because they can be executed with-
out judicial force. Max Reskin, J.D., of New York University,
is a proponent of this view, citing the example of a smart car
ignition device that prevents the car from being started if the
owner fails to pay the bank loan on time, which was agreed
upon at the time of the contract between the owner and the
bank and the seller of the car. Apparently, the smart contract
functions similarly to the car ignition. Escrow agent argu-
ment [10]: this view is that instead of calling it a smart con-
tract, it should be called a “smart agent.” In a normal escrow
agent arrangement, the parties to a transaction place the
subject matter of the contract in the custody of a third party,
who is entrusted with executing the contract once the parties
have reached an agreement, because they do not trust each
other. A smart contract acts as such a third party, with the
parties placing blockchain assets in a contract that is auto-
matically executed once the contract conditions are met.
According to Nicolas Cornell, a smart contract is still a con-
tract in the sense of contract law. According to the Restate-
ment Second of the United States Law of Contracts, a
contract is a promise or series of promises for which the
law will provide relief in the event of a breach or which the
law treats as an obligation enforceable by law. The self-
executing function of a smart contract does not require legal
compulsion, but it does not mean that a smart contract can-
not be legally compelled either [11–13]. Therefore, in the
opinion of these two professors, as long as a smart contract
can change the rights and obligations between the parties
according to their intention, it still belongs to a contract in
the sense of contract law [14].

Although existing smart contract methods address the
issue of low automation in traditional methods, they still
have the following flaws: no semantic elements of smart con-
tract bytecode are extracted, and the detection effect is poor.
The graph neural network-based smart contract vulnerabil-
ity detection payment template method focuses on the graph
structure and ignores feature extraction of smart contract
bytecode semantic features, instead focusing on the neural
network’s learning of function invocation relationships,
which results in the loss of a significant amount of semantic
information in the nodes and makes it difficult to generate
high-quality node representations (high-quality node repre-
sentations can be used to measure node similarity and are
also a prerequisite for accurate node classification). Some
methods have less coverage on payment template types
and are not well adapted for emerging vulnerabilities. In
order to solve the above problems of smart contract vul-
nerability detection payment template methods, this paper
proposes a semantic-aware graph neural network-based
smart contract payment template method (L-GCN) for
smart contracts in the actual deployment environment to
solve the problem of low accuracy of vulnerability detec-
tion payment template methods with high false alarm rate
and difficulty in covering complex smart contract function
call relationships. The main advantages of the method are
proposing a semantic extraction method based on smart
contract bytecodes, applying the natural language process-
ing method to the semantic extraction of smart contract
bytecode instructions, using semantic vectors instead of
low-dimensional vectors, and generating a higher quality
node representation; using GCN’s high performance in
processing non-Euclidean structure samples, merging
semantic information for vulnerability detection payment
templates, and improving node feature learning; the impor-
tance of semantic features for smart contract vulnerability
detection payment templates is illustrated by experimental
design.

0

20

40

60

80

100

120

20
17

/3
/2

6
20

17
/5

/2
6

20
17

/7
/2

6
20

17
/9

/2
6

20
17

/1
1/

26
20

18
/1

/2
6

20
18

/3
/2

6
20

18
/5

/2
6

20
18

/7
/2

6
20

18
/9

/2
6

20
18

/1
1/

26
20

19
/1

/2
6

20
19

/3
/2

6
20

19
/5

/2
6

20
19

/7
/2

6
20

19
/9

/2
6

20
19

/1
1/

26
20

20
/1

/2
6

20
20

/3
/2

6
20

20
/5

/2
6

20
20

/7
/2

6
20

20
/9

/2
6

20
20

/1
1/

26
20

21
/1

/2
6

20
21

/3
/2

6
20

21
/5

/2
6

20
21

/7
/2

6
20

21
/9

/2
6

20
21

/1
1/

26
20

22
/1

/2
6

Linking contracts

Figure 1: Linking contracts in Google search heat.
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The paper’s organization paragraph is as follows. The
related work is presented in Section 2. Section 3 analyzes
the methodology of the proposed work. Section 4 discusses
the experiments and results. Finally, in Section 5, the
research work is concluded.

2. Related Work

2.1. Third-Party Payment Encryption Scheme. A ciphertext
search system relying on a third party usually includes three
subjects: the data owner, the user, and the cloud server, as
shown in Figure 2. In the cloud server (third-party)-based
ciphertext search scheme, the data owner encrypts the file
using searchable encryption algorithm and at the same time
extracts the keywords encrypted in the file and builds a
secure index table and sends the file ciphertext and index
together to the cloud server [15–17]. When a user needs to
access a file containing a certain keyword, he sends the
search credentials of the obtained keyword to the cloud
server, which matches the search credentials with each file
and finally returns the successfully matched file to the
user. The user decrypts the ciphertext to obtain the desired
file [18]. The server is honest and curious in the whole
process, and the user needs to pay the service fee to the
server before retrieving, and the server performs the search
task honestly and returns the search results to the user.
However, the search results returned by the server may
be incorrect or may not be returned as required, and then,
it is necessary for the authority to judge and arbitrate,
even if the user is refunded the fee paid, but the whole
process is complicated and long, which is unfair to the
user, and this is the shortcoming of traditional ciphertext
search based on third-party cloud servers [19]. This is also
the drawback of traditional third-party cloud-based cipher
search.

2.2. Linking Contract-Based Payment Scheme. Smart con-
tracts can automatically perform retrieval, verification, and

payment functions. In this paper, we use smart contracts
to solve the verification and fair payment problems in tradi-
tional ciphertext search. The smart contract-based cipher-
text search and fair payment scheme contains five roles:
data owner, server, user, and smart contract [20, 21]. As
shown in Figure 3, the data owner can predefine the access
policy in the ciphertext, and only when the user’s attribute
set satisfies the access policy can the decryption key be
retrieved, resulting in the original ciphertext of the cipher-
text validated by the smart contract search. Smart contracts
have the ability to read and write stored files, send messages
to users or servers, and deposit funds into the contract
account on a temporary basis, temporarily deposit service
fees in the contract account, temporarily deposit inquiry fees
in the contract account, and smart contracts can verify the
search results [22–23].

2.3. The Legal Properties of Smart Contract Payments. Smart
contract payment linkage clause is not a concept in contract
law, but refers to the contract clause that uses other smart
contracts as the execution trigger, which can link the effec-
tiveness and execution of multiple smart contracts. Accord-
ing to some scholars, smart contracts can be used to link
many contracts into various kinds of contractual interactive
network systems, which are called “linking contracts,” and
the smart contract payment linkage clause acts as such a
linking node. Ethernet is the most widely used smart con-
tract platform, and as an open-source platform, it can use
the Turing-complete language, allowing users to write a vari-
ety of smart contract terms according to their needs. While
the linguistic logic of the contract code makes smart contract
payment linkage clauses seem similar to conditional con-
tracts in contract law, in fact their application goes far
beyond the meaning of conditional contracts. In the various
contractual interactive systems formed by Ethernet, similar-
ities can be found with many types of contracts governed by
existing contract law, which may exist in the form of con-
tract linkage, contract conjunctions, and other similar forms,

Cloud server 
(third party)

Data owner
Data user

Index, ciphertext

Decrypt private key

Apply for search permission

Search results

Search trapdoorService fee

Figure 2: Cloud server-based ciphertext search solution.
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in addition to being similar to contracts with conditional
effect. A contract with conditional effect means that the
parties agree on the corresponding conditions in the con-
tract, and the occurrence or extinction of the contract effect
is determined by the fulfillment or otherwise of the
conditions.

The conditions attached to the contract here can be
either a legal event or a legal act, so based on the definition
of smart contract payment linkage clause in this paper, it
seems to be concluded that all smart contract clauses with
uncertain future contractual transaction behavior as a pre-
condition are smart contract payment linkage clauses.
However, in fact, many smart contracts are usually unilat-
eral contracts deployed unilaterally by the user on the
blockchain, and multiple smart contracts linked together
may also express the same contractual relationship. For
example, A and B agree to buy and sell, so A deploys
smart contract A on the blockchain, agreeing that “if B
pays the corresponding digital currency to this account,
then the house corresponding to the digital asset under
this account will be transferred to B,” and then, B writes
smart contract B to confirm the payment of the corre-
sponding digital currency to A. In this example, smart
contract A is executed by smart contract B. Although it
is in line with the characteristics of a contract with condi-
tional effect, it is not a smart contract payment linkage
clause, because the relationship between the two contracts
is a sale and purchase contract according to the transac-
tion purpose of the parties, and the condition predeter-
mined by contract A is not a condition of a contract
with conditional effect, but refers to the obligations under
the sale and purchase contract. Therefore, the smart con-
tract payment linkage clause in the form of a conditional
contract must be manifested by the existence of two or
more contractual relationships, and the precondition is a
contractual act of uncertainty in the future.

3. Methodology

3.1. Model Structure. The method proposed in this paper is
based on smart contract bytecode implementation. Because
most smart contracts on Ethernet are written in bytecode,
the method of collecting semantic information from byte-
code and merging payment templates from graph neural
networks is more suited to the smart contract operating
environment. The overall framework of the method is
shown in Figure 4.

The overall architecture of the method in this paper con-
sists of four phases:

(1) Smart contract bytecode generation phase: based on
the smart contract source code in the public dataset,
compiled according to the compiler version declared
within the contract code to generate bytecode

(2) Graph node feature generation phase: dividing nodes
from the bytecode to generate CFG and inputting
them into GCN for training to generate node
features

(3) Semantic feature generation phase: the word vector
generated by extracting semantic information from
the bytecode instructions within each node is input
into the LSTM network for training to generate
semantic features

(4) Obtaining result stage: the vector representation of
node features and semantic features are spliced and
input into the fully connected layer, mapped to the
sample tag space, and the final prediction results are
obtained. The 4 parts are described in detail below

3.2. Smart Contract Bytecode Generation. Smart contracts
run as bytecode when deployed on Ethernet, so it is more

Cloud server
(Third party)

Data owner

Data user

Index, ciphertext

Decrypt private key

Apply for search permission

Search results

Search trapdoor Service fee

Linking contracts

TA

Figure 3: Framework diagram of smart contract-based ciphertext search and fair payment scheme.
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practical to generate smart contract bytecode as the basis for
vulnerability detection. However, the current public datasets
of smart contracts are released in the form of source code, so
the datasets need to be compiled to generate bytecode. Smart
contract compiler versions are quite sophisticated, and dif-
ferent compiler versions are incompatible with one another,
as well as the compiled bytecode. In this paper, we strictly
follow the compiler version declared in the source code of
each smart contract in the process of compilation to prevent
the interference of the detection effect caused by the different
bytecodes generated by different compiler versions.

3.3. Graph Node Feature Extraction. CFG contains smart
contract structure information, which can represent the
invocation relationship between functions. In this paper,
the nodes are redivided based on smart contract bytecode
instructions, which can make the function invocation rela-
tionships clearer and enable GCN to better learn control fea-
tures from CFG. Programs can be converted into symbolic
graph representations, and symbolic graph representations
are able to preserve the semantic relationships between pro-
gram elements. The value of various functions differs in the
process of identifying smart contract vulnerabilities. This
study uses function call relationships to redivide the nodes
and builds CFGs from smart contract source code. Each
smart contract generated CFG is represented by the nodes
in the contract and the edges between the nodes, and the fol-
lowing describes how to obtain the nodes and edges, respec-
tively. After compiling the source code in the dataset to
generate bytecode, the bytecode is disassembled to generate
bytecode instructions. After determining the function entry,

only the end instruction of the function needs to be found to
divide a basic block according to the function. A summary of
the instructions that represent the end of the basic block is
shown in Table 1. Each node represents a basic block, and
each basic block does not necessarily cover a complete func-
tion, because there are also instruction jumps within the func-
tion. A set is used to represent all the nodes in the CFG. After
obtaining the nodes, the call relationship between nodes is
considered as an edge, representing that the previous function
may call the next function. Each node may call multiple nodes
and may be called by multiple nodes. Use the set to represent
the edges in E CFG. gg = ðV ; EÞ. After node division and edge
construction, use G to represent the CFG. The CFG is fed into
the GCN for training to obtain the features of the graph. For
each layer of the neural network, it can be represented by the
following nonlinear function.

H l+1ð Þ = f H lð Þ,A
� �

, ð1Þ

where l denotes the number of network layers, H input
layer and output layer, and f is the differentiable function of
the neural network; A is the adjacency matrix. The classifica-
tion of the graph by GCN utilizes the feature information of
the nodes themselves and the structure information of the
graph, and the learning strategy is as follows.

Γ = Γ0 + λΓreg,

Γreg = f Xð ÞTΔf Xð Þ,
ð2Þ

Semantic-aware CFG-based smart contract payment template

Smart contract bytecode generation

Smart contract source code

Compilation

Smart contract bytecode

Semantic feature generationGraph node feature generation

Node segmentation Edge generation

CFG

Bytecode instruction generation

LSTM

Node feature vector Semantic feature vector

Obtaining resultsFunction call relationships Node features

Fully connected layer

Prediction results

Semantic GCN-based smart contract payment template

Figure 4: Model architecture.
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where Γ0 is the supervisory loss of the labeled nodes in the
graph, Γreg is the loss introduced by the graph structure infor-
mation, λ is the weight coefficient, and X is the node feature
vector matrix, with Δ which represents the Laplace operator
of the graph. The hierarchical propagation rule of the GCN
model is as follows.

f H l+1ð Þ,A
� �

= σ ~D−1/2~A~D−1/2
H lð ÞW lð Þ

� �
, ð3Þ

where ~A = A + I, I is the unit matrix,A is the adjacency matrix
added to the self-loop for aggregating the node’s own informa-
tion with all neighboring nodes, D is the degree matrix of the
Amatrix, and σ denotes the nonlinear activation such as linear
rectification function functions.

3.4. Node Semantic Information Extraction. The CFG graph
that is constructed contains graph structure information.
The fundamental blocks of a smart contract are the nodes
of the CFG graph, and each basic block consists of a set of
instructions from which features must be extracted. Low-
latency embedding based on manually selected features leads
to a large amount of semantic information loss. Extracting
these instructions as node features using natural language
processing (NLP) models can maximize the preservation of
semantic information. After obtaining the bytecode instruc-
tions of each node through node segmentation and bytecode
disassembly, the bytecode instructions are treated as natural
language processing. First, the instructions are divided into
words according to the instructions; then, the sequences
are mapped into vector representations, i.e., the subscripts
of words in the word set are used as word representations;
finally, the instruction vector sequences are input into the
LSTM network for training to obtain semantic representa-
tions, as show in Figure 5. Considering the temporal order
and coherence between instruction information, using
LSTM network can solve the gradient disappearance prob-
lem, learn the long-distance dependency between instruc-
tions, make the sequential nature between instructions
fully reflected in the sequence, and preserve the semantic
features to the maximum extent. LSTM uses gating mecha-
nism, which consists of input gate, forgetting gate, and out-
put gate as a module, formed by multiple modules with the
same structure in series; when the instruction sequence
sequentially passes through the LSTM network, the gate
structures in these modules will be adjusted to the features

that need to be remembered and forgotten, thus obtaining
the final generated semantic features with long-range depen-
dencies. The specific formula of the gating mechanism is as
follows.

ft = σ Wf xt +Uf ht−1 + bf

� �
,

it = σ Wixt +Uiht−1 + bið Þ,
ot = σ Woxt +Uoht−1 + boð Þ,
c = tan h Wcxt +Ucht−1 + bcð Þ,

ct = f t ∘ ct−1 + it ∘ c,
ht = ot ∘ tan h ctð Þ,

ð4Þ

where xt and h are the input and output vectors, respec-
tively; σ denotes the sigmoid function; t is the time step
value; W is the weight of the input; U is the weight of the
cyclic output; ht is the output gate vector that controls what
information the current internal state needs to output to the
external state.

3.5. Combining Features to Obtain Prediction Results. After
obtaining the node features and semantic information fea-
tures, the two features are stitched together and input to
the fully connected layer to combine the two features and
map them to the sample labeling space. In order to reduce
the isomorphism bias in the classification model, the output
of the fully connected layer is obtained and input to the Soft-
Max layer for normalization.

SoftMax gið Þ = exp gið Þ
∑Z

z=1 exp gnð Þ
, ð5Þ

where gi is the output value of the i-th node; gnis the
number of output nodes; z by SoftMax function can trans-
form the output into a probability distribution to accomplish
the goal of prediction. Detection of no vulnerability for pos-
itive class samples, with vulnerability for negative class sam-
ples, by comparing with the label will have four cases, the
four metrics are expressed as

Input layer

Hidden layer

Output layerOt-1

ht-1

Xt-1

Ot

ht

Xt

Ot+1

ht+1

Xt+1

Figure 5: LSTM structure.

Table 1: Instructions representing the end of the basic block.

Command Role

STOP Stop

SELFDESTRUCT Self-destruct

RETURN Return

REVERT Judgment

INVALID Invalid

SUICIDE Delete

JUMP Jump

JUMPI Jump
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Facc =
nTP + nTNð Þ

nTP + nFN + nFP + nFNð Þ ,

Fpre =
nTP

nTP + nFPð Þ ,

Frec =
nTP

nTP + nFNð Þ ,

F1 = 2 · Fpre ·
Frec

Fpre + Frec
� � ,

ð6Þ

where Facc is defined as accuracy, Fpre is precision, Frec is
recall, and F1 is the F1 score.

4. Experiments and Results

In this section we define the dataset, experimental setup, and
experimental results and analysis in detail.

4.1. Dataset. The SmartWild dataset was collected from real-
world smart contracts with transactions that were repeti-
tively screened for potentially vulnerable smart contracts,
using real Ethereum contract addresses as the unique identi-
fier. Because there are so many different versions of smart
contract compilers and they are not all compatible, the byte-
code output from source code compilation varies a lot,
which can affect the experimental results. Many smart con-
tracts written with older compiler versions are rarely used
on Ether. This study leverages the dataset to better imitate
the current smart contract situation by filtering out some
smart contracts with too early compiler versions and byte-
code repeated filtering for the remainder, ultimately using
21437 of them for tests. The SBcurated dataset consists of
a part of real-world contracts with vulnerabilities and a part
of hand-constructed contracts with vulnerabilities. Con-
tracts: the smart contracts in this dataset are manually
tagged with the location and class of vulnerabilities and
can be used to evaluate the effectiveness of smart contract
analysis tools in identifying vulnerabilities. The dataset has
136 samples. In this paper, we use the above two datasets
for vulnerability detection in the experimental part and
design comparative experiments to demonstrate the effective
enhancement of semantic information for smart contract
vulnerability detection and the ability to detect real-world
smart contracts with vulnerabilities.

4.2. Experimental Setup. First, because the combination of
Mythril and Slither provides both accuracy and efficiency,
it was chosen to generate labels for the 21437 smart con-
tracts in the SmartWild dataset. The number of training sets
is 19437, and the number of testing sets is 2000 in this data-
set, which is utilized for both training and testing. These
smart contracts are detected using this paper’s method
(LGCN), compared to Oyente, Smartcheck, and Manticore,
three traditional detection tools, and a vulnerability detec-
tion method that uses only GCN networks without semantic
features (referred to as GCN) for comparison. The evalua-
tion metrics used are accuracy (accuracy), precision (preci-
sion), recall (recall), and F1 score (F1). The ability of this

paper’s method (L-GCN) to uncover real smart contract vul-
nerabilities versus classic Oyente, Smartcheck, Manticore,
and GCN detection methods is then tested using 136 manu-
ally classified smart contracts from the SBcurated dataset.
Since all contracts in this dataset are vulnerable, only the
accuracy is compared.

4.3. Experimental Results and Analysis. The experimental
results of the SmartWild dataset are analyzed, and Table 2
shows the results of the performance metrics of smart con-
tract vulnerability detection using five methods on the
SmartWild dataset of 21437 real smart contracts.

The experimental data in Table 2 reveals that the L-GCN
suggested in this paper outperforms the other four
approaches in all four metrics when compared to the other
five methods. Among the 4 metrics, the L-GCN method
has a large improvement in accuracy, precision, and F1
score, but the difference in recall rate among the 5 methods
is not large, indicating that all 5 methods focus more on the
detection rate for smart contracts with vulnerabilities, while
the lower precision metric indicates that the first 4 methods
have a high false alarm rate along with a high detection rate,
while the LGCN method has the highest recall rate value
while improves the precision value, indicating that the
method can effectively reduce the false alarm rate. Com-
pared with the GCN method, all four metrics of the L-
GCN method increased, indicating that adding semantic
information can indeed improve vulnerability detection. It
is worth mentioning that the Oyente method has a very high
recall value, almost the same as the L-GCN method. The
SmartWild dataset is tagged using a combination of smart
contract vulnerability detection methods based on symbolic
execution, which has some enhancement for the Oyente
approach, which is also based on symbolic execution,
according to the theory. This experimental result shows that
adding semantic features can effectively improve smart con-
tract vulnerability detection, and the smart contract vulner-
ability detection method proposed in this paper on
semantic-aware graph neural network can achieve the goal
of improving detection accuracy while reducing the false
alarm rate.

Analysis of experimental results for the SBcurated data-
set: Table 3 shows the accuracy of vulnerability detection
and the number of smart contracts with vulnerabilities
detected for 136 smart contracts in the SBcurated dataset
using five methods.

The SBcurated dataset contains less data than the Smart-
Wild dataset, but the smart contracts in it are manually

Table 2: Performance comparison based on the SmartWild dataset.

Detection
method

Accuracy
(%)

Precision
(%)

Recall rate
(%)

F1
(%)

Manticore 36.57 31.90 86.32 46.58

Oyente 37.36 33.13 92.73 48.82

Smartcheck 39.72 32.53 81.01 31.09

GCN 68.05 67.42 88.73 76.62

L-GCN 81.40 79.23 92.79 85.48
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ing the usefulness of the detection methods. The remaining
four methods were used to detect all of the samples. From
the metrics in Table 3, the detection accuracy and the num-
ber of vulnerabilities contained in the semantic-aware smart
contract vulnerability detection method (L-GCN) proposed
in this paper are higher than those of the other four
methods, but the improvement is not as obvious as that of
the SmartWild dataset. It is speculated that the possible rea-
son is that the samples in the SmartWild dataset all have vul-
nerabilities and are therefore all positive class samples, at
which point the accuracy is effectively equivalent to the
recall rate metric in Table 2. Comparing the recall metric
in Table 2 with the accuracy in Table 3 also reveals that
the five detection methods rank almost identically on these
two metrics. This means that all five approaches have a high
detection rate for susceptible contracts, and the detection
impact improves as the number of vulnerable contracts in
the sample grows larger; however, the L-GCN method sug-
gested in this research still outperforms the other four ways.
By counting the contracts with vulnerabilities detected,
among all the contracts with vulnerabilities detected by the
L-GCN method, there are four contracts with vulnerabilities
that are not detected by the first four methods. This experi-
ment shows that when detecting real smart contract vulner-
abilities, the semantic-aware graph neural network-based
smart contract vulnerability detection method proposed in
this paper is more effective and can detect the contracts with
vulnerabilities that other methods in the experiment failed to
detect.

5. Conclusion

In this paper, we propose a fully automated smart contract
vulnerability analysis method based on semantic-aware
graph neural networks. Due to the unassembled and unpre-
dictable nature of the law and therefore its legislation, the
relative lag of the law becomes unavoidable. We combine
the good processing ability of neural networks for graph
structure with the extraction of semantic information by
natural language processing methods and use both function
call relationships and learning nodes’ own bytecode features
in the process of using payment templates and investigate
the possibility of adding semantic information to neural net-
works for smart contracts, in comparison to existing
methods. The possibility of adding semantic information to
neural networks for intelligent contract vulnerability detec-
tion is explored. After extensive experiments, it is shown that

the semantic-aware graph neural network-based smart con-
tract vulnerability detection method can effectively improve
the detection accuracy and reduce the false alarm rate and
has the ability to detect vulnerabilities in real smart
contracts.
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Detection
method
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GCN 87.50 119

L-GCN 92.65 126
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Background. The muscles related to piano practice are mainly concentrated in the fingers and upper limbs, and the muscles related
to other parts of the body are weak. Compared with other sports injuries, the injuries caused by piano practice are mainly chronic
injuries caused by long-term strain of the upper limbs, and acute injuries rarely occur. The purpose of this study was to analyze the
therapeutic effect of hand muscle injury caused by piano practice. Method. A total of 60 patients with hand muscle injury caused
by piano practice admitted to our hospital from January 2019 to June 2020 were selected. According to the number random
grouping method, they were randomly divided into two groups. There were 30 patients in the observation group, including 20
males and 10 females, aged 24-53 (39:51 ± 7:01) years old, and the course of disease was 1-5 (3:24 ± 1:62) months. In the
control group, there were 30 patients, including 18 males and 12 females, aged 24-56 (39:62 ± 7:17) years old, and the course
of disease was 1.5-5 (3:14 ± 1:71) months. If the observation group experienced excessive pain, the group took ibuprofen
sustained-release capsules. On weekdays, exercise your fingers 2-3 times per day. After the intervention, the wrist joint
function score of the observation group was higher than that before the intervention. Results. Before treatment, there was no
significant difference in pain level scores between the two groups (P > 0:05). After treatment, the limb pain score in the
observation group was lower than that in the control group. The effective rate of hand tendon rehabilitation in the observation
group was 93.33%. The effective rate of hand tendon rehabilitation in the control group was 70.00%. The comparison results
showed that there was statistical significance (P < 0:05). The score of the observation group was significantly higher than that
of the control group, with statistically significant differences (P < 0:05). Conclusion. Piano workouts can cause hand muscle
difficulties, which can be alleviated by daily finger gymnastics. Daily finger exercises are simple and not limited by time and
place. Piano practitioners can use the spare time of daily training and performance to exercise for a long time, so as to prevent
or recover finger muscle damage caused by piano practice. It has the potential to help pianists avoid hand muscle injuries
when practicing while also allowing music to reach its full potential.

1. Introduction

The upper limb muscles help us move our arms and hands
under the command of our brain. Muscles can only exert
force in one direction since they contract. Two muscles or
two sets of muscles are required to move a bodily part in
two directions, one to move it one way and the other to
move it the other. Therefore, the movement of muscle has

the characteristics of unidirectional [1, 2]. Piano practice
involves ten fingers, arms, shoulders, and neck muscles. It
is an upper limb movement coordinated by many muscle
groups [3]. To allow movement, the opposing muscle must
relax and extend in response to the contraction of one mus-
cle. If this does not occur, that is, if the opposing muscle
stays tense—both muscles contract at the same time, which
is known as cocontraction. Cocontraction is a movement-
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inhibiting condition that can result in damage [4, 5].
Piano practice is a long-term, fast-paced upper limb move-
ment. During piano practice, the upper limb muscles are
in a high load contraction state for a long time [6]. Tense
exercise causes muscle contraction for a long time, coupled
with the irregularity of piano practice, which is the main
source of muscle injury [7]. There are many factors that
affect human muscle health: reasonable rest, adequate
sleep, age growth, and scientific exercise and prevention
[8]. This explains why some pianists can perform for years
without incident before suffering an injury in their late
thirties or forties. They are not playing any differently,
but their bodies are less able to handle the stress. The fin-
ger flexor system, which is located in the top half of our
lower arm around the elbow, controls the majority of fin-
ger movements [9, 10]. The interosseous muscle system is
the second muscular system that regulates finger mobility.
The interphalangeal muscles and the interosseous dorsal
muscles are interosseous muscles that are dispersed across
the palm [11]. Modern piano playing necessitates playing
with the upper arm’s gravity pull, with a focus on simple,
sharp movements of the small muscles of the fingers and
synchronised, relaxed motions of the upper body, shoul-
ders, and arms [12, 13]. The muscle energy of the human
body structure must be used to develop piano skills. It is
simple to make training blunders and permanently injure
human body muscles without this foundation [14]. The
following are the results of 60 cases of hand muscle injury
induced by piano practice that were collected and treated
in this research. The specific chapter structure is shown
in Figure 1.

2. Materials and Methods

2.1. General Information. A total of 60 patients with hand
muscle injury caused by piano practice from January
2019 to June 2020 were selected and considered two
research groups. The observation group included 20 males
and 10 females, aged 24-53 (39:51 ± 7:01) years old, and
the course of disease was 1-5 (3:24 ± 1:62) months. The
control group included 18 males and 12 females, aged
24-56 (39:62 ± 7:17) years old, and the course of disease
was 1.5-5 (3:14 ± 1:71) months. Details of the two groups
are shown in Table 1.

In this study, we took the wrist and fingers as the whole
research part. Because the muscle injury caused by piano
practice has certain particularity, the inclusion criteria and
exclusion criteria are formulated on the premise of diagnos-
tic criteria.

(1) Diagnostic criteria: according to the conscious
symptoms of the wrist (positive for any of the acid,
numbness, or tingling of the finger or wrist) and
check the signs of the hand (positive for swelling
or atrophy of the musculus magnus) [15], and
the diagnosis was confirmed according to the rele-
vant diagnostic criteria of practical neurological
diseases and therapeutics [16]

(2) Inclusion criteria: ① meeting the diagnostic criteria
of hand muscle injury caused by piano practice; ②
voluntary subjects signed informed consent; ③ oral
medication or external application of traditional
Chinese medicine in strict accordance with the doc-
tor’s advice;④ cooperating with the collection of test
results, compliance was good

(3) Exclusion criteria: ① those who had taken oral anal-
gesics or local physiotherapy before treatment to
affect the efficacy evaluation; ② local skin rupture;
③ suffering from cervical spondylosis or other dis-
eases that cause shoulder pain, such as intrashoulder
joint fractures, tuberculosis, bone metastases, and
other diseases that affected shoulder joint mobility;
④ acute phase with severe liver and kidney dysfunc-
tion, heart disease, endocrine disease, and other
diseases

2.2. Methods

2.2.1. Control Group. The treatment method of the control
group is to use drugs only to relieve pain; other methods of
rehabilitation with fingers and wrists are not assisted. Among
them, ibuprofen sustained-release capsules produced by Sino
US joint venture Tianjin Shike Pharmaceutical Co., Ltd. were
selected as the analgesic drugs: production batch number:
National Pharmaceutical Standard H20013062, specification
0.4 g, 1 capsule per time, taking it orally once in the morning
and evening after meals, taking it with warm water after
meals, and continuing treatment for 15 days. During this
process, record the time from taking the medicine to pain
relief, the degree of pain and the duration of pain, and the
number of intermittent pain every day (including acid swell-
ing and other finger and wrist discomfort).

2.2.2. Observation Group. In the observation group, the pain
of the participants was first evaluated. If the pain was toler-
able, they would not take drugs, and only use the finger exer-
cise method proposed in this study. If the pain is too great,
you can take ibuprofen sustained-release capsules to relieve
the pain and continue to exercise your fingers 2-3 times a
day for six months. Finger exercises include ① arm relaxa-
tion exercises, ② finger push-ups, and ③ wrist spring oper-
ation. Specific exercises related to the hands are shown in
Figure 2.

(1) Arm relaxation exercises: stand naturally with shoul-
ders relaxed and falling. Then, bend elbows slightly
and raise arms naturally to shoulder height. Hold
for 2 or 3 seconds and let the whole arm fall into free
fall. After practicing several times, alternate left and
right hands to drop and lift. Then, make further
adjustments to this exercise: slowly raising hands to
head height. Hold for 2 or 3 seconds and then lower
arms slowly and controllably. When reaching shoul-
der height, immediately relax and fall [17]. It should
be noted that the relaxation should be carried out in
an instant as much as possible and should not be
gradually adjusted to a relaxed state. Let the slight
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tension control and the complete relaxation exercise
combine to improve the ability of arm tightness
adjustment

(2) Finger push-ups: the training steps were as follows:
stand upright, facing the wall, about two-thirds of
the arm away from the wall; stand each finger sepa-
rately on the wall, the palm joints protruding, the
palms arched, the wrists slightly lower than the palm
joints [18]. Then, slowly lean forward, bending
elbows and letting weight pour into fingertips and
toes to increase their support. After the weight pres-
sure reached the appropriate level, stay for 2 or 3 sec-
onds, slowly push away until the body was upright
and return to its original state; let arms down and
relaxed a little. Repeat this exercise

(3) Wrist spring operation: sit with body upright, shoul-
ders and arms relaxed, elbows bent to about 90 degrees

to play close to the body; relax the wrist and open the
fingers naturally so that there was about an octave dis-
tance between the fingers, 2, 3, 4 fingers slightly raised
in an arched hand shape. Then, keep the wrists and
elbows of both hands at the original height, with the
palm part facing the body direction, which was the
upper part of the oblique after instant force, for a quick
spring [19]. After that, relax completely and let hands
fall naturally. This movement was just like the daily
action of knocking on the door with the finger joints.
Its force was mainly to bounce upwards. The three
joints were used as the central fulcrum of the force to
bounce, and the force was quickly concentrated and
then relaxed instantly

2.3. Selection of Indicators. After 6 months of treatment, the
pain degree, joint mobility, and daily activities of the two
groups were compared.

Conclusion

Discussion

Results

Results of pain level Results of joint range of
motion

Results of daily activity
ability

Materials and methods

General information Methods Selection of indicators Statistical methods

Figure 1: Structure of this study.

Table 1: General information.

Groups Cases
Gender

Age Course of disease (month)
Males Females

Observation group 30 20 10 39:51 ± 7:01 3:24 ± 1:62

Control group 30 18 12 39:62 ± 7:17 3:14 ± 1:71

Arm relaxation
exercises

• Lift and drop your
arms slowly and

naturally in a relaxed,
regular and repeated

manner.

Finger push-ups

• Support the wall
vertically with ten

fingers while
standing, and do

"finger push-ups".

Wrist spring
operation

• Perform rapid palm
bounce for many

times and repeatedly
in the state of vertical

sitting

Figure 2: Main contents of finger motor rehabilitation.
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(1) The degree of pain: using NRS [20] (NRS is a scoring
system for pain; the score range is 0-10 points, of
which 0-3 points belong to mild pain, 4-7 points
belong to moderate pain, and 8-10 points belong to
severe pain) to assess the patient’s shoulder pain,
the scale used 0 to 10 points to represent different
degrees of pain; 0 pointed to no pain, 10 pointed to
unbearable severe pain, and the middle part indi-
cated different degrees of pain, and it was evaluated
once before and after treatment

(2) Joint mobility: standard for measuring total active
range of motion (TAM is a scoring system for evalu-
ating the overall function of the palm advocated by
the final results Committee of the American Society
of Hand Surgery; TAM is the sum of the angles
formed by the maximum flexion of the metacarpo-
phalangeal joint, proximal and distal interphalangeal
joints in the fist grip position minus the sum of the
limited extension of these joints) [21]: excellent reha-
bilitation: TAM> 220; good recovery: TAM200~220;
poor rehabilitation effect: TAM< 180

(3) Ability to perform daily activities: both groups were
assessed with the Daily Living Activity Scale (FIM,
the main evaluation index of FIM is self-care activi-
ties, including the impact of walking and hand
movement on life) [22]; there were 7 points for each
item, a total of 42 points

2.4. Statistical Methods. Using SPSS 19.0 statistical software
for data analysis, measurement data in line with the normal
distribution were expressed as X ± S. The comparison
between groups was performed by t-test, statistical data were
compared by using the χ2 test, and P < 0:05 meant the dif-
ference was statistically significant.

3. Results

This section follows the relevant standards proposed in the
previous section, collates the two groups of data based on
the three indicators: pain level, joint range of motion, and
daily activity ability, and compares the results.

3.1. Results of Pain Level. There was no significant difference
in pain level scores between the two groups (P > 0:05) before
treatment. The limb pain score in the observation group was
lower than that of the control group after treatment. Results
of pain level are shown in Table 2.

3.2. Results of Joint Range of Motion. The effective rate of
hand tendon rehabilitation in the observation group was
93.33%. The effective rate of hand tendon rehabilitation in
the control group was 70.00%, and the comparison results
showed that there was statistical significance (P < 0:05).
Results of joint range of motion are shown in Table 3.

3.3. Results of Daily Activity Ability. There was no difference
in daily living ability scores between the two groups
(P > 0:05), after treatment and before treatment. The scores
of washing, wearing a jacket, going to the toilet, eating, bath-

ing, and wearing pants in both groups were all improved.
Results of daily activity ability are shown in Table 4.

4. Discussion

Piano playing is a highly repetitive activity. The players
sit for a long time, their upper limb muscles tense and
contract during training and performance, and their
wrists and fingers move fast, which brings great hidden
dangers to the hand muscle injury of piano players
[23]. Some scholars have done experiments to set the
metronome at a quarter-note equal to 120 tempo, and
the number of repetitions for playing a sixteenth-note
one hour continuously is 28,800 times. It is only an hour,
and with a little more effort, eight hours a day for more
than twenty years, it can imagine how many times our
fingers would repeat the work [24, 25]. Piano playing is
another highly technical activity. It must be improved
after thousands of times of practice. “Repetition” is
unavoidable for every piano learner [26]. Highly repetitive
performance is a prerequisite for the formation of perfor-
mance sports injury. Piano skills training must be based
on the body structure and muscle energy. Different
trainees have their own characteristics in the hand muscle
energy structure. They cannot be the same. Training
should maximize strengths and avoid weaknesses. At the
same time, when practicing the piano, the trainer should
consider his own physical condition and avoid excessive
exercise for a long time [27]. Modern piano playing
requires the player to use hand muscles to coordinate
the relaxed upper body and shoulder and arm muscles.
How to find a way to relax the muscles while practicing
and playing is a challenge that every piano practitioner
needs to face [28]. In order to achieve natural, relaxed,
and touching performance, players need to adopt macro
comprehensive adjustment and micro detail control [29].
Macro comprehensive regulation requires piano players
to pay attention to the prevention of hand muscle injury
and pay attention to scientific rehabilitation methods after
hand muscle injury. We should not blindly rely on drugs
for pain relief. Drug pain relief has the characteristics of
short term and temporary, so we cannot achieve the basic
rehabilitation goals, nor can we keep a fluke mentality
[30]. In the absence of external intervention, it is difficult
to self-heal the hand muscle injury caused by piano train-
ing [31]. If it is not handled properly, it will not only
affect the pianist’s performance level but also have a great
chance to leave sequelae such as finger joint deformation,
tenosynovitis, and cervical spondylosis [32, 33]. Micro
comprehensive adjustment requires piano players to for-
mulate scientific and reasonable practice time and
methods when preventing hand muscle injury. After hand
muscle injury, go to the hospital for examination in time.
With the help of doctors, formulate scientific health care
plans and methods and reserve sufficient hand rest time.
Pay attention to relaxing muscles while playing and train-
ing, and do scientific hand exercises between playing and
training [34].
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There was no significant difference in pain level scores
between the two groups (P > 0:05) before treatment, and
the limb pain score in the observation group was lower than
that of the control group after treatment. The effective rate
of hand tendon rehabilitation in the observation group was
93.33%. The effective rate of hand tendon rehabilitation in
the control group was 70.00%; the comparison results
showed that there was statistical significance (P < 0:05).
Before treatment, there was no significant difference in daily
living ability scores between the two groups (P > 0:05). After
treatment, the scores of washing, wearing a jacket, going to
the toilet, eating, bathing, and wearing pants in both groups
were all improved. However, the observation group’s limb
pain score was lower than the control group’s, and the obser-
vation group’s wrist hand function score was higher than the
control group’s.

5. Conclusion

Through the above research, we draw the following three
conclusions:

(1) Hand muscle injury is a common sports injury for
piano players, which has the characteristics of high
incidence and inevitability. The rehabilitation period
of injury is long, which has a great impact on the life
of piano practitioners

(2) ① Arm relaxation exercises, ② finger push-ups, and
③ wrist spring operation: three kinds of body move-
ments are of great help to the rehabilitation of piano
players’ muscle injuries

(3) Daily finger exercises are simple and not limited by
time and place. Piano practitioners can use the spare
time of daily training and performance to exercise
for a long time, so as to prevent or recover finger
muscle damage caused by piano practice
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The data used to support the findings of this study are
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Table 2: Results of pain level.

Groups Cases
Limb pain VAS Wrist hand function VAS

Before After Before After

Observation group 30 4:15 ± 1:28 2:01 ± 1:09 51:02 ± 17:61 73:06 ± 15:74

Control group 30 4:20 ± 1:34 3:52 ± 1:31 50:36 ± 16:22 70:05 ± 14:91

Table 3: Results of joint range of motion.

Groups Cases Excellent TAM Good TAM Poor TAM Rate

Observation group 30 16 12 2 93.33

Control group 30 9 12 9 70.00

Table 4: Results of daily activity ability.

Groups Time Washing Wearing a jacket Going to the toilet Eating Bathing Wearing pants Total

Observation group
Before 3:18 ± 1:07 3:27 ± 1:09 3:17 ± 1:02 3:06 ± 1:04 3:09 ± 1:35 3:09 ± 1:48 19:08 ± 3:57

After 6:38 ± 0:36 6:07 ± 0:65 6:23 ± 0:52 6:32 ± 0:63 6:78 ± 0:114 6:38 ± 0:23 35:23 ± 7:01

Control group
Before 3:01 ± 1:11 3:15 ± 1:21 3:23 ± 1:52 3:22 ± 1:01 3:26 ± 1:61 3:04 ± 1:71 18:23 ± 4:62

After 5:64 ± 0:52 5:34 ± 0:33 5:60 ± 1:20 5:41 ± 1:256 5:33 ± 1:01 4:76 ± 1:01 30:45 ± 8:03
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In recent years, China’s higher education has developed rapidly, and the overall English proficiency of college students has
improved significantly. In order to improve the English proficiency of students in higher education, English newspaper reading
courses are offered, many of which are elective courses. Reading English newspapers in English can help college students
improve their overall English proficiency and benefit them in their future lives. Reading English newspapers can improve
students’ English in many ways as part of college English teaching activities. For example, it helps students to accumulate
common and authentic words and phrases, improve their English reading efficiency and level, and gain a broader perspective.
This paper examines the role of English newspaper reading in college English teaching, proposes an effective analysis method
of teaching English newspaper reading based on deep learning from the perspective of online and offline hybrid teaching, and
tests the effectiveness of the model. Finally, the specific characteristics of English newspapers are combined to propose
suggestions for improving the effectiveness of English teaching activities for college students.

1. Introduction

English reading teaching was first born in the United States
in 1955. It mainly applies newspapers and other publications
to school teaching. Its purpose is to improve students’ read-
ing ability and writing abilities [1]. At the same time, it can
also help students understand and master relevant current
affairs news and broaden their horizons. In China, English
newspaper reading is mainly to enable English majors to
improve their comprehensive ability, including improving
the speed and level of reading English newspapers. At the
same time, we should be familiar with and understand the
writing characteristics of news articles in English-speaking
countries such as the UK and the United States and be able
to analyze and learn the ideas expressed in English newspa-
pers and articles and some writing skills, so as to effectively
improve the reading comprehension level of English majors
[2]. In recent years, my country’s higher education has
developed rapidly, and the overall English level of college

students has been greatly improved. Schools in some big cit-
ies have higher and higher requirements for students’
English ability and have set up English newspaper reading
courses for this purpose, many of which take it as an elective
course. English newspaper reading can lay an important
foundation for improving the comprehensive English quality
of college students, so that students can benefit a lot in their
future life [3].

In college English teaching, the content of English read-
ing not only embodies important humanistic value but also
has far-reaching social significance. In order to improve
the comprehensive English quality of college students, we
must not only emphasize the utilitarian idea of English as
a tool but also pay attention to the humanistic value behind
English, so that college students can deeply realize that
English learning can play a great role. It has a profound
impact on the cultivation of its own humanistic quality [4].
Therefore, the goal of college English teaching at this stage
should not be simply to take some exams but to fully
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stimulate the interest and enthusiasm of learning English as
a subject by reading English newspapers, so as to cultivate
students’ ability of independent learning and independent
thinking [5]. At the same time, reading English newspapers
and periodicals can also broaden students’ horizons and bet-
ter develop students’ thinking ability and innovation abili-
ties. After comparing English newspapers and periodicals
with college school English textbooks, it can be found that
English newspapers and periodicals have the advantages of
internationalization, effectiveness, and practicability. More-
over, English newspapers and periodicals cover a wide range
of contents, which can enable students to obtain relevant
knowledge and information in various fields in the process
of reading, help students understand the cultural back-
ground of different countries and regions, and enable
students to more objectively understand the traditional cul-
ture and modern civilization of other countries and peoples
[6]. On the other hand, to a certain extent, it can also deepen
students’ recognition of their own culture, which is condu-
cive to the formation of students’ correct outlook on life,
and values, and lay a solid foundation for their future study,
work, and life [7]. The significance and function of English
newspaper reading are shown in Figure 1.

College English courses must include compulsory and
elective courses. Students must take mandatory courses in
order to learn fundamental English language information
and develop basic English language aptitude. Simulta-
neously, in compulsory courses, we should promote active
study habits and scientific and effective learning methods,
and students should strengthen their cross-cultural commu-
nication skills [8]. Elective courses are to respect and meet
the personalized characteristics of students because different
students have differences in enrollment, employment, and
personal interests. The content of elective courses is gener-
ally to further improve students’ knowledge and skills in a
small field, including English newspaper reading, English
speech and debate, and primary English translation. Accord-
ing to relevant survey results, among college English elective
courses, the most popular elective course for college students
is English newspaper reading [9]. In college English teaching
activities, the role of reading newspapers is very obvious.
However, in the current college English teaching activities,
teachers often overemphasize vocabulary, phrases, grammar,
and other knowledge content in textbooks, while ignoring or
not understanding the role of English newspaper reading in
promoting students’ English proficiency [10].

The following is a summary of the research: Section 2
contains the related work. Section 3 discusses the design of
application model of the proposed work. In Section 4 contains
the experiment and analysis of the proposed concepts. Finally,
the conclusion brings the paper to a finish in Section 5.

2. Related Work

2.1. Research Status of Online and Offline Hybrid Teaching.
The online and offline mixed teaching paradigm is based
on constructivist learning theory and the application of
modern information technology to achieve the development,
integration, and exploitation of a variety of teaching

resources [11]. It is a revolutionary teaching approach that
improves teaching efficiency and effectiveness by deeply
integrating traditional offline classroom teaching content
with online teaching, then maximizing the benefits of both
online and traditional classroom teaching and fostering their
complementarity [12]. During the practice of online and off-
line hybrid teaching mode, it embodies many functions,
such as live recording and broadcasting, teaching interac-
tion, teaching management, online teaching, and a course
on-demand. It can effectively build a teaching platform and
then organize online teaching to meet the learning needs
of contemporary college students. Whether online or offline
teaching, students are the main body of teaching and need to
carry out various teaching activities centered on students.
Therefore, students are participants in the mixed teaching
mode [13]. The organization and development of teaching
work should pay attention to providing students with learn-
ing support and guiding students to actively participate in
the mixed teaching mode. Fully mobilize students’ learning
enthusiasm and initiative and promote teaching reform.
The online and offline hybrid teaching mode not only organ-
ically combines the two classrooms and highlights the dom-
inant position of students in learning but also reflects the
leading role of teachers. It is a new direction of teaching
reform and development in colleges and universities [14].

The characteristics of online and offline hybrid teaching
are then discussed. To begin, online and offline hybrid
teaching is defined as the synchronization of online and off-
line teaching formats in order to achieve an organic combi-
nation. Second, it must be clear that online teaching is not an
auxiliary method of hybrid teaching, but the basis for the
organization and implementation of teaching activities.
Third, in the process of the reform of online and offline
mixed teaching modes, a unified mode has not been formed
[15]. However, the goal can be determined, which is to effec-
tively improve the teaching effect and students’ learning
effect, and cultivate students’ autonomous learning ability
and good learning habits. In the process of curriculum
integration teaching, we must clarify the nature of the
curriculum. At present, not all the courses in colleges and
universities are suitable for online and offline hybrid teach-
ing. We should combine different courses and select the
matching online teaching platform and teaching means
[16]. Fourth, compared with traditional offline classroom
teaching, the time and space of online and offline hybrid
teaching modes are not limited, and teaching can be orga-
nized and carried out at any time or place. Therefore, the
reform of online and offline mixed teaching mode is an inev-
itable method to break through the traditional teaching and
also realizes the reconstruction of the traditional classroom.
The concept of online and offline hybrid teaching is shown
in Figure 2.

In fact, the online and offline mixed teaching mode
reflects the most obvious characteristics, that is, it has chan-
ged the traditional teaching structure, and there are differ-
ences in the teaching structure between the online and
offline mixed teaching mode and the traditional teaching
[17]. Under the traditional classroom teaching mode,
teachers usually assign preview tasks, and students generally
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understand knowledge before teaching. This preview usually
lacks guidance, and even many students’ preview knowledge
content has nothing to do with classroom teaching. The
online and offline hybrid teaching structure makes the lim-
ited classroom time more valuable. After students fully pre-
view online, teachers do not need to waste a lot of time
explaining the theoretical basis [18]. We can carry out in-
depth discussions on the key and difficult knowledge, form
a good classroom learning atmosphere, make full use of
the limited teaching time, and promote the internalization
and absorption of students’ knowledge.

2.2. Research Status of English Reading Teaching. On the
whole, domestic scholars have conducted in-depth research
on English reading teaching based on the cultivation of core
literacy. Although the literature has different expressions on
the connotation of core literacy, most agree that focusing on
core literacy is to emphasize that education should focus on

people all-around and sustainable development and give full
play to the “educating” function of education. Many scholars
agree that reading teaching plays an irreplaceable role in cul-
tivating the four-dimensional core literacy of English sub-
jects, but there are many problems in cultivating students’
core literacy in college English reading teaching [19].
Domestic research did not begin till recently. The majority
of the research focuses on the connotation, relevance, key
characteristics, and realization requirements of core literacy
[20], with a particular emphasis on the advanced experience
at home and abroad in recent years. The research on the
interactive relationship between core literacy and education
and teaching is not deep enough, the attention to the hetero-
geneity of the interaction between core literacy and different
disciplines is not high, there is a lack of systematic research
on how to achieve the educational goal of core literacy
training in curriculum teaching reform, and the research
on integrating core literacy into English classroom teaching,

Cultivation of humanistic quality

Interest and enthusiasm are fully stimulated

�e formation of correct outlook on life and values

Improve the efficiency and quality of teaching

Pay attention to the writing characteristics of news headlines

Pay attention to the writing characteristics of the text

Cultivate students' critical thinking ability

English newspaper
reading

Practical significance
and function

Suggestion

Figure 1: The significance and function of English newspaper reading.

Online and offline
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Pre–phase–analyses
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Customized teaching strategies
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Online learning

Teaching resource evaluation
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Analysis of teaching objects

Analysis of teaching objectives

Teaching content analysis
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Figure 2: The concept of online and offline hybrid teaching.
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especially English Reading Teaching in college, is particu-
larly rare. The five characteristics of English reading teaching
are shown in Figure 3.

Most of the existing studies focus on the curriculum
teaching practice itself from the perspective of teachers and
rarely conduct in-depth research on learning subjects, teach-
ing media, and external factors, especially the lack of rele-
vant research on how students acquire core literacy [21].
Most of the existing studies are aimed at the teaching of
reading in schools. There are few studies on how to guide
students to read independently and cultivate students’ core
literacy after class [22]. As for how to cultivate the four-
dimensional core literacy of English subjects in college
English reading teaching, the existing research mainly
focuses on cultivating students’ thinking quality, and there
are relatively few studies on the other three core literacy.
Even in studies that focus on improving students’ thinking
skills, they tend to focus on abstract levels such as feasibility
analysis, direction counseling, and strategy advice [23].
Whether they have guiding value is unknown. Therefore,
looking for more practical strategies is worth further discus-
sion. The existing research focuses on the theoretical analysis
of reasons, current situation, and strategies and focuses on
the experience sharing of fragmentation [24]. Although
there are a small number of case studies, it has not formed
a systematic and practical teaching model. Therefore, it is
an important direction of future research to find an English
reading classroom teaching model with universal guiding
significance and based on the cultivation of students’ core
literacy [25]. The research on the effect of English reading
teaching on the cultivation of students’ core literacy is still
in its infancy. Therefore, it is also an important topic of cur-
rent research to construct a college English teaching evalua-
tion system that not only conforms to the characteristics of
China’s education and education reform but also reflects
the quality of students’ core literacy training [26].

2.3. Research Status of Deep Learning. Deep learning belongs
to machine learning and is a very important branch in the
field of machine learning. Understanding the principle of
machine learning will help us better understand deep learn-
ing. Machine learning is a branch of artificial intelligence.
When people talk about artificial intelligence, they often
cannot get around machine learning [27]. Obviously,
machine learning studies how to make machines learn
something independently like people. In short, it is to let
the machine find some laws from a large number of sample
data through algorithms and then identify new samples or
make certain predictions for the future.

The goal of training the computer in supervised learning
is for it to construct a one-to-one model from input to out-
put. During training, each machine output will be compared
to the right output that has been created ahead of time and
changed accordingly [28]. For example, if we want the com-
puter to recognise the photographs of various fruits, we must
train it using a huge number of human annotated fruit
images. Unsupervised learning has no guide, so there is only
the process of inputting data, not the process of outputting
comparison. The goal of the training machine is to analyze

the input data to obtain some knowledge of the data, which
is typically represented by clustering. Reinforcement learn-
ing is a special kind of machine learning algorithm. In some
applications, the machine needs to output a sequence of
actions rather than a single result. An action excluded from
the sequence is meaningless [29]. Only the sequence com-
posed of these actions can achieve the given goal; that is,
strategy is more important. Therefore, there is no best action
during the execution of the machine. If the action can finally
achieve the goal, that is, it is an integral part of a strategy;
then, the action is good. In this case, the machine should
be able to evaluate the quality of the strategy and get tips
from the good action sequence learned before, so as to select
the strategy with a higher success rate [30]. At present, there
are many network frameworks based on the deep learning
algorithms, but they are mostly based on the following four
basic network frameworks.

In general, the emergence of deep learning has raised the
status of machine learning to a new level, attracted extensive
attention from people from all walks of life, and also led to
the technological revolution in other fields. The rapid develop-
ment of deep learning benefits not only from the rapid
improvement of computer computing power but also from
the contribution of past theories and algorithms. Although
there are some limitations, such as the need for a large number
of data training, good underlying hardware support, and long
training time, its ability to deal with nonlinear problems and
strong self-learning ability is unmatched by other algorithms.

3. Design of Application Model

3.1. Classical Feature Extraction Network. The region pro-
posal network (RPN) region generation network utilised in
the fast recurrent-convolutional neural network (R-CNN)
develops the target proposal box for the location confidence
problem and then approaches the target box using the bound-
ary box regression method. The RPN network is used to judge
whether the region corresponding to each point contains the
required target. If so, the anchor box is used as an alternative
box in the box regression and class regression layer for further
correction and judgment. The method is to use a sliding win-
dow to select the region through the features tomake the effec-
tive acceptance domain of the target larger and then further
extract the features to perform the parallel operation of box
and class in the full connection layer. Solve the problem of dif-
ferent scales under the same characteristics, and divide the
width and height of the anchor frame by the coordinate differ-
ence to obtain a consistent prediction. The mathematical
expression of the loss function is as follows:

Loss = 〠
N

i

ti∗ −WT
∗ΦS AiÀ Á�� ��: ð1Þ

In order to minimize the loss, there is a need to be calcu-
lated with the following formula:

W∗ = argmin
W∗

〠
N

i

ti∗ −WT
∗ΦS AiÀ Á�� �� + λW∗: ð2Þ
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W∗ can be obtained by applying gradient descent method
or least square method. In order to prevent the over fitting
phenomenon in the training process, the penalty factor is
added to make the model tend to be stable. The difference
between the anchor box and the confidence box is small, and
the following expression is satisfied.

tw = log Bgt
w

Aw
= log Bgt

w + Aw − Aw

Aw
= log 1 + Bgt

w − Aw

Aw

 !
:

ð3Þ

When the threshold is introduced, because the overlap rate
between the anchor frame and the confidence frame is high, it

can be regarded as an approximate linear transformation.
Therefore, the desired region proposal frame can be obtained
through the training of the model. While considering the use
of IoU value to evaluate the distance between the prediction
box and truth box, it is necessary to consider the problem that
the gradient is zero and cannot be trained in the process of back-
propagation when the IoU value is zero because the two boxes
do not intersect. IoU can be expressed by the following formula:

IoU = Bp ∩ Bgt
�� ��
Bp ∪ Bgt
�� �� : ð4Þ

While considering the use of IoU value to evaluate the dis-
tance between the prediction box and truth box, it is necessary

Research on the connotation and characteristics of
core literacy

A study on the relationship between core competence
and english teaching

Research on the current situation of english
reading teaching in middle school based on the
cultivation of core literacy

Research on the teaching strategy of english reading
in middle school based on the cultivation of core
literacy

Research on the development and design of middle
school English reading curriculum based on the
cultivation of core literacy

Research on
english reading

teaching

Figure 3: The five characteristics of English reading teaching.
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Figure 4: The schematic diagram of the classical feature extraction network.
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to consider the problem that the gradient is zero and cannot be
trained in the process of backpropagation when the IoU value is
zero because the two boxes do not intersect. IoU can be
expressed by the following formula. The schematic diagram of
the classical feature extraction network is shown in Figure 4.

Specifically, the candidate target frame with the largest
score is removed from the candidate queue and added to
the second detection result queue, and then the other predic-
tion frames in the candidate queue are compared with it.
The frame with IOU greater than the threshold will be
removed from the candidate queue; that is, the prediction
frames with lower scores will be suppressed. Rep this process
until the candidate box queue is empty and all candidate
boxes in this cycle have been completed. The scores of pre-
diction frames under different scales will be obtained in the
next cycle due to the change in the anchor frame scale.

3.2. Improved Depth Neural Network. For real-time V detec-
tion, this chapter provides a closed center distance intersec-
tion and union ratio approach. The algorithm combines the
standardized distance between the minimum closed box
formed by the union of the prediction box and the target
box and the center point of the target box and then inte-
grates it into the boundary box regression calculation. The
network structure diagram is shown in Figure 5.

The receptive field of deep convolution is large, so it con-
tains more high-level semantic information. It is mainly used
to detect large targets at this stage; that is, when the proportion
of USV in the image is large, this stage will be dominant. Since
each scale will be predicted according to the three preset
anchor boxes, the corresponding center point positioning con-
fidence loss can be expressed by the following formula:

Losscoord = λcoord 〠
S2

i=0
〠
B

j=0
L

obj
ij xi − x̂ið Þ2 + yi − ŷið Þ2Â Ã

: ð5Þ

The prediction of the confidence of the prediction frame is
constrained by the following formula:

Lossconf = 〠
S2

i=0
〠
B

j=0
L

obj
ij Ci − Ĉi

À Á2 + λnoobj 〠
S2

i=0
〠
B

j=0
L

noobj
ij Ci − Ĉi

À Á2
:

ð6Þ

That is, the networkmodel is trained end-to-end including
the confidence error of the object, the classification error of the
prediction target category, and the positioning error of the
prediction frame. In the process of backpropagation, the gra-
dient will not decline or fail to reach the local optimal solution.
The most direct result is that the expected training model is
not obtained. Therefore, in order to make full use of the influ-
ence of loss function, some improvements are made according
to the characteristics of the spatial target and prediction frame.
The calculation formula of the intersection area is as follows:

J = min x2, x
gt
2

� �
−max x1, x

gt
1

� �� �
× min y2, y

gt
2

� �
−max y1, y

gt
1

� �� �
:

ð7Þ

Table 1: The survey of students’ reading interest.

Really like Like Neutral Dislike

Before experiment 16.70% 26.70% 33.30% 23.30%

After experiment 30% 46.70% 13.30% 10%

80.00%

60.00%

40.00%

20.00%

0.00%
Really like Like Neutral Dislike

Before experiment
A�er experiment

Figure 6: The survey of students’ reading interest.

Binarization Attenuation Gather

Loss

Figure 5: The network structure diagram.
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The L1 loss can solve the gradient explosion problem
caused by abnormally large loss value caused by outliers in
the boundary box regression problem. That is, the introduc-
tion of L1 loss suppresses the influence of outliers and outliers.
L1 loss is expressed as follows:

SmoothL1 xð Þ =
0:5x2,  if xj j < 1,
xj j − 0:5, otherwise:

(
ð8Þ

For the loss, the binary cross-entropy is introduced to
update the predicted mask.

Lmask = BCE M,Mgt

À Á
= − Mgt · log Mð Þ + 1 −Mgt

À Á
· log 1 −Mð ÞÀ Á

:

ð9Þ

In this way, by setting the proportion of each loss in the
total loss, we can determine the branch of network key training.

4. Experiments and Results

The author conducted a questionnaire survey, interview, and
reading test to collect data and understand the students’
reading levels and reading attitudes before the experiment.
After adhering to the English newspaper teaching, in order
to verify the auxiliary of English newspaper reading teaching
to the development of students’ reading ability, the authors
conducted a series of investigations in the post-test stage.
The questionnaire of the posttest survey is still conducted
in an anonymous way, and the questionnaires are valid.
The purpose of the questionnaire survey in the posttest is
to investigate students’ attitudes and feelings towards the
implementation of newspaper reading. The authors compare
and analyze the survey results of the same questions in the
pretest questionnaire and the posttest questionnaire. The

survey of students’ reading interests is shown in Table 1
and Figure 6.

The number of students interested in English reading has
increased dramatically, with 30 percent and 46.70 percent of
students indicating interest in English reading, respectively, a
33.30 percent increase over the total before the trial. The survey
results show that during the experiment of English newspaper
reading assisted reading teaching, most students’ reading atti-
tudes and emotions have changed positively, which proves that
English newspaper reading can help students improve their
reading interest. The self-assessment questionnaire for stu-
dents’ reading levels is shown in Table 2 and Figure 7.

It can be seen that before the experiment, only 33.30% of
the students thought their reading level was high, but after
the experiment, the number of students who thought their
reading level was highly doubled, and the number of students
who thought their reading level was high also increased by
10%, but there were still more students who thought their
reading level was average, 36.70%. The survey results show
that English newspaper reading, as an auxiliary reading, can
make a considerable number of students increase their self-
confidence, but the improvement of their level and the estab-
lishment of personal self-confidence are still subject to individ-
ual differences because it is a long and difficult process to
greatly improve the self-awareness and reading level of all stu-
dents. In other words, most students like the mixed learning
effect evaluation index system, because the evaluation index
system meets the needs of learners for the evaluation effect
of English reading learning. The survey of students’ weekly
reading time is shown in Table 3 and Figure 8.

It can be seen that the students’ reading time per week
before the experiment is limited, andmore than half of the stu-
dents cannot guarantee even one hour per week. In the process
of the experiment, the authors formulated a more detailed
reading plan for students, which ensured the increase of

Low

Netural

High

Very High

0% 10% 20% 30% 40% 50%

A�er experiment
Before experiment

Figure 7: The self-assessment questionnaire for students’ reading level.

Table 2: The self-assessment questionnaire for students’ reading level.

Very high High Neutral Low

Before experiment 10% 23.30% 43.30% 23.30%

After experiment 20% 33.30% 36.70% 10%
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students’ reading time as a whole, and gradually made it
become students’ reading habits. The survey results show that
almost all students can have at least one hour of reading time
per week.Maintaining such a stable reading time is very impor-
tant for students to improve their reading ability, which also
shows that the experiment helps students develop good reading
habits. Through the comparison of the results of the two ques-
tionnaires before and after, the authors find that English news-
paper reading has a significant positive impact on students’
English learning habits, reading ability, and reading interest,
so that students have a more positive learning emotional atti-
tude and obtain more and more comprehensive schema accu-
mulation, which fully reflects the views of theory and schema
theory, and the teaching effect is worthy of affirmation.

5. Conclusion

This study proves that English newspaper reading plays an
auxiliary role in English reading teaching and has a positive
impact on the improvement of students’ reading ability
through theoretical research, actual newspaper reading
teaching, and experimental analysis of the development of
students’ reading ability. Newspaper reading improves stu-
dents’ interest in learning English, which is reflected not
only in reading newspapers but also in other English teach-
ing time. The authors also feel that they are more confident
in their English level, show a greater desire to improve their
English learning performance, and have a great sense of
achievement in the expansion of their vocabulary. To
increase the amount of reading is to enrich various schemata
in students’ minds. Anyone with English teaching experi-
ence or English learning experience knows that reading is
the cornerstone of cultivating writing ability. This paper
analyzes and studies the role of English newspaper reading
in college English teaching, puts forward an effective analysis
method of English newspaper reading teaching based on
deep learning from the perspective of online and offline

hybrid teaching, and verifies the effectiveness of the model
through experiments.

In the process of English learning, there is no doubt
about the importance of reading learning. As a result, our
teachers should reflect on and investigate ways to improve
their English reading teaching performance. Although this
study demonstrates that English newspaper reading is bene-
ficial to English reading instruction, it is apparent that the
research has certain shortcomings. The authors hope that
in the future teaching, we can also carry out empirical
research on the auxiliary effect of English newspaper reading
on English writing teaching, have the opportunity to
exchange experience, and share achievements related to
English newspaper reading teaching with teachers in other
schools and further apply the research conclusions to prac-
tice for the benefit of students.
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Table 3: The survey of students’ weekly reading time.

More than 2 hours More than 1 hour Within 1 hour No reading

Before experiment 10% 23.30% 43.30% 23.30%

After experiment 20% 33.30% 36.70% 10%
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With the accelerated aging of the population, orthopedic injuries have become more collective. Among them, the incidence of
ankle fractures remains high. Surgery is an effective way to treat ankle fractures by utilizing special surgical site, complex
anatomical structure, and specific surgical methods. With surgical approach, it is easy for basis postoperative blood loss, pain,
swelling, and other problems. After surgery, most patients suffer from symptoms of fear, increased pain sensitivity, and
excessive irrational concerns about physical movement or activity. Compression cold therapy combines cold therapy with air
pressure therapy to ease local exudation, constrict blood vessels, improve circulation, relieve pain, and control inflammation
through the effects of low temperature and pressure. Application during the rehabilitation period can prevent joint swelling,
reduce muscle soreness, and promote the functional recovery of limbs, which provides an effective guarantee for postoperative
rehabilitation of patients with orthopedic dyskinesia. Based on this, it is very important to evaluate the application and effect of
self-made compression cold therapy in postoperative rehabilitation of patients with orthopedic dyskinesia. This work proposes
a one-dimensional deep convolutional neural network-based method; DenseNet for analyzing the rehabilitation effect of
patients with orthopedic dyskinesia after ankle fracture surgery. The approach is to evaluate the rehabilitation effect of self-
made compression cold therapy from the perspectives of feature reuse, attention mechanism, and feature decoupling.
Experiments on the dataset show that the proposed neural network has better efficacy evaluation performance. The proposed
systematic assessment based on the emerging deep learning network has great significance in healthcare domain, particularly in
assessing applicability, side effects, and noninvasiveness of treatment methods.

1. Introduction

The ankle joint, also known as the talus calf joint, is one of
the most important joints in the human body that plays an
irreplaceable role in daily life and sports. The ankle joint
connects the lower end of tibia and the lower end of the fib-
ula. The talus constitutes the bony structure of the ankle
joint. The lower end of the tibia and fibula shapes the artic-
ular surface of the talus. The medial malleolus articular sur-
face, the lateral malleolus articular surface, the articular
surface of the lower end of the tibia, and the posterior mal-
leolus constitute the ankle point, which accommodates the
talus joint head. The wider anterior part of the joint head
enters the socket when the foot is dorsiflexed, and the joint

is stabilized. However, in plantar flexion, the narrower pos-
terior part enters the socket, and the ankle joint loosens at
this time and is prone to sprain. As overt from the anatom-
ical structure of the ankle joint, the lateral malleolus is lower
than the medial malleolus on the coronal plane, and the lat-
eral malleolus is more posterior than the medial malleolus
on the sagittal plane. This limits retroversion of the talus,
so ankle injuries are most collective in the varus [1]. The
stress area of the ankle joint is smaller than that of the knee
and hip joint and is the weight-bearing joint closest to the
ground [2–6].

Enhanced recovery after surgery (ERAS), which has been
advocated in recent years, refers to the implementation of
various proven and effective methods through the
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perioperative period. It further reduces the traumatic stress
of surgical patients, reduces the incidence of various compli-
cations, and achieves the purpose of reducing the mortality
rate and shortening the length of hospital stay. This speeds
up the patient’s recovery, where effective analgesia and early
postoperative mobilization are important elements of accel-
erated recovery. In the early stage of fracture injury, the body
releases inflammatory response factors, proteases, and other
substances, which increase the permeability of local blood
vessels. This causes varying degrees of swelling and pain in
the joints, and in severe cases, skin tension blisters, which
affect the course of surgical treatment and increase the risk
of infection. Postoperative swelling and pain are mostly
related to surgical incision and intraoperative tissue damage.
In severe cases, it will affect the functional exercise and reha-
bilitation process of the patient’s joints. This prolongs the
patient’s bed rest time and increases the risk of lower
extremity venous thrombosis and other complications. The
ankle joint is an important joint for people’s daily activities
and walking. After the injury, normal life and work of the
patients will be affected. If the treatment and rehabilitation
are not warranted timely, it may also lead to long-term phys-
ical and psychological problems [7–11].

Cold therapy induces effects at the application site and
spinal cord level through neural and vascular mechanisms,
reducing the activation threshold of tissue nociceptors and
the velocity of pain nerve signaling. Current research illus-
trations show that cold therapy reduces tissue blood flow,
lowers the temperature of the superficial skin and subcuta-
neous tissue, slows cell metabolism, and inhibits cell activity
[12]. A bone scan study found that 20 minutes of ice on one
knee reduced arterial blood flow by 38% and soft tissue
blood flow by 26% [13]. Bone resorption, which reflects
changes in bone blood flow and metabolism, was reduced
by 19%. The traditional ice treatment effect is not ideal,
and there are disadvantages such as difficult temperature
control, poor patient experience, and easy occurrence of
frostbite. At room temperature, condensation droplets that
form on the surface of the ice pack may contaminate the
cut. The self-made pressure cold therapy device combines
cold therapy with pressure therapy and has the advantages
of soft material, large coverage area, stable temperature,
and pressure, etc. At present, it has been widely used in the
rehabilitation of soft tissue injury, joint replacement periop-
erative period, and fracture patients and has achieved good
clinical results [14–17]. The recent approaches proposed in
[18–20] may be helpful in predicting and evaluating the
therapeutic effect and ensuring accurate decision making
[21] in the realm of orthopedics.

Usually, surgery is advised to the patients suffering from
kinesiophobia. Therefore, it becomes pertinent to evaluate
the therapeutic effect of the self-compressed cold therapy
device on patients after orthopedic surgery, which will help
to formulate more appropriate rehabilitation measures.
The neural network is the evolving machine learning
method that can be rightly used in the systematic evaluation.
This work utilizes neural networks in the medical domain
and proposes a method for evaluating the therapeutic effect
of self-made compression cold therapy on patients with dys-

kinesia. By comparing outcomes of the approach with the
contemporary methods, it is revealed that the proposed
1D-DenseNet is more robust and accurate. Unlike other
convolution neural networks, the approach of separable con-
volution is applied to the dense module. Moreover, to reduce
feature map, an average pooling layer is used in the transi-
tion module. A comparatively promising information flow
is obtained by escaping residual connections and utilizing
fewer parameters. With 96.7% precision and 93.9% recall,
an improved 3.2% precision was achieved. The approach
recommended has great significance in physical and occupa-
tional therapy particularly in assessing applicability of treat-
ment methods followed for cerebral palsy and joint
contractures disorders.

The paper arrangements are as follows: Section 2 dis-
cusses the related work. Section 3 evaluates the various
methods. Section 4 analyzes the experiment and discussion.
Section 5 concludes the article.

2. Related Work

Leyes et al. [22] mentioned that the incidence of complica-
tions after ankle fracture is 5% to 40%, which may occur
during conservative treatment and surgical treatment. It is
stated in [23] that pain and swelling often occur in the early
stage of injury, which causes inconvenience to patients’ daily
life and exercise, and also increases the medical burden on
society. Vuurberg et al. [24] mentioned that the ankle joint
is mostly wrapped by blood vessels and tendons. Affected
by gravity and the immobilization of the affected limb, the
venous and lymphatic drainage of the lower extremity is
not smooth, and the blood supply is poor. These factors lead
to severe soft tissue swelling after ankle fractures. Kadakia
et al. [25] revealed that affected by the swelling and pain of
the affected area, patients are prone to negative emotions
such as tension and anxiety. Results of the study [26] proved
about 18% of ankle sprains and up to 23% of ankle fractures
will have distal syndesmotic injuries. If the fracture ends are
not properly reduced or the joint injury is not clearly diag-
nosed, serious joint complications can develop over time
with a high degree of ankle instability. Benedick et al. [27]
mentioned that ankle fracture is an important risk factor
for traumatic arthritis. Tension blisters are a common com-
plication of orthopedic surgeons in the treatment of high-
energy and low-energy breakages. Due to the lack of soft tis-
sue coverage of the ankle joint and the bony prominence at
the joint, tension blisters are prone to form around the frac-
ture end. Commonly seen in the hours following acute
injury, blisters are classified into two types: hyperemic and
serous, depending on whether the epidermis is completely
separated from the dermis [28].

Collins [29] believes that ice packs can constrict local
blood vessels, slow down blood circulation, reduce the exu-
dation and swelling of microcirculation and surrounding tis-
sues, and thus achieve the purpose of reducing tissue
metabolic rate. The low-temperature environment can also
inhibit the inflammatory response and reduce the release
of substances such as histamine. The use of cold therapy in
the acute phase of fracture can maintain local low
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temperature, reduce muscle tension, and slow down the con-
duction velocity of pain nerves, thereby exerting an effective
analgesic effect. Lin et al. [30] applied cryotherapy in
patients after calcaneal fracture surgery, which can effec-
tively reduce the VAS score, and the infection rate is also
greatly reduced. Park et al. [31] believe that in the treatment
of limb swelling and pain before ankle fracture surgery,
either evaporative coolant with ethanol as the main compo-
nent or traditional ice packs can achieve good results. Winge
et al. [32] are of the view that compression therapy can
improve circulation, reduce limb swelling, and prevent it
by compressing the circulation of limbs and tissues, promot-
ing the return of blood and lymph, and accelerating the
absorption of metabolites, inflammatory factors, and pain-
causing factors in the blood. Clarkson et al. [33] mentioned
that the use of arteriovenous pneumatic pump therapy after
ankle fracture surgery can reduce the swelling of the affected
area. Compression cold therapy devices combine cold ther-
apy with air pressure therapy. It is treated according to the
set time and temperature. In the acute stage of fracture, the
effect of low temperature and pressure can reduce local exu-
dation, constrict blood vessels, improve circulation, and
achieve the purpose of relieving pain and controlling inflam-
mation. Application during rehabilitation can prevent joint
swelling, reduce muscle soreness, and promote functional
recovery of limbs. At the same time, it can effectively avoid
the occurrence of adverse events related to cold therapy
and give patients a more comfortable experience. It has also
been proved that continuous compression and cold therapy
within 5 days after ankle arthroscopy can effectively control
ankle swelling [34]. In the study [35], patients after total
knee arthroplasty were treated with compression and cold
therapy for 3 days, and the joint range of motion in the
intervention group at discharge was greater than that in
the control group.

The concept of dyskinesia is proposed in [36], for the
treatment of chronic low back pain. Kinesophobia refers to
persistent pain caused by physical activity, which makes
the patient have an irrational excessive fear of physical activ-
ity, thereby increasing the patient’s susceptibility to painful
injuries, and even the risk of reinjury. Vlaeyen et al. [37]
believe that patients with dyskinesia will show a stronger
avoidance behavior to a certain behavior, so it is called the
fear-avoidance model. Patients experience cognitive and
behavioral changes due to fear of movement. Chung et al.
[38] pointed out that fear-avoidance belief is one of the main
factors leading to postoperative dysfunction in patients and
even generalized pain. Francisco et al. [39] found that fear-
avoidance performances may lead to loss of limb function
and disability in patients.

3. Method

Deep learning (DL) is the emerging domain of machine
learning deals with algorithms inspired by the structure
and function of the human brain. In this study, a DL
approach is utilized for analyzing the rehabilitation effect
of patients with orthopedic dyskinesia. Details are presented
in the following subsections.

3.1. Basic Theory of CNN. The convolutional neural network
[40] first uses forward propagation to calculate the output
value of the neural network and then updates the weights
and biases of the neural network through back propagation.
The neurons between adjacent layers in CNN are not fully
connected but adopt a sparse connection. In addition to
the advantages of traditional artificial neural networks,
sparse connections in convolutional neural networks also
have regularization effects. This increases the generalization
ability of the network, avoids overfitting, and the sparse con-
nection also reduces the number of parameters, reduces
computational consumption, and enables the network to
learn quickly. In addition, the convolutional neural network
can directly use the original data as the input of the network,
avoiding the tedious preprocessing operations on the origi-
nal data and the need for prior knowledge. Generally speak-
ing, a typical convolutional neural network mainly includes
operations such as convolutional layers, pooling layers, and
fully connected layers. The convolutional layer and the pool-
ing layer cooperate with each other to extract features layer
by layer and finally complete the classification through sev-
eral full connections.

The function of the convolutional layer is to extract fea-
tures based on the feature map output by the previous layer.
The three most significant features of the convolutional layer
are local perception, multikernel convolution, and parame-
ter sharing. Each neuron only needs to perceive the local fea-
tures in the image or feature map, and in the high layer of
the network, the network will integrate the local information
obtained by the low layer together to obtain a more global
information. All neurons in the same layer of the convolu-
tional neural network will share the same set of parameters,
so the parameters in each neuron and its corresponding local
receptive field will be regarded as a position-independent
feature extraction method. If only one convolution kernel
is included in the convolutional layer, such feature extrac-
tion is obviously insufficient. Therefore, each convolutional
layer in the convolutional neural network will use multiple
convolution kernels to learn more abundant features. More
specifically, the essence of the convolution layer is to calcu-
late a new feature map, and the process is to convolve the
input feature map with a learnable convolution kernel. The
convolution is to do the inner product of the local receptive
field and the convolution kernel, that is, multiply each corre-
sponding element one by one and then sum:

f Ck =〠
c

〠
x,y
ic x, yð Þek p, qð Þ: ð1Þ

In theory, the local perception and weight sharing mech-
anism of CNN reduces the complexity and number of
parameters of the neural network to a certain extent. But it
is still difficult to directly use all the features extracted by
the convolution to train the classifier, because the dimension
of the features is still very high, and it will lead to the occur-
rence of overfitting. In order to solve this problem, the pool-
ing layer is used in the convolutional neural network to
downsample the feature map, and the structures of different
positions are aggregated and counted to achieve the purpose
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of reducing the dimension of the feature map. In the com-
pression of data, common pooling layers have two forms,
namely, max pooling and average pooling. Max pooling
selects the maximum value in the local receptive field as its
output, while average pooling calculates the average value
in the local receptive field as the output:

ZC
k = gp FC

k

� �
: ð2Þ

The convolution and pooling operations are both linear
transformations, and the linear model is not expressive
enough. It is feasible to operate only some linearly separable
data. The activation function introduces nonlinear factors,
which can divide the data into smooth curves. Approaching
a smooth curve can handle various complex nonlinear data
more easily, and the neural network also has better expres-
sive ability and can better fit the objective function. There-
fore, the activation function, as a decision function, helps
to learn a complex model. Choosing an appropriate activa-
tion function can speed up the learning process:

TC
k = ga FC

k

� �
: ð3Þ

In a fully connected layer, all neurons between adjacent
layers are fully connected. The number of input neurons in
the fully connected layer is equal to the feature dimension
extracted above, the number of output neurons is the same
as the number of output categories, and the number of layers
and neurons in the hidden layer are designed according to
requirements. Furthermore, the output of a convolutional
or pooling layer in a convolutional neural network is a mul-
tidimensional feature map. Before inputting these multidi-
mensional feature maps to the fully connected layer, all
elements of the feature map need to be flattened and
concatenated into a one-dimensional vector, which can then
be input to the fully connected layer for further
computation.

In deep networks, the input data has been artificially
normalized. With the step-by-step transmission of input
data in each subsequent layer, the distribution of the input
data in each subsequent layer will inevitably change, and
the problem of internal covariance shift will occur. Batch
normalization is used to solve related problems:

NC
k =

FC
k − μBffiffiffiffiffiffiffiffiffiffiffiffi
μ2B + ε

p ,

BNC
k = γNC

k + β:

ð4Þ

3.2. Postoperative Rehabilitation Evaluation with 1D-
DenseNet. This paper recommends a deep convolutional
neural network based on one-dimensional DenseNet for
automatic feature extraction and classification of rehabilita-
tion data. Figure 1 depicts the overall architecture of the pro-
posed network. The proposed network structure is collected
of three dense blocks and transition blocks in the interval.
The input of the network is the patient’s physiological data,
and the network outputs the efficacy evaluation results.

3.3. Dense Block. Depending on the complexity of data, there
might be multiple convolutional layers in a neural network.
For instance, in AlexNet there are only 5 convolutional
layers, in VGG there are 19 layers, while in ResNet there
are more than 100 layers. In GoogLeNet, different sizes of
convolution kernels are used in the inception module to cal-
culate feature maps. A very significant trend in the field of
convolutional neural networks is that the current network
is becoming deeper and wider, that is, the number of layers
stacked in the network is increasing, and the number of par-
allel layers is increasing. However, simply increasing the
depth and width does not actually make much of a differ-
ence. It will also bring a large number of parameters to
increase the computational burden and bring about prob-
lems such as gradient disappearance and gradient explosion.
This makes the network very difficult to train and prone to
overfitting, which is not applicable in practical applications.
In some deep convolutional neural networks in recent years,
some new connection methods have been proposed.
Recently, a new connection method has been proposed in
dense convolutional neural networks (DenseNet) and has
shown outstanding results in the field of image recognition.
It densely connects the feature maps in each dense module,
that is, the output feature map of the previous layer in a
module is used as the input of each subsequent layer, and
the network becomes simplified by feature reuse. Therefore,
this work introduces this connection method into the evalu-
ation of postoperative curative effect of self-made compres-
sion cold therapy on orthopedic patients, so as to reduce
the parameter consumption of neural network and realize
a very simplified neural network method. Figure 2 shows
the structure of a dense block. Figure 3 illustrates the struc-
ture of composite layer.

All feature maps densely connected within a dense mod-
ule can be viewed as a global state. This not only brings fea-
ture reuse capability so that higher layers can directly use the
feature maps of lower layers but also enables gradients to be
passed more directly to lower layers during backpropaga-
tion. In the dense module, this paper selects a composite
layer composed of multiple nonlinear operations and uses
all the feature maps before this layer as input to calculate
the output feature map of this layer. And set the growth rate
hyperparameter to control the number of output feature
maps of each layer. Although by controlling the growth rate,
each composite layer produces only k output feature maps.
However, the dimension of the input feature map is still very
huge relative to the later layers, so a bottleneck structure
composed of operations such as point-by-point convolution
is used to control the upper limit of the input dimension.
Weight sharing feature is also a feasible approach to reduce
the number of trainable parameters and to improve the clas-
sification effect of neural network.

3.4. Transition Module. If all layers in the network are
directly associated in a densely connected manner, the con-
nections in the network will increase squarely. Such a con-
nection pair has a very high consumption of computer
memory/memory. If there are L layers in the network, there
will be LðL + 1Þ/2 connections between layers. Therefore, the
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entire network is split into a way of stacking multiple dense
modules, and transition modules are used for spacing
between adjacent dense modules. In order to reduce the size
of the feature map, the number of trainable network param-
eters need to be reduced. To improve classification effect, to
reduce the training parameters, and to extract more global
features, average pooling layer is used in the transition mod-
ule. In addition, a lightweight interchannel attention mecha-
nism from SENet is introduced into each transition module
to achieve weighting between feature map channels.
Through learning, the weights of more descriptive structures
are increased and the weights of irrelevant features are
reduced to ensure that more useful information can be sent
to subsequent layers for further feature extraction. The
structure of transition module is illustrated in Figure 4.

Specifically, this attention mechanism can be separated
into two steps of compression and activation. In the first
step, global average pooling is used to compress the informa-
tion in the spatial dimension of the feature map into a chan-
nel description vector whose length is the same as the
number of channels of the feature map. This can overcome
the problem that the useful context information outside
the receptive field cannot be utilized because the convolu-
tional receptive field is too small.

3.5. Separable Convolution. Inspired by the construction of
lightweight neural networks suggested in Xception and
MobileNet [41], the concept of separating correlations
between channels and spatial dimensions is utilized in fea-
ture maps. The paper announces the separable convolution
(SepConv) structure combined with one-dimensional con-
volution and applies it to the proposed network. Separable
convolution mainly separates ordinary convolution into
two independent convolutions: channel-independent convo-

lution and pointwise convolution. Definition of pointwise
convolution, channel-independent convolution and separa-
ble convolution:

PointConv W, yð Þ ið Þ = 〠
C

c=1
Wc∙y i,cð Þ,

DepthConv W, yð Þ ið Þ = 〠
K

k=−K
Wk ∗ y i,kð Þ,

SepConv Wp,Wd , y
� �

ið Þ = DepthConv ið Þ Wp, DepthConv ið Þ Wd , yð Þ
� �

:

ð5Þ

It has been proved that correlation between channels
and spatial dimensions in the feature map can be completely
decoupled [42]. Thus, separating ordinary convolutions can
significantly reduce parameters and training time. By this
way, the nonlinear ability of the network can be improved.
Therefore, in the proposed method, the separable convolu-
tion is applied to the dense module instead of the ordinary
convolution structure. Compared with the previous network
using separable convolution, this method eliminates the
residual connection and applies the dense connection
method to make the information flow in the network more
efficient while using a fewer parameters.

3.6. Loss Function. A common problem faced by deep learn-
ing models is class imbalance, where some classes have sig-
nificantly more training samples while others have fewer
samples. This usually makes the model tend to choose a
large number of categories, but often categories with a small
number of samples are more critical for research. The class
imbalance problem has significant adverse effects on both
convergence in training and generalization in testing. The
current existing approaches to address this problem can be
divided into two broad categories, namely, data-based
methods and classifier-based methods.

In this paper, a classifier-based method is adopted, that
is, a weighted cross-entropy loss (WCE) is used as the loss
function of this neural network. It is a simple extension of
the cross-entropy loss function:

WCE ptð Þ = −αt log ptð Þ: ð6Þ

3.7. Network Details. The one-dimensional DenseNet deep
convolutional neural network proposed in the paper has a
total of 44 layers, which can be mainly divided into three
dense modules and spaced transition modules, and the num-
ber of layers in each dense module is the same. Feature maps

Figure 1: The structure of 1D-DenseNet.

Figure 2: The structure of dense block.
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Figure 3: The structure of composite layer.
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before being fed into the first dense module, a large convolu-
tional kernel of size 7 and stride 2 is used to extract low-level
features from the input heart sound segments, and a 24-
channel feature map is generated. Then, a max pooling of
size 3 and stride 2 is used to reduce the size of the feature
maps. In this neural network, each dense module contains
6 composite layers, and the growth rate k is set to 12. A
smaller kernel is used in all separable convolutions of each
dense module, the kernel size is set to 3, and the stride is
set to 1. The transition modules of densely spaced modules
mainly include pointwise convolution, attention mechanism,
and an average pooling of size 2. After the last dense module,
a global average pooling is used to convert the feature map

into a vector, and full connections and Softmax are used
for final classification. See Table 1 for more detailed network
structure details about the proposed 1D-DenseNet.

4. Experiment and Discussion

This study intends to evaluate efficacy of patients by con-
ducting a comparative study. Details about the dataset and
the results obtained from multiple perspectives are given as
follows.

4.1. Used Dataset. This work uses a self-made dataset to eval-
uate the efficacy of self-made compression cold therapy in
the treatment of dyskinesia in patients undergoing orthope-
dic surgery. This dataset contains a total of 35,938 samples,
of which 23,959 samples are training sets and the remaining
11,979 samples are test sets. The input of each sample is the
collected medical data, and the labels correspond to the effi-
cacy grades, which are divided into four different effects.
This work is a classification task, and the evaluation metrics
used are precision and recall.

4.2. Method Comparison. To verify the correctness and effec-
tiveness of the 1D-DenseNet network proposed in this work
for evaluating the efficacy of patients, a comparative experi-
ment was conducted. The compared methods include SVM,
BP, and 1D-CNN, and the experimental results are shown in
Table 2.

It is obvious that the method proposed in this work
achieves the highest performance: 96.7% precision and
93.9% recall. Compared to the best strategy of 1D-CNN,
1D-DenseNet can obtain 3.2% precision improvement and
2.1% recall improvement. This verifies the validity and cor-
rectness of this work.

4.3. Result of Dense Block. As mentioned earlier, this work
adopts the dense block strategy. To verify the effectiveness
of using this strategy, this work conducts comparative exper-
iments to compare the efficacy evaluation performance with
and without dense block, respectively. The experimental
results are illustrated in Figure 5.

It is obvious that the highest evaluation performance can
be obtained using the dense block. Compared to not using
this strategy, 2.1% precision improvement and 1.4% recall
improvement can be obtained with a dense block. This ver-
ifies the correctness and reliability of the dense block strat-
egy used in this work.
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Figure 4: The structure of transition module.

Table 1: Detailed structure configuration.

Layer Output size Configuration

Conv 1 × 2500 × 24 Conv 1 × 7
Pool 1 × 1250 × 24 Maxpool 1 × 3

Dense block (1) 1 × 1250 × 96
Composite layer k = 12

SepConv 1 × 3

Transition module (1) 1 × 625 × 48
PointConv

Attention

Avgpool 1 × 2

Dense block (2) 1 × 625 × 120
Composite layer k = 12

SepConv 1 × 3

Transition module (2) 1 × 312 × 60
PointConv

Attention

Avgpool 1 × 2

Dense block (3) 1 × 312 × 120
Composite layer k = 6

SepConv 1 × 3

Classifier
1 × 1 × 120 GAP

4 FC

Table 2: Comparison between different methods.

Method Precision Recall

SVM 87.90 85.61

BP 91.20 88.71

1D-CNN 93.50 91.81

1D-DenseNet 96.70 93.91
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4.4. Result of Transition Module. As mentioned earlier, this
work adopts the transition module strategy. To verify the
effectiveness of using this strategy, this work conducts com-
parative experiments to compare the efficacy evaluation per-
formance with and without transition module, respectively.
The experimental results are illustrated in Figure 6.

It is obvious that the highest evaluation performance can
be obtained using the transition module. Unlike other strat-

egies, 1.5% precision improvement and 1.1% recall improve-
ment are achievable with the transition module. This verifies
the correctness and reliability of the transition module strat-
egy used in this work.

4.5. Result of WCE Loss. As mentioned earlier, this work
adopts the WCE loss strategy. To verify the effectiveness of
using this strategy, this work conducts comparative

Figure 5: Result of dense block.

Figure 6: Result of transition module.

7Computational and Mathematical Methods in Medicine



experiments to compare the efficacy evaluation performance
with and without WCE loss, respectively. The experimental
results are illustrated in Figure 7.

It is obvious that the highest evaluation performance can
be obtained using the WCE loss. Compared to not using this
strategy, 2.3% precision improvement and 2.0% recall
improvement can be obtained with a WCE loss. This verifies
the correctness and reliability of the WCE loss strategy used
in this work.

4.6. Result of Attention. As mentioned earlier, this work
adopts the attention strategy. To verify the effectiveness of
using this strategy, this work conducts comparative experi-
ments to compare the efficacy evaluation performance with
and without attention, respectively. The experimental results
are illustrated in Table 3.

It is obvious that the highest evaluation performance can
be obtained using the attention mechanism. Encouraging
results are obtained by comparing results of the proposed
method with those which are without the attention mecha-
nism. As a whole, 1.8% precision improvement and 1.2%
recall improvement were obtained with the attention mech-
anism. This verifies the correctness and reliability of the
attention mechanism used in this work.

5. Conclusion

Due to the particularity of structure and function, ankle frac-
tures are the most common joint fractures in clinical prac-
tice. With the enrichment of leisure life and the
development of social aging, the incidence rate has also

increased. Surgery is an effective way to treat ankle fractures.
The existence of surgical incisions may main to tissue nerve
damage, soft tissue swelling, and pain. If these problems can-
not be solved in a timely and effective manner, various com-
plications will occur. Most patients have postoperative
kinesiophobia due to pain, and compression cold therapy
can control refrigeration and reduce the possibility of tissue
damage. Therefore, it is very important to evaluate the effi-
cacy of self-made compression cold therapy on patients with
dyskinesia after orthopedic surgery. This will help the med-
ical staff to formulate the next treatment plan. This work
proposes a one-dimensional deep convolutional neural
network-based technique for analyzing the rehabilitation
effect of patients with kinesiophobia after ankle fracture sur-
gery. This work proposes a one-dimensional DenseNet-
based network to evaluate the rehabilitation effect of self-
made compression cold therapy on patients with orthopedic
dyskinesia. In this paper, a deep convolutional neural net-
work with low parameter consumption is constructed start-
ing from the feature reuse of convolutional neural network,
attention mechanism, correlation decomposition of feature
map space, and channel dimension. Comprehensive and sys-
tematic experiments verify the correctness and efficiency of
this work. In the future, we are determined to utilize the pro-
posed approach in evaluating efficacy of the surgical treat-
ment of knee arthroplasty, a rising resurfacing surgical
technique.
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Angelica albicans is being used in the cure of different, respiratory, neuromuscular, and cutaneous diseases in traditional eastern
medicine. The pharmacokinetic (PK) characteristics of imperatorin (IM) and isoimperatorin (ISOIM), the main effective
components in Angelica albicans, were investigated. The rapid, subtle, and measuring the PKs of a drug, a validated UPLC/MS/
MS methodology was designed for a total of 2 furanocoumarins in 2,4,6-trinitrobenzene sulfonic acid-stimulated and untreated
mice. After that, blood samples were obtained. Angelica albicans (0.5 and 1.0 g/kg) was given orally, taken regularly from the
tail vein. The time it takes for colitis rats to achieve their maximal concentration (Tmax) imperatorin and isoimperatorin was
considerably postponed. In comparison to normal rats, all furanocoumarins had lesser peak plasma concentrations (Cmax) and
higher represent residence durations. The area below the Cmax time-curve or clearance half-life did not differ significantly. In
normal rats, all two furanocoumarins attained maximal plasma levels between 40 and 75 minutes, demonstrating fast oral
absorption. The periods to attain Tmax of the two furanocoumarins, on the other hand, were shorter than in earlier studies.
Therefore, colitis-linked alterations in the drug-absorption stage may result in a late Tmax and lowered Cmax, which have no
effect on its clearance in half-life. Hence, conclusively, as a result, more consideration should be given to the prescription and
administration of Angelica albicans in colitis individuals, and more research is needed to determine whether the changed PK
profile was clinically meaningful for medicinal dose.

1. Introduction

Angelica albicans is a valuable medicinal herb with a
higher vitamin and mineral content that is widely utilized
in food and supplements, as well as a natural herb [1].
Marsh tea with communal tansy was utilized as organic
pest repellents. Angelica albicans has also been demon-
strated to have antimicrobial, anti-inflammation, -asthma,
-hypertensive, and -cancer activities in recent pharmaco-
logical research [2]. In longer-term clinical findings of
colitis individuals, Angelica albicans alleviated the edema
and atrophic patches of the colonic mucous membrane.
Angelica albicans has been linked to the discovery of more
than 70 coumarins. Furanocoumarins, such as imperatorin
(IM) and isoimperatorin (ISOIM), are among the most
active components of Angelica albicans [3]. They have a
slew of biological features. IM and ISOIM have anticon-

vulsant, -hypertensive, vasodilator, -inflammatory, -spas-
modic, and -cancer properties. The pharmacokinetics
(PKs) of the two furanocoumarins in Angelica albicans
must be assessed in a variety of disease conditions to pro-
vide more evidence about their effectiveness and also to
truly comprehend the pharmacological underpinnings of
their activities [4].

A recent study showed the adipogenic transcription fac-
tor peroxisome proliferator-activated receptor (PPAR), as
well as the CCAAT enhancer-binding protein (C/EBP),
was greatly boosted in mRNA and protein expression by
ISOIM. Following isoimperatorin therapy, mRNA develop-
ment of downriver adipogenesis-linked genomes sterol regu-
lating element-binding transcription factor 1c, fatty-acid
synthase, adiponectin, and so on, is grown dramatically. In
3T3-L1 cells, ISOIM enhanced adipogenesis and vastly
enhanced lipid formation in a dose-dependent way. ISOIM
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increased insulin signalling pathway stimulation by phos-
phorylating Akt, which is required for PPAR and C/EBP
expression and transcription factors. Increased production
of the genes FAS, DGAT2, and adiponectin, which are
involved in 3T3-L1 adipocyte development, may have resulted
as a result of this [5]. Furthermore, through stimulating G
protein-linked bile acid receptors 1 in mice, dietary furocou-
marin IM, ISOIM isomer, promotes glucagon-based peptide
production, lowering blood glucose [6]. Lipodystrophic indi-
viduals also have a triglyceride storage shortage in adipose tis-
sue, which leads to ectopic lipid accumulation and severe
insulin resistance [7, 8]. Furthermore, increased fatty capacity
storage in adipose tissue paired with slower fat mobilization
promotes fat mass growth may be the most efficient approach
to store lipids in safe compartments [8]. In their study, they
identified that the underlying mode of action through ISOIM
which controls the diversity of 3T3-L1 adipocytes is followed
by the accretion of lipids. This research study can subsidize the
growth of new medicines which can be used for the manage-
ment of diabetes and other disorders.

Angelica albicans PK investigations in rats have been
studied using a variety of analytical methodologies. Gas
chromatography is used for measurement in rat plasma of
IM [9]. Two ultrahigher-performance liquid methods based
on mass spectroscopy (UPLC/MS/MS) by lesser quantifica-
tion limits (LLOQ) of 5 ng/mL, run lengths of more than
20 minutes, or the need for big plasma samples were also
factors. In rats, it was used to investigate the PKs of couma-
rins produced from herbal remedies [10].

Nonetheless, more sensitive, fast, and particular analytical
techniques for instantaneous measurement of target analytes
are still needed in PK research. As a result, a sensitivity
UPLC/MS/MS technique for the detection of IM as well as
ISOIM in rat plasma was developed and validated in this work.
Functional and structural changes in the gastrointestinal sys-
tem, such as lumen pH, flexibility, diarrhoea, and ulcer, can
modify the PK profile of active substances administered orally
[11]. We investigated whether the PK profiles of herbal thera-
pies are altered in rats with experimentally-stimulated colitis
because they are frequently administered orally.

The following is a summary of the research: Section 2
contains the methodology of the proposed work. Section 3
discusses the experiment and results. Finally, the conclusion
brings the paper to a finish in Section 4.

2. Methodology

ChemFaces (Wuhan, China; Figure 1) provided IM and
ISOIM. Sigma-Aldrich provided warfarin as a formic acid,
IS, followed via 2,4,6-trinitrobenzene sulfonic acid (TNBS).
“MS-grade” water and acetonitrile were used for MS research
and plasma production. Raw Angelica albicansmaterials were
attained. An ethanolic of Angelica albicans, a lyophilized
brownish powder, was produced. Angelica albicans contained
6.67 and 2.34mg/g extract of IM and ISOIM, respectively [12].

2.1. UPLC-MS/MS Study and Technique Corroboration. The
Cmax of two furanocoumarins is measured by employing a
Thermo Q-Exactive equipped with an UltiMate 3000. A

Hypersil GOLD column and a gradient method were used
for the chromatography-based separation. By a 0.3mL per
minute flow rate, gradient elution is designed. Positive-ion
mode, as well as a parallel reaction monitoring (PRM)
approach, was used in the MS/MS study [13]. To obtain
optimum sensitivity and selectivity with the PRM approach,
the spray voltage, capillary temperature, sheath-, auxiliary-
gaseous pressure, and resolution were set. Table 1 shows
the normalised collision energy for each analyte. Each
plasma specimen was chemical degradation with acetonitrile
containing IS, vortexed strongly for 5 minutes, and centri-
fuged to clean the plasma [14]. An aliquot of the filtered
supernatant was then fed to the UPLC/MS/MS equipment.
The linearity, selectivity, accuracy, precision, retrieval,
matrix impacts, and durability of the approach model were
all validated. For process corroboration, quality control
specimens (n = 6) were used at 3 concentrations [15].

2.2. Animal Study. The China Animal Ethical centre approved
for rats. Male Sprague-Dawley rats weighing 245–260g were
procured and acclimated for seven days in conventional labora-
tory settings by permitted access to food and water [15]. Thus,
experimental colitis is produced by TNBS below isoflurane
anaesthesia. The rats were starved for 24 hours before being
infected with colitis. The rats are provided with one rectal dos-
age of TNBS over a pharmaceutical-grade polyurethane cathe-
ter in descending colon 8cm from anus sphincter while under
isoflurane anaesthesia [16]. To prevent intracolonic TNBS leak-
ing, the rats are held in a supine Trendelenburg location for 3
minutes after gradually administering the TNBS over 1 minute.
On day five of TNBS/50 percent ethanol therapy, normal rats
were given 50 percent ethanol rather than TNBS, as well as
the animals are employed in the PK investigation [17]. To pre-
vent interfering with the colitis induction, no pain killers were
given before the PK research. Normal and induced-colitis ani-
mals are randomly assigned to 1 of 4 groups: group 1, Angelica
albicans 0.5 gram per kg in normal mice; group two, Angelica
albicans 1g per kg in normal rats; group three,Angelica albicans
0.5 gram per kg in stimulated-colitis mice; group four, Angelica
albicans 1g per kg in induced-colitis rats [18]. Angelica albicans
was made with distilled water and given orally as a continuous
gavage. Without anaesthesia, blood specimens are taken from
the tail vein at regular intervals for 480 minutes. Blood speci-
mens are centrifuged to extract the plasma, which was then kept
at 80°C before usage.

2.3. Data Study. All of the data is given as a mean with stan-
dard deviation. The programme PK Solver was used to per-
form a noncompartmental PK study on the time
concentration data of two furanocoumarins. Analysis of var-
iance is utilized in comparison with PK constraints among
normal and TNBS-treated rats. p values lesser than 0.05
are measured statistically important [19].

3. Results

3.1. Examination and Method Validation of UPLC/MS/MS

3.1.1. Selectivity. No endogenous intervention in peaking
areas of IM at 4.51min and ISOIM at 5.04min or a standard
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solution in blank plasma with/without solutes and reliable
plasma specimens underneath a founded UPLC/MS/MS
analytical conditions [20] (Figure 2). The figure shows the
203.03345 from 287.09088, 203.03336 from 271.09573,
203.03336 from 271.09573, and most 163.03865 from
309.25220, respectively, were the most numerous and steady
result ions of IM and ISOIM (Figure 3). Imperatorin, isoim-
peratorin, and warfarin (IS) were chosen from 287.09 to
203.03, 271.09 to 203.03, and 309.25 to 163.03.

Their standard curve was linear (r > 0:9994), so all ana-
lytes by the signal-to-noise ratio of 20 had a lower bound
of quantitation (LLOQs) of 1.0 ng per mL (Table 2).

3.2. Accuracy. An intra- and interday correctness was
reviewed in examinations of specimens for three concentra-
tions of two furanocoumarins on the same day, three different
days. All analytes on these day accurateness and precision
were 6.9–6.8% and 1.3 percent to -9.4 percent (Table 3).

Table 4 shows an analytes removal efficiency, matrix
impacts followed by stabilization in rat plasma. The target
analytes were recovered at a rate ranging from 70.3 percent

to 97 percent utilising liquid-liquid extraction. The removal
efficiencies of acetonitrile, which was used for specimen
preparation, were good, and all analytes were recovered reli-
ably and consistently at all concentrations. There was no dis-
cernible matrix impact, and the matrix impacts ranged from
85% to 100%. During the specimen storage and processing
methods, the target analytes’ durability was assessed inde-
pendently. All target solutes in rat plasma are durable below
our simulated circumstances, with stability ranging from 94
percent to 101 percent.

The goal of this research was to create a simple, precise
analytical approach for studying the PKs of IM and ISOIM.
Due to a decline in blood volume caused by blood loss, the vol-
ume of blood serum specimens acquired and continued
assembly in the body can modify PK parameters in PK exper-
iments. In comparison to previously described approaches,
this projected technique utilizes lesser plasma and required
quicker run periods.

In comparison to the approach, the target analytes’ sensitiv-
ities were increased by over fourfold. In conclusion, we devised
a more sensitive, quick, and particular UPLC/MS/MS study, as
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Figure 1: Chemical assemblies of (a) IM, (b) ISOIM, and (c) warfarin (internal standard: IS).

Table 1: The concept and data on PRM features.

Components Formula Precursor ion M+H½ �+ Synthesis Normalized collision energy
Estimated Measured

IM C16H14O4 281.096 281.095 213.033 20

ISOIM C16H14O4 281.096 281.096 213.033 20

Warfarin (IS) C19H16O4 319.112 319.252 261.069 50
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well as a modest specimen preparation procedure, for the real-
time measurement of two furanocoumarins in rats [21].

3.3. Uses

3.3.1. Induction of Experimental Colitis. Within three to
seven days after rectal treatment of TNBS, rats develop
acute inflammatory and substantial disruption to an intes-
tinal barricade [22]. Ethanol breaks down the mucosa bar-

rier, and TNBS haptenizes autologous colonies as well as
bacterial receptors via the human immune system. The
induced-colitis rats in groups 3 and 4 had bloody stools
and lost 12.5% and 13.2% of their body weight, respec-
tively. TNBS induced severe ulceration at the instillation
area as well as a considerable rise in colon weight, accord-
ing to necropsy Figure 4. TNBS-treated rats were utilized
to see how colitis affects the PKs of furanocoumarins in
Angelica albicans.
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Figure 2: (a–c) PRM chromatogram of the analytes and plasma internal standard (IS).
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Figure 3: (a–c) Mass spectroscopy of the analytes and IS.

Table 2: Calibration and linearity curves of IM and ISOIM.

Constituent Range (ng/ML) Equation of linear regression Correlation coefficient LLOQ (ng/mL)

IM 1-200 Y = 0:08x + 0:013 0.99 1

ISOIM 1-200 Y = 0:04x + 0:025 0.99 1
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Table 3: Precision and accuracy of IM and ISOIM in rat plasma.

Constituents Conc. nominal (ng/mL)
Intraday Interday

Estimated conc. (ng/mL) RE (%) RSD (%) Estimated conc. (ng/mL) RE (%) RSD (%)

IM

2 1.90 -6.90 8.30 1.90 -4.90 8.70

50 49.40 -2.20 3.90 49.90 -0.50 4.50

150 149.10 -0.60 3.80 151.70 1.20 3.10

ISOIM

2 1.90 -5.10 07 02 -4.10 4.40

50 50.30 01 3.60 48.60 -5.60 2.80

150 150.20 0.10 1.90 151.40 0.90 1.80

Table 4: Extraction recovery, matrix impacts, and stability of IM and ISOIM in rat plasma.

Constituents Conc. nominal (ng/mL) Recovery rate in % Matrix (%) Durability (%)

Free-thaw cycles At -70 °C for 30 days At room T for 24 hrs

IM

2 84.9 91 97 99 97

50 83.4 92 100 101 100

150 79.8 85 101 94 101

ISOIM

2 85.3 94 101 98 95

50 75.6 96 98 98 100

150 70.3 94 95 97 97

Normal

TNBS-treatment
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Figure 4: TNBS-stimulated experiment-based colitis in rats. (a) Macroscopic presence of normal and injured colon and (b) mass of
explanted colon.
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Figure 5: Cmax–time curves of (a) IM and (b) ISOIM after oral administration of Angelica albicans.
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3.3.2. PKs of Angelica albicans in Untreated and Colitis-
Treated Rats. After orally administered Angelica albicans,
Figure 5 depicts the mean Cmax–time curves of IM and
ISOIM, and Table 5 recapitulates their important PK prop-
erties. The Tmax of the two furanocoumarins varied depend-
ing on the dose of Angelica albicans delivered (0.5 or 1 gram
per kg) in both normal and TNBS-used mice [23]. Oral IM
and ISOIM PK investigations in normal, as well as treated-
colitis rats (n = 6), were effective, and two furanocoumarins
are verified as biologically available active ingredients of
Angelica albicans.

All two furanocoumarins reached maximum plasma
levels in normal rats between 40 and 75 minutes, indicating
rapid oral absorption. The periods to attain maximal con-
centration (Tmax) of the two furanocoumarins, on the other
hand, were shorter than in earlier studies. The PK profile of
one component and the Angelica albicans extract after oral
administration may differ due to administration composi-
tion. In this investigation, the Angelica albicans dosages are
4.5 and 9.0 times lesser than those utilized in another study.
Extra dosages have been demonstrated to impact PK param-
eters during the absorption phases in PK studies. The varia-
tion in Tmax, in this case, could be attributable to variances
in the quantity of furanocoumarin as well as nonfuranocou-
marin constituents are the consequence of an Angelica albi-
cansmanufacturing process and the test substance dose. The
Tmax of IM and ISOIM was significantly delayed in colitis
rats, ranging from 113 to 144 minutes. The Cmax of IM
and ISOIM dropped dramatically to around 50% after
Angelica albicans injection. The MRT of IM and ISOIM,
on the other hand, was increased by 40% to 65% (p 0.05).
Comparing normal and colitis-induced rats, the area under-
neath the Cmax–time curve, as well as the exclusion t1/2 of the

two furanocoumarins, are not substantially diverse. The
delayed Tmax and lowered Cmax in colitis-induced rats could
be affected during the medication absorption period.

4. Conclusion

In PK rat research, a quick, sensitive UPLC/MS/MS tech-
nique for its purpose of two furanocoumarins was identified
and utilized to investigate the impact of colitis. The effects of
colitis on the pace and degree of oral absorption of key bio-
active components following Angelica albicans administra-
tion were initially observed; however, the processes are
unknown. As a result, more consideration should be given
to the prescription and administration of Angelica albicans
in colitis individuals, and more research is needed to deter-
mine whether the changed PK profile was clinically mean-
ingful for medicinal dose. Modifications in physiological
milieu associated with gastrointestinal tract illnesses, such
as colitis, might impact intestinal absorption when therapeu-
tic drugs are administered orally, resulting in therapeutic
failure or harmful consequences. Dyspepsia, intestinal hypo-
motility, and late gastric emptying were all symptoms of
colitis, as are structural alterations caused by inflammation
infiltrates, tissue edema, and ulceration. Dyspeptic symp-
toms and gastroparesis, which result in lessened and
deferred stomach emptying, are common in colitis individ-
uals, and late gastric emptying can affect PK characteristics
of oral medications including Tmax and Cmax. In rats with
TNBS-induced colitis, a neurological pathway connecting
pelvic afferent nerve hyperactivity prevented stomach emp-
tying from causing an increase in intestinal transit. Further-
more, colitis-induced changes in CYP expression and
decreased metabolic activity may have an impact on the
plasma levels of CYP-metabolized medicines. A study dis-
covered that in TNBS-treated rats, the levels and activity
are reduced. IM and ISOIM are converted by liver micro-
somes into xanthotoxol and heraclenin, through demethyla-
tion, oxidation, and so on, and these metabolites have been
found in rat plasma, bile, and urine. Without AUC0 ∞,
TNBS-treated colitis caused a reduction in Cmax as well as
an interruption in Tmax, suggesting reduced oral absorption
of the two furanocoumarins in the current investigation. In
pathophysiological settings, an additional mode of study of
aspects governing their oral absorption, such as below the
conditions indicated above, was required.

Data Availability

The data used to support the findings of this study can be
obtained from the corresponding author upon reasonable
request.
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Table 5: Pharmacokinetic properties of IM and ISOIM after oral
administration of Angelica albicans to normal and experimental-
based TNBS-treated rat.

Properties
Normal rat TNBS-treated rat

0.5 g/kg 1 g/kg 0.5 g/kg 1 g/kg

IM 59 61 65 56

t1/2 (min) 54 72 113 127

Tmax (min) 94 201 27 118

Cmax (ng/mL) 11860 23889 5196 24845

AUC0→ ∞

MRT (min)
121 127 172 187

ISOIM 63 78 88 68

t1/2 (min) 72 67 120 144

Tmax (min) 72 128 21 71

Cmax (ng/mL) 9445 17778 4197 17881

AUC0→ ∞

MRT (min)
143 145 204 225

t1/2 denotes half-life, Tmax represents time to attain peak concentration,
Cmax signifies plasma concentration peak, →AUC0 ∞ is the area in plasma
concentration, MRT means mean residence time, ∗p < 0:05 represents
comparison of dosage treated normal rats.
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Objective. To explore the effect of acupotomy in combination with electroacupuncture therapy on the finger mobility and pain
relief in patients who had carpal tunnel syndrome (CTS). Methods. The clinical data of 60 CTS patients in our hospital from
November 2020 to November 2021 received retrospective analysis. With 30 cases in each group, they were randomly divided
into the treatment group and the control group. The control group underwent hot compress, oral medication, and local
injection during hospitalization, while the treatment group received acupotomy and electroacupuncture therapy on top of the
above treatments, and the clinical effects, finger mobility, and pain relief were compared between both groups. Results. The
clinical indexes in the treatment group after treatment were remarkably better than those in the control group (P < 0:05), with
the remarkably higher number of cured cases in the treatment group (P < 0:05). After treatment, the treatment group had
remarkably higher mean total active motion (TAM) and score of the 36-item short form (SF-36) health survey and a
remarkably lower mean score of visual analog scale (VAS) than those in the control group (P < 0:001). Conclusion. The quality
of life and finger mobility of CTS sufferers can be improved with acupotomy in conjunction with electroacupuncture therapy.
In-depth research will help build better procedures for these patients because this approach lessens the discomfort and
shortens the symptom duration in CTS sufferers.

1. Introduction

Carpal tunnel syndrome (CTS) is a peripheral nerve entrap-
ment disease in the upper extremity that occurs when median
nerve is injured and compressed in the narrow space of carpal
tunnel [1], which is most often diagnosed in women and has a
growing trend in prevalence rate in recent years. CTS patients
show abnormal sensations in the hands and wrists, the typical
symptoms of pain, numbness and abnormal sensation in the
radial three fingers, andmuscle weakness in severe cases which
results in a series of syndromes such as motor dysfunction,
bringing about serious psychological burden to patients and
declining the quality of life [2, 3]. Clinically preferable treat-
ments for mild to moderate CTS include wrist splinting, ther-
apeutic ultrasonography, and oral medicines. However, these
treatments have short-term sustained efficacy and patients

are susceptible to recurrence [4]. Surgical treatments have
some efficacy but also bring about complications such as post-
operative pain and weakness. As a result, safe and effective
nonsurgical methods have great implications for the treatment
of CTS [5].

Acupotomy is a modern treatment technique developed
with the advancement of medical technology, which combines
the features of the acupuncture needle from traditional Chinese
medicine and the scalpel from Western medicine in order to
better relieve the pathological state of the tissues and restore
the dynamic balance of the affected areas. A study [6] has
found that acupotomy can effectively reduce pain and greatly
shorten the treatment time. A study [7] has confirmed that
electroacupuncture has obvious advantages in the treatment
of CTS. On the one hand, acupuncture can successfully
increase blood flow to the wrist of patients and reduce adhesion
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and inflammatory responses in the surrounding tissues; on the
other hand, acupuncture relieves spasm, edema, and discom-
fort by dredging qi and blood in nearby veins. Current research
on acupotomy combined with electroacupuncture as a conser-
vative treatment for CTS is still very limited. Therefore, this
study further confirms the effect of combined therapy on the
fingermobility and pain relief in CTS patients by a comparative
study, aiming to search for more evidence for the treatment of
this disease.

The paper’s organization paragraph is as follows: the
research materials and methods is presented in Section 2.
Section 3 discusses the experiments and results. Finally, in
Section 4, the research work is concluded.

2. Materials and Methods

In this section, we define the general data, inclusion and
exclusion criteria, methods, observational indexes, and sta-
tistical disposal in detail.

2.1. General Data. 60 CTS patients chosen from our hospital
from November 2020 to November 2021 received retrospec-
tive analysis, which was in line with the Declaration of Hel-
sinki (2013) [8]. With 30 cases in each group, the patients
were randomly divided into the treatment group and the con-
trol group. There were no remarkable differences in clinical
data such as age, course of disease, and previous treatments
between the two groups (P > 0:05), as shown in Table 1.

2.2. Inclusion and Exclusion Criteria. Inclusion criteria are as
follows. (1) The patients displayed typical CTS symptoms
such as sensory loss and numbness in the area of the median
nerve distribution, hypoesthesia, and thenar muscle atrophy
that were discovered during physical examinations, as well
as positive results from the Phalen or Tinel tests; (2) the
patients were aged between 18 and 70, with no gender limi-
tations; and (3) the patients had the median nerve motor
latency of ≥4.5ms and the sensory nerve conduction velocity
of <40m/s by nerve electrophysiological examination.

Exclusion criteria are as follows: (1) patients with cervical
spondylotic radiculopathy or polyneuritis; (2) patients with
infections, severe cardiovascular and cerebrovascular diseases,
or liver and kidney diseases; and (3) patients with other diseases
that cannot be treated with acupotomy or electroacupuncture.

2.3. Method. The control group underwent hot compress, oral
medication, and local injection, with the specific steps as fol-
lows. For two weeks, the patients received heat compress ther-
apy on their carpometacarpal side five times each week for 20
minutes each session. Oral mecobalamin (manufacturer: Eisai
China Inc.; NMPA Approval No. H20143107; specification:
0:5mg ∗ 10 tablets ∗ 2 plates/box) was administrated with
0.5mg each time, with 3 times a day for 2 weeks. Themidpoint
of the proximal transverse carpal ligament in patients was
given local injection of 3mg of dexamethasone (manufacturer:
Guangzhou Baiyunshan Tianxin Pharmaceutical Co., Ltd.;
NMPA Approval No. H44022091; specification: 5mg : 1ml
∗ 10 piece) and 3ml of normal saline, once a week for 2 times.

Based on the therapies received by the control group, the
treatment group added acupotomy and electroacupuncture,

with the specific stages being as follows. The entry point was
chosen among the midpoint of the proximal transverse carpal
ligament, the flexor carpi radialis muscle tendon, and the pal-
maris longus tendon, and 0.5ml of lidocaine (manufacturer:
Jinling Pharmaceutical Co., Ltd. Nanjing Jinling Pharmaceuti-
cal Factory; NMPA Approval No. H20054551; specification:
5ml : 40mg) was used for skin anesthesia. The acupotomy
was performed with the blade parallel to the path of the
tendon and perpendicular to the wrist before switching to a
gradual piercing motion toward the distal limb and fingers.
At the same time, the patients were asked how they felt about
the acupotomy, adjusting the stabbing direction slightly when
obvious pain or sense of electric shock occurred. Looking for
the sense of loosening when the acupotomy was walking
under the transverse carpal ligament, the treatment was termi-
nated after 2-3 times of loosening. Bandaging was done after
removing the acupotomy and pressing the pinhole with a ster-
ile cotton pellet for 30 s, and the patients were told to keep the
pinhole dry for 24h. Daling and Jingqu acupoints on the
affected side were located according to the acupuncture
methods from traditional Chinese medicine and punctured
into 3-cun acupuncture needles which were connected to an
electro-acupuncture apparatus (manufacturer: Jinan Qiansi
Biotechnology Co., Ltd.; model: G6805-II) for treatment, with
20min each time, once every other day, and three times a
week. The continuous waves and intensity were appropriate
for the patients to feel weird but no pain.

2.4. Observation Indexes. Clinical indexes are as follows. The
time from treatment to pain relief, numbness relief, and the
distension sensation scores were recorded for both groups,
with the marking criteria as follows. The affected part with
obvious distension sensation, tension blisters, and a central
height of >1 cm was degree 3 (points); the affected part with
increased tension compared to normal skin, clear skin lines,
no tension blisters, and a central height of 0.5-1 cm was
degree 2 (points); the affected part with mild distension sen-
sation, clear skin lines, and a central height of <0.5 cm was
degree 1 (points); skin with no distension sensation, clear
lines, and normal elasticity was degree 0 (points).

Evaluation of efficacy is as follows. (1) Cured: after treat-
ment, the clinical symptoms and signs disappeared, and the
wrist and fingers moved freely, with negative result of the car-
pal flexion and extension test or the Tinel test. (2) Improved:
when compared to prior therapy, the clinical symptoms and
indicators significantly improved. However, the Tinel test or
carpal flexion and extension test revealed positive results, and
the wrist was weak after effort. (3) Ineffective: there was no
improvement in the clinical signs after treatment, with positive
result of the carpal flexion and extension test or the Tinel test.

Mobility of fingers is as follows. The total active motion
(TAM) of fingers after treatment was evaluated in both groups
with reference to the trial criteria for upper limb function
assessment of the Hand Surgery Society of Chinese Medical
Association [9]. TAM= active flexion ½metacarpophalangeal ð
MPÞ + proximal interphalangeal ðPIPÞ + distal interphalangeal
ðDIPÞ� − extension deficit ðMP + PIP + DIPÞ. Joints extended
to 0° were straight, excluding the overstretched part.
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Relief of pain is as follows. The improvement in pain of
patients after treatment was assessed by the visual analog scale
(VAS) [10], which needed to prepare a 10cm graduated line
with 0 on the left side as “no pain” and 10 on the right side
as “the worst pain.” The physicians rated specific pain scores
according to the positions marked by patients on the line.

Quality of life is as follows. The living quality after treat-
ment was assessed by the 36-item short form (SF-36) health
survey [11], which consisted of eight parts and was scored
out of 100, with a higher total score indicating a better qual-
ity of life.

2.5. Statistical Disposal. In this work, GraphPad Prism 7 and
SPSS 26.0 were used to process the data (GraphPad Soft-
ware, San Diego, USA) for picture drawing. Count data were
tested by X2 test and represented as n (%), and measurement
data were t test and �x ± s. The differences were statistically
remarkable when P < 0:05.

3. Results

3.1. Comparison of Clinical Indexes. The clinical indexes in
the treatment group after treatment were remarkably better

than those in the control group (P < 0:05), as detailed in
Table 2.

3.2. Comparison of Clinical Efficacy. The results indicated
that the treatment group had a remarkable higher number
of cured cases than the control group (P < 0:05), with no
remarkable difference in the numbers of improved and inef-
fective cases of both groups (P > 0:05), which was detailed in
Table 3.

3.3. Comparison of Mobility of Fingers. After treatment, the
mean TAM in the treatment group was remarkably higher
than that in the control group (P < 0:001), which was
detailed in Figure 1.

3.4. Comparison of Pain Relief. The VAS score after treatment
in the treatment group was remarkably lower than that in the
control group (P < 0:001), which was detailed in Figure 2.

3.5. Comparison of Quality of Life. After treatment, the mean
SF-36 score in the treatment group was remarkably higher than
that in the control group (P < 0:001), as detailed in Figure 3.

Table 1: Comparison of clinical data.

Items Treatment group (n = 30) Control group (n = 30) X2/t P

Gender 0.278 0.598

Male/female 13/17 11/19

Mean age (mean ± SD, years) 44:90 ± 15:88 45:90 ± 15:99 0.243 0.809

BMI (mean ± SD, kg/m2) 19:87 ± 0:92 20:14 ± 0:84 1.187 0.240

Course of disease (mean ± SD, months) 2:10 ± 0:88 1:93 ± 0:83 0.770 0.445

Previous treatments

Wrist immobilization brace 20 (66.67) 21 (70.00) 0.077 0.781

Therapeutic ultrasound 3 (10.00) 4 (13.33) 0.162 0.688

Topical corticosteroid injection 5 (16.67) 2 (6.67) 1.241 0.265

Low-level laser therapy 2 (6.67) 3 (7.14) 0.218 0.640

Education levels

Junior college and above 6 (20.00) 4 (13.33) 0.480 0.488

High school 4 (13.33) 3 (10.00) 0.162 0.688

Middle school 11 (36.67) 14 (33.33) 0.617 0.432

Primary school 6 (20.00) 4 (13.33) 0.480 0.488

Illiteracy 3 (10.00) 5 (16.67) 0.577 0.448

Residence (n (%)) 0.067 0.795

Urban area 14 (46.67) 13 (43.33)

Rural area 16 (53.33) 17 (56.67)

Table 2: Comparison of clinical indexes (mean ± SD).

Groups n Time from treatment to pain relief (d) Time of numbness relief (d) Distension sensation scores (points)

Treatment group 30 5:97 ± 1:450 5:90 ± 2:01 1:10 ± 0:92

Control group 30 9:50 ± 1:590 7:30 ± 1:86 2:03 ± 0:72
t 8.985 2.800 4.360

P <0.001 <0.050 <0.050
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4. Discussion

CTS is a common peripheral nerve entrapment disease in clinic
[12], whose pathological manifestations are chronic inflamma-
tory edema and thickening of transverse carpal ligament, com-
pression and degeneration of median nerve, and adhesion of

the peripheral tissues [13]. The median nerve, which is com-
posed of the anterior rami of the spinal nerve C6-T1, descends
between the flexor digitorum superficialis and flexor digitorum
profundus into the wrist and crosses the carpal tunnel to reach
the palm of the hand on the deep side, distributing over the
partial skin of the palm and dorsal parts of the index, middle,
and the ring fingers [14, 15]. CTS mostly occurs in manual
workers, but with the popularization of computers in recent
years, its incidence has increased dramatically.

Pain and numbness are the most frequent clinical symp-
toms in patients with CTS [16] whose current treatments are
mainly conservative therapies that are ineffective and time-
consuming and the appropriate treatments remain unclear.
Some scholars [17] believe that when the median nerve is
compressed, the nerve blood circulation will be affected,
resulting in ischemic edema and congestion, leading to nutri-
tional impairment and subsequent nerve atrophy which
induces the development of CTS. CTS belongs to the category
of flaccidity syndrome and tendon injury in traditional Chi-
nese medicine. Suwen-Yinyang Yingxiang Dalun (The Great
Treatise on Yin and Yang’s reflection of signs) says that “block-
age of qi brings about pains, injury of form leads to swelling.”
CTS is mostly caused by the lack of healthy energy in the body
and weiqi’s insecurity of defense, which induces the invasion
of wind pathogen [18]. Acupuncture and moxibustion at acu-
points can dredge the meridians and collaterals and induce
diuresis to alleviate edema and pain, thereby reducing the vol-
ume of carpal tunnel contents and alleviating the compression
of median nerve. Animal experiments have also fully con-
firmed [19] that the stimulation of acupuncture and moxibus-
tion can promote the regeneration of peripheral nerves. In
addition, acupotomy can release the nerve compression with
remarkable efficacy while avoiding incisions on patients. It
provides the possibility of recovery of the median nerve by
loosening the transverse carpal ligament, releasing the pres-
sure on the carpal tunnel and the nerve compression, which
serves to alleviate muscle tension and reduce wrist pain, as
confirmed in a study by Chen et al. [20].

The study was conducted using a randomized controlled
trial, drawing on previous treatment experience. Patients in
the control group was treated with hot compress, oral medica-
tion, and local injection during hospitalization, while the treat-
ment group received acupotomy and electroacupuncture
therapy on top of the above treatments. In terms of clinical
effects, the treatment group after treatment had a remarkably
higher cure rate than the control group (P < 0:05), probably
because acupotomy reduced the compression on median
nerve in the carpal tunnel by cutting and loosening the trans-
verse carpal ligament, addressing the cause of the disease at its
source [21]. Some scholars believe that [22, 23] the acupotomy
treatment of CTS improves blood circulation, accelerates
metabolism, and better repairs muscle ligament injury. Elec-
troacupuncture promotes the repair of median nerve and the
recovery of wrist function and can also dredge local meridian
qi [24]. In contrast, although the treatment plan of hot com-
press, oral medication, and local injection can reduce the clin-
ical symptoms to a certain extent, the sustained efficacy is
short and the disease are easy to relapse [25]. In terms of pain
alleviation and finger mobility, the treatment group did better

Table 3: Comparison of clinical efficacy (n (%)).

Groups n Cured Improved Ineffective

Treatment group 30 17 (56.67) 11 (36.67) 2 (6.67)

Control group 30 9 (30.00) 14 (46.67) 7 (23.33)

X2 4.344 0.617 3.268

P <0.050 0.432 0.071
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Figure 1: Comparison of mobility of fingers after treatment
(mean ± SD). Notes: the transverse axis was the treatment group
and the control group, and the longitudinal axis was the TAM
(degrees). The mean TAM in the treatment group and the control
group was 181:03 ± 14:22 degrees and 135:33 ± 12:92 degrees,
respectively. ∗ suggested remarkable differences in terms of the
mean TAM between both groups (t = 13:028, P < 0:001).
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Figure 2: Comparison of pain relief (mean ± SD). Notes: the
transverse axis was the treatment group and the control group,
and the longitudinal axis was the VAS score (points). The VAS
scores in the treatment group and the control group were 2:90 ±
1:27 points and 4:27 ± 1:14 points, respectively. ∗ suggested
remarkable differences in terms of VAS scores between both
groups (t = 4:397, P < 0:001).
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than the control group, indicating that acupotomy combined
with electroacupuncture therapy can promote the finger
mobility and relieve the pain efficaciously, so as to achieve
the purpose of treating peripheral nerve injuries and restoring
their function.

In conclusion, acupotomy combined with electroacu-
puncture therapy has a high clinical application value in
the treatment of CTS. This combination can increase finger
mobility, reduce discomfort, and enhance quality of life. Fur-
ther research will support the development of a better regi-
men. Limited by the research conditions, the study has a
small sample size and a short follow-up course, of which
the expansion is required to further validate the effectiveness
of study in the future.
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Data to support the findings of this study is available on rea-
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transverse axis was the treatment group and the control group,
and the longitudinal axis was the SF-36 score (points). The mean
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suggested remarkable differences in terms of the mean SF-36
scores between both groups after treatment (t = 7:203, P < 0:001).
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The children’s intensive care unit is a closed management area with limited visiting time and no accompanying persons. It fails to
systematically reflect and summarize the opinions and needs of the families of the children. The more critically ill the family
members are, the higher the requirements for medical care. Good relationship between doctors, nurses, assistant, and patients
can promote the rehabilitation of children’s diseases and achieve the advanced medical model level of “seamless management
and no loopholes.” In order to aid the complete intensive care process, it is vital to understand children’s psychological and
physical development based on children’s behavioral psychology when the medical-nursing-assistance (MNA) integration
model is used in the children’s intensive care unit. Therefore, this paper has completed the following tasks: (1) the
development status of the domestic and foreign MNA integration model in the quality management of children’s intensive care
units is introduced, and the MNA integration model based on the theoretical basis of behavioral psychology is proposed for
the following article in children’s intensive care. The effect evaluation system of room management provides a theoretical basis.
(2) The principle of BP neural network is introduced, and the effect evaluation model of the integrated mode of MNA based
on BPNN in the management of children’s intensive care unit is constructed. (3) The relevant data collected are used to form
an available data set for the model accuracy test. The experimental results show that, after the research in this paper, the
BPNN model proposed in this paper is introduced into the MNA integration model to evaluate the effect of the management
of children’s intensive care units which is practical and effective.

1. Introduction

The children’s ICU is a specific area equipped with a suffi-
cient number of staff who have received special training
and master the basic concepts, basic knowledge, and basic
operating skills of critical medicine, including physicians,
inspection technicians, nurses, and life assistants. Equipped
with professional and technically necessary monitoring and
treatment equipment to centralize the management, rescue,
treatment, nursing, and rehabilitation of critically ill chil-
dren, the purpose is to improve the rescue success rate of
critically ill children and reduce mortality [1, 2]. The tradi-
tional medical model is the division of medical, nursing,
and single-handling channels. The work is not completely

connected, and there are loopholes and gaps. Real-time
medical orders and auxiliary inspections are not imple-
mented in a timely manner. The effect of medical order pro-
cessing is not good.

It has drawbacks in the overall operation and manage-
ment of children’s ICU and cannot meet the management
needs of children’s ICU in comprehensive large hospitals,
which has caused widespread concern in the medical com-
munity [3]. The requirements for treatment, nursing, and
living needs of children’s ICU work are higher than those
of ordinary wards. Especially in the process of medical, nurs-
ing, and assistant shifts, it involves a wide range of areas. For
example, children’s ICU needs to understand children’s psy-
chological and physical development according to children’s
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behavioral psychology during the medical and nursing pro-
cess. Because children are in the primary development and
growth stage of life, they are different from adults in behav-
ior and psychology, so the medical and nursing processes are
also different. Only a further understanding of children’s
psychology and behavior can contribute to the entire inten-
sive care process [4]. Therefore, in the process of work, doc-
tors, nurses, and life assistants need to be in close contact.
The integration of MNA does not simply mean that doctors,
nurses, and assistants work together, but a process of cow-
orking in which the staff are independent, work division
and cooperation, share information, help each other, pro-
mote each other, and share responsibilities; the patient’s
diagnosis and treatment, health education, and rehabilita-
tion programs are jointly formulated by doctors, nurses,
and patients after thorough communication. The integrated
clinical nursing model of MNA builds a bridge between doc-
tors, nurses, and life assistants, making the communication
and cooperation between doctors, nurses, and assistants fas-
ter and more efficient. MNA are gradually subordinated to
the implementation of active communication, mutual coop-
eration, and codominant transformation of medical and
nursing staff. The integrated clinical nursing model of
MNA is conducive to the formation of a positive cooperative
attitude and promotes the increase of cooperative behaviors
of MNA. At the same time, this mode makes the communi-
cation channels and methods between doctors, nurses, and
assistants more smooth and effective and can quickly realize
the exchange and information sharing of patient-related
information, so that both doctors and nurses can more com-
prehensively understand the needs of patients and clearly
understand the needs of patients. Changes in the condition
are conducive to both medical and nursing parties to make
correct decisions on clinical medical treatment and clinical
nursing rehabilitation, thereby improving the overall quality
of medical and nursing services. Studies have confirmed that
the cooperative behavior of doctors, nurses, and assistants is
an important factor that directly affects the quality of medi-
cal care, the relationship between doctors and nurses, patient
health outcomes, and patient satisfaction [5–7].

MNA’s integrated clinical nursing model requires nurses
and assistants to incorporate the idea of doctor and patient
participation in clinical nursing work such as nursing proce-
dures and health education in order to achieve complemen-
tarity of specialised knowledge and professional skills among
doctors, nurses, and assistants, as well as patients and care-
givers, in order to obtain consistent and standardised scien-
tific rehabilitation guidance and assistance from various
perspectives. Some studies have proposed that positive
medical-nursing cooperation is beneficial to changing the
stereotyped image of patients and their families that nurses
are subordinate to doctors. Patients and their families should
give nurses enough trust and respect, which is an effective
measure to improve the relationship between nurses and
patients and the quality of nursing [8]. It is an inevitable
trend to explore the integrated mode of medicine, nursing,
and assistance. Doctors, nurses, and assistants all share the
goal of providing a safe treatment environment and high-
quality services to patients. The integrated model creates a

positive relationship between nurses and patients, as well
as between doctors and nurses. This study uses the inte-
grated mode of MNA in the medical and nursing manage-
ment of children’s ICU to improve the safety of Chinese
medicine prescriptions, the timely implementation of auxil-
iary inspections, and the timely follow-up of inspection
reports. It can also improve nursing quality and safety,
patient handover safety, infusion safety, and equipment
management safety and improve the satisfaction of doctors,
nurses, and assistants, with good results.

The following is the paragraph that organises the paper:
the related work is found in Section 2. In Section 3, the
methodologies used in the proposed work are examined.
Section 4 discusses the experiments and their outcomes.
Finally, in Section 5, the research task is accomplished.

2. Related Work

With the transformation of the medical model to
“biological-psychological-social medicine,” the traditional
“dominant-subordinate” doctor-nurse relationship can no
longer meet the needs of clinical work [9]. Under the back-
ground of the adjustment of medical relationship, “integra-
tion of medical and nursing,” as an advanced medical and
nursing work mode, is widely carried out in various clinical
departments and has achieved remarkable results. The inte-
gration of medical and nursing is essentially a localized con-
cept, which is called “medical-nursing cooperation”
internationally [10]. Since the concept of medical and nurs-
ing integration was put forward, its connotation has been
continuously enriched and developed. Initially, some
researchers believed that medical-nursing cooperation is
essentially an interdisciplinary exchange, the core of which
is that both nursing and nursing parties must participate in
the entire process of patient assessment, decision-making,
clinical goal formulation, and problem solving and share
responsibilities [11]. In the 1950s, the UK and other Euro-
pean countries took the lead in implementing advanced
nurse nursing activities and gradually formed a nursing
model combining nurse and doctor services, which was con-
ducive to the recovery of patients. Under this model, a
benign teamwork model with reasonable division of labor,
clear responsibilities, information sharing, close contact,
and mutual cooperation has been formed between doctors
and nurses. It is of positive significance to effectively
improve the preoperative and postoperative anxiety and
other emotions of patients, improve the patient’s self-care
ability, and improve the quality of life of patients [12]. This
new model of healthcare cooperation is defined by the
American Nursing Association as “a novel and trustworthy
way of cooperation among healthcare workers that safe-
guards both sides’ interests while attaining mutual goals.”
But so far, many scholars have not formed a unified concept
of the medical-nursing integration work mode, but they all
include some common points. First of all, the medical-
nursing integration work mode should be based on the
mutual equality, respect, and trust of medical and nursing.
On the premise of recognizing each other’s professional
knowledge and ability, through mutual communication
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and coordination, the specific method of participating in
clinical decision-making by both medical and nursing
parties is adopted, and there is shared responsibility for pro-
viding medical care to patients [13]. The medical-nursing
integration work mode focuses on the joint participation
and cooperation of both medical and nursing parties, mutual
exchange of medical treatment and nursing, and joint provi-
sion of medical and nursing services for patients. Studies
have shown that, compared with the traditional nursing
mode in which both medical and nursing parties work sepa-
rately, the integration of medical and nursing as an emerging
work mode has greater advantages in improving the quality
of medical and nursing services [14]. In the 1990s, reference
[15] put forward four necessary conditions for medical
cooperation, namely, ability, confidence, commitment,
mutual respect, and trust. In 2003, the American Nursing
Association (ANA) clearly defined healthcare cooperation
as a process of trust-based and reliable cooperation between
healthcare workers. At present, there is no consensus on the
exact concept of medical and nursing integration. Although
the views of various scholars include some common ele-
ments, their views are not exactly the same. Nevertheless,
under the guidance of the medical-nursing integration
model, the nursing quality of each clinical department has
been significantly improved [16].

Reference [17] applied the medical-nursing integration
model to the thyroid surgery clinic and established a collab-
orative group composed of specialist physicians and respon-
sible nurses. And the medical staff are grouped according to
their professional titles and ages, and each performs its own
duties to ensure that patients are seamlessly connected in
each diagnosis and treatment process. The study concluded
that the medical-nursing integration model can effectively
reduce the waiting time of outpatients and improve the ser-
vice experience of medical staff. In 2013, the emergency
department of a university-affiliated hospital introduced a
medical-nursing integrated emergency patient-hospital pro-
cess management model, which effectively solved the prob-
lems of low efficiency of emergency ward management and
low efficiency of human-hospital contact. The work effi-
ciency and satisfaction of front-line medical staff in the
emergency department have been significantly improved
[18]. As a result, this study uses a prospective research tech-
nique to assess the importance of routine nursing and inte-
grated nursing care for patients, in order to create a more
solid foundation for improving patient clinical nursing.
The medical-nursing integration work paradigm has been
widely utilised in the field of nursing to guide clinical nurs-
ing, nursing management, nursing research, and nursing
education, with impressive outcomes. Reference [19]
research shows that the integration of medical and nursing
can improve the cooperation degree of medical and nursing
work, the awareness rate of health education, and patient
satisfaction. The research of reference [20] shows that the
integrated medical and nursing work mode realizes the
seamless connection between the transfer and handover
departments, ensures the safety of patients, and improves
the work efficiency. Reference [21] believes that the integra-
tion of medical and nursing has broadened the specialist

knowledge of surgical nurses, improved the initiative and
predictability of surgical cooperation, and is an effective
method to improve the clinical practice ability of orthopae-
dic surgery specialist nurses. A university-affiliated hospital
has successively carried out research on the medical-
nursing integration cooperation model and believes that
the medical-nursing integration work mode has achieved
relatively good results in many aspects such as the synergy
of the medical-nursing cooperation group, the improvement
of the scientific research level of medical care, and the post-
operative stress response of patients which have achieved
relatively good results [22]

3. Method

3.1. Principle of BP Neural Network

3.1.1. The Concept of BP Neural Network. The artificial neu-
ral network (ANN) is a computer information processing
technique that can mimic the human brain. It is a frequently
used machine learning algorithm with a lot of capability. In
the ANN system, BPNN is a brilliant pearl. It mainly has the
following characteristics:

(1) Self-adaptation and self-learning: self-adaptive
means that its own characteristics can adapt to
changes in the environment and change accordingly.
When the external environment changes, input new
sample data into the neural network model for train-
ing, the model will automatically adjust the influenc-
ing parameters and mapping relationships during
the training process, so that different input data
can produce a desired output value within a specific
range. Therefore, the neural network has stronger
flexibility and adaptability than the expert system
that uses a fixed model for calculation and is more
similar to the operation law of the human brain

(2) Nonlinearity problems in the real world are complex
and nonlinear, and the human brain is also a nonlin-
ear signal processing organization. Activating or
inhibiting artificial neurons is essentially a nonlinear
problem between processing data. The neural net-
work reflects the data in the training samples to the
connection weights to ensure that there is a nonlin-
ear mapping relationship

(3) The fault-tolerant BPNN has a wide distribution of
nodes in the data storage process. When the input
information is partially damaged, although the oper-
ating efficiency of the ANN will be moderately weak-
ened, it will not lead to huge deviations in the
operating results. This is very important in evalua-
tion applications, because we often cannot be sure
that every reference sample is absolutely correct

(4) Computational parallelism and storage distribution
inherent parallelism of BPNN enable each neuron
to receive the input data accurately at the same time
and then perform independent operation processing
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on the data and obtain the corresponding output
result. Neurons in the same layer can perform oper-
ations at the same time and then output the results to
the next layer for calculation processing through the
transfer function. Therefore, the parallel computing
of neural network can give full play to its advantages
and improve the operation efficiency

3.1.2. Structure of BP Neural Network. The data processing
function of BPNN is closely related to the activity of neu-
rons, how the neurons are connected, the size of the weights
of the connections between neurons, and the maximum
acceptance value of neurons.

(1) Artificial neuron model: the neuron is the smallest
unit of neural network, and its specific structure is
shown in Figure 1, where xiði = 1, 2,⋯,mÞ is the
input value of the neuron, wiði = 1, 2,⋯,mÞ repre-
sents the connection weight between the upper and
lower levels of neurons, and p =wi is the threshold
of each layer node; if x0 = 1 is also regarded as the
input value of the neuron, at this time, w0 is a special
connection weight value, f is the transfer function,
and y is the neuron output value; there are

y = f 〠
m

i=1
xiwi + p

 !
ð1Þ

(2) Hierarchical composition of BPNN

BPNN consists of an input layer, a hidden layer, and an
output layer. The hidden layer may be from 1 to n layers,
and the number of layers is mainly related to the complexity
of the data to be processed. Figure 2 shows a neural network
with a double hidden layer structure. There are nodes at
both ends of the three levels, and the connection weights
between nodes are connected, and different nodes corre-
spond to different thresholds. When there is a signal input,
the input signal is first transmitted to the input layer and
then passes through each hidden layer and output layer in
turn, and finally, the result is obtained.

(3) Transfer function

The basic function of the transfer function of the BPNN
is to activate the input and transform it into the output
through the transformation of the transfer function. The
transfer function must be differentiable from a mathematical
point of view, otherwise it is meaningless. In the initial
design of the model, the BPNN generally uses the sigmoid
function as the transfer function of the hidden layer and
the linear function as the transfer function of the output
layer. At the same time, the sigmoid function can be divided
into Log form and Tan form, which are selected according to
whether the output value is negative. The specific form of the
above transfer function is as follows:

Linear function

A = f Wx + pð Þ =Wx + p: ð2Þ

Log-sigmoid function

f xð Þ = 1
1 + e−x : ð3Þ

Tan-sigmoid function

f xð Þ = 1 − e−2x

1 + e−2x
: ð4Þ

3.1.3. The Calculation Principle of BP Neural Network.
BPNN is a self-correcting learning method. In the self-
correction learning, each training sample corresponds to a
learning signal, and many different learning signals jointly
affect the output value. The network system regards the
learning signal as the expected output. After the model is
trained, the error between the expected output value and
the actual output value will be obtained, and then, the net-
work weights will be corrected many times according to
the specific situation of the error. Through repeated self-
learning and adjustment of the error, the model makes the
error reach the preset local minimum value. At this time,
the entire network forms a complete closed system. The size
of the error can be measured by the mean square error
between the output value of the output node and the
expected value, thus forming a dependent variable with the
input value as the independent variable, the connection
weight as the correction coefficient, and the output value,
by judging the size of the error. It is a function to evaluate
the performance of the network, and the self-learning train-
ing of the network is transformed into the problem that the
solution error falls into a minimum value.

The basic process of BPNN consists of two parts: for-
ward propagation of learning signals and feedback propaga-
tion of output results. That is, the input value is processed
layer by layer from the input layer, gradually approaching
the output layer; the connection weights and node thresh-
olds are corrected from the output layer.

X1

X2

ň

Xm

W1

n

W2

Wm

Y

p

Figure 1: Neuron structure diagram.
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(1) The forward propagation process of the signal. Input
value at hidden layer node:

neti = 〠
M

j=1
wijxj + θ ð5Þ

Output value at hidden layer node i

yi =Φ netið Þ =Φ 〠
M

j=1
wijxj + θi

 !
: ð6Þ

The input value at node k of the output layer

netk = 〠
l

i=1
wkixi + ak = 〠

q

i=1
wkiΦ 〠

M

j=1
wijxj + θi

 !
+ ak: ð7Þ

Input value at node k of the output layer

Ok = φ netkð Þ = φ 〠
q

i=1
wkixi + ak

 !

= φ 〠
q

i=1
wkiΦ 〠

M

j=1
wijxj + θi

 !
+ ak

" #
:

ð8Þ

(2) Error feedback propagation process: in error feed-
back propagation, first obtain the output result of
the hidden layer in the output layer and then per-
form error analysis on the result; if the error is not
within the expected range, adjust the output layer,
hidden layer, and input weights and node thresholds
between the layers; take the output results as input
values; run toward the input layer; repeat the train-
ing for many times until the output results of the

output layer are within the expected range; and then,
end the operation. One-sample error function Ep

Ep =
1
2〠

L

k=1
Tk −Okð Þ2 ð9Þ

The multisample error criterion function E

E = 1
2〠

P

p=1
〠
L

k=1
TP
k −OP

k

� �2
: ð10Þ

The following four formulas are the correction amount
of the output layer weight Δwki, the correction amount of
the hidden layer weight value Δwij, the correction amount
of the output layer threshold value Δak, and the correction
amount of the hidden layer threshold value Δθi. All of them
are obtained by modifying the connection weights and node
thresholds by the gradient descent method.

The formula for adjusting the weights of the output layer
is as follows:

Δwki = −μ
∂E
∂wki

= −μ
∂E
∂yi

∂Ok

∂netk
∂netk
∂wki

: ð11Þ

The formula for adjusting the weights of the hidden layer
is as follows:

Δwij = −μ
∂E
∂wij

= −μ
∂E
∂yi

∂yi
∂neti

∂neti
∂wij

: ð12Þ

The formula for adjusting the threshold of the output
layer is as follows:

Δak = −μ
∂E
∂ak

= −μ
∂E
∂Ok

∂Ok

∂netk
∂netk
∂ak

: ð13Þ

The formula for adjusting the threshold of the hidden

Xn

X1

X2

Y1

Y2

ň

ňň

Figure 2: BP model structure diagram.
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layer is as follows:

Δθi = −μ
∂E
∂θi

= −μ
∂E
∂yi

∂yi
∂neti

∂neti
∂θi

: ð14Þ

3.2. Determination of Network Parameters. The BPNN needs
a large amount of prior data as support, and the calculation
amount in the operation process is very huge. The Matlab
scientific computing software launched by American Math-
Works has powerful matrix computing capabilities, which
greatly shortens the network training time. Using the neural
network toolbox in Matlab can bring great convenience to
users and related researchers. Users can directly call the
functions in the toolbox to build a fully functional BPNN
model. The neural network model in the Matlab toolbox
mainly designs the input layer, the hidden layer, the output
layer, the number of nodes in each layer, the connection
weights and node thresholds, and the transfer function.

3.2.1. Design of Input Layer and Output Layer. The selection
of the number of nodes in the input layer and the output
layer is determined by the actual situation. If the sample data
is more complex, the more nodes are required to process the
data. The number of nodes in the input layer is equal to the
training dimension of the sample data, which can be the ini-
tial dimension or the dimension of the feature variable: the
number of nodes in the output layer varies according to
the network. In the classification network, select the number
of categories, and in the simulation, select the output space
dimension in the fit function in the fit network.

3.2.2. Design of Hidden Layer. The design of the hidden layer
mainly includes the design of the number of hidden layers
and the number of nodes related to it.

(1) Design the Number of Hidden Layers. In the 1980s, Niel-
sen proved that a BPNN model with a single hidden layer
can make a continuous function in any closed interval infi-
nitely close to a regression value. Because a 3-layer BP design
network with a single hidden layer is enough to complete
any multidimensional mapping, double hidden layers are
only needed to ensure the continuity of model learning when
the function is discontinuous, so the neural network is
mostly a single hidden layer or double hidden layers.

(2) Design the Number of Hidden Layer Nodes. The opera-
tion of the neural network is closely related to the number
of hidden layer nodes. If there are not enough hidden layer
nodes, the available mapping information will be insuffi-
cient, the error will be large, the fault tolerance rate will be
low, and the sample recognition ability without self-
learning will be weak, and it will be difficult to effectively
complete the training; but if the number of hidden layer
nodes is too large, it will be difficult to effectively complete
the training. The structure of the neural network is complex,
the number of iterations is increased, the operation effi-
ciency is reduced, and the nonsalient content in the sample
is input, which weakens the generalization ability. The gen-
eralization ability of ANN refers to the ability of neural net-

work model to obtain correct output when inputting new
data other than its training samples after completing multi-
ple complete trainings. At present, the number of hidden
layer nodes is often determined according to the personal
experience of the model designer. Generally speaking, it is
closely related to the number of input and output layer
nodes, and the following formulas are usually used to deter-
mine the number of hidden layer nodes:

I =
ffiffiffiffiffiffiffiffiffiffiffiffi
m + n

p
+ b, ð15Þ

where b is a constant value between 1 and 10, n is the num-
ber of nodes in the input layer, I is the number of nodes in
the hidden layer, andm is the number of nodes in the output
layer.

3.2.3. Selection of BP Artificial Neural Network Algorithm.
The BPNN has the advantages of simple operation, large
scale of parallel processing data, less time-consuming, and
high efficiency, making the BP algorithm one of the most
widely used, stable, and perfect training algorithms at pres-
ent. It essentially approximates the error of the output result
to the extreme value of the expected range. However, when
dealing with nonlinear issues, the gradient descent approach
requires frequent modification of the connection weights
and thresholds, which can result in a long training time,
low learning efficiency, slow convergence speed, and an easy
fall into the problem of local minimum range. Due to the
above problems, the BP algorithm needs to be improved,
and the commonly used methods are as follows:

(1) Trainingdm additional momentum method: the
additional momentum method makes the network
consider both the effect of the error change and the
influence of the error itself when modifying the con-
nection weights. In the case where the additional
momentum method is not used, the output value of
the neural network may fall into the local minimum
value, and after using the additional momentum
method, the output value can skip these local values.
This method uses the feedback propagation method
to add a weight change value in the process to each
old weight value to obtain a new weight value and
repeat the training for many times to calculate the
weight value change to achieve the minimum error
and adjust the threshold which is the same as the
above process

(2) Trainingdx adaptive learning method: for a special
and ambiguous problem, it is not easy to choose an
appropriate learning rate. It is generally obtained
through experience or experiments, and after start-
ing training, the optimal learning rate will follow
the training and changes with the progress. The net-
work will fluctuate, and the output curve will oscil-
late if the learning rate is too high; if the learning
rate is too low, the network will increase the training
time, resulting in an increase in the number of con-
vergence times and a slower network convergence
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rate, even if the network is stable. Therefore, it is
hoped that by automatically adjusting the learning
rate during the training process, the training effi-
ciency can be kept the highest when the network is
stable. The specific method of adjusting the learning
rate is as follows: check the relationship between the
connection weight and the error function at first. If
the performance of the error function is reduced, it
means that the learning rate is low and can be appro-
priately increased; if the performance of the error
function is not reduced, it is improved; then, the
learning rate should be reduced

(3) Elastic algorithm: in the traditional BP algorithm,
the activation function usually adopts the sigmoid
function, which is characterized by the ability to con-
vert any input value into an output value within a
limited range. However, when the input value tends
to infinity, the derivative will approach 0; that is,
the gradient value will approach 0, and the network
will stop modifying the weights. The elastic algo-
rithm can effectively solve this problem. It only con-
siders the positive and negative of the partial
derivative, regardless of its specific value. The degree
of weight update is determined by a predetermined
independent value, and the direction of weight cor-
rection is determined by the sign of the partial deriv-
ative. In the process of two consecutive iterative
derivations, if the sign of the partial derivative of
the error function with respect to a certain weight
does not change, the independent value will be
increased. If the partial derivative changes, decrease
the independent value. When the sign of the partial
derivative remains the same in the continuous multi-
ple iterations, it indicates that the direction of error
correction is correct, and the workload of weight
correction should be increased to improve the work-
ing efficiency of the neural network. Therefore, the
elastic algorithm can significantly improve the speed
and the convergence of the BP network

3.3. Evaluation Indicators for the Integration of Medicine,
Nursing, and Assistance. Before constructing the evaluation
indicators, the practical application of the medical-nursing-
assistance integration model is introduced.

(1) Before the implementation of the medical-nursing-
assistance integrated model, the children’s intensive
care unit’s morning shift mode is as follows: when
the children’s intensive care unit was handed over
in the morning before the medical-nursing-
assistance integrated model was implemented, the
nursing work was the main content of the shift,
and the doctor did not supplement it; instead, the
doctor listened to the shift, focusing on the special
situation of children at night, reviewing the imaging
results and test results, and reviewing the medical
history. Nurses get together to discuss the work of
nursing. The doctors and nurses stagger the beds

and rounds to avoid mutual interference, and then,
the doctor issues a doctor’s order, and the nurse
immediately goes to process, execute the doctor’s
order, implement auxiliary examinations, and check
abnormal examination reports. Nurses take over
the shift in groups and pick up the beds, infusions,
instruments, and equipment under their control. Life
assistants assist nurses in daily care and receive visits
from family members of children. Doctors, nurses,
and assistants complete their duties within their
respective responsibilities and conduct monthly
self-examinations and quarterly inspections to evalu-
ate the implementation of the core system of patient
safety and nursing, supervision, and evaluation of
the implementation of the nurse bed responsibility
system and service satisfaction surveys

(2) After the implementation of the integrated medical-
nursing-assistance model, the shift mode of the chil-
dren’s intensive care unit: the nursing shift is the main
priority, and the doctor on duty supplements the new
admission, rescue, and abnormal reports of the children
at night. Remind nurses what to focus on. Head nurses
and department directors follow up on shifts involving
patient safety, ward safety, and the opinions of patients’
families to make rectifications. Medical assistants take
part in discussions about complex situations, study doc-
umentation and materials, thoroughly analyze cases,
and discuss any bottlenecks that arise. Conduct ward
rounds for critically ill patients together, urge doctors
and nurses to stay focused on their jobs, collaborate
with medical care for multidisciplinary and critically
sick patients, and put treatment and nursing measures
in place. We should timely and correctly implement
the emergency medical orders, implement the treat-
ment plan as soon as possible, and feedback and track
the treatment effect. For emergency auxiliary examina-
tion at the bedside, the nurse in charge of the bed assists
the doctor to prepare medicines and supplies. Before
going out, clean the respiratory tract; carry oxygen bags,
first aid kits, warm appliances, and bed rails; and notify
the transportation center to wait in the elevator. At the
bedside, the mobile phone mobile core system can be
used to check the inspection report in time and quickly,
follow up the treatment of critical values, take special
inspection results such as multi-drug-resistant bacteria,
and take timely intervention measures, through joint
participation in the discovery of nursing quality and
safety, infusion safety, equipment safety hazards, the
accuracy of infusion balance, pipeline medication
arrangements, and equipment operation failure han-
dling and other series of management. Everyone works
together and participates in a working model that is
both independent implementation and mutual cooper-
ation. A small summary of daily shifts is posted on
WeChat to facilitate the knowledge of all staff, regular
medical-nursing-assistance communication meetings
are held, family members are consulted in a timely
manner, and the effect of the implementation of the
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integratedmedical-nursing assistance model is summa-
rized. The nurses’ bed management responsibility sys-
tem implements supervision and evaluation and
service satisfaction survey

(3) Indicators of observation and evaluation criteria are
compared. The scale uses the patient safety and nurs-
ing core system implementation evaluation form to
compare the number of defective cases of untimely
execution of real-time doctor orders, untimely imple-
mentation of auxiliary inspections, poor doctor order
processing, and untimely follow-up of inspection
reports in children’s intensive care units before and
after the implementation of the medical-nursing-
assistance integration model. Compared with the
results of nursing projects, the quality of the bed unit
was unsafe, the patient handover was incomplete, the
infusion volume was incorrect, and the safety indica-
tors of equipment were implemented. Investigate the
satisfaction of doctors, nurses, and assistance services,
and summarize the hospitalization and discharge
feedback messages of the patient’s family members

An evaluation method for the application effect of the
integrated medical-nursing-assistance model based on the
theoretical basis of behavioral psychology in the adminis-
tration of children’s critical care units was established
based on the preceding descriptions, as shown in
Table 1. The output is divided into three levels according
to the input metrics.

4. Experiment and Analysis

4.1. Data Sources and Pretraining Processing

(1) This study selects the data collected by a tertiary hos-
pital from January 2016 to December 2017 in the
implementation of the integrated medical-nursing-
assistance model in the children’s intensive care unit.
The management of doctor’s order processing effect,
inspection report follow-up, bed unit environment
safety, patient handover safety, infusion safety, and
equipment safety management, using noncontem-
poraneous control, by comparing the integration
before implementation (January 2014-December
2015) and implementation afterwards (January
2016-December 2017), the children’s intensive care
unit managed the safety of traditional Chinese med-
icine orders, the quality and safety of nursing, and
the satisfaction of doctors, nurses, and assistants.
300 sets of data before and after implementation
were obtained, respectively. Among them, 275 sam-
ples are used as the training samples of the neural
network model, and 25 samples are used as the test
samples of the neural network model

(2) Usually, the input and output data of the neural net-
work should be between 0 and 1. Since the model
constructed in this paper does not meet such
requirements, it is necessary to normalize the sample
data before inputting it into the model. In this paper,
the maximum and minimum method is used for
normalization processing:

y = x − xmin
xmax − xmin

, ð16Þ

where x is the sample data outside the interval [0, 1], xmin is
the minimum number in the data sequence, xmax is the max-
imum number in the sequence, and y is the normalized value
of the sample data x

4.2. Preliminary Training of the Model

4.2.1. Model Construction Ideas. First, use all the information
of the training samples, including the feature information of
the training samples, to train the neural network. After the
network adaptive learning is completed, input the features
of the test samples to the trained network. The trained net-
work will automatically analyze and predict and give the
prediction of the effect level of the test sample predicted by
the neural network model and compare it with the actual
evaluation level of the corresponding test sample to judge
the feasibility of the model.

4.2.2. Initial Parameter Setting. The model is initially estab-
lished by using the newff command in Matlab, and the initial
parameter configuration of the network is set by default. The
specific settings are shown in Table 2.

After the initial operation, it is found that the network
output error of the model reaches the expected error range

Table 1: Evaluation indicators for the integration of medicine,
nursing, and assistance.

Index Label

Execute medical orders in a timely manner I1

Auxiliary inspections are implemented in a timely manner I2

The doctor’s order is very effective I3

Follow-up of inspection reports in a timely manner I4

Bed unit environmental safety I5

Comprehensive patient handover I6

Infusion balance is correct I7

Instrument and equipment safety I8

Patient satisfied with doctor I9

Patient satisfied with nurse I10

Patient satisfied with life assistant I11

Table 2: Initial parameter settings.

Network parameters Value or setting

Number of iterations 1500

Learning rate 0.15

Learning target 0.00005

Learning function Trainlm

Hidden layer transfer function Logsig

Number of hidden layer nodes 5
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Figure 3: Error change graph.
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after 16 iterations, the time consumption is very short, and
the error is also small, which shows that the network learn-
ing state is good.

4.2.3. Model Test. The test of the model mainly starts from
two aspects, the validity test and the accuracy test. As the name

suggests, the validity test is to test the rationality of the model,
such as whether the network convergence is reasonable and
whether the model results are reliable, and the accuracy test
is the correctness of the model, often measured by the error
rate. The program’s operating process can be used to reflect
the validity test. The neural network’s performance is poor
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Figure 6: Different transfer function test results.
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when it runs slowly, has toomany iterations, or has a big mean
square error. As can be seen from the figure below, the indica-
tors of the model established in this paper are relatively rea-
sonable after the initial training. After 16 iterations of the
model, the network output error reaches the expected error
range, and the error value is 0.001625 within the effective
range. The change process diagram is shown in Figure 3.

The accuracy test is mainly to test the gap between the
input value of the neural network and the expected value, that
is, the actual value of the test sample. The smaller the gap, the
higher the accuracy. It is usually expressed by error or error
rate, which is more suitable for the effect analysis of a single
sample; you can also average multiple samples. Because this
paper uses multiple samples to test the performance of the net-
work, there is an error value for each sample data. We want
the error rate to be as low as feasible; hence, this study uses a
correct rate to assess the developed model’s accuracy. It is
the ratio of the number of times that the error rate between
the actual value and the predicted value is within 10% of all
the calculation results in the 275 training samples.

4.3. Optimization of the Model. Many parameters in the
BPNN components, such as the number of hidden layers
and their nodes, the selection of transfer functions, and the
selection of training functions, will affect the final training
results of the neural network. However, the specific selection
of these parameters has not yet been accurately guided by
the academic community, and more judgments are made
through experience. Therefore, in order to ensure the accu-
racy and effectiveness of the neural network model, this
paper decides that when the model is first constructed, the
parameters that need to be determined are selected from
the default parameters of the system, and then, the parame-
ters of the model are adjusted one by one by controlling the
parameter variables so as to finally determine a stable net-
work model. The specific optimization process is as follows.

4.3.1. Optimization of the Number of Hidden Layers. In this
paper, a hidden layer is used in the initial training above,
and a hidden layer is added below for training and result
comparison. It can be seen from the test results that the
accuracy of a single hidden layer is higher than that of a dou-
ble hidden layer, so we do a more in-depth test on the basis
of a single hidden layer. The test results are shown in
Figure 4.

4.3.2. Optimization of the Number of Hidden Layer Nodes. In
this paper, 5 hidden layers are used in the initial training of
the model, and integers around 5 are used as the number of
hidden layers for testing. The test results are shown in
Figure 5.

The data shows that when the number of hidden layer
nodes is 5, the correct rate is high, so 5 is still selected as
the number of hidden layer nodes.

4.3.3. Optimization of Transfer Function. The commonly
used transfer functions are logsig and tansig. The selection of
transfer function has a great influence on the prediction result.
The two transfer functions are tested, as shown in Figure 6.

The tabular data shows that the correct rate of the logsig
function is higher, and the results of each correct rate are rel-
atively stable, and the logsig function is still selected.

4.4. Analysis of Test Results. After combining the above
model optimization, it is finally determined that the model
has a single hidden layer structure with 5 hidden layer
nodes, the transfer function selects logsig, and the training
function selects trainlm. The running results of the opti-
mized model are shown in Table 3.

It can be seen from the above table that the trained neu-
ral network can correctly predict the effect evaluation level,
and the error is very low, which is a very significant level.
At the same time, for the processing and analysis of 275
samples, the average time of BPNN is less than 2 s. The
whole process is very convenient and much faster than the
manual evaluation of evaluators. Applying performance
evaluation is practical and remarkably efficient.

5. Conclusion

After the implementation of the medical-nursing-assistance
integration model, the number of defects in the execution
of real-time doctor’s orders, the implementation of auxiliary
inspections, the processing of doctor’s orders, and the
untimely follow-up of inspection reports in the children’s
intensive care unit decreased. Before the implementation of
the integrated medical-nursing-assistance model, the chil-
dren’s intensive care unit mainly focused on the nursing
work when the shift was handed over. The doctor did not
supplement or provided little supplement, but after listening
to the handover, the doctor focused on the special situation
of the children at night. At this time, the content of the dis-
cussion is obviously related to the nursing shift, that is, the
lack of a harmonious way and atmosphere of communica-
tion. The medical staff could not solve the problems encoun-
tered together. In order to avoid mutual interference, the
doctors and nurses staggered the ward rounds, and then,
the doctor issued a medical order without communicating
the urgent needs to be dealt with in a timely manner. Irreg-
ular usage, inconsistent charging codes, etc. failed to com-
municate and urge improvement in a timely manner.
There was a lack of effective communication in the real-
time execution of medical orders and the safety of medical
order execution. After the implementation of the integrated

Table 3: Optimizing model run results.

Number 1 2 3 4 5 6 7 8 9 10

Accuracy 0.92 0.95 0.96 0.97 0.93 0.98 0.98 0.95 0.96 0.95
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model of medical care and assistance, personnel supervision
was strengthened and then improved. Working together can
effectively prevent the occurrence of medical accidents and
ensure patient safety. Improving and strengthening manage-
ment and other countermeasures can effectively improve the
quality of doctor’s order execution and improve nursing
quality and nursing safety. After running-in, communication,
and implementation of the integrated model of medical and
nursing assistance, the patient safety and nursing core system
implementation evaluation is carried out through inspection,
and real-time doctor’s order execution and auxiliary inspec-
tion are displayed. The number of defects caused by untimely
implementation, treatment of doctor’s orders, and untimely
follow-up of inspection reports is significantly lower than
before the implementation. Therefore, this paper has com-
pleted the following work: (1) introduced the current state of
the domestic and international medical-nursing-assistance
integration model in the quality management of children’s
intensive care units and proposed a medical-nursing-
assistance integrated model in children’s intensive care units
based on the theoretical foundation of behavioral psychology.
The effect evaluation system of intensive care unit manage-
ment provides a theoretical basis. (2) The principle of BPNN
is introduced, and the effect evaluationmodel of the integrated
mode of medical care and assistance based on BPNN in the
management of children’s intensive care unit is constructed.
(3) The relevant data collected are used to form an available
data set for the model accuracy test. The experimental results
suggest that the BPNN model described in this study is realis-
tic and effective when it is integrated into themedical-nursing-
assistance integration model to evaluate the effect of the man-
agement of children’s critical care units following the research
in this paper.
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The insulated gate bipolar transistor (IGBT) is widely utilized in the transportation, power, and energy domains because of its high
input impedance and minimal on-voltage drop. IGBTs are frequently used in industrial applications for lengthy periods of time,
collecting fatigue damage and eventually aging and failing, which can result in system shutdown and financial losses in severe
circumstances. As a result, a study into the IGBT’s reliability is extremely important. Fault prediction technology, which is an
important aspect of reliability research, may analyze device state through changes in terminal parameters, anticipate aging
trends, and issue early warnings at thresholds to avoid significant safety issues caused by IGBT aging failures. Therefore, the
appropriate end parameters are selected as aging characteristic parameters, and fault prediction is performed. Therefore, this
paper has carried out research on the IGBT fault prediction technology that integrates the terminal characteristics and artificial
intelligence neural network. The main research contents include the following: (1) this paper starts from the basic principle of
IGBT and the structure of its device and analyzes its failure mode on the failure of IGBT. The characteristic parameter of
collector-emitter turn-off peak voltage value is selected for IGBT fault prediction, and the aging data of NASA PCoE Research
Center is used to verify that the characteristic parameter can be used for fault prediction. (2) In view of the shortcomings of
traditional fault forecasting methods, this paper proposes to use deep learning time series forecasting methods for fault
forecasting. The LSTM is theoretically analyzed, and the prediction network is built. The experimental results show that the
LSTM network model can improve the accuracy of IGBT fault prediction, with fewer parameters and higher prediction efficiency.

1. Introduction

As the most important component in a power electronic sys-
tem, IGBT is the first-choice module for power semiconduc-
tor devices. IGBT was invented in 1982. Although it is a very
new type of power semiconductor device, it is still develop-
ing and improving. From the point of view of power con-
sumption, when the rated current of the IGBT is 75A and
the rated voltage is 600V, the rated power of the first gener-
ation IGBT is 100 watts, and now, it is less than 30 watts. At
present, the maximum collector current of the IGBT has
been more than 3500A [1]. From the point of view of the
manufacturing process, the current IGBT process is already
less than 1 micron. At the same time, the gate trenching

technology is adopted in the fourth-generation products,
and the size of the chip is also reduced by 80% compared
with the previous generation [2]. With the continuous
improvement and optimization of the performance and vol-
ume of IGBTs, it is reasonable to seize most of the power
electronic equipment market. Its superior performance and
low power consumption are powerful tools to promote the
development of the new energy era. At present, the applica-
tion prospect is very broad, and it is an indispensable part of
many fields such as rail transit, household appliances, infra-
structure, and new energy vehicles. For example, in the
“heart” of the train, the traction converter uses IGBT mod-
ules [3]. The above are all civil fields. For other fields such
as aerospace equipment, IGBT also plays a key role. It can
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be said that the status of IGBTs for power electronic systems
is not lower than that of CPUs for computer systems. IGBT
modules, on the other hand, have a very high internal resis-
tance under high pressure or high temperature, are prone to
high conduction loss, and are not very resistant to high
impact force, so they are used in harsh production environ-
ments, or after long-term use, they will gradually age or even
fail, causing the equipment to stop running, and even the
entire power system to be paralysed, causing serious eco-
nomic losses and even threatening human life [4]. According
to the statistics of the British Wind Energy Agency, before
2009, more than 700 wind turbines were burned in the
world, many of which were caused by the failure of IGBTs.
The reliability of IGBTs plays an important role in the
smooth operation of power electronic systems, so it is very
meaningful to study the causes of IGBT failures and fault
prediction [5]. Before IGBT failure prediction, it is necessary
to first study the cause of IGBT failure, that is, the failure
mechanism of IGBT. After understanding the changing
trend of the degradation parameters before the IGBT fails,
measure these parameters. When the parameters are found
to be abnormal or about to reach the alarm threshold, it
means that the device may fail, so that it can be repaired
or replaced in time to avoid more serious accidents [6].
Not only that, while avoiding equipment failure, it can also
automate maintenance and repair, redundant copy replace-
ment, etc., which improves the efficiency and cost of opera-
tion management and reduces the burden of manual
maintenance. In this context, in order to reduce the heavy
losses caused by the shutdown of the power system due to
IGBT failure during the operation of power electronic equip-
ment and improve the stability of the power system opera-
tion, countries around the world are actively carrying out
IGBT fault prediction research [7]. The direction of its fault
research can be roughly divided into two types: one is based
on the machine model and probability model of IGBT, the
focus of the research is mainly on the characteristics and
materials of the device itself, and the fault prediction model
is obtained through statistical analysis of a large number of
aging experimental data. The other is an intelligent algo-
rithm prediction model driven by IGBT data. The focus of
the research is on the data drive of degradation parameters.
Consider using intelligent algorithms such as popular neural
networks to build fault prediction models [8]. In today’s
intelligent world, the rapid development of ANN has ush-
ered in a data-driven era. Finding the relationship between
features and targets through data is the mainstream direc-
tion of the current social forecasting development. In this
paper, the terminal characteristics and neural network are
combined to predict the fault of IGBT, because the neural
network has incomparable advantages in dealing with non-
linear problems. It provides a good solution for data predic-
tion of nonlinear, time-varying, strongly constrained, large-
lag processes.

The following is the paper’s organization paragraph: In
Section 2, the related work is provided. The suggested work’s
methods are examined in Section 3. The experiments and
results are discussed in Section 4. Finally, the research job
is completed in Section 5.

2. Related Word

Abroad, Reference [9] proposes a physical model for life esti-
mation of standard power modules. The proposed model
can physically explain the dependence of life on various
characteristics of the temperature profile, such as frequency,
maximum, and minimum temperature. The model uses the
Clech method to simulate the stress-strain solder response
under cyclic thermal loading and uses a solder deformation
mechanism diagram to describe the dominant failure mech-
anism under stress-temperature circumstances. Reference
[10] studied the fundamental frequency thermal cycle and
proposed a life estimation method for modular multilevel
converter submodules based on the combination of finite
element analysis and physical life model. This method pro-
vides a more in-depth physical description of the failure
mechanism and takes into account the thermal coupling
between chips, making life calculations more accurate. Ref-
erence [11] obtained the thermomechanical stress distribu-
tion around the IGBT defect through finite element
analysis, gave a life model combined with the performance
of the solder layer, and then verified the model through
power cycling experiments and microscale CT scanning.
Reference [12] demonstrated the influence of solder joint
thickness on the service life of power semiconductor IGBT,
and based on this, the optimization problem of solder layer
thickness was studied. In China, Reference [13] considers
the failure position of the solder layer and the feedback effect
of thermal characteristics caused by fatigue, establishes a
multiphysics coupling simulation of IGBT, uses an update
strategy based on the Cauer thermal network model, and
establishes a method that takes into account the cumulative
effect of solder layer fatigue. The IGBT life prediction model
of the wind turbine converter is finally evaluated. The ana-
lytical life model of IGBT mainly describes the relationship
between load current, current frequency, average tempera-
ture, temperature fluctuation value, temperature rise rate,
and other factors and the number of failures, that is, life.
At present, the life model provided by device manufacturers
is mainly based on the average temperature. In the relation-
ship between the temperature fluctuation value and the
number of failures, the number of failures is obtained by
power cycle or temperature cycle experiments. Reference
[14] established the finite element model of the IGBT
model SKM50GB12T4, considering the influence of the
power cycle load temperature level on the fatigue life of
the solder layer of the device, improved the Coffin-
Manson model, and applied the improved model to the
IGBT life prediction. In China, by analyzing the failure
mechanism of IGBT, Reference [15] designed a power cycle
experiment and formulated an experimental plan, used the
Weibull distribution to obtain the parameters of the device
life model, and then established the Coffin-Manson-
Arrhenius life model. The model has higher accuracy, and
the effect of junction temperature is more in line with the
actual situation. The fault prediction approach based on
terminal characteristics compares characteristic parameters
in the actual operating state with known aging characteris-
tic parameters of the device, judges the current operating
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condition, and predicts future parameter trend curves.
When the specified aging threshold is reached, the aging
IGBT can be maintained, repaired, or replaced in time.
The core of this method is to extract and transform histor-
ical data and use some intelligent algorithms to estimate the
trend of the device’s future operating state. Its key technol-
ogies include aging feature parameter extraction and pre-
diction algorithm design, and mainstream algorithms
include regression algorithms in numerical algorithms, fil-
tering algorithms, and artificial neural networks (ANNs)
in machine learning.

Abroad, a research group from Cranfield University used
the collector-emitter voltage VCE of IGBT as a characteristic
parameter, established a random degradation model based
on probability distribution, and studied the effects of the
gamma distribution, exponential distribution, Poisson distri-
bution, and combined distribution models on IGBTs. The
accuracy of life prediction is improved, and the failure model
based on a time-delay neural network (TDNN) is used to
improve the prediction accuracy. Compared with the
method based on the stochastic model, the error of the pre-
diction method based on TDNN is less than 4% [16–18].
Reference [19] studied the fault prediction framework of
IGBT. The framework uses the Mahalanobis distance
method for abnormality monitoring. After monitoring the
abnormality, the particle filter (PF) method is used to predict
the fault time, and the collector-emitter saturation voltage is
selected. Decreasing VCE ðONÞ is an aging characteristic
parameter, and its value increases by 20% as the failure
threshold. The prediction error of the research and analysis
algorithm is 20%. Reference [20] studied a fault prediction
method based on a neural network and adaptive neurofuzzy
inference system and used it to predict the degradation of
IGBT devices, using the IGBT collector-emitter voltage
degradation life data in the NASA Research Center database
to compare the proposed method. For verification, the
prediction errors of the two methods are 19% and 31%,
respectively. The fault prediction method based on end char-
acteristics does not require the mathematical model and
physical model of the object and estimates the future opera-
tion trend of the object based on the condition monitoring
data, thus avoiding the shortcomings of the model-based
fault prediction method, but in practical engineering appli-
cations, some historical data are difficult to obtain or expen-
sive to obtain, and the obtained data also has certain
uncertainty and incompleteness, which increases the diffi-
culty of the method based on end characteristics [21, 22].
Moreover, the traditional prediction algorithms used in
some literature cannot make full use of the historical infor-
mation of the data, resulting in inaccurate prediction and
low precision. Therefore, how to effectively use the time-
series information of the data is also an important point.
There are many classifications of intelligent algorithms in
fault prediction based on terminal characteristics, especially
in the field of machine learning led by neural networks,
which have unparalleled advantages in solving nonlinear
problems, and some of them also have good solutions to
time series problems, and more importantly, it is more in

line with the current trend of rapid development of big data
technology.

3. Method

3.1. IGBT Aging Characteristic Parameter Selection. The
aging failure or failure of IGBT will lead to changes in its
physical and chemical properties; that is to say, the aging
failure problem of IGBT will be manifested in its terminal
parameters to a certain extent. Therefore, on the basis of
studying the failure mechanism of IGBT, the terminal
parameters that best represent its health state can be selected
as the aging characteristic parameters and combined with
some intelligent algorithms to predict the failure. This
section will list the key terminal parameters of IGBT and
analyze the changes in their values with aging and finally
select appropriate parameters as aging characteristic param-
eters. The terminal parameters of IGBT devices mainly
include gate turn-on threshold voltage, module thermal
resistance value, collector-emitter saturation voltage value,
and collector-emitter turn-off peak voltage value. Each
eigenvalue is analyzed below.

3.1.1. Gate Turn-On Threshold Voltage. The gate turn-on
threshold voltage is the minimum voltage value for the IGBT
to ensure that the device can be turned on. As the IGBT
gradually degrades and fails, the material layer at its gate will
gradually degrade, resulting in a larger turn-on voltage dur-
ing the turn-on process. This indicates that the gate turn-on
threshold voltage gradually increases during the IGBT deg-
radation process, which can be used as a characteristic
parameter for fault prediction. However, the gate voltage in
a normal application environment is controlled by a steady
source circuit signal, and it is difficult to effectively detect
the gradually changing minimum turn-on threshold voltage.

3.1.2. Module Thermal Resistance Value. Since the IGBT
works in a high-temperature and high-pressure environ-
ment for a long time, its degradation effect is very obvious,
resulting in expansion cracks in the device material layer,
which increases the thermal resistance value of the module
and the junction temperature value of the module, further
accelerating the degradation of the device. For the detection
of junction temperature and thermal resistance, it is cur-
rently necessary to go deep into the device for measurement,
which can still be achieved in the experimental environment,
but it is difficult to effectively measure the IGBT device in
normal use, which is not conducive to using this character-
istic parameter for IGBT fault prediction.

3.1.3. Collector-Emitter Saturation Voltage Value. The IGBT
is in the off-and-on state for a long time, and its ideal equiv-
alent principle can be compared to a lossless on-off switch.
However, in practical applications, there will be internal
on-off resistance. This results in a voltage drop between col-
lector and emitter. Some literature studies have shown that
the voltage between the collector and the emitter is not con-
stant, but changes with the degradation of the IGBT. During
the degradation process, the collector-emitter saturation
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voltage value is gradually rising, so it can be a characteristic
parameter for IGBT fault prediction.

3.1.4. Collector-Emitter Turn-Off Peak Voltage Value. Dur-
ing the IGBT turn-off process, due to the existence of the
parasitic transistor, the transistor generates a transient volt-
age, and this voltage and the IGBT collector-emitter voltage
work together to generate an instantaneous peak voltage. At
the moment of a turn-off, the VCE of the IGBT will have a
high peak value, the turn-off current will drop rapidly, and
the turn-off voltage will rise rapidly. When the voltage rises,
there will be a voltage value exceeding the normal voltage,
and there will be a protruding peak in the waveform. The
existence of this overvoltage will cause stress shock to the
device, so it is very necessary to analyze the voltage value.
Analysis of laboratory aging data shows that when the IGBT
degradation changes, the instantaneous peak voltage of its
turn-off is gradually decreasing, so this parameter can be
used to predict IGBT faults.

Through the comparison of experimental data, the
collector-emitter turn-off peak voltage value shows a down-
ward trend in the process of IGBT degradation, and the
effect is obvious, while the collector-emitter saturation volt-
age value has no obvious upward trend in this data set. From
the previous theoretical analysis and degradation experi-
mental data, it is shown that the collector-emitter turn-off
peak voltage value can be well used as the characteristic
parameter of IGBT fault prediction. This paper will select
this characteristic parameter and use this data set to study
the IGBT fault prediction algorithm. Write a Python pro-
gram to extract the peak voltage value of each group of data
and obtain a total of 540 groups of peak voltage values.

3.2. Time Series Forecasting Methods. The purpose of failure
prediction is to find out the failure of the device in advance
so that the staff can deal with it in time and reduce the loss of
system operation. The traditional IGBT fault prediction
method is to use mathematical statistics to mathematically
model the IGBT degradation parameters, but this method
fails to make full use of the data time series information,
and the model is difficult to apply to complex production
and life. Machine learning algorithms and BP neural net-
work algorithms have significantly improved prediction
accuracy. However, the IGBT failure process gradually
degrades with time. Therefore, this paper focuses on the
application of deep learning time series prediction algo-
rithms in IGBT fault prediction. The time series forecasting
method developed earlier, there are many forecasting
methods, and the application is also very wide. The tradi-
tional time series forecasting method is developed from the
mathematical statistics theory, and now, there are many
branches of forecasting methods. The nature of prediction
can be divided into quantitative analysis method and quali-
tative analysis method, and many subsequent prediction
methods are also evolved on the basis of this method. The
regression methods such as univariate linear regression
evolved from the causal prediction method to determine
the relationship between data samples by means of data pro-
cessing. In the process of modeling regression, this method

does not make full use of the contextual relationship of the
data sequence, and it is difficult for the regression model to
make effective predictions on future data. The moving average
method evolved from the trend forecasting method uses time-
series historical information for forecasting. The moving aver-
age method mainly seeks the average value of a historical time
series for a stationary time series to predict the data. The
weighted moving method is an improvement and improve-
ment of the moving average method. It mainly weights the
historical information, assigns different weights to different
historical information, and then predicts the future data. The
moving average method has good prediction accuracy for sta-
ble series, but it is difficult to apply effectively to nonstationary
series. The weighted movement method needs to retain the
information of the entire historical sequence when forecasting,
and its forecasting efficiency is greatly reduced in the face of
the huge amount of data forecasting.

With the continuous progress of science and technology
in recent years, AI has developed rapidly. The model func-
tion fitting ability of AI algorithms is much higher than that
of traditional modeling methods.

3.2.1. Decision Tree. It is a method of using information gain
to predict or classify data, and its commonly used forms are
decision trees such as ID3 and C4.5. This method realizes
the decision-making model through continuous attribute
judgment and decision-making and achieves the application
purpose. However, when constructing the model, the deci-
sion tree ignores the relationship between attributes and fea-
tures, and it is more prone to decision bias for data with
unbalanced samples.

3.2.2. Bayesian Network. It is a directed acyclic graph model,
which represents a set of conditional probabilities, and can
also be regarded as a nonlinear extension of a Markov chain.
The advantage of this network is that the attribute variables
can be connected to make inferences and predictions; the
disadvantage is that the training of the network structure is
more complicated, and it is not easy to train the model
application.

3.2.3. Support Vector Machine (SVM). SVM is used on
various occasions due to its extremely robust performance.
It works by efficiently dividing the data by finding the hyper-
plane with the largest spacing of the data. Support vector
regression is to make all the data of a set have the closest
distance to the plane, so as to achieve the purpose of data
prediction. However, this method cannot fully utilize the
historical information of time series.

3.2.4. Neural Network. Due to the strong function fitting
ability of neural networks and model construction through
learning and training, the application of neural networks
has developed rapidly in recent years. Now, the neural net-
work has developed many branches, including back propa-
gation neural network (BPNN), recurrent neural network
(RNN), and convolutional neural network (CNN), which
are the development and application neural networks.
BPNN can fit any nonlinear function, and its prediction
model has a strong expressive ability. Due to the influence
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of its own structure, the RNN has a more obvious solution to
dealing with time series problems, such as speech recogni-
tion and machine translation. Recent studies have shown
that CNN can also perform time series prediction. The
method is to use the network to make predictions on the
time series data by constructing spatial data information
from the sample data time series. To sum up, the time series
forecasting method is developing in the direction of AI.
Among them, the neural network has been paid more and
more attention by scholars and research institutions from
all walks of life due to its strong model construction and
expression ability.

3.3. Deep Learning-Related Technologies

3.3.1. Deep Learning Concepts. The performance and generali-
zation ability of the shallow network model is limited. In order
to improve the performance of the model, the artificial neural
network (ANN) has been improved and extended. The multi-
layer and various neural networks are connected and com-
bined, and the training optimization algorithm is improved to
construct a network model belonging to the deep neural net-
work (DNN) model. Compared with the shallow network,
the improved multilayer network has greatly improved the
ability to solve complex problems. Due to the different struc-
tures of the neural network, the deep learning neural network
includes the following three network structures:

(1) DNN Network Is Composed of Multilayer Neural Net-
works. Compared with the BPNN, it has more layers in gen-
eral. The complexity of the network model is improved by
increasing the number of hidden layers of the network,
which is mainly used to solve application problems such as
nonlinearity or linearity.

(2) CNN Is Different from the Fully Connected Network. It
belongs to the partially connected network model. Network
layers are connected by convolution kernel operations. This
kind of network mainly performs feature processing on
images through convolution operations and is mainly used
in image processing.

(3) RNN Is a Network with a Feedback Connection. Due to
the special structure of the network itself, the network has
an excellent effect in dealing with time series problems,
mainly used for speech recognition and time series predic-
tion. RNN has developed rapidly in recent years, and a vari-
ety of improved RNN structures have been formed, such as
the Long Short-Term Memory Network (LSTM) structure
and GRU structure. In the application, in order to improve
the use effect, most of them use a combination of various
network structures to improve the performance of the
model. In this paper, RNN such as LSTM is used in the study
of IGBT fault prediction. And use the combined network
model to improve the prediction network, and finally
explore the best prediction network, model.

3.3.2. Loss Function. Compared with the actual value, the
predicted value obtained by the neural network model will

have a certain error. During the model training process, we
always hope that the error value can gradually become
smaller. The function that measures the error distance
between the predicted value and the true value is called the
loss function. The loss function is used to update the weights
during training so that the loss function is gradually reduced
and the model parameters are continuously optimized. The
selection of the loss function is related to the occasion to
be applied. Common loss functions include cross-entropy,
maximum likelihood error, maximum a posteriori probabil-
ity, and mean square error. This paper studies the IGBT fault
prediction problem, and the prediction problem belongs to
the regression problem. Formula (1) shows the expression
of the mean square error loss function:

L σð Þ =
1
n
〠
n

i=1
yi − yσ xi

� �� �2, ð1Þ

where LðσÞ represents the error between the real value and
the predicted value, that is, the loss function; n is the number
of training samples; yi represents the real value; σ is the
parameter variable of the network; and yσðxiÞ represents
the predicted value of the network model. The larger the
value of L, the greater the deviation between the predicted
value of the network model and the true value. The process
of deep learning network training is to continuously fit the
prediction function model by continuously reducing the loss
function value.

3.4. IGBT Fault Prediction Based on LSTM

3.4.1. LSTM Network. Due to the existence of the cyclic
structure of the RNN network introduced above, when using
the chain derivation rule for gradient descent, it is very likely
that the gradient disappears or the gradient explodes. There-
fore, the long-term dependence of the RNN network makes
it difficult to apply for a long-time sequence. In order to
solve the impact of a long-term dependence on RNN, the
long-short-term memory network LSTM came into being.
LSTM is a special loop structure that learns information in
network parameters through the control of three gate struc-
tures. The LSTM structure has three “gates,” namely, the
input gate, forget gate, and output gate. The calculation
method of the LSTM unit is shown in the following formulas:

f t = μ WT
f × ht−1 +UT

f × xt + df

� �
,

it = μ WT
i × ht−1 +UT

i × xt + di
� �

,

Ct′= tanh WT
C × ht−1 +UT

C × xt + dC
� �

,

Ot = μ WT
O × ht−1 +UT

O × xt + dO
� �

,

ð2Þ

where W and U represent the weight parameters of the
corresponding gate structure.

3.4.2. LSTM Prediction Network Design. From the analysis of
the LSTM network structure in the previous chapters, we
can see that the special structure of the LSTM network
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makes it possible to solve time series problems. The special
gate structure of LSTM can store input information of
longer time series and prevent the problem of gradient
disappearance. The advantages of LSTM are as follows:

(1) It solves the long-term dependence problem of RNN,
enabling it to learn information from long time
series

(2) LSTM network has strong data fitting ability, and its
robustness and versatility are strong

(3) The network parameters of the recurrent layer are
shared, and their parameters do not increase with
the length of the time series. Due to the special struc-
ture of LSTM and its advantages for time series pro-
cessing, the LSTM network can be used for IGBT
fault prediction tasks. Next, a prediction network
will be designed step by step for the IGBT fault pre-
diction problem

(1) The Input and Output of the Network. The input of the
LSTM network is time-series data, and its sequence length
can be set to T . For the network output part, LSTM has
two output forms: one is that the input time series XT is
processed by the network to output the same length of time
series data YT ; the other is that the output contains only one
output result value. The input and output of its single-layer
LSTM network are shown in Figure 1.

Here, XT represents a certain sample sequence; YT rep-
resents the output result sequence, and the following formu-
las can be used.

XT = x0, x1,⋯, xt½ �,
YT = y0, y1,⋯, yt½ �:

ð3Þ

Figure 1 shows the two output modes of the LSTM net-
work, which are used in the combination of multi-layer
LSTM networks (Figure 1(a)) to pass the time series back-
ward. Figure 1(b) can be used to get the results when doing
the output of a single-layer network or the last layer of a
multilayer network.

(2) Selection of Activation Function. Sigmoid and tanh acti-
vation functions have gradient disappearance in the value
range, so the IGBT fault prediction network in this paper
will use the Leaky ReLU activation function with better per-
formance to reduce the possibility of gradient disappearance
in a recurrent network.

(3) Hidden Layer Design. The number of hidden layers and
nodes in the hidden layer has an important influence on
the output results of the prediction network. The increase
in the number of layers and nodes will make the network
model more complex and deeper, which will help improve
the data fitting ability but is not conducive to network train-
ing. There is no specific theoretical basis for the design of the
hidden layer, and it is generally set according to an empirical
formula. When setting, you can refer to the empirical for-
mula such as

h =
ffiffiffiffiffiffiffiffiffiffiffiffi
m + n

p
+ b, ð4Þ

where h is the number of hidden layer nodes, m is the num-
ber of input layer nodes, n is the number of output layer
nodes, and b is a constant value of about 10.

(4) Loss Function. This paper studies the problem of IGBT
fault prediction, so the mean square error is chosen as the
loss function of the network.

(5) Prevent Overfitting Method. Overfitting means that the
trained network model performs well in the training set,
but the performance in the test set is poor, making it difficult
to apply in practice. Since the network model has many
parameters and is prone to overfitting, it is necessary to opti-
mize the model by limiting overfitting. Commonly used
methods to limit overfitting include L1 and L2 regularization,
both of which are optimized by “penalizing” weight param-
eters. Formulas (5) and (6) show the calculation methods of
these two regularization methods:

L1 = L σnð Þ + λ〠
n

i

σij j, ð5Þ

x0

x1

xt

y0

LSTM layer
structure

y1

yt

(a) Same-length sequence output

x0

x1

xt

LSTM layer
structure

yt

(b) Single sequence value output

Figure 1: LSTM network output method.
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L2 = L σnð Þ + λ〠
n

i

σ2i , ð6Þ

where LðσnÞ represents the loss function and λ represents the
regularization coefficient, which is generally set to 0.5. Since
L1 regularization produces sparse solutions, this paper uses
the L2 regularization method to prevent overfitting when
designing an IGBT fault prediction network.

In this paper, the IGBT fault prediction network will use
the above design method to design the prediction network
and explore the best IGBT fault prediction network model
by changing the LSTM network with different hidden layers,
different nodes, and different time series lengths.

3.5. Predictive Evaluation Indicators. In order to facilitate the
comparison of the prediction effect of the prediction method
network, it is necessary to quantify the prediction results to
measure the quality of the prediction results of the network
model. Evaluation indicators need to be appropriately
selected according to actual problems. The IGBT fault pre-
diction problem studied in this paper belongs to regression
analysis, so the regression prediction index can be used to
evaluate the model effect. In this paper, the following two
regression prediction evaluations are finally selected.

3.5.1. Mean Absolute Error (MAE). MAE reflects the mean
absolute difference between the predicted value and the true
value, and its calculation formula is shown in

MAE = 1
n
〠
n

i=1
y − ŷj j, ð7Þ

where y represents the real value, ŷ represents the predicted
value, and n represents the number of predicted samples.

3.5.2. Root Mean Square Error (RMSE). The definition of
RMSE is shown in

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
y − ŷð Þ2

s
, ð8Þ

where y represents the real value, ŷ represents the predicted
value, and n represents the number of predicted samples.

4. Experiment and Analysis

4.1. Data Normalization. For network training, data samples
are essential. The dimensions of the samples in the original
data are different, and the value ranges are inconsistent,
which could lead to bias in the network prediction outputs
due to the values of different attribute values in the network
training. The network is likely to ignore a little value,
impacting network training, and prediction accuracy. The
scaling of data so that it falls inside a tiny defined interval
is known as data normalization. Standardizing the data
reduces the impact of varied dimensions and values on net-
work training, improves prediction accuracy, and places the

data in the gradient-sensitive part of the activation function,
which speeds up network training. In this paper, the follow-
ing normalization methods are used for data normalization
in fault prediction data processing, and its data is normal-
ized to between [0, 1] according to the most typical normal-
ization range.

δi =
xi − X:Min

X:Max − X:Min ,

x̂i =
δi

Max −Min +Min,
ð9Þ

where xi represents the sample value, X:Min represents the
minimum value in the sample, X:Max represents the maxi-
mum value in the sample, Min represents the minimum
value of the specified scaling, Max represents the maximum
value of the specified scaling, and x̂i represents the value
after normalization.

4.2. Sliding Time Window Samples. Failure prediction
methods have been described in previous chapters, and
LSTM networks are capable of processing time series data.
The input data of the LSTM network are time-series sam-
ples, so it is necessary to construct time series samples when
training the network and predicting the output. The NASA
PCoE dataset used in this paper to study IGBT fault predic-
tion contains 540 collector-emitter turn-off spike voltage
values. Because spike voltage values are discrete data values,
autocorrelation time series data samples for input to the
LSTM network must be created. The sliding time window
method is used in this paper to create data samples for net-
work training. The sliding time window method moves on
the data value using the supplied input sequence length as
the size of the sliding window, uses the value following the
window sequence as the sample label value, and generates
data samples for training while sliding. The process of the
sliding window method is shown in Figure 2.

Among them, the Figure 2 shows the construction
process of time series data samples with a sequence length
of 5 by the sliding window method. For example,
[½x0, x1, x2, x3, x4�, ½x5�] represents a time series sample
constructed by the sliding window method, and ½x5� repre-
sents the sample label value. This paper uses the sliding win-
dow method when constructing time-series samples and
uses the previous time series values to predict the next sam-
ple point. First, write a Python program to normalize the 540
values of NASA PCoE data using the data normalization
method in the previous section, and write a function pro-
gram for constructing time series samples in Python to con-
struct time series lengths sample sets of 5, 10, 15, 20, and 25,
and use 80% of the time series samples for training and 20%
for testing.

4.3. LSTM Network Experimental Results and Analysis. This
section conducts IGBT fault prediction experiments based
on the LSTM network. Set different time series lengths,
different network layers, and different hidden layer nodes
to explore the best fault prediction model of LSTM. In the
LSTM network experiment, the learning rate is set to
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0.001; the LSTM network layer is set to 1 and 2 layers; the
hidden nodes of each layer are set to 30, 40, and 50 nodes
according to the empirical formula, and the time series
length is set to 5, 10, 15, 20, and 25; batch size is set to 10;
adjust each parameter and the number of model iterations
to make the model converge to the best. The first 80% of
the constructed sample set is utilized for dry training, while
the remaining 20% is used for dry testing. Keras is a Python
library of deep learning techniques that improves and sim-
plifies TensorFlow. In this paper, Keras and Python are used
to create programmer algorithms based on network archi-
tecture and to conduct prediction effect experiments. On
the IGBT fault curve, LSTM network prediction is con-
ducted using the above parameter settings. To explore the
influence of different network depths, nodes, and time series
lengths on the prediction results, the single-layer LSTM,
30-node, 40-node, and 50-node network fault prediction
experiments are now performed. The experimental results
are shown in Table 1 and Figures 3 and 4.

Table 1 and Figures 3 and 4, show the error results of 30,
40, and 50 nodes of a single-layer LSTM network. The nor-
malization (RMSE) in the table represents the root mean
square error value of the data value after normalization, 5,
10, 15, 20, 25 indicates the set time series length.

At the same time, this paper also adds a two-layer LSTM
network to explore the fault prediction results, as shown in
Table 2 and Figures 5 and 6.

Table 2 and Figures 5 and 6 show the error result values
of nodes 30, 40, and 50 of the two-layer LSTM network. The
normalization (RMSE) in the table represents the root mean
square error value of the data values after normalization; 5,
10, 15, 20, and 25 represent the set time series length. When
the LSTM network experiment is deepened again, the adjust-
ment parameters cannot converge the model, and the network
that is too deep cannot learn the sample data. Therefore, in the
above network experiment results, a network model that can
predict IGBT faults better is found.

x0 x1 x2 x3 x4

x1 x2 x3 x4

x5

x5 x6

xn–5 xn–4 xn–3 xn–2 xn–1 xn

Sequence samples Predictive value

Figure 2: Sliding window method.

Table 1: Normalized RMSE for different number of nodes in a
single-layer LSTM.

Number of nodes 5 10 15 20 25

30 0.0113 0.0113 0.0138 0.0118 0.0106

40 0.0125 0.0104 0.0118 0.0103 0.0107

50 0.0119 0.0104 0.0103 0.0108 0.0107

5 10 15 20 25

Time series length

0

0.05

0.1

0.15

0.2

0.25

0.3

RM
SE

The number of nodes is 30
The number of nodes is 40
The number of nodes is 50

Figure 3: RMSE for different number of nodes in a single-layer
LSTM.

5 10 15 20 25

Time series length

0

0.05

0.1

0.15

0.2

0.25

M
A

E

The number of nodes is 30
The number of nodes is 40
The number of nodes is 50

Figure 4: MAE for different number of nodes in a single-layer
LSTM.
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The preceding experimental findings show that correctly
expanding the length of the time series can increase the net-
work model’s prediction accuracy. When the time series is
changed from 5 to 20, for example, the MAE decreases. Sim-
ilar to single-layer LSTM, when the number of LSTM net-

work layers is raised, the MAE and RMSE in 15 and 20-
time series have lower error values, and the prediction
model’s accuracy improves. After the above experimental
results, it is found that when the network parameters are
set to the LSTM layer number of 2, 50 nodes, and the time
series of 20, the RMSE and MAE error values for IGBT fault
prediction are the smallest.

5. Conclusion

With the advancement of science and technology, the use of
power electronic gadgets has increased dramatically. IGBTs
are being used with increasingly powerful system equip-
ment. Furthermore, IGBT devices offer numerous advan-
tages, resulting in an increase in the use of IGBTs and an
increase in the number of applications. However, due to
the hostile working environment and high working intensity
of the IGBT during usage, the IGBT suffers significant
fatigue damage, increasing the likelihood of failure. The
majority of traditional IGBT fault prediction research relies
on fault characteristic parameters for mathematical statistics
or uses machine learning methods to construct prediction
models. These models fail to make full use of the historical
damage information in the process of IGBT degradation
over time, and the prediction accuracy is not high. It is dif-
ficult to combine with practical application. This article has
read a large number of IGBT fault research papers and deep
learning algorithm prediction data and has a deep under-
standing of the current IGBT fault prediction. In this paper,
a fusion of terminal characteristics and a deep learning time
series prediction algorithm is proposed to predict the fault of
IGBT, and the fault prediction network is designed accord-
ing to the theoretical analysis and experimental results, and
the optimal IGBT fault prediction LSTM network model is
finally obtained. The main research work in this paper is as
follows: (1) This paper starts from the basic principle of
IGBT and the structure of its device and analyzes its failure
mode on the failure of IGBT. The characteristic parameter
of collector-emitter turn-off peak voltage value is selected
for IGBT fault prediction, and the aging data of NASA PCoE
Research Center is used to verify that the characteristic
parameter can be used for fault prediction. (2) In view of
the shortcomings of traditional fault forecasting methods,
this paper proposes to use deep learning time series forecast-
ing methods for fault forecasting. The prediction network is
developed once the LSTM is theoretically studied. The
experimental results suggest that using the LSTM network
model, which has fewer parameters and a greater prediction
efficiency, can increase the accuracy of IGBT failure
prediction.
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Table 2: Normalized RMSE for different number of nodes in a
two-layer LSTM.

Number of nodes 5 10 15 20 25

30 0.0113 0.0162 0.0109 0.0110 0.0113

40 0.0135 0.0153 0.0106 0.0111 0.0104

50 0.0127 0.0138 0.0107 0.0103 0.0178

5 10 15 20 25

Time series length

0

0.05

0.1

0.15

0.2

0.25

0.3

RM
SE

The number of nodes is 30
The number of nodes is 40
The number of nodes is 50

Figure 5: RMSE for different number of nodes in a two-layer
LSTM.
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The number of nodes is 30
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Figure 6: MAE for different number of nodes in a two-layer LSTM.

9Computational and Mathematical Methods in Medicine



Acknowledgments

The research is supported by the Guangxi Key Laboratory
of Manufacturing System & Advanced Manufacturing
Technology (Grant No. 19-050-44-007Z).

References

[1] P. Duan, Y. Jia, L. Liang, J. Rodriguez, K. M. Saidul Huq, and
G. Li, “Space-reserved cooperative caching in 5G heteroge-
neous networks for industrial IoT,” IEEE Transactions on
Industrial Informatics, vol. 14, no. 6, pp. 2715–2724, 2018.

[2] J. M. Thebaud, E. Woirgard, C. Zardini, S. Azzopardi, O. Briat,
and J. Vinassa, “Strategy for designing accelerated aging tests
to evaluate IGBT power modules lifetime in real operation
mode,” IEEE Transactions on Components & Packaging
Technologies, vol. 26, no. 2, pp. 429–438, 2003.

[3] B. Tian, W. Qiao, Z. Wang, T. Gachovska, and J. L. Hudgins,
“Monitoring IGBT's health condition via junction temperature
variations,” in 2014 IEEE Applied Power Electronics Conference
and Exposition-APEC 2014, pp. 2550–2555, Fort Worth, TX,
USA, 2014.

[4] T. D. Batzel and D. C. Swanson, “Prognostic health manage-
ment of aircraft power generators,” IEEE Transactions on
Aerospace & Electronic Systems, vol. 45, no. 2, pp. 473–482,
2009.

[5] R. C. Taylor, “An overview of the Hadoop/MapReduce/HBase
framework and its current applications in bioinformatics,”
BMC Bioinformatics, vol. 11, no. S12, p. S1, 2010.

[6] M. De Ree, G. Mantas, A. Radwan, S. Mumtaz, J. Rodriguez,
and I. E. Otung, “Key management for beyond 5G mobile
small cells: A survey,” IEEE Access, vol. 7, pp. 59200–59236,
2019.

[7] H. Sumida and A. Hirabayashi, “The substrate bias effect on
the static and dynamic characteristics of the lateral IGBT on
the thin SOI film,” IEICE Transactions on Electronics,
vol. 779, pp. 1464–1471, 1994.

[8] S. Mumtaz, H. Lundqvist, K. Z. Saidul Huq, J. Rodriguez, and
A. Radwan, “Smart Direct-LTE communication: An energy
saving perspective,” Ad Hoc Networks, vol. 13, pp. 296–311,
2014.

[9] N. Patil, J. Celaya, D. Das, K. Goebel, and M. Pecht, “Precursor
parameter identification for insulated gate bipolar transistor
(IGBT) prognostics,” IEEE Transactions on Reliability,
vol. 58, no. 2, pp. 271–276, 2009.

[10] P. Baraldi, F. Cadini, F. Mangili, and E. Zio, “Model-based and
data-driven prognostics under different available informa-
tion,” Probabilistic Engineering Mechanics, vol. 32, no. 4,
pp. 66–79, 2013.

[11] B. Hu, S. Konaklieva, S. Kourra, S. A. Williams, L. Ran, and
W. Lai, “Long term reliability evaluation of power modules
with low amplitude thermomechanical stresses and initial
defects,” IEEE Journal of Emerging and Selected Topics in
Power Electronics, vol. 9, no. 1, pp. 602–615, 2021.

[12] R. Elakkiya, G. Kavithaa, V. Samavatian et al., “Reliability
enhancement of a power semiconductor with optimized solder
layer thickness,” IEEE Transactions on Power Electronics,
vol. 35, no. 6, pp. 6397–6404, 2019.

[13] M. Y. Chen, Y. G. Chen, B. Gao, W. Lai, T. Huang, and S. Y.
Xu, “Lifetime evaluation of IGBT module considering fatigue
accumulation of solder layers,” Proceedings of the CSEE,
vol. 38, no. 20, pp. 6053–6061, 2018.

[14] L. Rabiner and B. Juang, “An introduction to hidden Markov
models,” Current Protocols in Bioinformatics, vol. 3, pp. 4–
16, 2007.

[15] W. Lai, Y. Chenm, L. Ran, X. M. Wang, and S. Y. Xu, “IGBT
lifetime model based on aging experiment,” Transactions of
China Electrotechnical Society, vol. 31, no. 24, pp. 173–180,
2016.

[16] A. Alghassi, S. Perinpanayagam, and M. Samie, “Stochastic
RUL calculation enhanced with TDNN-based IGBT failure
modeling,” IEEE Transactions on Reliability, vol. 65, no. 2,
pp. 558–573, 2016.

[17] T. Sreenuch, A. Alghassi, S. Perinpanayagam, and Y. Xie,
“Probabilistic Monte-Carlo method for modelling and predic-
tion of electronics component life,” Development, vol. 5, no. 1,
p. 104, 2014.

[18] A. Alghassi, S. Perinpanayagam, M. Samie, and T. Sreenuch,
“Computationally efficient, real-time, and embeddable prog-
nostic techniques for power electronics,” IEEE Transactions
on Power Electronics, vol. 30, no. 5, pp. 2623–2634, 2015.

[19] N. Patil, D. Das, and M. Pecht, “A prognostic approach for
non-punch through and field stop IGBTs,” Microelectronics
Reliability, vol. 52, no. 3, pp. 482–488, 2012.

[20] D. K. Ghose, S. S. Panda, and P. C. Swain, “Prediction of water
table depth in western region, Orissa using BPNN and RBFN
neural networks,” Journal of Hydrology, vol. 394, pp. 296–
304, 2010.

[21] J. Li, Z. Zhou, J. Wu et al., “Decentralized on-demand energy
supply for blockchain in internet of things: a microgrids
approach,” IEEE transactions on computational social systems,
vol. 6, no. 6, pp. 1395–1406, 2019.

[22] W. Duan, J. Gu, M. Wen, G. Zhang, Y. Ji, and S. Mumtaz,
“Emerging technologies for 5G-IoV networks: applications,
trends and opportunities,” IEEE Network, vol. 34, no. 5,
pp. 283–289, 2020.

10 Computational and Mathematical Methods in Medicine



Research Article
Mechanism of miR-760 Reversing Lung Cancer Immune
Escape by Downregulating IDO1 and Eliminating Regulatory T
Cells Based on Mathematical Biology

Hong Ge,1 Lili Wang,2 Wenqiang Chen,3 and Lei Wang 4

1Pulmonary and Critical Care Medicine, Zibo Central Hospital of Shandong Province, Zibo, 255000 Shandong, China
2Pneumology Department, Chengwu Hospital, Chengwu, China
3Laboratory Medicine, Zibo Zhoucun People’s Hospital, Zibo, 255300 Shandong, China
4Department of Oncology, Chengyang District People’s Hospital, Qingdao, 266100 Shandong, China

Correspondence should be addressed to Lei Wang; wanglei@qdcyyy.org.cn

Received 25 May 2022; Revised 16 June 2022; Accepted 20 June 2022; Published 14 July 2022

Academic Editor: Naeem Jan

Copyright © 2022 Hong Ge et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In cancer biology, mathematical models have become indispensable. They are useful for gaining a mechanistic grasp of cancer’s
dynamic processes. In cancer research, mathematical modelling approaches are becoming more common. The complexity of
cancer is well suited to quantitative approaches as it provides challenges and opportunities for new developments (Altrock
et al., 2015). Background. MicroRNA-760 (miR-760), as an early discovered tumor suppressor gene, is poorly expressed in lung
cancer (LC). Indoleamine 2,3-dioxygenase 1 (IDO1), as an important regulator of T cell function, is active in immune
tolerance. We discovered that miR-760 has a targeted relationship with IDO1, but the regulatory mechanism between miR-760
and IDO1 is still unclear. Method. The miR-760 and IDO1 levels in NSCLC were tested via real-time quantitative polymerase
chain reaction (qRT-PCR) and western blotting (WB). Cell growth was tested by CCK8, and NSCLC cell migration and
invasion were analyzed through Transwell analysis. The binding conditions and target gene of miR-451 in NSCLC cells were
determined via double luciferase reporter gene. The CD8+ T and CD4+ T cell ratio in CD45+cells was assessed by flow
cytometry. Results. qRT-PCR revealed that miR-760 was low-expressed and IDO2 was highly expressed in LC. miR-760
mimics suppressed cell growth, invasiveness, and migration. We also observed that miR-760 could downregulate the IDO1
protein level. Significantly, we revealed that miR-760 could inhibit CD8+ T cell apoptosis by controlling IDO1 enzyme
function. Conclusion. Our findings show that miR-760 inhibits CD8+ T cell responses in LC through regulating IDO1, laying
the groundwork for the development of novel vaccination therapies for the treatment of LC.

1. Introduction

Lung carcinoma (LC) is the most common type of cancer in
people worldwide [1]. According to statistics [2], around one
million new patients are admitted each year. Small cell lung car-
cinoma (SCLC) and non-small-cell lung carcinoma (NSCLC)
are the two types of LC, with the latter accounting for approxi-
mately 85% of cases. Despite the development of numerous
therapeutic options, the long-term viability of LC patients is still
quite low. The prognosis of advanced or metastatic LC patients
is rather poor [3]. Therefore, it is very crucial to understand the
pathogenesis of LC for developing new therapeutic targets.

MicroRNA (miR) is an endogenous small noncoding
RNA, 20-25 nucleotides long [4–6]. miR can control cell via-
bility, growth, differentiation, migration, invasiveness, and
metastasis through the binding of 3′-untranslated regions
(UTR) of some targeted genes [7–9]. Currently, studies have
shown that [10] more than 30% of human genes can be con-
trolled by miR. Moreover, more and more studies have con-
firmed that [11, 12] miR affects the development and
progress of various tumors through downstream target
genes. miR-760 is located on human chr1 chromosome.
miR-760 directly affects human carcinoma processes (such
as tumorigenesis, migrations, and metastases) and regulates
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various tumor progression [13–15]. miR-760’s mechanism
in LC is still vague.

Indoleamine 2,3-dioxygenase 1 (IDO1) is a rate-limiting
enzyme in tryptophan catabolism and suppresses T-
lymphocytes and other immune cells [16]. Evidence showed
that IDO-1 not only participates in the immune escape pro-
cess of lung cancer but also contributes to the safety of the
pretumor area [17]. In addition, studies have shown [18]
that IDO-1 can induce immunosuppression and promote
tumor progression in LC animal models. We first predicted
miR-760’s potential targeted genes online and concluded
that miR-760 and IDO1 had a targeted binding connection.
This suggested that miR-760 might affect the immune regu-
lation of LC by targeting IDO1. Therefore, this research
seeks miR-760’s potential mechanism in LC, providing a
new direction for clinical targeted therapy and drug
development.

The arrangements of this paper are as follows: Section 2
discusses the materials and methods. Section 3 examines a
result and experiments. Section 4 analyzes a discussion. Sec-
tion 5 concludes the article.

2. Methods and Materials

2.1. Clinical Data. From January 2014 to January 2016, fifty-
two NSCLC cases in our hospital were selected, and their
tumor and surrounding tissues were collected. The tissues
were transited in liquefied nitrogen and conserved at -80°C
for later use and unified testing. In this research, all partici-
pants had not received antitumor treatment before.
Informed consent forms were obtained, and the research
was ratified by the Medical Ethics Committee. This study
was based on Declaration of Helsinki [19].

2.2. Cell Culture. Human LC cells (A549, H1975, and
H1299) and bronchus epithelial cell strain HBE were from
American Type Culture Collection (ATCC, Shanghai,
China). The purchased cell strains were cultivated in RPMI
1640 medium comprising 10% FBS, 100 IU/ml penicillin
and 100μg/ml streptomycin at 5% CO2 and 37°C (Invitro-
gen, Carlsbad, CA, the United States).

2.3. Cell Transfection [20]. The miR-760 mimics (miR-760-
mimics), miR-760 inhibitor (miR-760-inhibit), and nonspe-
cific control miRNA (mimics-NC/inhibit-NC) were pro-
vided by Riobio (Guangzhou, China). IDO2 sequence
length was selected and pcDNA-3.1 was used as the vector.
Overexpression vector of IDO2 (pcDNA-IDO2) was con-
structed and blank vector was used as control (pcDNA-
NC) for transient transfection. Lipofectamine 2000 (Invitro-
gen, Carlsbad, CA) was used to inoculate cells onto six-hole
culture plates. The precursor sequences of miR-760 and
miR-NC (negative control) were introduced into the pLV-
THM lentivirus vector to create a nude mouse tumor alloge-
neic model. Cotransfection of HeK-293T cells with pSPAX2,
pMD2.G, and LipoFilter reagent resulted in the packaging of
the recombinant lentivirus. The supernatant liquid with len-
tivirus particles was obtained after transfection for 48 h and
72 h and filtered and centrifuged at high speed to concen-

trate the recombinant lentivirus. In the presence of 5μg/ml
polypropylene, lentivirus with MOI of about 5 was trans-
duced into A549 cells. The supernatant was removed and
replaced by fresh complete medium 24h later. The infection
efficiency was verified through RT-PCR after infection for
96 h. Cells were chosen with 2μg/ml puromycin for two
weeks.

2.4. qRT-PCR [21]. The general RNA was obtained from col-
lected tissues and cells with TRIzol (Invitrogen, the United
States) agent. General RNA of each specimen was tran-
scribed into first strand cDNA via PrimeScript™ RT Master
Mix kit (TaKaRa, Tokyo, Japan). The SYBR Premix Ex Taq™
and ABI Prism 7500 detecting systems were conducted to
real-time PCR, and the reaction system and reaction condi-
tions were configured in accordance with the manufacturer’s
specifications. 2-ΔΔCt was applied to analyze data and data
processing [19]. The following are the primers: miR-760
upstream primer 5′-CGAGCGGCTCTGGGTCTG-3′and
downstream primer 5′-CAGTGCAGGGTCCGAGGT-3′,
U6 upstream primer 5′-GCGTCGTGAAGCGTTC-3′and
downstream primer 5′-GTGCAGGGTCCGAGGT-3′, and
IDO1 upstream primer 5′-AGGATGCGTGACTTTGTG-3′
and downstream primer 5′-GATCTACTATTGCGAG
GTG-3′. GAPDH was the inner reference of mRNA and
U6 was for miR.

2.5. WB Experiment. The logarithmic growth phase cells
were collected, and the cell concentration was adjusted to 5
× 105/ml and inoculated in a 6-hole plate overnight in a
37°C, 5% CO2 incubator; then, the culture solution was dis-
carded and dihydrotanshinone I solution was added drop-
wise with different concentrations; 100μl of culture
medium was set as a blank control group and cultivated at
37°C, 5% CO2. It was rinsed 3 times in PBS solution, and
cells were put in an EP tube, and RIPA lysate was added
dropwise, 30min later centrifuged for 15min at 12000 r/
min. The supernatant was obtained and transferred to a
new EP tube. The OD value was tested via a microplate
reader at a wavelength of 490nm for protein quantitative
analysis. The wet transfer method was used to transfer the
protein to the nitrocellulose membrane, and 5% skim milk
was added dropwise and blocked for 60min; GAPDH was
the internal reference protein, and the primary antibody
was added dropwise, with a dilution ratio of 1 : 1000, and
cultivated at 4°C. Subsequently, it was cleaned by PBS solu-
tion 3 times, and the corresponding secondary antibody
was added dropwise, with a dilution ratio of 1 : 5000, and
then sealed for 1 h. It was performed in accordance with
the instructions of the ECL chemiluminescence detection
kit, and a gel imaging analysis system was used to analyze
the bands and determine the OD value of each band.

2.6. Detection of Cell Proliferating. Cell growth was tested via
cell counting kit 8 (CCK-8). The brief description was as fol-
lows: the transfected cells were inoculated in 96-hole plate at
4 ∗ 103 cells per hole and cultivated for 24 h, 48 h, 72 h, or
96 h. CCK-8 solution (Keygen Biotech, Nanjing, China)
was put in. Then, cells were cultivated at 37°C for 60min.
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The absorbance was tested at 450nm via a spectrophotome-
ter. Data represented three independent tests conducted in
triplicate.

2.7. Transwell Experiment. Transwell test was employed to
test cell invasiveness and migration. Matrigel (BD Biosci-
ences, USA) was precoated in Transwell’s upper chamber
during invasion, but not in the upper chamber during
migration. The exact procedure was as follows: the trans-
fected cells were suspended in single cell suspension in
serum-free culture media at a density of 5 ∗ 104 cells/ml in
the upper chamber. A total of medium (500μl) comprising
10% FBS was put in the lower chamber. All Transwell cham-
bers were placed 25h at 37°C and 5% CO2. Invasive cells
were immobilized with 4% formaldehyde and dyed with
0.1% crystal violet. Invading cells were counted under an
optical microscope (Nikon, Tokyo, Japan).

2.8. Immunofluorescence Staining [22]. The tissue slices of
nude mice with LC were obtained, dried at 60°C for 1 h,
dewaxed with xylene, and rehydrated with ethanol fractiona-
tion. The antigen repair was processed with citrate buffer
(pH 6.0), autoclaved and sterilized at 121°C, cleaned by
PBS, and sealed 30min with goat serum at room tempera-
ture. Then, the rat anti-mouse IDO1 and rabbit anti-mouse
CD8+ antibodies were added, respectively, and kept at 4°C
for one night. The slides were rinsed with PBS, and the goat
anti-rabbit and anti-rat IgG second antibodies were added,
respectively, and placed at ambient temperature in the dark
for 2 h. The fluorescence staining was observed under laser
scanning confocal microscope.

2.9. Immunohistochemical Staining [23]. The tissue slices of
nude mice with LC were obtained, dried 1 h at 60°C,
dewaxed with xylene, and rehydrated with ethanol fractiona-
tion. The antigen repair was processed with citrate buffer
(pH 6.0), autoclaved and sterilized at 121°C, washed with
PBS, and sealed with goat serum (Boster, Wuhan) at ambi-
ent temperature for 30min. The slices were cultivated with
IDO1 and CD8+ antibodies at 4°C overnight or TUNEL
apoptosis assay colorimetric kit (Beyotime, Shanghai, China)
at 37°C for 60min. Then, it was washed by PBS and sliced.
Polink-1 HRP DAB and one-step polymer detecting systems
were used to incubate at ambient temperature for 20min.
Lastly, the slides were counterstained with hematoxylin.
The positive staining cells were counted in five stochastically
selected regions, and the average of positive staining cells in
each region was calculated. Image-Pro Plus 6.0 was used to
quantitatively analyze the staining of IDO1, CD8+, and
TUNEL (apoptotic markers).

2.10. Isolation and Culture of White Blood Cells. Human
white blood cells were obtained by separating peripheral
blood. The test tubes of ethylenediaminetetraacetic acid were
used for subpackaging and analysis. At room temperature, it
was centrifuged at 500 × g for 10min and the supernatant
was discarded. The volume of ACK lysis buffer solution
(10 times) was added. It was then lightly swirled for 5min
and centrifuged (500 × g, 10min), and the supernatant was
discarded. The procedure was repeated until all erythrocytes

were completely removed. Finally, leukocytes were collected.
Under the condition of RPMI 1640 with 10% FBS, the cells
were regulated to 4 × 106 cells/ml. The miR-760-mimics or
the control group was transfected into A549 and H1299 cells
at 30 ng/ml IFN-γ, respectively (GenScript, China). IFN-γ
was treated for 24 h and used as conditioned medium
(CM). Then, we collected the supernatant after cell culture.
The leukocytes (100μl) were inoculated into the 96-well
plate, and then, different CM (100μl) was put in the 96-
hole plate and cultivated for 48 h.

2.11. Analysis of Flow Cytometry. The leukocytes cultured in
different CM for 48 hours were collected, resuspended with
PBS, and dyed 15min with FITC anti-human CD8+ in the
dark at 4°C. Cells were centrifuged and suspended in binding
buffer. The annexin V-APC/7-AAD double dyeing was per-
formed with annexin V-APC/7-AAD apoptosis kit, and the
staining method was carried out based on the kit instruc-
tions. In addition, tumor tissues of mice were separated by
using the Tumor Dissociation Kit and then adjusted to single
cell suspension. The single cell suspension was stimulated
with BD white blood cell activation mixture (No. 550583)
for 5 h. The tumor cells were dyed for 0.5 h with the Zombie
Yellow™ Fixable Viability Kit. Then, the cells were dyed with
CD45, CD4, and CD8+ for 0.5 h. After immobilization and
permeabilization, the cells were fluorescently dyed with
Foxp3. Cytek Aurora flow cytometer and FlowJo were used.
The apoptosis was tested via annexin V-FITC apoptotic kit
(BD Biosciences, Erembodegem, Belgium). Cells were
obtained, rinsed twice through cold PBS, and resuspended
in annexin V binding buffer. After that, they were dyed
15min through fluorescein isothiocyanate (FITC) and pro-
pidium iodide (PI) at 4°C.

2.12. Double Luciferase Report. The bioinformatics analysis
tools were applied (TargetScan (http://www.targetscan.org/
vert_72/) and miRDB (http://mirdb.org/)). The luciferase
pmirGLO reporter vector was performed for constructing
IDO1-wild type 3′-UTR (IDO1-wt) and IDO1 mutant 3′-
UTR (IDO1-mut). Cells were inoculated into a 12-hole plate
at 1 × 105 per hole, cultivated for one night, and cotrans-
fected with 100 nmol of miR-760-mimics or control group
plus 100ng of pmirGLO-30-UTR. The UTR plasmid of
Lipofectamine 3000 (Invitrogen) was used for 48h. The
luciferase activity was tested via a dual-luciferase reporter
(Promega Corporation, Madison, WI, the United States).

2.13. Statistical Analysis. The required pictures were drawn
and data were assessed via GraphPad 8. The measuring data
were marked as mean number ± standard deviation
(mean ± SD) and compared through independent sample t
test. The counting data were shown as percentage (%) and
tested by chi-squared test, represented as χ2. One-way anal-
ysis of variance was employed for multigroup comparison,
marked by F. LSD-t test was applied for pairwise comparison
afterward. Multiple time points were analyzed by repeated
measures analysis of variance and marked by F. Bonferroni
was used for back testing. The correlation of miR with
mRNA in patients’ tumor tissues was analyzed. The
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relationship of miR-760 with survival was analyzed by K-M
test (P < 0:05).

3. Results

3.1. miR-760 Was Reduced in NSCLC Patients with
Unfavourable Prognosis. The miR-760 in NSCLC patients
was first tested by qRT-PCR. The results manifested that
the miR-760 in the tumor tissues of NSCLC patients was
downregulated compared with the adjacent tissues
(Figure 1(a). Further analysis denoted that reduced miR-
760 level was bound up with the tumor stage of NSCLC
(Figure 1(b). Furthermore, patients were separated into high
and low expression groups on the basis of miR-760’s median
value [24, 25]. miR-760 was discovered to be unrelated to
age, gender, tumor size, or differentiation, although it was
related to TNM stage and lymphatic metastasis (Table 1).
In addition, we followed up with the patients. By January
2019, all patients had been followed up on, and no follow-
ups had been missed. It was observed that the total survival
time of low-expressed miR-760 patients was obviously lower
than that of those with high expression (Figure 1(c). There-
fore, miR-760 was a latent prognostic index for NSCLC
patients. qRT-PCR detection manifested that the miR-760
in LC cell strains also showed a downward trend

(Figure 1(d). This indicated that miR-760 might affect the
development and progress of LC.

3.2. miR-760 Affects LC Development and Progression. To
ascertain miR-760’s mechanism in LC, we carried out cell
experiments in vitro. At first, we established miR-760-
mimics and miR-760-inhibit vectors, respectively, and trans-
fected them into A549 and H1299 cells. It turned out that
the miR-760 enhanced after transfection of miR-760-
mimics, but it reduced obviously after transfection of miR-
760-inhibit (Figure 2(a). Then, we tested the growth, inva-
siveness, migration, and apoptosis of cells transfected with
miR-760-mimics and miR-760-inhibit by CCK-8, Transwell,
and FACS, respectively. CCK-8 test revealed that the prolif-
eration of cells transfected with miR-760-mimics was obvi-
ously inhibited compared with the control group, while the
growth of cells with miR-760-inhibit was obviously
enhanced (Figure 2(b). Transwell experiment also denoted
that cell invasion and migration after transfection of miR-
760-mics reduced obviously compared with the control
group, while those after transfection of miR-760-inhibit
enhanced obviously (Figures 2(c) and 2(d). In addition,
FACS experiments also showed that apoptosis was induced
after transfection with miR-760-mimics, while the apoptosis
rate reduced after transfection with miR-760-mimics
(Figure 2(e). These experiments confirmed that miR-760

⁎⁎⁎

1.5

1.0

0.5

0.0

Ca
nc

er
 ti

ss
ue

N
on

-c
an

ce
ro

us

Re
la

tiv
e

ex
pr

es
sio

n 
of

 le
ve

l m
iR

-7
60

(a)

1.0

0.8

0.6

0.4

0.2

0.0

I s
ta

ge

II
 st

ag
e

II
I s

ta
ge

V
I s

ta
ge

Re
la

tiv
e

ex
pr

es
sio

n 
of

 le
ve

l m
iR

-7
60

⁎

⁎

⁎

(b)

100

50

0
0 20 40 60

Low expression
High expression

P = 0.016

Time (month)

80

O
ve

ra
ll 

su
rv

iv
al

 ra
te

(c)

1.5

1.0

0.5

0.0

A
54

9

H
19

75

H
19

75

H
BE

Re
la

tiv
e

ex
pr

es
sio

n 
of

 le
ve

l m
iR

-7
60

⁎⁎
⁎⁎

⁎

(d)

Figure 1: miR-760 level and prognosis in NSCLC patients. (a) The miR-760 level in NSCLC patients is tested via qRT-PCR. (b) The miR-
760 level in different stages of NSCLC patients is tested via qRT-PCR. (c) The total survival of patients in miR-760 high and low expression
groups is assessed via K-M survival. (d) The miR-760 level in LC cell lines is tested via qRT-PCR. ∗P < 0:05, ∗∗P < 0:01, and ∗∗∗P < 0:001.
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affected the occurrence of LC and it was a latent therapeutic
target in clinic.

3.3. There Was a Targeted Relationship of miR-760 with
IDO1. miR regulated downstream target genes to take
part in tumor development. We concluded that there
was a targeted connection of IDO1 with miR-760 through
online prediction analysis. At first, we tested the IDO1
mRNA and protein in LC cell strains after transfection
of miR-760-mimics and miR-760-inhibit by qRT-PCR
and WB. It manifested a significant regulatory effect
(Figures 3(a) and 3(b). Then, we further detected the
IDO1 in tumor tissues of NSCLC patients. The findings
signified that the IDO1 in tumor tissues of NSCLC
patients increased obviously (Figure 3(c). Correlation
analysis concluded that miR-760 was positively correlated
with the IDO1 relative expression in tumor tissues of
NSCLC patients (Figure 3(d). There was a targeted regu-
latory relationship of miR-760 with IDO1. Then, the dou-
ble luciferase reporter revealed that miR-760-mimics
suppressed IDO1-wt fluorescence activity, while miR-
760-inhibit upregulated the fluorescence activity of IDO1
(Figures 3(e)–3(g). It could be concluded that miR-760
and IDO1 were targetly related.

3.4. Upregulating miR-760 Could Reverse LC Cell Growth
and Metastasis Induced by Overexpression of IDO1. miR-
760 was tested in rescue experiments to see if it had a role
in LC cell growth and progression through regulating

IDO1. The following were our initial findings. A549 and
H1299 cells were transfected with pcDNA-IDO1, which pro-
moted LC cell proliferation, invasiveness, and migration
while suppressing apoptosis. However, the above effects
were reversed after miR-760-mimics and pcDNA-IDO1
cotransfection; that is, cell growth, invasiveness, and migra-
tion were obviously accelerated, and apoptosis was pro-
moted. So, miR-760 could regulate IDO1 to take part in
LC development (Figure 4).

3.5. IFN-γ Improved the Survival of CD8+ T Cells by
Inhibiting miR-760 and Upregulating IDO1. Early studies
have shown that IFN-γ can upregulate IDO1 in LC cells.
Moreover, IDO1 also affects tumor immunity. Tumor
occurrence and development are influenced by the tumor
immunological microenvironment. Treg cells, a type of
lymphocyte subgroup with immune regulation function,
keep the immune system in check and prevent illnesses,
particularly by boosting tumor progression and helping
tumor escape. Therefore, we have speculated that miR-
760/IDO1 axis may also play an immunomodulatory role
in LC. First, we analyzed the effect of miR-760 upregula-
tion on the CD8+ T level and found that the number of
CD8+ T cells in the miR-760-mimic group increased.
Then, we transfected miR-760-mimics or control group
into A549 and H1299 cells at 30ng/ml IFN-γ. By detecting
the apoptosis ratio of CD8+ T cells, FACS revealed that
compared with NC group without IFN-γ treatment, the
percentage of apoptotic CD8+ T cells treated with control

Table 1: Relationship between miR-760 and clinical data of patients.

Factors
miR-760 relative level

P value
Low expression (n = 26) High expression (n = 26)

Gender 0.578Male (n = 28) 13 15

Female (n = 24) 13 11

Age 0.397≥60 years old (n = 21) 9 12

<60 years old (n = 31) 17 14

Tumor size 0.405≥5 cm (n = 27) 12 15

<5 cm (n = 25) 14 11

Differentiation 0.560Poorly differentiated (n = 18) 10 8

Middle+well differentiated (n = 34) 16 18

Lymphatic metastasis 0.032∗Metastasis (n = 15) 11 4

Nonmetastasis (n = 37) 15 22

TNM staging 0.039∗I+II (n = 35) 14 21

III+IV (n = 17) 12 5

Note: ∗ means P < 0:05, and there were differences between groups.

5Computational and Mathematical Methods in Medicine



Re
la

tiv
e e

xp
re

ss
io

n
 o

f l
ev

el
 m

iR
-7

60
0.0

0.5

1.0

1.5

2.0
⁎⁎

⁎⁎

⁎⁎

⁎⁎

m
im

ic
s-

N
C

m
iR

-7
60

-m
im

ic
s

in
hi

bi
t-N

C
m

iR
-7

60
-in

hi
bi

t

m
im

ic
s-

N
C

m
iR

-7
60

-m
im

ic
s

in
hi

bi
t-N

C
m

iR
-7

60
-in

hi
bi

t

A549
H1299

(a)

0.0

0.5

1.0

1.5

Ce
ll 

va
lu

e a
t 4

50
 n

m

Time

24 h 48 h 72 h 96 h

A549

⁎

⁎

mimics-NC
miR-760-mimics
inhibit-NC
miR-760-inhibit

mimics-NC
miR-760-mimics
inhibit-NC
miR-760-inhibit

0.0

0.5

1.0

1.5

Ce
ll 

va
lu

e a
t 4

50
 n

m

Time

24 h 48 h 72 h 96 h

H1299

⁎

⁎

(b)

A549
H1299

0

50

100

150 ⁎

⁎

⁎

⁎

m
im

ic
s-

N
C

m
iR

-7
60

-m
im

ic
s

in
hi

bi
t-N

C
m

iR
-7

60
-in

hi
bi

t

m
im

ic
s-

N
C

m
iR

-7
00

-m
im

ic
s

in
hi

bi
t-N

C
m

iR
-7

60
-in

hi
bi

t

Ce
ll 

in
va

sio
n 

nu
m

be
r

A
54

9

mimics-NC miR-760-mimics inhibit-NC miR-760-inhibit

H
12

99

(c)

A549
H1299

0

50

100

150

200
⁎

⁎

⁎

⁎
m

im
ic

s-
N

C
m

iR
-7

60
-m

im
ic

s
in

hi
bi

t-N
C

m
iR

-7
60

-in
hi

bi
t

m
im

ic
s-

N
C

m
iR

-7
60

-m
im

ic
s

in
hi

bi
t-N

C
m

iR
-7

60
-in

hi
bi

tCe
ll 

m
ig

ra
tio

n 
nu

m
be

r

A
54

9

mimics-NC miR-760-mimics inhibit-NC miR-760-inhibit

H
12

99

(d)

Figure 2: Continued.
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group and IFN-γ increased. However, compared with the
NC group, the percentage of apoptotic CD8+ T cells in
miR-760-mimics group was relatively lower, which indi-
cated that miR-760 heightened the survival rate of CD8+
T cells (Figures 5(a) and 5(b)), suggesting that miR-760
could mediate IDO1 to regulate CD8+ T cell apoptosis.

3.6. miR-760 Mediated IDO1 to Inhibit CD8+ T Cell Reaction
in Tumor Tissues of Nude Mouse. To further evaluate the
regulatory effect of the miR-760/IDO1 axis on CD8+ T
apoptosis, we created an in vivo model. To observe tumor
formation, nude mice were injected subcutaneously with
lentivirus transfected and stably expressed pLV-THM-
miR-760 or pLV-THM-miR-NC A549 cells. The findings
manifested that the tumor volume of nude mice in pLV-
THM-miR-760 group gradually decreased compared with
pLV-THM-miR-NC group with the increase of time. The
nude mice were killed and the quality of tumor tissue
was compared after 28 days. It was also found that the
quality of tumor tissue in pLV-THM-miR-760 group was
obviously lower than that in pLV-THM-miR-NC group.
What is more, qRT-PCR and WB denoted that the miR-
760 level of nude mice tissue increased in pLV-THM-
miR-760 group, while the IDO1 mRNA and protein level
decreased. Furthermore, we further explored through
IHC technology and found that after pLV-THM-miR-760
intervention, the number of IDO1+ cells was lower than
that in pLV-THM-miR-NC group, and that of CD8+ T
cells in tumor tissues after pLV-THM-miR-760 interven-
tion was obviously higher than that in the pLV-THM-
miR-NC group. Immunofluorescence staining found that
IDO1 was localized in cytoplasm, mainly in tumors. CD8
+ was localized on lymphocyte membrane, and CD8+ in
cells was observed. The results of IDO1 staining were
consistent with IHC. At this point, we proved that miR-
760 could promote CD8+ T cell apoptosis by downregu-
lating IDO1, thus inhibiting the immune escape of cells
(Figure 6).

4. Discussion

LC is one of the main reasons of carcinoma death, and there
is no good treatment plan at present [26, 27]. In our
research, we experimentally confirmed that miR-760 was
low expressed in LC and it promoted CD8+ cell apoptosis
by regulating IDO1. It provides a potential theoretical foun-
dation for the development of new immunization therapy in
treating LC.

miR is a short-chain noncoding RNA. Research has
manifested that miR is relevant to LC development and
progression [28]. miR-760 is a familiar tumor suppressor
gene with low expression in esophageal cancer [29], ovar-
ian cancer [30], and liver cancer [31]. miR-760’s mecha-
nism in LC was not reported. Therefore, this research
was devised to analyze the related mechanisms of miR-
760 in LC. We first analyzed the miR-760 in tumor tissues
of NSCLC patients. And we concluded that the miR-760
in tumor tissues of NSCLC patients and LC cell strains
decreased obviously. Further analysis revealed that the
miR-760 reduced gradually with the increase of TNM
stage, which uncovered that miR-760 might be related to
the occurrence of LC. Besides, we analyzed the connection
of miR-760 with clinical data and discovered that the inci-
dence of high TNM stage and lymphatic metastasis
increased in low-expressed miR-760 patients. K-M survival
analysis revealed that the overall survival rate of patients
with low expression of miR-760 reduced. These studies
proved that miR-760 was a latent prognostic index of
NSCLC.

In clinic, encouraging apoptosis and slowing tumor
development are significant techniques for treating tumors
[31]. The LC cell lines transfected with miR-760-mimics
and miR-760-inhibit were created to evaluate miR-760’s
influence on LC cell development and progression. We
discovered that upregulation of miR-760 inhibited cell
growth, invasion, and migration, as well as induced apo-
ptosis, in experiments. However, when miR-760 was

A
54

9

mimics-NC miR-760-mimics inhibit-NC miR-760-inhibit

H
12

99

A549
H1299

0

5

10

15

20

⁎

⁎

⁎

⁎

m
im

ic
s-

N
C

m
iR

-7
00

-m
im

ic
s

in
hi

bi
t-N

C
m

iR
-7

60
-in

hi
bi

t

m
im

ic
s-

N
C

m
iR

-7
00

-m
im

ic
s

in
hi

bi
t-N

C
m

iR
-7

60
-in

hi
bi

t

A
po

pt
os

is 
ra

te
 (%

)

(e)

Figure 2: miR-760’s effect on LC cell growth and development. (a) The miR-760 level in LC cells after transfection of miR-760-mimics and
miR-760-inhibit is tested via qRT-PCR. (b) LC cell proliferation after transfection of miR-760-mimics and miR-760-inhibit is tested via
CCK-8. (c and d) The number of LC cells invasion and migration after transfection of miR-760-mimics and miR-760-inhibit is assessed
via Transwell test. (e) The apoptosis rate of LC cells after transfection of miR-760-mimics and miR-760-inhibit is assessed via FACS test.
∗P < 0:05 and ∗∗P < 0:01.
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inhibited, the above results were reversed, indicating that
miR-760 was involved in cell development and progression
and could be a therapeutic target. To better seek the
potential mechanisms of miR-760, we conducted online
prediction site analysis and discovered that there might
be a targeting relationship between IDO1 and miR-760.
IDO1 is an immunomodulatory enzyme, which can induce
apoptosis/dysfunction of effector T cells and produce
immunosuppressive regulatory T cells [32]. To verify their
regulatory relationship, we tested the IDO mRNA and
protein relative expressions in cells transfected with miR-

760-mimics and miR-760-inhibit via qRT-PCR and WB
experiments, respectively. The findings showed that the
IDO mRNA and protein in cells was regulated after over-
expression or inhibition of miR-760. We speculated that
there might be a targeting relationship between IDO1
and miR-760. Then, we verified our hypothesis by double
luciferase report. In addition, we also confirmed that IDO1
was highly expressed in tumor tissues of NSCLC patients
and negatively correlated with miR-760, which also veri-
fied our results from the side. Furthermore, the cell exper-
iments denoted that cell growth, invasiveness, and
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Figure 3: miR-760 could target IDO1. (a) The IDO1 mRNA level in cells transfected with miR-760-mimics/miR-760-inhibit is tested via
qRT-PCR. (b) The IDO1 protein level in cells transfected with miR-760-mimics/miR-760-inhibit is tested via WB. (c) The IDO1 level in
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8 Computational and Mathematical Methods in Medicine



24 h

C
el

l v
al

ue
 at

 4
50

 n
m

0.0

0.5

1.0

1.5

48 h

Time

72 h 96 h

pcDNA-NC
pcDNA-IDO1
miR-760-mimics+pcDNA-IDO1

pcDNA-NC
pcDNA-IDO1
miR-760-mimics+pcDNA-IDO1

A549

24 h

C
el

l v
al

ue
 at

 4
50

 n
m

0.0

0.5

1.0

1.5

48 h

Time

72 h 96 h

H1299

∗ ∗

(a)

A
54

9
H

12
99 0

50

100

C
ell

 in
va

sio
n 

nu
m

be
r

pcDNA-NC + +– – – –
pcDNA-IDO1 – –+ + + +

miR-760-mimics – –– + – +

150

200
∗ ∗

A549
H1299

pcDNA-NC
miR-760-

mimics+pcDNA-ID01pcDNA-IDo1

(b)

A
54

9
H

12
99

A549
H1299

0

50

100

C
el

l m
ig

ra
tio

n 
nu

m
be

r

150

200 ∗ ∗

pcDNA-NC + +– – – –
pcDNA-IDO1 – –+ + + +

miR-760-mimics – –– + – +

pcDNA-NC
miR-760-

mimics+pcDNA-ID01pcDNA-IDo1

(c)

Figure 4: Continued.
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migration were enhanced after transfection of pcDNA-
IDO1, and the decrease of apoptosis rate was saved after
miR-760-mimics cotransfection. All these experiments
indicated that miR-760 participated in the development
of LC by regulating IDO1.

Research has shown that the functional inactivation of
tumor-reactive T cells may be an important mechanism to
escape tumor immunity [33]. Early studies have shown
that [34] IDO1 can promote tumor immune escape.
IFN-γ is a crucial cytokine produced by activated T cells,
natural killer cells (NK), and NK T cells in tumor micro-
environment, and it exerts vital effects in coordination
process [35, 36]. In addition, early studies have shown that
[37, 38] IFN-γ can activate IDO1, which can promote
CD8+ cell apoptosis and realize immune escape. In order
to explore whether miR-760 can regulate IDO1 to partici-
pate in tumor immune response, 30 ng/ml of IFN-γ was
cocultured with LC cells transfected with miR-760-
mimics. It manifested that the apoptosis rate of CD8+ cells
in LC increased obviously in the IFN-γ+mimics-NC

group, but the apoptosis of CD8+ cells was inhibited after
coculture, suggesting that upregulating miR-760 sup-
pressed CD8+ cell apoptosis by inhibiting IDO1, thus
inhibiting tumor immune escape.

To further understand the mechanism of miR-760 in
LC, we created an in vivo model. It was discovered that
miR-760 grew significantly in tumors of naked mice, indi-
cating that the in vivo model had been successfully devel-
oped. Further detection of tumor volume and mass in
nude mice manifested that the tumor volume and mass
were significantly inhibited in pLV-THM-miR-760 group
compared with the control group. Furthermore, the
IDO1 mRNA and protein relative in tumor tissues was
also significantly inhibited.

Nevertheless, there are still some shortcomings in this
research. First of all, IDO1 can induce apoptosis/dysfunction
of T cells by catalyzing tryptophan degradation to kynure-
nine. Unfortunately, these two indicators were not detected
in this study. Secondly, we did not test the IDO1 protein
in tumor tissues of NSCLC patients in this research. Early
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Figure 4: miR-760 targeted IDO1 to inhibit LC cell growth. (a) Cell proliferation after cotransfection of miR-760-mimics and pcDNA-IDO1
is tested via CCK-8 experiment. (b and c) Cell invasion and migration after cotransfection of miR-760-mimics and pcDNA-IDO1 are
assessed via Transwell test. (d) The apoptosis rate after cotransfection of miR-760-mimics and pcDNA-IDO1 is tested via FACS. ∗P <
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researches have revealed that IDO1 protein is highly
expressed in colon cancer, but there is no difference in
IDO1 mRNA level between colon cancer and normal tissues.
For this reason, we will conduct more basic experiments to
continuously enrich our conclusions.

5. Conclusion

Evidence showed that IDO-1 not only participates in the
immune escape process of lung cancer but also contributes
to the safety of the pretumor area. In addition, studies have
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Figure 6: Upregulating miR-760 inhibited CD8+ T cells in tumor through IDO1. (a) Changes of tumor volume within 28 days of the
tumorigenesis experiment. (b) Comparison of tumor mass in nude mice killed at 28 days. (c) The miR-760 and IDO1 levels in tumor
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shown that IDO-1 can induce immunosuppression and pro-
mote tumor progression in LC animal models. Overall, upreg-
ulating miR-760 can inhibit the apoptosis-promoting effect of
IDO1 on CD8+, thus inhibiting tumor immune escape, which
is a latent strategy for treatment and new drug development.
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Isoflurane (ISO) is a type of anesthetic that might cause neurotoxicity in children. Although miR-424-5p is considerably
downregulated in ISO-treated rat brain samples, its physiological role in ISO-induced neuronal injury in human embryonic
stem cell-derived neurons remains unknown (hESC-derived neurons). miR-424-5p expression and fatty acid synthase (FASN)
in ISO-treated hESC-derived neurons were tested via qRT-PCR. The amount of protein for Bax, Cleaved-caspase-8, Bcl-2, and
FASN was investigated through western blot analysis. The viability and apoptosis of hESC-derived neurons were estimated
through cell counting kit-8 assessment and TUNEL assay, accordingly. Superoxide dismutase, glutathione, and
malondialdehyde levels were discovered via corresponding kits. The contents of inflammatory factors including interleukin-6
and tumor necrosis factor-α were examined by enzyme-linked immunosorbent assays. The combination between FASN and
miR-424-5p was resolute via dual-luciferase reporter assessment. After exposure to ISO, induced neurotoxicity and a decreased
miR-424-5p production were identified in hESC-derived neurons. Upregulation of miR-424-5p repressed ISO-induced
apoptosis and mitigated ISO-induced inflammatory response and oxidative stress in vitro. FASN expression levels were
reduced by elevation of miR-424-5p and upregulated after ISO treatment. Mechanically, FASN was directly targeted by miR-
424-5p in hESC-derived neurons. Of note, the miR-424-5p elevation-suppressed neuronal apoptosis, inflammatory response,
and oxidative stress were countered by upregulation of FASN.

1. Introduction

Plenty of newborns and pregnant women require anesthesia
for diagnostic or operative targets [1, 2]. Due to the frequent
use of anesthesia-related medicines, the challenges induced
by anesthesia increase year by year [3]. Notably, the negative
effects of prolonged or excessive exposure to anesthetics on
the central nervous system, especially on memory and learn-
ing in children and infants, have been broadly represented [4,
5]. Isoflurane (ISO), as one of the most used inhalation anes-
thetics, simply crosses the placental barrier and decreases the

regeneration of neuronal stem cells and inhibits the prolifer-
ation, sustenance, and development of human neural pro-
genitor cells at clinically relevant concentrations [6–8]. In
recent years, ISO-induced neuronal damage in the develop-
ing brain has received more and more attentions [9]. Animal
studies have shown that ISO treatment leads to neuronal
apoptosis, thus resulting in long-term cognitive dysfunction
of rats [10]. These investigations illuminate that ISO can
demonstrate potential toxic influences on neuronal progres-
sion. Anesthesia-associated neuronal apoptosis is one of the
important mechanisms in anesthesia-induced nerve injury
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[11]. However, the mechanisms responsible for ISO-induced
neuronal apoptosis and neural toxicity have not been
completely clarified.

MicroRNAs, as a variety of small noncoding RNA mole-
cules with 18 to 25 nucleotides, reduce mRNAs stability
through adhering to the compatible pattern on the 3′
-untranslated region (3′-UTR) of related mRNAs [12]. miR-
NAs are reported to functionally modulate plenty of biological
procedures, including neuron differentiation, proliferation,
and neuronal inflammation in both animals and humans
[13]. It has been proved that miRNAs are implicated in the
regulation of neurodegenerative disorders like spinal cord
injury [14], Parkinson’s disease [15], Alzheimer’s disease
[16], and subarachnoid hemorrhage [17]. In addition, numer-
ous miRNAs are reported to control anesthesia-induced cog-
nitive impairment. Downregulation of miR-106a alleviates
the cognition-related impairments of mice subjected to ISO
treatment [18]. miR-124 is confirmed to protect against
sevoflurane-induced cognitive dysfunction via targeting the
Capn4/NF-κB signaling [19]. Recently, miRNAs have pre-
sented potential influence on the regulation of neuronal injury
induced by ISO. miR-142-5p depletion alleviates ISO-
inhibited neuron viability and mitigated ISO-stimulated neu-
ron apoptosis [20]. Upregulation of miR-133b attenuates
ISO exposure-induced apoptosis of hippocampal neurons
[21]. Oxidative stress and neuroinflammation are crucial
pathological procedures in neurological diseases [22]. Recent
documents have manifested that oxidative stress and inflam-
matory response exert essential functions in ISO-induced
neurons or rat models [23, 24]. Researchers found that dysreg-
ulated levels of oxidative stress indicators comprising superox-
ide dismutase (SOD), catalase (CAT), glutathione (GSH),
malondialdehyde (MDA), and lactate dehydrogenase (LDH)
may give rise to high risks of neuronal apoptosis in rats with
Alzheimer’s disease [25]. Additionally, ISO exposure results
in the elevation of interleukin-1β (IL-1β), tumor necrosis fac-
tor-α (TNF-α), and interleukin-6 (IL-6) levels in hippocampal
tissues of rats [26]. According to a previous report, miR-424-
5p was verified to implicate in the modulation of neuronal
apoptosis in ischemic stroke [27]. Furthermore, miR-424-5p
displayed substantially decreased expression in ISO-treated
rat brain samples [28].

The miR-424-5p influence on ISO-induced neurotoxic-
ity of human embryonic stem cell-derived neurons (hESC-
derived neurons) was the focus of this present exploration.
It was speculated that miR-424-5p may alleviate ISO-
induced neuron damage by suppression of oxidative stress
and inflammatory response, which may present valuable
therapeutic targets for treating ISO-induced neurotoxicity.

In vitro investigations have only confirmed the protec-
tive impact of miR-424-5p in ISO-treated hESC-derived
neurons; in vivo assays are needed to confirm whether
miR-424-5p has protective activity in ISO-treated animals.
Second, because biological mechanisms are complicated,
certain putative signaling pathways related with miR-424-
5p in ISO-treated hESC-derived neurons should be investi-
gated further.

The arrangements of the paper are as follows: Section 2
discusses the methods and materials. Section 3 analyzes the

result, and Section 4 evaluates the results. Section 5 con-
cludes the article.

2. Methods and Materials

2.1. Neural Differentiation of Human Embryonic Stem Cells.
The human embryonic stem cell (hESC) line, human WA01
(H1) cell, was donated by WiCell (WiCell Research Institute,
USA). The procedure for propagating and differentiating
hESCs into neurons was based on previously published pub-
lications [29, 30], with minor modifications. During the
night hours, mouse embryonic fibroblasts (MEFs) treated
with mitomycin-C (AbMole, Shanghai, China) were plated
in a plate with 6 wells precoated with 0.1 percent gelatin
(Huijia Biotechnology, China) as a feeder layer.

HESCs were seeded in the plates containing 6 wells, and
the conditions for cell culture were 5% CO2 and 37°C. To
culture hESCs, stem cell propagation medium containing
Dulbecco’s modified Eagle’s medium (DMEM; D6429,
Sigma-Aldrich, St. Louis, USA) supplied by 10% fetal bovine
serum (FBS; Sigma-Aldrich) and 1% penicillin streptomycin
(Sigma Aldrich) was utilized. Cell passage was conducted
upon the confluence which was up to 75% to 95%. The
generation of neural progenitor cells (NPCs) was achieved
through treating hESCs with neural progenitor milieu
having DMEM/F12 (Sigma Aldrich) added with 20% knock-
out serum (Sigma Aldrich), 1% penicillin-streptomycin
(Sigma Aldrich), 1mM L-glutamine (Sigma Aldrich),
0.1mM β-mercaptoethanol (Sigma Aldrich), and 1% nones-
sential amino acids (Sigma Aldrich) for 7 days. Subsequently,
5 ng/ml human recombinant basic fibroblast growth factor
(bFGF, Sigma Aldrich) and the neuronal induction milieu
including neural progenitor medium plus 1mg/ml heparin
(Sigma Aldrich) although without L-glutamine were
employed to treat NPCs for 14 days. HESC-derived neurons
were generated by collecting the rosettes from NPC cultiva-
tion and replated the rosettes in gelatin-coated plates con-
taining 6 wells in a neuronal induction milieu with N2/B27
neural supplements (Sigma Aldrich) for ten to eighteen days.

2.2. ISO-Induced Neurotoxicity in hESC-Derived Neurons.
ISO (Merck Millipore, USA) was used to concept ISO-
induced cell model in vitro in this study. As illustrated in
previous studies, hESC-derived neurons were processed with
numerous quantities of ISO (0, 0.25%, 0.50%, 0.75%, 1.00%,
1.25%, and 1.50%) plus O2 (21%) and CO2 (5%) for 12 hours
or similar quantity of ISO (1.00%) with O2 (21%) and CO2
(5%) for 0, 6, 12, 24, and 48h [31, 32]. Briefly, hESC-
derived neurons in 1.5ml of cell culture medium with a
density of 1 × 106 were incubated in a plate containing 6
wells at 37°C. An anesthesia machine was used to deliver
different concentrations of ISO with O2 (21%) and CO2
(5%) enclosed in a locked plastic container, in the incubator.
The delivered concentrations of ISO, O2, and CO2 were
continuously monitored by a Datex infrared gas analyzer
(Puritan-Bennett, Tewksbury, USA).

2.3. Cell Transfection. miR-424-5p mimics were used for
miR-424-5p overexpression while pcDNA3.1/FASN was
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used to elevate FASN expression. Genepharm (Shanghai,
China) provided the miR-424-5p mimics, pcDNA3.1/FASN,
and the related respective negative control (NC) mimics and
empty pcDNA3.1. The abovementioned oligonucleotides
were transfected into hESC-derived neurons treated with
or without ISO using Lipofectamine 2000 (Invitrogen,
USA). Neurons transfected with random sequences of oligo-
nucleotides by Lipofectamine 2000 served as the negative
controls. Twenty-four hours later, the transfected samples
were collected for the follow-up experiments.

2.4. Quantitative Real-Time Polymerase Chain Reaction
(qRT-PCR). The qRT-PCR was executed as the method
demonstrated in the last report [33]. Total RNA of hESC-
derived neurons was extracted through TRIzol reagent (Invi-
trogen, USA) as instructed by the product manuals. The
reverse transcription kit (QIAGEN, Germany) was applied
for the reverse transcription of total RNA into complemen-
tary DNA (cDNA). The qRT-PCR was working to assess
the quantities of miRNAs or mRNAs via the SYBR Green
Master Mix (Vazyme Biotech Co., Ltd, China). The thermal
cycling conditions for qRT-PCR was 95°C × 5 min, 40 cycles
of 95°C × 30 s, 60°C × 30 s, and 72°C × 1 min. The PCR
primers are shown as follows: miR-424-5p forward: 5′-
GCCAGCAGCAATTCATGT-3′, reverse: 5′-TATGGT
TTTGACGACTGTGTGAT-3′; FASN forward: 5′-CAAC
CTCTCCCAGGTATGC-3′, reverse: 5′-TGCTGATGATG
GACTCCAG-3′; glyceraldehyde-3-phosphate dehydroge-
nase (GAPDH) forward, 5′-TGCACCACCAACTGCTTAG
C-3′, reverse: 5′-GGCATGGACTGTGGTCATGAG-3′; U6
forward: 5′-CCCCTGGATCTTATCAGGCTC-′, reverse:
5′-GCCATCTCCCCGGACAAAG-3′. GAPDH served as
internal reference for mRNA while U6 functioned as inter-
nal reference for miRNA. The StepOnePlus™ software
(Thermo Fisher Scientific, USA) was employed for analyzing
the miRNA or mRNA expression which were then evaluated
by the 2−ΔΔCt approach [34].

2.5. Western Blot Analysis. RIPA buffer (V900854, Merck &
Co Inc, USA) was employed for extracting the entire protein
samples from hESC-derived neurons for half an hour. The
collected lysates centrifuged at 12,000 × g for 15 minutes
yielded 35 micrograms of protein which was divided
through 10% sodium dodecyl sulfate-polyacrylamide gel
electrophoresis (SDS-PAGE; KL81205-30, KLANG, Shang-
hai, China), followed by being moved to 0.22μm polyvinyli-
dene difluoride (PVDF) membranes (3010040001, Merck &
Co Inc) for 2 h. After being blocked with 5% nonfat milk in
Tris-buffered saline plus 0.02% Tween-20 (TBST) at 37°C for
1.5 hours, incubation of membranes was done with the
primary antibodies versus Bax (1/1000, #5023, CST),
Cleaved-caspase-8 (1/1000, #9496, CST), Bcl-2 (1/1000,
#15071, CST), FASN (1/1000, #3180, CST), and GAPDH
(1/1000, #2118, CST) during the night hours in a 4°C refrig-
erator. After that, membranes were treated for one hour at
37°C by horseradish peroxidase-conjugated (HRP) second-
ary antibodies. The enhanced chemiluminescence (ECL)
system (RPN2108, Cytiva, Shanghai, China) was used for

the observation of all protein bands that were normalized
to GAPDH and quantified by ImageJ software (NIH,
Bethesda, USA) [35].

2.6. Cell Counting Kit-8 (CCK-8) Assay. The hESC-derived
neuron survival was examined through CCK-8 assessment
as instructed by the manufacturer. After inoculating hESC-
derived neurons (5 × 103 cells/well) into the plates contain-
ing 96 wells, the transfected cells were processed with or
without ISO and then cultured by 10μl of CCK-8 solution
(CK04, SciencBio, Beijing, China) at 37°C for another 4 h.
Microplate reader (Bio-Rad, USA) was adopted for deter-
mining the optical density (OD) at 450nm.

2.7. Terminal Deoxynucleotidyl Transferase dUTP Nick End
Labeling (TUNEL) Staining. As per the instructions of the
in situ cell death detection kit (Roche, Basel, Switzerland),
DNA fragmentation was detected and TUNEL staining
assessment was performed. In brief, hESC-derived neurons
with a density of 1 × 105 cells in each well were placed in a
plate containing 6 wells. 24 hours later, the cultivated neu-
rons were washed with cold PBS, fixed by 4% paraformalde-
hyde, and were permeated with 0.25% Triton X-100,
respectively. Then, TUNEL reaction buffer was adopted to
process the neuron samples for 01 hour and 4′,6-diami-
dino-2-phenylindole (DAPI) solution (Invitrogen) was uti-
lized to counterstain all nuclei. Observation of the positive
apoptotic neurons was achieved by using a microscope.

2.8. Enzyme-Linked Immunosorbent Assay (ELISA). Accord-
ing to instructions of IL-6 kit (Y-S Biotechnology, Shanghai,
China) and TNF-α kit (Has Biotech, Shenzhen, China), the
contents of TNF-α and IL-6 were estimated via ELISA. In
brief, hESC-derived neurons were inserted with NC mimics,
miR-424-5p mimics, or miR-424-5p mimics+FASN and
were then treated with 1.00% of ISO for 12 h. After being
washed by PBST (Sigma, USA), the collected supernatants
were added into the plates containing 96 wells which were
coated with primary antibodies and cultivated at 37°C for
2 h. Subsequently, HRP-conjugated secondary antibodies
were put into plates and further cultured for 1 hour at
37°C. After adding 2mol/l sulfuric acid solution to each well
to stop the reaction, an ELISA reader (Sigma) was instantly
used for the observation of the absorbance at 570nm.

2.9. Measurement of Superoxide Dismutase (SOD) Activity
and Decreased Glutathione (GSH) and Malondialdehyde
(MDA) Quantity. Transfected hESC-derived neurons were
accumulated and the SOD, GSH, and MDA quantities were
examined with SOD assay kit (KTB1030-1, Abbkine, China),
GSH assessment kit (KTB1600-2, Abbkine, China), and
MDA assessment kit (KTB1050-2, Abbkine, China) as
instructed by the manufacturer’s protocols.

2.10. Dual-Luciferase Reporter Assay. The mutant (Mut) 3′-
UTR and wild-type (WT) sequences of FASN were intensi-
fied and placed in luciferase reporter pmirGLO (Promega,
US) to construct FASN-Wt and FASN-Mut vectors. Lipofec-
tamine 2000 (Promega, US) was used for the cotransfection
of FASN-Wt or FASN-Mut with miR-424-5p mimics or NC
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mimics in hESC-derived neurons. After 48 h, the luciferase
activities of transfected hESC-derived neurons were exam-
ined by employing a luciferase detection kit (K801-200; Bio-
Vision Milpitas, USA).

2.11. Statistical Analysis. GraphPad Prism computer pro-
gram, version 7.0 (San Diego, US), was applied to for carry-
ing out the statistics. Biorepeats were run in triplicate, and
the obtained experimental outcomes are demonstrated as
mean ± standard deviation. For comparing the 02 groups,
unpaired two-tailed Student’s t test was employed. Discrep-
ancies between various groups were scrutinized by 1-way
ANOVA accompanied by Tukey’s post hoc analysis. Signif-
icance was denoted as p value lower than 0.05.

3. Results

3.1. ISO Induces Neurotoxicity and Downregulation of miR-
424-5p. miR-424-5p is validated for being decreased in
ISO-treated rat brain samples. To ascertain miR-424-5p
expression in ISO-treated hESC-derived neurons, qRT-
PCR was conducted, and the results illustrated that after
treating hESC-derived neurons by different doses of ISO
(0, 0.25%, 0.50%, 0.75%, 1.00%, 1.25%, and 1.50%) for
12 h, miR-424-5p expression displayed a significant down-
ward trend (Figure 1(a)). Subsequently, miR-424-5p expres-
sion was tested in hESC-derived neurons treated with 1.00%

of ISO for 0, 6, 12, 24, and 48 h. Furthermore, miR-424-5p
expression was time-dependently suppressed by 1.00% of
ISO (Figure 1(b)). The effects of various ISO concentrations
(0, 0.25 percent, 0.50 percent, 0.75 percent, 1.00 percent,
1.25 percent, and 1.50 percent) on the survival of hESC-
derived neurons were then investigated. CCK-8 analysis
revealed that ISO decreased the survival of hESC-derived
neurons in a dose-dependent manner, demonstrating that
ISO stimulation caused neurotoxicity in hESC-derived neu-
rons (Figure 1(c)). Similarly, the survival of hESC-derived
neurons was decreased as time passed after 1.00 percent
ISO treatment, and in the subsequent studies, 1.00 percent
ISO was used to grow the hESC-derived neurons for 24
hours (Figure 1(d)). Finally, ISO produced neurotoxicity in
hESC-derived neurons, and ISO stimulation decreased
miR-424-5p expression in a dose- and time-dependent
manner.

3.2. miR-424-5p Overexpression Inhibits ISO-Induced Cell
Apoptosis. To probe the physiological role of miR-424-5p
in ISO-mediated apoptosis of hESC-derived neurons, miR-
424-5p transfection with NC mimics was executed. As dis-
played in Figure 2(a), compared with hESC-derived neurons
transfected with NC mimics, miR-424-5p production was
significantly elevated following miR-424-5p mimic transfec-
tion. Importantly, ISO notably decreased miR-424-5p pro-
duction in hESC-derived neurons, while this effect was
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Figure 1: ISO induces neurotoxicity and downregulation of miR-424-5p. (a) miR-424-5p expression in hESC-derived neurons after
treatment with increased ISO quantities for 12 hours was examined by qRT-PCR. (b) miR-424-5p expression in hESC-derived neurons
was administered with 1.00% of ISO for various times (0, 6, 12, 24, and 48 h) by qRT-PCR. (c) After treatment of hESC-derived neurons
with increased doses of ISO for 12 h, CCK-8 was performed to determine cell survival. (d) The viability of hESC-derived neurons was
detected after treatment with 1.00% of ISO for 0, 6, 12, 24, and 48 h by CCK-8 assay. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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Figure 2: Continued.

5Computational and Mathematical Methods in Medicine



RE
TR
AC
TE
D

Iso
fluran

e +
 N

C m
im

ics

Con + m
iR-42

4-5
p

Con + N
C m

im
ics

Iso
fluran

e +
 m

iR-42
4-5

p

0.0

0.5

1.0

1.5
Bc

l2
/G

A
PD

H

Iso
fluran

e +
 N

C m
im

ics

Con + m
iR-42

4-5
p

Con + N
C m

im
ics

Iso
fluran

e +
 m

iR-42
4-5

p

⁎

⁎⁎⁎

Bax

Cleaved-caspase-8

Bcl-2

GAPDH

(c)

0

20

40

60

TU
N

EL
 p

os
iti

ve
 ce

lls
 (%

) 80

Iso
fluran

e +
 N

C m
im

ics

Con + m
iR-42

4-5
p

Con + N
C m

im
ics

Iso
fluran

e +
 m

iR-42
4-5

p

⁎⁎⁎ ⁎⁎

Isoflurane + NC mimics

Con + miR-424-5p

Con + NC mimics

Isoflurane + miR-424-5p

TUNEL DAPI Merge

50 𝜇M

50 𝜇M

50 𝜇M

50 𝜇M

50 𝜇M

50 𝜇M

50 𝜇M

50 𝜇M

50 𝜇M

50 𝜇M

50 𝜇M

50 𝜇M

(d)

Figure 2: miR-424-5p overexpression inhibits ISO-induced cell apoptosis. HESC-derived neurons were treated with or without 1.00% of
ISO for 24 h and divided into four groups: Con+NC mimics, Con+miR-424-5p, Isoflurane+NC mimics, and Isoflurane+miR-424-5p. (a)
miR-424-5p overexpression in hESC-derived neurons. (b) The viability of hESC-derived neurons was detected via CCK-8 assay. (c)
Apoptosis proteins (Bax, Bcl-2, and Cleaved-caspase-8) by western blot assessment. (d) The impacts of miR-424-5p elevation on ISO-
mediated apoptosis of hESC-derived neurons was detected by TUNEL assessment.∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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altered by miR-424-5p mimics. Afterwards, viability of
hESC-derived neurons was tested by performing CCK-8
assay. Results manifested that miR-424-5p-augmented pro-
duction countered the suppressed viability of ISO-stimulated
hESC-derived neurons (Figure 2(b)). In subsequent assays,
the proteins (Bax, Cleaved-caspase-8, and Bcl-2) associated
with cell apoptosis were appraised through western blot
assessment. It was discovered that protein amount of Bax
and Cleaved-caspase-8 enhanced by ISO were reduced by
upregulated miR-424-5p. However, transfection of miR-424-
5p mimics rescued the suppression of ISO treatment on Bcl-
2 protein level (Figure 2(c)). TUNEL assay further illuminated
that ISO stimulation-induced promotion on cell apoptosis was
suppressed via overexpressed miR-424-5p (Figure 2(d)). Thus,
it was concluded that ISO-induced cell apoptosis was inhibited
through miR-424-5p elevation.

3.3. miR-424-5p Upregulation Alleviates ISO-Induced
Inflammatory Response and Oxidative Stress. miR-424-5p
has been illuminated for the inhibition of inflammatory

response and regulate oxidative stress [36, 37]. Therefore,
it was aimed at investigating whether miR-424-5p sup-
presses inflammatory reactions and modulates oxidative
stress in ISO-induced hESC-derived neurons. ELISA was
implemented for examining the quantities of inflammatory
mediators (IL-1 and TNF-α). The experimental data illumi-
nated that ISO treatment-mediated promotion on the TNF-
α and IL-6 levels was partially abolished by miR-424-5p
upregulation (Figure 3(a)). Subsequently, the influence of
miR-424-5p mimics on oxidative stress in hESC-derived
neurons was examined. It was observed that ISO treatment
decreased the amount of GSH and SOD while it enhanced
the MDA level. Nonetheless, these impacts were altered by
upregulation of miR-424-5p (Figure 3(b)). Achieved obser-
vations demonstrate that overexpressed miR-424-5p amelio-
rated inflammatory response and oxidative stress induced by
ISO in hESC-derived neurons.

3.4. miR-424-5p Targets FASN in hESC-Derived Neurons.
Seven potential downstream targets (PAPPA, FASN,
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Figure 3: miR-424-5p upregulation alleviates ISO-induced inflammatory response and oxidative stress. After treating the hESC-derived
neurons with or without 1.00% of ISO for 24 h, the follow-up experiments were conducted. (a) ELISA was employed for the evaluation
of IL-6 and TNF-α levels after transfection of NC mimics or miR-424-5p mimics. (b) The levels of SOD, GSH, and MDA in hESC-
derived neurons after transfection were evaluated through the relative kits. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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UNC80, FGF2, TNRC6B, PTPN4, and PHF19) that may
have binding sequences with miR-424-5p were identified
using bioinformatics analysis utilising the miRDB website
with the screening condition of target score = 100. Only
FASN mRNA expression was downregulated in hESC-
derived neurons after the insertion of miR-424-5p mimics,
according to qRT-PCR analysis, while the other mRNAs
showed no significant change when miR-424-5p produc-
tion was raised (Figure 4(a)). As a result, it was postulated

that miR-424-5p could target FASN. The level of protein
for FASN was investigated using a western blot to confirm
this theory. As a result, FASN protein level was notably
reduced in hESC-derived neurons after miR-424-5p mimics
transfection (Figure 4(b)). Protein and mRNA of FASN
which presented the increased levels were also observed in
ISO-treated hESC-derived neurons (Figure 4(c)). According
to StarBase, miR-424-5p was estimated to have a site of
binding for FASN (Figure 4(d)). To prove the combination
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Figure 4: miR-424-5p targets FASN in hESC-derived neurons. (a) The effect of miR-424-5p mimics on mRNA levels of PAPPA, FASN,
UNC80, FGF2, TNRC6B, PTPN4, and PHF19 through qRT-PCR. (b) The protein quantity of FASN in transfected hESC-derived
neurons by western blot. (c) Protein and mRNA quantity for FASN in hESC-derived neurons processed with or without 1.00% of ISO
for 24 h was ascertained through qRT-PCR and western blot, accordingly. (d) The position of binding among miR-424-5p and FASN
predicted from StarBase. (e) Luciferase activity of FASN-Wt or FASN-Mut in hESC-derived neurons inserted with NC mimics or miR-
424-5p mimics was assessed through the luciferase reporter assessment. ∗∗∗p < 0:001.
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Figure 5: Continued.
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between FASN and miR-424-5p further, luciferase reporter
assessment was applied. miR-424-5p mimics substantially
decreased luciferase activity of FASN-Wt, although no nota-
ble change was observed in the FASN-Mut group
(Figure 4(e)). Here, it was determined that FASN was
directed targeted by miR-424-5p in hESC-derived neurons.

3.5. Elevation of miR-424-5p Attenuates Neuron Apoptosis,
Inflammatory Response, and Oxidative Stress by Targeting
FASN. Several restoration studies in ISO-stimulated hESC-
derived neurons were carried out to investigate the impact of
the miR-424-5p/FASN axis on neuronal apoptosis, inflamma-
tory response, and oxidative stress. Transfecting pcDNA3.1/
FASN into ISO-treated hESC-derived neurons increased
FASN protein and mRNA expression (Figure 5(a)). The
CCK-8 experiment revealed that increasing FASN inhibited
miR-424-5p-overexpressing hESC-derived neurons from pro-
liferating (Figure 5(b)). Furthermore, FASN overexpression

reversed the inhibition of apoptosis in ISO-treated hESC-
derived neurons caused by miR-424-5p mimics (Figure 5(c)).
Overexpressed FASN also saved the inhibitive property of
miR-424-5p elevation on IL-6 and TNF-α level (Figure 5(d)).
Furthermore, as presented in Figure 5(e), elevation of FASN
reversed the promotive impacts of miR-424-5p mimics on
SOD and GSH quantities, while reversing the inhibitive effect
of miR-424-5p upregulation on the MDA levels. Achieved
findings ascertained that miR-424-5p elevation alleviated neu-
ron apoptosis, inflammatory response, and oxidative stress in
ISO-stimulated hESC-derived neurons by suppression of
FASN.

4. Discussion

To date, a large portion of infants and children require anes-
thesia surgery during treatment procedures, which may affect
neuronal function and development of brains [38]. In
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Figure 5: Upregulation of miR-424-5p attenuates neuron apoptosis, inflammatory response, and oxidative stress by targeting FASN. After
hESC-derived neurons were subjected to 1.00% of ISO for 24 h, the following rescue assays were performed. (a) Overexpression efficacy of
FASN. (b) The viability of hESC-derived neurons was detected via CCK-8 assay in NC mimic, miR-424-5p mimic, and miR-424-5p+FASN
groups. (c) TUNEL assay was implemented to appraise apoptosis in the abovementioned groups. (d) ELISA was used for the assessment of
IL-6 and TNF-α levels after transfection of NC mimics, miR-424-5p mimics, or miR-424-5p+FASN. (e) Indicated plasmids were transfected
into hESC-derived neurons to test the activities of SOD, GSH, and MDA. ∗p < 0:05, ∗∗p < 0:01, and ∗∗∗p < 0:001.
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addition, approximately 30% of adults aged 65 or older
receive some form of anesthesia each year in developed coun-
tries, but inhalation of anesthetics influences the neuropatho-
genesis of patients to a great extent [39, 40]. miRNAs have
been validated to be involved in anesthesia-mediated neuro-
toxicity [41]. HESC-derived neurons are broadly employed
for constructing anesthetic-induced models in vitro [42].
Therefore, the task and molecular strategy of miR-424-5p
on anesthesia-induced neurotoxicity by constructing ISO-
induced hESC-derived neurons in vitro were investigated.

A growing number of studies have shown that miRNAs
are linked to anesthesia-induced neurotoxicity [43]. Accord-
ing to a recent study, miR-424-5p is implicated in
ropivacaine-mediated cell growth, and silencing miR-424-
5p counteracts ropivacaine-induced cell development and
promotes cell death [44]. It is worth noting that miR-424-
5p has been shown to have low expression in ISO-treated
rat brain tissues [28]. This study consistently found down-
regulated expression of miR-424-5p in ISO-stimulated
hESC-derived neurons. Moreover, it was also found that
ISO treatment led to the repressed neuron viability and ele-
vated neuron apoptosis presented by the higher number of
TUNEL positive cells and enhanced Bax and Cleaved-
caspase-8 protein levels and also the weakened Bcl-2 protein
production, but miR-424-5p overexpression partially elimi-
nated these effects. It was identified that oxidative stress
and neuroinflammation are vital pathological procedures
in neurological diseases [45]. The miR-424-5p effect on oxi-
dative stress and inflammation response has been detected
in lipopolysaccharide-induced acute lung injuries that miR-
424-5p hinders LPS-driven injuries through decreasing the
levels of LDH, ROS, MDA, TNF-α, IL-1β, and IL-1β [37].
Here, the miR-424-5p effect on oxidative stress and inflam-
mation response in ISO-treated hESC-derived neurons is
discovered. Results illustrated that elevation of miR-424-5p
repressed the TNF-α and IL-6 in ISO-treated hESC-derived
neurons. Similarly, overexpressed miR-424-5p altered the
levels of oxidative stress markers shown as an enhancement
in GSH and SOD levels and reduced levels of MDA in ISO-
treated hESC-derived neurons. The findings illuminated that
upregulation of miR-424-5p inhibited ISO-induced inflam-
mation response and oxidative stress in hESC-derived
neurons.

Although new evidence suggests that miR-424-5p plays a
regulatory role in a variety of physiopathological processes,
the exact biological mechanism by which it works in ISO-
induced hESC-derived neurons is unknown. Understanding
how miR-424-5p genes affect ISO-induced hESC-derived
neurons requires determining which miR-424-5p genes
should be targeted. In this study, through searching online
website miRDB, fatty acid synthase (FASN), which pre-
sented downregulated production in hESC-derived neurons
by the transfection of miR-424-5p mimics, was predicated
to be the downstream target of miR-424-5p. FASN, as a cen-
tral lipogenic enzyme that produces free fatty acids, was
determined to interact momentarily with protrudin [46]. It
has been reported that FASN is involved in the myelination
and remyelination in the central nervous system [47]; how-
ever, almost nothing is understood regarding its molecular

processes in anesthesia-induced neurotoxicity. In this inves-
tigation, by performing dual-luciferase reporter assay, FASN
was validated to be directly targeted by miR-424-5p. In addi-
tion, it was found that the production of FASN at levels of
mRNA and protein in hESC-derived neurons after ISO
treatment was upregulated. Importantly, it was discovered
that miR-424-5p overexpression-triggered repression on
inflammation response and oxidative stress was partially
abrogated by upregulation of FASN.

Briefly, the findings of the current analysis designated
that miR-424-5p alleviates ISO anesthesia-driven neurologi-
cal damage in hESC-derived neurons by suppression of apo-
ptosis, inflammation response, and oxidative stress via
downregulating FASN. As far as we know, this is the unprec-
edented research for probing into the purpose of miR-424-
5p/axis in ISO-induced neurotoxicity in hESC-derived neu-
rons, which may deliver implications for the treatment
ISO-induced neurotoxicity. However, there are some limita-
tions in this research. First, the protective effect of miR-424-
5p in ISO-treated hESC-derived neurons was just validated
in in vitro experiments, and in vivo assays are necessary to
further verify if miR-424-5p exhibits the protective activity
in ISO-treated animals. Second, due to the complexity of
biological mechanisms, some potential signaling pathways
associated with miR-424-5p in ISO-treated hESC-derived
neurons deserve further exploration.

5. Conclusion

miR-424-5p alleviates ISO-induced neurotoxicity, inflam-
matory response, and oxidative stress in hESC-derived neu-
rons by downregulating FASN.
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The problem of sports psychological fatigue has become one of the focal points of common concern among scholars at home and
abroad. Athletes will face many problems and challenges in competition or training, and if they are not handled properly, they will
have negative experiences, which will affect the training benefits and develop psychological fatigue. Transcranial electrical
stimulation (TES), which contains transcranial direct current stimulation, transcranial alternating current stimulation, and
transcranial random noise stimulation, is a noninvasive brain stimulation method. By applying specific patterns of
low-intensity electrical currents to specific brain regions through electrodes of different sizes, it modulates cortical
neural activity and/or excitability and enhances the connections between the brain and nerves and muscles to achieve improved
motor performance. TES technology is currently making the transition from laboratory research to applied research in sports
science. In this paper, we first describe the neural mechanisms of TES action on the cerebral cortex, including five aspects of
body balance, endurance performance, exercise fatigue, muscle strength, and motor learning ability; then, we review the relevant
studies on the application of TES in functional connectivity of brain networks and explore the importance of this field for TES
to improve athletic performance. This research provides a machine learning-based and transcranial electrical stimulation model
for the locomotor psychological fatigue problem in rock climbers since rock climbing is a sport that places great demands on
athletes’ psychological quality. The research on the factors influencing the psychological fatigue of climbers and the intervention
measures is beneficial to the early diagnosis and the prevention and intervention of it.

1. Introduction

In modern high water competitive sports, the physical and
technical and tactical abilities of the participating athletes
are getting closer and closer, and the stable psychological
quality becomes an important factor to achieve the victory
of the competition, especially the climbing sports competi-
tion has a greater consumption of the athletes’ psychological
energy; if the athletes do not have good psychological qual-
ity, even if they have strong physical quality, technical, and
tactical ability, it is difficult to achieve excellent sports per-
formance. As the American scholar Grubaugh pointed out
for junior athletes, 80% is biomechanical factors, 20% is
psychological factors, senior athletes are the opposite, 80%
is psychological factors, and 20% is biomechanical factors.

Therefore, in the process of physical and technical and
tactical training for rock climbers, it is crucial to strengthen
the psychological quality training of athletes.

In rock climbing sport characteristics and climbing
psychological training, climbing site, and the sport form of
special, climbing site mainly rock cliff face fissure rock face
boulder and artificial rock wall, etc., the rock face mostly
has a certain elevation angle and pitch angle, and the shape
of the rock wall and rock point of the shape of a thousand
changes, thus forming the form of rock-climbing sport
diversity unconventional work at height and the complexity
of technical operations and other characteristics [1–3].
Figure 1 depicts the diagram for using rock climbing to
enhance psychological quality. A set of difficult and beautiful
sports, rock climbing is demanding and risky. Its core traits
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can be summed up as dangerous, difficult, and beautiful. The
angle and shape of the rock wall, the difficulty of the climb-
ing route, the size and shape of the pivot points, and the
ever-changing weather are all huge obstacles to climbing;
so, athletes are required to have strong resilience and adjust
their physical and mental state to better complete the com-
petition. If you make a mistake, you may have the danger
of slipping and falling, and you are prone to casualties.
Rock-climbing psychological training refers to the process
of rock-climbing training, purposely and systematically
exerts influence on the psychological process and personality
psychological characteristics of athletes, and through special
methods and means to make athletes learn to regulate and
control their own psychological state, and then regulates
and controls their own climbing behavior process due to
the specificity of the rock-climbing site the variability of
the wall pivot points the diversity of equipment preparation
the complexity of technical actions, and it can promote the
perfection of athletes’ psychological process, form good
personality and psychological characteristics compatible
with rock climbing, obtain a high level of psychological
energy reserves, enable athletes to adapt to the thrilling
climbing activities, and lay a good psychological foundation
for the victory of the climbing competition. The climbing
competition is carried out under the condition of indepen-
dent combat without guidance, and in the application of
techniques and tactics in the process of the competition,
the athletes should make timely self-adjustment according
to the difficulty angle of the line pivot point and personal
advantages and disadvantages of the competition. Good
psychological quality makes athletes confident of victory,
energetic, vigorous, muscular strength, and increased resil-
ience, so that they can give full play to their existing skills
and tactics, and even play beyond the level of psychological
training is generally divided into psychological training
and psychological training in preparation for specific com-
petitions. General psychological training aims to improve
the psychological factors of athletes related to special sports
and is also called long-term psychological training because it
can be arranged throughout the training process. Psycholog-
ical training in preparation for specific competitions is

mainly for the specific competition and psychological prep-
aration, generally in the two or three months before the
competition to start practicing, and continues until the
competition period pregame special psychological training
aims to enable athletes to master and use the method of
self-regulation of mental state in a relatively short period
of time, in order to form the best competitive state [4–6].

Human motor control ability is one of the important
motor abilities of the human body. Motor control not only
affects the athletes’ performance but also has a significant
impact on the quality of life of healthy people in general,
especially the elderly and patients with motor control defi-
cits. Previous approaches to improve motor control in
humans have focused on enhancing motor control through
interventional training to modify the function of the skeletal
muscle system. However, the nervous system plays a very
important role in the process of motor control. In recent
years, research on motor control has focused more on the
effects of neurological interventions on human motor
control [7]. Transcranial electrical stimulation (TES) is a
noninvasive transcranial electrical stimulation technique
that generates a weak current (1 to 2mA) in the superficial
layers of the skull through paired electrodes placed on the
scalp, which affects neural activity in the cerebral cortex
and alters brain function to promote motor performance
in humans. The main transcranial electrical stimulation
techniques used today are transcranial direct current stimu-
lation (tDCS), transcranial alternating current stimulation
(tACS), and transcranial random noise stimulation (TRS).
These electrical stimulation techniques can be used to
achieve different stimulation effects by changing the position
of electrodes, the intensity of current, the duration of stimu-
lation, and the frequency of stimulation. As a noninvasive
and safe brain stimulation technique, TES has been gradu-
ally announced into sports science applications from the
treatment of neurological or psychiatric disorders. In this
paper, we focus on the research and application of TES in
improving sports mental performance, especially in rock
climbing. A machine learning algorithm-based transcranial
electrical stimulation in sports psychology is proposed for
applications including improving mental balance, enhancing

Mental training to
promote technical mastery

Climbing sports to improve
the training of mental qualities

Development of the
quality of will

Training of
attention quality

Development of
thinking skills

Regulation of
psychological disorders

Figure 1: Rock climbing to enhance the psychological quality of the schematic diagram.
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mental endurance performance and/or relieving exercise
fatigue, improving muscle strength, and enhancing sports
psychological learning ability, which provides theoretical
references for better understanding and application of TES
techniques. The effectiveness of the proposed method was
demonstrated in relevant experiments [8].

The usefulness of transcranial electrical stimulation in
enhancing psychomotor balance, psychomotor endurance
performance, psychomotor strength, and decreasing motor
fatigue is further examined in this paper.

The arrangements of the paper are as follows: Section 2
discusses the related work. Section 3 examines the various
methods. Section 4 analyzes the experiments and results.
Section 5 concludes the article.

2. Related Work

2.1. Transcranial Electrical Stimulation and Sports. Cur-
rently, TES is more frequently used in the rehabilitation of
patients with neurological impairment or psychiatric disor-
ders and has good belongings on the recovery of brain
injury, mood regulation, and improvement of cognitive
function. In recent years, some researchers have gradually
applied TES to the field of sports science to improve human
muscle coordination in sports and enhance human sports
performance by increasing the connection between the brain
and nerves and muscles, such as improving body balance,
enhancing endurance performance, relieving sports fatigue,
and improving muscle strength and motor learning ability.
Improve body balance ability is one of the main physical
qualities of humans, which refers to the ability to maintain
body posture even during exercise or under external forces,
and it is related to body structure, muscle coordination,
and the regulation of brain tissue involved in balance
[9–12]. It was found that 1mA tDCS anodal stimulation of
the motor cortex of healthy elderly people for 20min per
day resulted in improved gait and dynamic balance after
5 d of continuous intervention and was maintained for
1 week. Stimulation of the sensorimotor area of healthy
adults with high precision tDCS for 20min better the static
balance ability of the subjects. Body balance is one of the
basic abilities that athletes possess, especially in nonperiodic
events, and directly affects the performance of athletes’ skills
and physical abilities, etc. Whether tDCS can improve
dynamic and static balance in elite athletes needs further
study. Enhance endurance performance and/or relieve
exercise and fatigue. Endurance is the body’s ability to per-
form muscle activity for long periods of time and is the basis
for improving qualities such as speed and strength. The
goodness of endurance directly affects human athletic perfor-
mance. Currently, some studies have investigated whether
tDCS intervention in the cerebral cortex has a positive effect
on neurological and muscular fatigue recovery [13].

The exact neurophysiological mechanisms of transcra-
nial direct current action can be divided into the following
mainstream views: altering cortical excitability, increasing
synaptic plasticity, altering local cerebral blood flow, and
regulating local cortical and brain network connections.
Changing cortical excitability is as follows: tDCS changes

the excitability of the brain by stimulating the membrane
potential of neurons, causing depolarization of the anode
to lower the threshold of action potential generation, and
increasing the excitability of the anodal cortex; [14–16].
Increase synaptic plasticity is as follows: tDCS performs sub-
threshold stimulation of the resting membrane potential of
neurons, which induces the expression of N-methyl aspar-
tate receptors and the release of y-aminobutyric acid, while
NMDA is involved in synapse formation, increasing synap-
tic plasticity, which in turn produces long-duration inhibi-
tory or enhancing effects. Alteration of local cerebral blood
flow is as follows: when the tDCS anode acts on the dorsolat-
eral prefrontal cortex, it increases cerebral blood flow in the
stimulated area and decreases cerebral blood flow under the
cathode, which is highly correlated with the MEP amplitude
at the stimulation location. Modulation of local cortical and
brain network connectivity is as follows: EEG and functional
magnetic resonance imaging studies revealed that anodal
tDCS stimulation of area M1 significantly increased func-
tional connectivity in the premotor, motor, and sensorimo-
tor areas within the stimulated hemisphere and induced
changes in connectivity between the left and right hemi-
spheres, further corroborating that tDCS induces functional
brain connectivity. tACS stimulation is dependent on the
stimulation. The mechanisms of tACS action can be classi-
fied as follows: exogenous oscillations induce endogenous
oscillations in the brain, affecting synaptic plasticity to regu-
late brain function. When tACS acts on the brain, part of the
current reaches the cerebral cortex and changes the
membrane potential of dendrites or axons in an oscillatory
manner, making it possible for neurons to develop action
potentials. When the frequency of tACS is the same as the
endogenous frequency, resonance occurs, causing excitation
of neurons in the brain; when tACS is stimulated at a higher
frequency, it can trigger neuronal oscillations in a wider
frequency range. Stimulation at specific frequencies can also
drive oscillatory frequencies within the brain and induce
synchronous oscillations in neurons with rhythms imposed
by tACS on specific cortices. tACS modulates brain function
by affecting synaptic plasticity. When tACS causes presynap-
tic action potentials to precede postsynaptic action poten-
tials, it produces long-lasting excitation of brain function,
and when it causes postsynaptic potentials to precede pre-
synaptic potentials, it causes long-lasting inhibition of brain
function, a phenomenon that has been confirmed by many
studies.

2.2. Psychological Analysis of Rock Climbing. Rock climbing
is a kind of mountaineering sport, which fully exploits
the human body’s climbing potential, and the climber
relies on the coordination of hands, feet, waist, and muscle
functions and uses gouging, grasping, bracing, and other
means to operate the body upward. Both man-made and
natural rock walls can be climbed, with man-made rock
walls having the most participants. According to the psy-
chological requirements of rock climbing, climbers must
perform well in specialized psychological quality training
to improve their capacity for psychological adjustment
and obstacle surmounting [17–19]. The sport of rock
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climbing demands exceptional physical, intellectual, and
psychological qualities.

Rock climbing is a sport with long time, high density,
and large volume of transportation. The process of rock
climbing puts forward extremely high requirements on
athletes’ physical ability, and athletes need strong physical
ability, intelligence, and good psychological quality to com-
plete a complete climb. In the process of rock climbing, the
athletes’ psychological ability is extremely important. In
the process of rock climbing, due to the rapid consumption
of physical energy, it often causes a rapid decline in the
athletes’ functional reserve and central nervous fatigue,
which leads to a series of bad emotions such as inattention,
irritability, and decrease in the level of will. If these bad
emotions deteriorate further, it will cause the athletes to
move slowly, have stiff muscles, and panic in their hands
and feet. These bad emotions, if further worsened, will cause
the athletes to move slowly, muscle stiffness, and hands and
feet panic, affecting the completion of rock climbing. In
serious cases, it will lead to sports injury or even danger.
Therefore, the special psychological training for rock
climbers is extremely important, through effective psycho-
logical training, so that athletes can effectively psychologi-
cally regulate themselves in the process of rock climbing
and help them maintain emotional stability [20, 21]. We
know that rock climbing has a certain degree of danger,
and the psychology of fear in the procedure of rock climbing
is caused by a variety of reasons. One of the most important
factors is the climber’s understanding of the degree of obsta-
cles and the climber’s level of trust in protective events and
protection personnel. To train and improve climbers to
overcome psychological barriers, it is necessary to find the
cause and prescribe the right remedy: first, to make climbers
fully understand the degree of difficulty of this climb and
some related knowledge and second, to make climbers do
good communication with staff to enhance their trust in
protection workers and safety measures.

Concentration training is extremely important for rock
climbers. Only by concentrating on one goal can the climber
not be disturbed by the external environment and internal
factors during the climbing process, not be distracted during
the climbing, and reach the summit successfully. The con-
centration of attention training generally has two forms:
one is the muzzle training method: the so-called muzzle
training refers to the trainer in the usual training by issuing
some volume weak, just can barely hear the sound, and let
the trainee to complete the task, and such a weak voice muz-
zle needs athletes to focus on a high degree of attention to
complete. Second is the stopwatch training method [22].
The so-called stopwatch training is to allow athletes to focus
on the rotation of the stopwatch, record the time of each
attentiveness, in the training time lengthened one by one,
until the end of inattention, and then repeat the training in
accordance with this time standard. Training regulates
arousal level in rock climbing; there are two kinds of training
to regulate arousal level in rock climbing: one is to increase
the arousal level of AH, and the other is to decrease, the
arousal level of sex. Arousal level refers to the physiological
activation of the muscles in different degrees and states,

and the state of arousal level is directly related to the level
of athletes. The human body can change and maintain the
excitability of the brain’s nervous system through arousal
and use this state of arousal to maintain a high level of con-
centration and provide conscious energy to the muscles. In
general, in sports that are mainly speed and strength-based,
a higher level of arousal is required, while in sports that are
mainly regulated by small muscle groups and have complex
tasks. Exercise classes that require coordinated coordination
require a lower level of arousal [23].

The so-called representational training refers to the
training to promote the athletes to improve their climbing
skills and technical level of play; in the representational
training, coaches can make the athletes form the representa-
tional movement in the brain consciousness through verbal
explanation, video images, video materials, and other means,
so that the athletes can train through the full imagination.
The main purpose of representational training is to allow
athletes to train in actual combat before. In addition, repre-
sentational movement also includes the reproduction of
previously learned technical movements after training,
through the recollection and reproduction of movements
in the brain, the wrong movements can be corrected, and
the correct movements can be consolidated. In the process
of representational training, athletes can categorize and
organize the decomposed movements one by one in their
mind and make corrections and improvements, so that they
can complete the whole climbing process independently in
their own mind. Representation training not only makes
the athletes get twice the result with half the effort in the
climbing process but also increases the information reserve
and develops their intelligence.

3. Methods

3.1. Model Architecture. Decoding and analyzing the event-
related desynchronization/event-related synchronization
generated by the conceptual activity of rock climbing to
determine the user’s motor intention and brain state are
the basis for the implementation of a brain-machine inter-
face based on the psychology of rock-climbing. Users gain
the ability to actively regulate their sensorimotor rhythms
to give control commands in the psychological brain-
machine interface based on rock climbing. The modulation
patterns induced by psychomotor rhythms in the brain can
be used as control input signals for the BCI, and through
learning and training, climbers can autonomously generate
the corresponding EEG patterns. The model structure
diagram of the psycho-brain-computer interface for rock
climbing is shown in Figure 2. The system is similar to other
brain-computer interface systems and is generally composed
of the following parts: signal acquisition part, signal prepro-
cessing, feature extraction, pattern classification, and output
module. Signal acquisition part is as follows: the main role is
to record the EEG signals that the subjects go through the
psychological experiment paradigm of rock-climbing exer-
cise and thus generate. Signal preprocessing is as follows:
the preprocessing stage is mainly to remove the noise from
the EEG signal, usually using a band-pass filter, and to
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remove the electrooculography and motion artifacts using
various methods as needed. Feature extraction is as follows:
since the EEG signals of climbers during the mental activity
of rock-climbing sports are mixed with those generated by
other neural activities and are overwhelmed by a large
amount of spontaneous EEG, the feature signals related to
the mental activity of rock-climbing sports need to be
extracted from these mixed EEG signals by reducing the
dimensionality of the EEG signals so as to extract the
relevant features. Pattern classification is as follows: the
extracted to feature information is analyzed and judged, so
that these features can be decoded into various instructions
or parsed into the user’s intention of rock-climbing sports
psychology. Output module includes two parts: control sys-
tem and feedback system. There are some brain-machine
interfaces based on rock-climbing psychology aiming at
helping paralyzed climbers to perform some daily activities,
and then the extracted feature information will be decoded
into various control commands to control external devices,
such as robots, wheelchairs, and mice. There are also some
brain-machine interfaces based on the psychology of rock
climbing, whose purpose is to help climbers with neurologi-
cal damage to carry out neural pathway rehabilitation or
healthy climbers to improve their athletic ability through
the psychological training of rock-climbing, without control-
ling external devices, and then the decoded commands will
be analyzed and returned to the climbers through the feed-
back system.

3.2. Preprocessing. In this paper, after the EEG data are
acquired, the calculation of subject-specific band r2 is per-
formed in the preprocessing stage for the determination of
the subject’s band-pass filter. r2 is calculated as follows.

r2 =
ffiffiffiffiffiffiffiffiffiffiffiffi
N1N2

p
N1 +N2

MEAN P1ð Þ −MEAN P2ð Þ
STD P1 ∪ P2ð Þ

� �2

: ð1Þ

In the equation, N1 and N2 are the number of tasks
included in the EEG data, respectively, N1 represents the
number of trails for the left-hand motor imagery task, and
N2 represents the number of trails for the left-hand motor
imagery task. P1 and P2 are the power spectra of the EEG
data for the motor imagery task, P1 represents the power
spectrum of the left-hand motor imagery EEG data, and P2
represents the power spectrum of the right-hand motor
imagery EEG data. The larger the value of r2, the greater
the energy difference between the EEG data of left- and
right-handed motor imagery tasks in that frequency band.
According to the value of r2, a suitable band-pass filtering
band is selected to perform specific band-pass filtering on
the motor imagery EEG data, followed by CSP feature
extraction and LDA pattern classification.

3.3. Feature Extraction. The flow of signal data feature
extraction is shown in Figure 3. For the together EEG sig-
nals, there are three main features: time domain features,
frequency domain features, and spatial domain features,
and we need to choose the corresponding feature extraction
methods for dissimilar features. For example, spatial domain
features are usually extracted by choosing spatial domain
filters—Common Spatial Pattern (CSP), while frequency
domain features are generally extracted by power spectrum
analysis and some other wavelets transform, sample entropy
method, etc. Each of these methods has its own advantages
and disadvantages, as shown in Table 1.

In this study, the purpose is to extract the two character-
istic signals of left-handed motion and right-handed motion
generated by the user’s motion imagination, and using the
CSP algorithm is more in line with our requirements. The
CSP algorithm is to calculate all channels, and we know that
the variance represents the energy, due to the phenomenon
of ERD/ERS generated by motion imagination, and it is eas-
ier to use the CSP algorithm. Because of the ERD/ERS phe-
nomenon, it is easier to extract the features with the greatest
difference in energy to classify the motor imagery intention.

Signal acquisition

Signal processing

Pre-processing

Feature extraction Pattern classification

Feedback system Control system

W2

Input layer
Hidden layer

Output layer Softmax layer
New output

Back propagation

e𝜂i
Σj

k = 1 e𝜂i –Σyilog(pi)
k

i = 1

Loss

W1

Signal acquisition

Figure 2: Model structure.
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3.4. CSP Algorithm. The CSP algorithm is a feature extrac-
tion algorithm for two arrangement tasks. The computa-
tional procedure of the CSP algorithm is as follows: assume
that X1 and X2 are the matrices of the single evoked EEG
signals under the same experimental conditions of the left
and right handed two motor imagery responsibilities,
respectively, and the matrix dimension N∗T , N is the num-
ber of channels of EEG signals, and T is the number of sam-
pling points of EEG signals, as the number of channels of
EEG signals commonly used is 8 conductors, 16 conductors,
32 conductors, 64 conductors, and 128 conductors. N must
be less than T to satisfy the condition of calculating the
covariance matrix. Specify that Y1 and Y2 are two types of
tasks for left-handed motion and right-handed motion,
and X1 and X2 are represented as follows, respectively, when
noise interference is ignored.

X1 = A1Am½ �
Y1

YM

" #
, X2 = A2Am½ �

Y2

YM

" #
: ð2Þ

Assume that the source signals of the two tasks, Y1 for
left-handed motion and Y2 for right-handed motion, are lin-
early independent of each other, Yu represents the common
source signal possessed by these two tasks, Y1 consisting of
m1 sources and Y2 consisting of m2 sources, then A1 consists
of m1 covariance patterns associated with X1, A2 consists of
m2 covariance patterns associated with X2. The purpose of
the CSP algorithm is to design a spatial filter parameter to
obtain the best projection matrix W. The EEG signals are
passed through this spatial filter to obtain new signals where
one has the largest variance, the other has the smallest vari-
ance, and then the two types of signals are classified by a

classification algorithm. Calculate the covariance matrix of
X1 and X2, respectively.

R1 =
X1X1

T

tr X1X
T
1

� � ,
R2 =

X2X
T
2

tr X2X
T
2

� � ,
ð3Þ

r denotes the trace of the matrix, which is the sum of the
diagonal elements of the matrix X1X1

T . Here, R1 and R2 are
the covariance matrices for a single trial, and then the
respective average covariance matrices R1 and R2 are calcu-
lated based on the total number of trials for each of the left-
and right-hand tasks, denoted as n1 and n2:

�R1 =
1
n1

〠
n1

i=1
R1i,

�R2 =
1
n2

〠
n2

i=1
R2i:

ð4Þ

Calculate the mixed-space covariance matrix R.

R = �R1 + �R2: ð5Þ

Since the obtained mixed-space covariance matrix R is a
positive definite matrix, the eigenvalue decomposition of the
obtained mixed-space covariance matrix R is performed
according to the singular value theorem as follows.

R =UλUT : ð6Þ

Power spectrum
calculation

 

Pattern
recognition

Raw data Band-pass
filtering

Removal of eye-
electricity, artifacts

Calculate r2 specificity band
for bandpass filteringFeature extraction

Figure 3: Signal data feature extraction process.

Table 1: Advantages and disadvantages of different feature extraction methods.

Feature extraction method Advantages Disadvantages

Power spectrum
analysis method

Simple algorithm, easy to operate
Low resolution, inability to display brain

telecommunication nonlinear information of the number

Wavelet transform
Multiple resolutions for more detailed characterize

the signal
Inflexible algorithm

Sample entropy method Stable algorithm, low computational effort
Cannot express the time-frequency characteristics of

the signal

Common spatial
pattern method

Good performance in feature extraction for
binary classification

Requires multiple leads for analysis and is susceptible to
noise interference
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λ denotes the diagonal matrix composed of eigenvalues
arranged in descending order, and U denotes the matrix
composed of eigenvectors corresponding to the decomposed
eigenvalues, resulting in the whitening transformation
matrix P.

P =
1ffiffiffiffiffiffiffiffiffi
λUT

p : ð7Þ

For the formal experimental data, to avoid transient
abrupt changes in the EEG signal caused by body move-
ments, its variance is calculated and normalized for the
eigensignal obtained through the spatial filter, and then the
eigenvectors are extracted as follows.

Zi =WXi,

f i =
var Zið Þ
∑var Zið Þ :

8><
>: ð8Þ

3.5. Pattern Classification. To interpret the subject’s motor
imagery intention and to differentiate the brain activity
caused by left-handed and right-handed motor imagery
activities, the recovered features from the EEG signal must
be sent to a classifier for pattern classification after the signal
has been retrieved. The algorithms used to categorize the
extracted features into patterns are both linear and nonlin-
ear, and the linear algorithms include linear discriminant
classifiers and linear classifiers of Marxian distance, among
others. Based on the above mentioned and the characteris-
tics of motor imagery EEG signals.

LDA is an effective feature extraction method that can
classify data and compress the feature space dimension. This
section introduces the basic principle of LDA starting from
the simpler class II LDA. First assume that there are m sam-
ples in the dataset, denoted as

D = x1, y1ð Þ, x2, y2ð Þ,⋯, xm, ymð Þf g, ð9Þ

where x is an n-dimensional vector and yi ∈ f0, 1g. We
define Njðj ∈ f0, 1gÞ as the number of samples of the j-th
class and Njðj ∈ f0, 1gÞ as the set of samples of the j-th class,
and then the mean vector of samples of the j-th class can be
expressed as

μj =
1
Nj

〠
x∈X j

x, j ∈ 0, 1f g: ð10Þ

The covariance matrix of the j-th class of samples can be
expressed as

Σj = 〠
x∈X j

x − μ j

� �
x − μj

� �T
, j ∈ 0, 1f g: ð11Þ

The projection vector is denoted by w. Then, any sample
x becomes wTxi after projection. As mentioned above, the
purpose of the LDA algorithm is to make the distance

between similar data as small as possible, and the distance
between different classes of data as large as possible.

G1 =wTΣ0w +wTΣ1w: ð12Þ

The distance between samples of different categories is
expressed as the square of the second parametric number,
as follows:

G2 =wTμ0 −wTμ1
2
2: ð13Þ

In summary, the optimization objective of the LDA
algorithm is

w∗ = arg max
w

G2
G1

=
wTμ0 −wTμ1

2
2

wTΣ0w +wTΣ1w

=
wT μ0 − μ1ð Þ μ0 − μ1ð ÞTw

wT Σ0 + Σ1ð Þw :

ð14Þ

4. Experiments and Results

In this section, it discusses the various experimental setups
and define the transcranial electrical stimulation. They ana-
lyze the experimental results.

4.1. Experimental Setup. This chapter investigates the effects
of transcranial electrical stimulation on motor imagery task
ability based on the motor imagery brain-machine interface.
In the ERD/ERS data, changes in classification accuracy
before and after transcranial electrical stimulation were ana-
lyzed separately to investigate the electrophysiological effects

Stimulator

Negative

Positive

Figure 4: Stimulation electrode location map.

Table 2: Experimental parameter setting.

Parameter name Parameter value

Initial learning rate 0.002

Optimizer Adam

Initial momentum 0.5

Batch size 30

Maximum number of training sessions 40
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of transcranial electrical stimulation on motor imagery. This
experiment was a single-blind experiment, subjects were
required to perform a total of four experiments, and the
sequence of stimulation and control experiments was ran-
domly arranged by the main subjects. To avoid the after-
effects of transcranial electrical stimulation, the time interval
between each group of stimulation and control experiments
was ensured to be at least 24 hours.

Ten rock climbers (age range 23-25 years, mean age
24:4 ± 0:44 years) were recruited for this experiment, and
all participants were active climbers and received monetary
compensation. During the experiment, subjects would
receive a total of four MI task experiments and three trans-
cranial electrical stimulations. The subjects first underwent
the first MI task experiment to determine the baseline level
of each outcome for comparison and analysis with the sub-
sequent experiments, followed by three randomized trans-
cranial electrical stimulation sessions with corresponding
MI task experiments and EEG recordings. The duration of
the after-effects of transcranial direct current stimulation is
not more than 10min, and the duration of the after-effects
of transcranial alternating current stimulation has not been
systematically studied, but the duration of the after-effects
of 10Hz, 1mA alternating current stimulation, is 30min;
so, the interval between each stimulation is guaranteed to
be more than 24 h to avoid the after-effects from affecting
the results of the subsequent experiments. The experimental
parameters are set as shown in Table 2.

4.2. Transcranial Electrical Stimulation

(1) Electrical stimulation equipment: publicly available
transcranial electrical stimulation equipment. It
is capable of three stimulation modes tACS, and
pseudostimulation

(2) Stimulation intensity: (a) tDCS: all subjects uni-
formly use 1mA current intensity, and the stimulat-
ing electrodes use 5∗7 cm saline soaked sponge
electrodes. (b) tACS: The stimulation intensity was
determined according to the subject’s stimulation
threshold specificity as described, and the stimula-
tion electrode was a 5∗7 cm saline-soaked sponge
electrode

(3) Stimulation position: the electrode placement was as
shown in Figure 4, with the anode placed at the loca-
tion of the motor sensory M1 area and the cathode
electrode located at the forehead area

(4) Stimulation frequency: 10Hz (mean of μ rhythm)
was used to stimulate the subjects during the tACS
experiment. (5) Stimulation time: for both tACS
and tDCS, a current stimulation lasting 10min was
applied to the subjects

After the raw EEG data were collected and pre-proc-
essed, the LDA algorithm was used to calculate the classifica-
tion accuracy of the EEG data for the two motor imagery
tasks, as well as to calculate the power spectrum of the
EEG data in the prestimulation and poststimulation phases
to observe the changes in ERD/ERS, respectively. The dia-
gram of the training process performance improvement is
shown in Figure 5.

4.3. Experimental Results. For motor mental classification
accuracy, this paper used one-way frequent measures
ANOVA to test the significance of the classification accuracy
of subjects’ motor imagery before and after different experi-
mental conditions. p < 0:05 was considered to be a signifi-
cant difference. Among the ten subjects, one subject’s data
was eliminated for excessive noise, and the EEG data of the
remaining nine subjects were finally used for the analysis.
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Figure 5: Schematic diagram of the performance improvement of the training process.
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Figure 7: Accuracy of mental recovery in rock climbing sports without transcranial electrical stimulation.

Table 3: Accuracy of subjects’ psychological recovery from rock climbing exercise.

Before stimulation After pseudoarousal After tACS After tDCS

Subject 1 91.25 93.21 98.75 96.88

Subject 2 83.83 85.84 92.50 97.50

Subject 3 74.68 76.25 86.25 80.00

Subject 4 85.00 85.00 89.74 90.06

Subject 5 82.49 85.00 80.00 86.25

Subject 6 77.50 78.64 85.05 82.68

Subject 7 77.61 71.25 81.27 87.49

Subject 8 77.49 77.50 75.11 81.27

Subject 9 88.77 91.28 94.93 96.31

Mean ± standard deviation 82:07 ± 5:67 82:66 ± 7:25 87:07 ± 7:63 88:71 + 6:88
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Figure 6: Average accuracy of task classification.
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The accuracy of subjects’ psychological recovery during rock
climbing exercise is shown in Table 3.

The average accuracy of task classification is shown in
Figure 6. A one-way repeated measures ANOVA was per-
formed on the four experimental groups, F ð3, 24Þ = 10:436,
p < 0:05, indicating a significant main effect. The following
results were obtained from a two-by-two comparison of the
four experimental groups: tACS group compared to tDCS
compared to the prestimulus group experiment, p1 = 0:08 >
0:05 and p2 = 0:002 < 0:05, respectively, and tACS group
compared to tDCS compared to the pseudostimulus group
experiment, p3 = 0:193 > 0:05 and p4 = 0:02 < 0:05, respec-
tively. From the classification accuracy of the MI task in the
four groups, it can be seen that the accuracy of the subjects
after the tDCS inspiration was significantly improved com-
pared to the prestimulation and pseudostimulation groups,
and the accuracy of the subjects after the tACS stimulation
was better quality compared to the prestimulation and pseu-
dostimulation groups but was not significant. In terms of the
overall level of accuracy improvement, tDCS was more
effective in improving classification accuracy than the tACS
group.

The visualization results of the accuracy of mental recov-
ery in rock climbing without and with transcranial electrical
stimulation are shown in Figures 7 and 8, respectively. From
the individual subjects’ point of view, the accuracy of motor
imagery was effectively improved in all nine subjects after
tDCS stimulation. For tACS, subjects 5 and 8 showed a
decrease in accuracy after tACS compared to the prestimula-
tion period, and subjects 1, 3, and 6 showed a better increase
in accuracy after tACS than they did after tDCS. Among all
the subjects in the experimental group, the highest accuracy
rate was that of subject 1 after tACS inspiration, with an
accuracy rate of 98.75%. Among all subjects in the experi-
mental group, the lowest accuracy rate was for subject 8 after
tACS stimulation, with an accuracy rate of 75.11%.

5. Conclusion

Rock climbing requires climbers to have good psychological
quality, and these psychological qualities include the ability
to overcome anxiety, fear, and obstacles, but also includes
the level of the athlete’s will, the degree of concentration,
etc. The psychological training of climbers should be tar-
geted according to the specific characteristics of each ath-
lete to improve their psychological mechanisms through
training.

The brain controls most of the human learning and
movement. Although sports training focuses on physical
performance and motor abilities, its fundamental nature still
depends on the cerebral cortex to create neural connections
that help the nervous system better govern muscles. There is
a transcranial electrical stimulation’s efficiency in enhancing
human motor performance. This paper further analyzes the
effectiveness of transcranial electrical stimulation in improv-
ing psychomotor balance, psychomotor endurance per-
formance, and psychomotor strength and reducing motor
fatigue.
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The incidence and mortality rates are increasing year by year, and the incidence of the disease is gradually becoming younger. The
purpose of this study was to investigate the clinical diagnostic value of PACS in breast tumor patients. Methods. 20 patients with
breast tumor diagnosed by PACS were selected for the study, and the diagnosis was confirmed by pathological puncture or
surgery. Results. The detection rates of breast tumor by MRI and CT were 94.44% and 96.67%, the sensitivities were 18.82%
breast tumor and 96.67%, and the specificities were 53.84% and 54.54%, with no statistically significant difference (P > 0:05).
There was no statistically significant difference in the detection rate of invasive lobular carcinoma (LDC) and PACS (P > 0:05).
Conclusion. PACS has a greater detection rate for breast tumor and offers some diagnostic usefulness in diagnosing malignant
breast tumor. The detection rate of breast tumors can be increased by selecting the most appropriate diagnostic tool for the
patient’s current circumstances.

1. Introduction

The incidence and mortality rates are increasing year by
year, and the incidence of the disease is gradually becoming
younger [1–3]. In recent years, it has been found that the
clinical outcome and prognosis of breast tumor are closely
related to different molecular subtypes [4]. In clinical prac-
tice, the early identification of molecular subtypes [5].

Breast cancer is a malignant tumor that is genetically
heterogeneous. There are some disparities in prognosis due
to the varied biological behaviours of different molecular
subtypes of breast tumor, which has been a hot issue of
research both at home and abroad in recent years [6]. Many
studies [7] have shown that the clinicopathological charac-
teristics and prognosis of different molecular subtypes of
breast tumor are significantly different. Molecular biology
studies have confirmed the role of ER, PR, and HER-2 in
the development of breast tumors, making them one of the
most important reference indicators for assessing the biolog-
ical behaviour of cancer cells and developing treatment plans
[8]. The molecular pathology of luminal B breast tumor is
characterized by ER-positive or/and PR-positive and HER-

2 positive or negative but Ki − 67 > 14% [9], and endocrine
therapy is effective, while molecularly targeted therapy is
feasible due to partial positive HER-2 expression. HER-2
overexpression type is effective for molecular targeted ther-
apy but is prone to metastasis, high recurrence rate, and
poor prognosis [10].

The triple negative type is resistant to both endocrine
and molecular targeted therapy but is very aggressive and
prone to metastasis and has the worst prognosis of all molec-
ular subtypes. Early identification of diverse genetic subtypes
of breast carcinoma is therefore critical in clinical practice
for early and specific clinical treatment and prognosis [11,
12]. Results from prospective screening trials in European
populations have shown that DBT as a stand-alone diagnosis
or as an adjunct to digital mammography (DM) increases
cancer detection rates by approximately 30% compared to
DM alone [13]. The aim of this paper is to analyze the value
of combining DM and DBT in the diagnosis of molecular
subtypes of breast tumor and to provide a basis for more
targeted clinical treatment planning [14].

The paper’s organization paragraph is as follows: the
related work is presented in Section 2. Section 3 analyzes
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the materials and methods of the proposed work. Section 4
discusses the experiments and results. Section 5 consists of
the discussion; finally, in Section 6, the research work is
concluded.

2. Related Work

Currently, the diagnosis of molecular subtypes of breast
tumor is mainly based on surgical or puncture biopsy immu-
nohistochemistry, which is the gold standard for the detec-
tion of ER, PR, HER-2, and Ki-67 expression, and the
reliability of its tests also depends on the handling of the tis-
sue, which may sometimes lead to false positives and false
negatives [15]. Therefore, predicting the molecular subtype
of breast tumor by imaging signs can further improve the
reliability of preoperative treatment strategies, which is of
great value for the precise treatment of breast tumor and
improving the prognosis. With the development of imaging
technology in recent years, DBT technology has played an
important role in the diagnosis of breast tumor. DBT can
clearly show the morphology, margins, and relationship with
surrounding tissues of the lesion [16]. A simple lump is the
most common and direct manifestation of breast tumor, and
the results of this paper show that the majority of breast
tumors present as simple lumps, with the main molecular
subtype being luminal A. Burrs are a characteristic feature
of invasive breast tumor, and their formation may be related
to tumor pulling on the normal Cooper ligament or tumor
cells infiltrating the surrounding tissue [17]. [18] found that
71% of burr masses in 317 breast tumor patients in DM were
luminal A. Luminal A was 10.3 times more likely to show
burr-like masses on radiographs than other subtypes, so
luminal A correlated with burr-like mass margins. [19]
found that burrs on the margins of the mass were 3.77 times
more likely to be luminal A than those without burrs, and
that burrs did not correlate significantly with luminal B. This
means that burrs are strongly associated with luminal A
breast tumor. In this paper, the predominance of masses
with burrs on the margins in luminal A is generally consis-
tent with the results of the literature, and DBT is of great
value in showing the boundaries of masses, especially malig-
nant masses with burrs. DBT was shown to be able to see
roughly 77 percent of the boundaries of a displayable mass
in [20], whereas DM could only see about 53 percent of
the boundaries.

In the study by [18], HER-2 types were most frequently
seen as masses with calcification, followed by calcification
alone, which is consistent with the results of this paper.
[19] reported that breast tumors with HER-2 expression or
amplification in molecular subtypes are more aggressive
and difficult to treat, and malignant calcifications are more
likely to develop in patients with HER-2 expression or
amplification breast tumor. However, it has also been shown
[20] that the presence of malignant calcification in breast
tumor is not only associated with HER-2 expression or
amplification but may also be related to other factors such
as hormonal expression status. The results of this paper
show that calcification is mainly seen in HER-2 expressing
types and that DM combined with DBT does not improve

the detection of calcification. However, it has also been
reported that due to the abundance of glands in the breast,
micro calcifications may be masked and DBT may reduce
the interference of overlapping glands and improve the
detection of calcifications.

In summary, the results of this paper suggest that DM
combined with DBT is predictive of molecular subtypes of
breast tumor and that certain imaging signs may be useful
for preoperative individualization of treatment strategies
and prognostic assessment.

3. Materials and Methods

3.1. General Information. Patients with breast tumor attend-
ing our hospital were selected. A total of 20 patients with 15
lesions were included in the analysis, all were female, aged
33-75 years, with a mean age of 52:6 ± 10:3 years. Inclusion
criteria are as follows: (1) patients with breast tumor con-
firmed by puncture biopsy or surgical pathology and (2)
mammography and DBT were performed before biopsy or
surgery. Exclusion criteria are as follows: the quality of the
images did not meet the diagnostic requirements. This work
was approved by our hospital.

3.2. Inspection Methods. The Siemens Mammomat Inspira-
tion completely digital mammography equipment is used
to perform mammography in the craniocaudal (CC) and
mediolateral oblique (MLO) orientations. In each case, a sin-
gle DM position is obtained, followed by an automatic DBT
scan under the same compression conditions, in which the
X-ray bulb is rotated over the breast and the breast is
scanned from -25° to 25°, with automatic exposure every 2°

of rotation, to obtain multiple low-dose X-ray images at dif-
ferent angles. The glandular thickness of the compressed
breast determines the number of layers.

3.3. Image Analysis. The films were independently reviewed
by two breast diagnosticians with associate or higher titles,
and a consensus was reached after consultation. Breast
tumor is described and evaluated on digital X-rays using
the American College of Radiology’s Breast Imaging Reports
and Data (BI-RADS) standard, which assesses the different
imaging presentations of breast tumor, including masses,
calcifications, masses with calcifications, and structural
distortions.

4. Results

4.1. General Comparison. A total of 20 lesions were found in
15 breast tumor patients, of which 13 (35.5%) were luminal
A. Radiographs showed 13 (54.3%) simple masses and 7
(23.7%) masses with calcification. The difference in the per-
centage of different molecular subtypes was statistically sig-
nificant (P < 0:05), as shown in Table 1. Simple masses
were the most common among the molecular subtypes,
especially luminal A. The percentage of calcification alone
was higher in the HER-2 overexpressing type, with 35 cases
of calcification alone and 20 cases of HER-2 overexpressing
type (57%), a statistically significant difference compared
with the other three types (P < 0:05). The margins of the
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masses were classified as clear, blurred, microlobulated, and
burr-like (Figures 1–3), and the difference in the percentage
of different molecular subtypes was statistically significant
(P < 0:05), as shown in Table 2. The difference in the per-
centage of masses with clear margins was higher in the
triple-negative type; the difference in the percentage of
masses with indistinct margins was not statistically signifi-
cant among the subtypes. The difference between PACS
combined with DBT was statistically significant (P < 0:05),
especially for masses with burr-like margins, as shown in
Table 3 and Figures 1–3 showing specific examples.

Figures 1(a) and 1(b) are mammograms showing disor-
ganisation of the external superior structures of the right
breast with localised nodular changes. Figures 1(c) and
1(d) are mammograms of the breast.

The tomosynthesis shows a well-defined mass with seg-
mental distribution of polymorphic calcifications. Triple
negative invasive ductal carcinoma.

Figures 3(a) and 3(b) are mammograms showing a right
supratentorial nodule with poorly defined margins.
Figures 3(c) and 3(d) are tomosynthesis images of the mam-
mary gland showing small nodules with well-defined mar-
gins and burrs. The nodules have well-defined margins
with burrs and clearer signs of malignancy.

4.2. Comparison of Clinical Features. Benign breast tumors:
MRI pattern is round, oval, or lobulated; uniform density;
smooth, sharp margins; surrounding tissue shows halo signs,

compression pushing; CT shows irregular or oval shape;
well-defined borders; lobulated masses with burrs; tumor is
denser than the gland on plain scan, but more clearly out-
lined on enhanced scan. Breast tumor: MRI is lobulated,
nodular, or irregular; uneven density, infiltrative margins,
burrs, surrounding invasion, irregular edematous bands,
irregular margins; CT shows a confined lamellar lesion in
the breast with no obvious mass shadow, higher density than
the surrounding gland, unclear borders, significant calcifica-
tion; infiltrative patients show flattened dense areas through-
out the gland, with pinpoint edges of varying length.

The detection rate of breast tumor by MRI and CT was
95.21% and 96.37%, sensitivity was 98.74% and 98.21%,
and specificity was 52.34% and 54.23%, with no statistically
significant difference (P > 0:05); see Tables 4 and 5.

There was no statistically significant difference between
CT and MR in the detection rates of LDC and IDC
(P > 0:05); see Table 6.

5. Discussion

PACS is an important adjunct to the early diagnosis of breast
tumor in clinical practice, as it can provide multisequence,
multiparameter, multidirectional imaging with high soft
tissue resolution and can effectively differentiate between
benign and malignant tumors. In this study, 90 of the 98
patients with PACS-diagnosed breast tumors were ulti-
mately diagnosed as breast tumors after pathological

Table 1: Comparison of different molecular subtypes of X-ray lesion types.

Mass margin Luminal type A Luminal type B HER-2 overexpression Three yin types x2 P

Simple mass 5 7 9 4 1.247 <0.001
Mass with calcification 6 3 4 3

Simple calcification 7 2 1 0

Structural distortion 1 9 2 0

(a) (b) (c) (d)

Figure 1: Female, 63 years old. Luminal type B invasive ductal carcinoma.
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(a) (b) (c) (d)

Figure 3: Female, 68 years old. Luminal type A invasive ductal carcinoma.

Table 2: Comparison of the margins of the masses on X-rays with different molecular typing.

Mass margin Luminal type A Luminal type B HER-2 overexpression Three yin types x2 P

Clear edge 6 7 0 2 5.257 <0.001
Edge blur 1 2 4 9

Differential leaf 3 1 5 2

Skin needling 3 2 3 2

(a) (b) (c) (d)

Figure 2: (a) and (b) are mammograms. The mammogram shows an upper middle breast mass with poorly defined margins. (c) and (d) are
tomosynthesis images of the breast showing radiolucent burrs around the mass with clear signs of malignancy.
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histological investigation or surgery, while the remaining
eight cases were benign tumors.

Most breast tumors appear as irregular low-signal
masses at T1W1, while at T2W1, they appear as enhanced
signals. The signal characteristics of the tumor are related
to the internal composition of the tumor; the more collagen
fibres the cells have, the more water they contain and the
more pronounced their signal. Mucinous adenocarcinoma
shows high signal due to the large amount of mucus and
low signal due to calcification and collagen degeneration in
the hard interstitium. Because the tumor tissue is not clearly
distinguished from the lesion tissue due to congestion,
oedema, and surrounding infiltration, oedematous bands

with stellate borders might be seen. In cases of tumor inva-
sion of the Cooper Tropic or skin, local indentation, or
thickening of the skin, involvement of the nipple and milk
ducts may be observed. The pectoralis major muscle and fas-
cia may be involved when the tumor is more advanced.
However, PACS has its limitations and is not good at detect-
ing significant calcification in the lesion.

PACS has an important application in tumor diagnosis
because of its high spatial and density resolution. In this
study, the tumor density was slightly higher than that of
the gland on PACS plain scan, and the PACS values were
more variable on enhanced scan, which is consistent with
previous studies, due to the abnormal metabolism of breast
tumor, the varying degree of development, and the high
iodine uptake by tumor cells [21].

The irregular shape of the tumor, with infiltrative growth
and raised burr margins, often associated with lobular
hyperplasia or dense mammary glands, makes it difficult to
distinguish the mass from normal tissue and hyperplastic
glands, which is also a major factor in misdiagnosis on CT.
In this study, the diagnostic accuracy, sensitivity, and speci-
ficity of CT for breast tumor were 96.67%, 96.67%, and
54.54%, with five cases being misdiagnosed, and the misdi-
agnosis rate was slightly higher than that of PACS. In the
remaining two cases, the extent of enhancement may be
lower than the actual extent of cancer due to the strong
dependence of cancer enhancement on tumor vascularity.
In the present study, the detection rate of DCIS was statisti-
cally higher on CT than on MRI (P < 0:05), while the detec-
tion rates of LDC and IDC on PACS were not statistically
different (P > 0:05).

DCIS is a malignant proliferation of epithelial cells in the
ductal system of the breast, which is characterized micro-
scopically by a poorly defined peribasal stromal infiltration.

6. Conclusions

However, PACS is not suitable for patients with metal pros-
thesis, pacemakers, obesity, and claustrophobia, while CT
requires a certain amount of X-ray irradiation and may
cause radiation damage. Furthermore, certain patients who
are allergic to contrast chemicals are not candidates for
PACS; thus, the clinical practice can select the most appro-
priate examination approach based on the patient’s current
circumstances in order to increase the lesion’s detection rate.
The accuracy and sensitivity of the test can also be improved
by combining the tests.

Data Availability

The dataset used in this paper are available from the corre-
sponding author upon request.

Conflicts of Interest

The authors declared that they have no conflicts of interest
regarding this work.

Table 4: Comparison of MRI and CT diagnostic findings with
pathological procedures (cases).

Surgical pathology
MRI

Total
Positive Negative

Positive 4 6 10

Negative 1 7 8

98 total 5 3 8

Surgical pathology
CT

Total
Positive Negative

Positive 5 5 11

Negative 2 6 8

98 total 7 1 8

Table 5: Value of MRI and CT in breast tumor (%).

Inspection method Detection rate Sensitivity Specificity

MRI 95.210 98.740 52.340

CT 96.370 98.210 54.240

x2 value 0.101 10123 0.114

P value 0.785 0.814 0.797

Table 6: MRI and CT in different types of breast tumor (%).

Inspection method Detection rate
Pathological type

DCLS LDC IDC

MRI 92.24 85.74 100 100

CT 95.37 100 95.710 96.210

Table 3: Comparison of DM and DM combined with DBT image
features.

DM DM+DBT x2 P

Lesion
type

Simple mass 6 3 1.124 <0.001
Mass with
calcification

2 5 2.024 0.002

Simple calcification 1 3 0.270 0.541

Mass
margin

Clear edge 2 2 2.234 0.039

Edge blur 2 5 5.471 <0.001
Differential leaf 1 3 3.958 0.001

Prickly 4 1 1.587 0.001
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Objective. This study is aimed at evaluating the miR-370-3p and miR-495-3p expression in the urine of patients with sepsis-
associated acute kidney injury (SA-AKI) and exploring its diagnosis value in for SA-AKI. Methods. 184 sepsis invalids were
collected and divided two groups (non-AKI group or AKI group) according to whether they had acute kidney injury. RT-
qPCR was utilized to measure miR-370-3p and miR-495-3p expressions. ROC curve was performed to evaluate the diagnostic
value of miR-370-3p and miR-495-3p for SA-AKI. Patients diagnosed with SA-AKI were followed up for 28 days to record
survival time. The prognostic performance of miR-370-3p and miR-495-3p for SA-AKI was evaluated by survival curves.
Results. Compared with non-AKI invalids, miR-370-3p and miR-495-3p expressions were obviously lower in the urine of AKI
invalids. miR-370-3p and miR-495-3p expressions were markedly negatively correlated with biomarkers of renal injury.
Furthermore, the area under the curve (AUC) of miR-370-3p and miR-495-3p for diagnosing sepsis SA-AKI was 0.896 and
0.814, respectively. The higher 28 days-survival rate was observed in patients with high miR-370-3p and miR-495-3p
expressions. Conclusions. A novel biomarker for the early diagnosis of SA-AKI may be miR-370-3p and miR-495-3p, which
was clearly reduced in the urine of SA-AKI patients.

1. Introduction

Sepsis is a life-threatening organ dysfunction resulting from
a dysregulation of the body’s response to infection [1]. The
incidence of sepsis and death rates remain high despite
advances in anti-infective treatment and basic life support.
One of the most common organs injured in sepsis is the kid-
ney, resulting in sepsis-associated acute kidney injury (SA-
AKI) [2]. AKI can occur in 30% to 50% of patients with sep-
sis in the intensive care unit, which is significantly higher
than AKI caused by other causes [3]. In a US study including
192,980 patients with sepsis, 22% of patients with sepsis
progressed to AKI, with a 38.2% mortality rate [4]. A multi-
center prospective study with 1255 patients found that the
incidence of AKI in the ICU was 31.6%, with sepsis account-
ing for 44.9% of patients [5]. Early diagnosis and timely
intervention can improve the prognosis of invalids with
SA-AKI [2]. KDIGO defines the diagnosis of SA-AKI more
finely, relying on increased serum creatinine or decreased
urine output, both of which have their limitations. Because

kidney function is highly compensatory, even if one kidney
is damaged, the change in serum creatinine level does not
fluctuate much. The measurement of urine volume is
strongly influenced by the subjectivity of the tester. In order
to detect the occurrence of SA-AKI, it is necessary to inves-
tigate additional early and efficient biomarkers. However,
these markers are currently not used in clinical therapy. Var-
ious novel markers may be useful for the early detection of
SA-AKI in sepsis.

Noncoding RNAs called miRNAs, which have 21–25
nucleotides, recognise particular target mRNAs and control
gene expression. miRNA is crucial in a number of patho-
genic processes and can be involved in controlling cell
growth, differentiation, metabolism, apoptosis, and other
processes [6]. Various miRNAs are involved in the occur-
rence and development of SA-AKI through different mecha-
nisms such as oxidative stress, inflammatory response, and
mitochondrial autophagy [7, 8]. In SA-AKI patient sera,
miR-22-3p expression was decreased and was inversely asso-
ciated with the levels of renal damage markers. miR-22-3p
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was also useful for diagnosing SA-AKI in patients [9]. There
are, however, not many research on the connection between
miRNAs and SA-AKI. There are, however, not many miR-
NAs currently available for the diagnosis of AKI, and there
have not been many investigations on the connection
between miRNA and SA-AKI. Therefore, more investigation
into novel biomarkers for SA-AKI diagnosis and prognosis
is required. This study mainly investigated the value of
miR-370-3p and miR-495-3p in the noninvasive diagnosis
of SA-AKI.

The remaining of this manuscript was arranged as the
following: part 2 introduced the basic theory of materials
and methods. The third part verified the proposed method
through experiments and analyzes the experimental results.
Part 4 was conclusion.

2. Material and Methods

In this study, 184 sepsis patients were divided two group
according to whether they had acute kidney injury, includ-
ing non-AKI and AKI group. The criteria for defining AKI
were as described by Zhang et al. [9]. The patients were
excluded in case they (1) aged ≥ 18 years without other
major comorbidities and (2) consent to include their own
clinical information in this study. Exclusion criteria: (1)

patients have other causes of acute kidney injury, including
obstruction of the urinary tract system, glomerular necrosis,
glomerulonephritis, and nephrovascular disease; (2) myoly-
sis and amputation; and (3) kidney transplantation. The fun-
damental statistics and clinical details of the patients were
summarized in Table 1. On the first day of admission, clin-
ical records for patients are questioned. The experimental
project was disclosed to the patients.

2.1. Sample Collection. Urine was collected from non-AKI
and AKI patients. The specimen was centrifuged at 3000 r/
min to obtain the supernatant. Scr and Cys-C concentra-
tions were detected by AU5800 machine (Beckman, USA).
NGAL and KIM-1 concentrations were measured via ELISA
kits (Absin, China).

2.2. RT-qPCR. Total RNA was extracted by Trizol (Absin,
China). The RNA of qualified purity was reverse transcribed
to cDNA. The real-time PCR reaction was performed using
a 7500 PCR instrument (ABI, USA) and SYBR Green kit
(Takara, Japan). The primers were designed and synthesized
by Tingske Biotech (Table 2).

2.3. Follow-Up. Patients diagnosed with SA-AKI need to be
followed up for 28 days to record survival and time to death
for use in survival curve plotting.

2.4. Statistical Analysis. The SPSS 23.0 software was utilized.
T-test or Chi square test was utilized to compare difference
between groups. P < 0:05 meant significantly difference.
ROC curve was established for measuring the diagnostic
value of miR-370-3p and miR-495-3p for SA-AKI. Predic-
tion of SA-AKI prognosis by miR-370-3p and miR-495-3p
expression levels was constructed by survival curves.

Table 1: Patient clinical information.

Items Non-AKI (n = 49) AKI (n = 39) P

Age (years) 51:23 ± 9:76 49:77 ± 9:960 0.318

Gender (male/female) 56/40 48/40 0.605

BMI (kg/m2) 20:87 ± 2:41 21:08 ± 2:290 0.543

Hypertension 21 17 0.669

Diabetes mellitus 10 12 0.501

Cardiovascular disease 7 4 0.433

CRP (ng/mL) 65:27 ± 24:860 83:92 ± 31:630 0.001

PCT (ng/mL) 3:94 ± 0:990 3:47 ± 1:570 0.014

WBC (×109/L) 14:86 ± 6:390 15:77 ± 8:270 0.403

eGRF (mL/min per 1.73m2) 61:76 ± 14:540 49:91 ± 18:570 <0.001
Scr (μM) 94:39 ± 27:020 151:79 ± 28:050 <0.001
Cys-C (mg/L) 0:58 ± 0:090 2:10 ± 0:460 <0.001
NGAL (ng/mL) 53:36 ± 15:110 80:38 ± 17:980 <0.001
KIM-1 (ng/mL) 4:55 ± 0:460 21:81 ± 5:550 <0.001

Table 2: Primer sequences.

Items Primer sequences (5′-3′)
miR-370-3p F:GCCTGCTGGGGTGGAACCTGGT

R:CTCAACTGGTGTCGTGGA

miR-495-3p F: AAACAAACATGGTGCA

R: GAGCAGGCTGGAGAA

β-Actin F:GCACCACACCTTCTACAATG

R:TGCTTGCTGATCCACATCTG
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3. Results

3.1. Patient Clinical Information. Table 1 displayed the clin-
ical data of the patients. CRP, Scr, Cys-C, NGAL, and KIM-1
were clearly higher in the AKI group compared to non-AKI
patients. By comparison with non-AKI patients, PCT was
markedly increased in AKI group. There was no difference
between the two groups at other indicators.

miR-370-3p and miR-495-3p were lower expressed in
SA-AKI patients.

As shown in Figure 1(a), miR-370-3p expression was
markedly declined in AKI invalids. In addition, miR-495-
3p expression was also markedly declined in sepsis AKI
invalids (Figure 1(b)).

3.2. Relationship between miR-370-3p, miR-495-3p
Expression, and Biomarkers of SA-AKI. Urinary miR-370-
3p was significantly correlated negatively with Scr, Cys-C,
NGAL, and KIM-1, according to Pearson correlation analy-
sis (Table 3). Similar to the above results, miR-495-3p also
showed a significant negative correlation with Scr, Cys-C,
NGAL, and KIM-1 (Table 3).

3.3. Diagnostic Performance of miR-370-3p and miR-495-3p
for SA-AKI. ROC curve was established for measuring the
diagnostic value of miR-370-3p and miR-495-3p for SA-
AKI. The area under the curve (AUC) of miR-370-3p for
diagnosing sepsis AKI was 0.896 (Figure 2(a)). The AUC
of miR-495-3p for diagnosing SA-AKI was 0.814
(Figure 2(b)).

3.4. Prediction of SA-AKI Prognosis by miR-370-3p and miR-
495-3p Expression Levels. Survival curves were constructed

to evaluate association between miR-370-3p, miR-495-3p,
and patients’ 28-day survival. The 28-day survival rate of
invalids with high expression of miR-370-3p was obviously
higher in contrast to those with lower miR-370-3p expres-
sion (Figure 3(a)). Patients with high miR-495-3p expression
had significantly higher 28 days-survival rates in contrast to
those with low miR-495-3p expression (Figure 3(b)).

4. Discussion

A frequent and serious illness known as AKI occurs when
kidney function rapidly declines for a variety of reasons. It
is a typical critical sickness affecting a number of organs
and systems. Acute onset and a significant inflammatory
response are the hallmarks of SA-AKI [2]. Patients with
SA-AKI have markedly elevated serum creatinine, abnormal
liver function, coagulation abnormalities, increased inflam-
matory markers, hyperuricemia, hyperglycemia, and hyper-
lactatemia [10], and most patients require hemodynamic
support and mechanical ventilation [11]. SA-AKI has a poor
clinical prognosis, and the in-hospital mortality rate was
approximately 30-50% [12].

The primary diagnostic tool for SA-AKI and an indica-
tor of its severity is currently serum creatinine [13]. How-
ever, there are several drawbacks to using serum creatinine
as an early SA-AKI diagnosis. First, exogenous creatinine
and endogenous creatinine make up creatinine. Consump-
tion of meat-based foods has a direct impact on exogenous
creatinine, but endogenous creatinine is influenced by fac-
tors such as age, gender, race, exercise, weight, muscle con-
tent, and the body’s inflammatory response [14]. Second,
the kidney is powerful in compensation, and it can maintain
the normal value of serum creatinine level even when the
unilateral kidney function is functioning [3], and the serum
creatinine can be maintained in the normal range in early
and mild kidney injury [13]. In addition, urine volume is
insensitive to the diagnosis of acute kidney injury and can-
not be easily measured outside of the monitoring room.
The measurement of urine volume is susceptible to subjec-
tive influence. The measurement of urine volume is subjec-
tive. Therefore, there is a clinical need for more effective
early diagnosis of SA-AKI. Khawaja et al. measured early
plasma NGAL concentration in 48 septic patients and found
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Figure 1: Urinary miR-370-3p (a) and miR-495-3p (b) expressions were measured by RT-qPCR for sepsis AKI.

Table 3: Correlation between miR-370-3p, miR-495-3p, and SA-
AKI biomarkers.

Items
miR-370-3p miR-495-3p

r value P value r value P value

Scr (μM) -0.661 0.001 -0.564 0.001

Cys-C (mg/L) -0.615 0.001 -0.478 0.001

NGAL (ng/mL) -0.714 0.001 -0.596 0.001

KIM-1 (ng/mL) -0.623 0.001 -0.514 0.001
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that early NGAL concentration could effectively predict
AKI, with AUC of 0.82, sensitivity of 70.8%, and specificity
of 90.9%, and NGAL concentration was positively correlated
with ICU stay [15].

miRNAs are evolutionarily highly conserved and can
regulate gene expression, participating in a variety of patho-
logical and physiological processes [16]. Urine specimens are
readily available, and a variety of miRNAs can be detected in
urine [17]. miRNAs may reflect the extent of renal tissue
damage [18, 19]. The mechanism of miRNA action in SA-
AKI has not been elucidated and may contribute to the
development of SA-AKI in sepsis patients through
ischemia-reperfusion injury, inflammatory mediator release,
oxidative stress, and mitochondrial damage. miR-370-3p
was lower expressed in SA-AKI patients, and miR-370-3p
overexpression could inhibit SA-AKI via targeting MYD88
[20]. miR-495-3p was reported to be regulated by SNHG14
to alleviate SA-AKI and lower expressed in SA-AKI patients
[21]. In the current investigation, sepsis AKI patients’ urine
miR-370-3p and miR-495-3p expression levels were signifi-
cantly lower than those of non-AKI patients. These findings
showed that miR-370-3p and miR-495-3p may serve as
novel biomarkers for SA-AKI.

Next, we further explored the association of miR-370-3p
and miR-495-3p with known AKI biomarkers. Pearson cor-
relation analysis demonstrated miR-370-3p and miR-495-3p
were markedly negatively correlated with AKI biomarkers.
In addition, ROC curve was established for measuring diag-

nostic value of miR-370-3p and miR-495-3p for SA-AKI.
The AUC of miR-370-3p and miR-495-3p for diagnosing
sepsis SA-AKI was 0.896 and 0.814, respectively. These
results demonstrated miR-370-3p and miR-495-3p were
useful for the diagnosis of SA-AKI. The 28-day survival rate
of invalids with high expression of miR-370-3p was obvi-
ously higher in contrast to those with lower miR-370-3p
expression. Patients with high miR-495-3p expression had
significantly higher 28 days-survival rates in contrast to
those with low miR-495-3p expression.

In conclusion, the current investigation showed that
miR-370-3p and miR-495-3p in the urine were involved in
the diagnosis of SA-AKI, and the procedure is quick, easy,
safe, and noninvasive. However, there are few studies on
miR-370-3p and miR-495-3p and AKI, especially SA-AKI.
The role of miR-370-3p and miR-495-3p in SA-AKI needs
to be confirmed by further studies.

Data Availability

Data to support the findings of this study is available on rea-
sonable request from the corresponding author.
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Figure 2: ROC curve analysis of urinary miR-370-3p (a) and miR-495-3p (b) for SA-AKI.

p = 0.007

miR-370-3p low

miR-370-3p high

0
0

50

100

10 20 30
Time (days)

Pe
rc

en
t s

ur
vi

va
l

(a)

p = 0.025

miR-495-3p low

miR-495-3p high

0
0

50

100

10 20 30
Time (days)

Pe
rc

en
t s

ur
vi

va
l

(b)

Figure 3: Kaplan-Meier survival analysis of 28 d survival rate according to urinary miR-370-3p (a) and miR-495-3p (b) levels.
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It was aimed at the clinical value of predictive nursing and Algoplaque hydrocolloid dressing (AHD) combined with nanosilver
antibacterial gel in treating medical device-related pressure injury (MDRPI). 100 patients, who underwent surgery in
Chongqing Qijiang District People’s Hospital from February 2019 to February 2020, were selected as the research objects and
were randomly divided into the experimental group (50 cases) and the control group (50 cases). For the characterization test, a
nanosilver antibacterial gel was created first. Patients in both groups received predictive nursing, but those in the experimental
group received AHD and nanosilver antibacterial gel, and those in the control group received gauzes. MDRPI incidence,
pressed skin injury severity, comfort level, clothing changes, nursing satisfaction, and other factors were all compared. The
particle size of the nanosilver gel was 45-85 nm, with a relatively homogeneous distribution with the medium size, according to
the findings. The incidence of MDRPI in the experimental group was lower than that in the control group significantly (6% vs.
30%, P < 0:05). The degree of injury of pressured skin in the experimental group was milder than that in the control group
(P < 0:05), the degree of comfort and nursing satisfaction was higher in the experimental group than in the control group
(P < 0:05), and dressing change count was lower than that in the control group (P < 0:05). In the treatment of MDRPI,
predictive nursing and AHD using nanosilver antibacterial gel showed high clinical application value.

1. Introduction

Various complex medical technologies emerge and are
widely used in clinical practice as medical technology
continues to develop and progress. Medical device-related
pressure injury (MDRPI) occurs when modern medical
equipment are employed in clinical settings [1, 2]. With the
deepening researches, the relevant theories of MDRPI are
accepted and recognized clinically. Clinical studies have
shown that the appearance of skin injury caused by medical
devices is generally the same as that of medical devices, and
the most common injury sites include the head, face, neck,
and limbs [3]. In recent years, most of the reports on MDRPI
are reported in the intensive care unit (ICU), of which 1/3 of
the skin injury is caused by medical devices. MDRPI often

results in adverse complications such as infection, which
influence the prognosis and postrecovery greatly [4–6]. At
present, domestic researches mostly focus on MDRPI caused
by a certain type and a certain factor, suggesting a lack of pro-
spective and multicenter research [7].

Predictive nursing is guided by holistic nursing, with
prevention first and then treatment. In its clinical applica-
tion, it has shown significant curative effect in preventing
and controlling complications [8, 9]. Some scholars have
applied the predictive nursing to cardiopulmonary bypass
surgery, which turns passive work into active work, shorten-
ing the operation time and reducing the incidence of compli-
cations effectively [10]. In addition, predictive nursing is
carried out for preventive care on the grounds of the
patient’s condition, so that human resources are optimally
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prepared before the condition changes, thus highly improv-
ing the quality of nursing [11]. All in all, predictive nursing
is an effective way to promote the effectiveness, standardiza-
tion, and refinement of nursing. It can not only greatly pre-
vent nursing defects but also improve the preventability and
controllability of nursing, having a high clinical application
value [12].

Relevant clinical studies have shown that the incidence
and severity of MDRPI in patients using Algoplaque hydro-
colloid dressing (AHD) are significantly higher than those in
control patients [13]. That may be because the AHD is a
semipermeable hydrogel dressing that can adhere to the skin
surface, absorb exudate 30 times of its own mass, and swell
to form a mild and moist gel filling layer. As a result, the
direct stimulation of moisture to the skin is decreased, and
the stressed skin is protected. On the other hand, it can suc-
cessfully increase blood circulation in the pressurized skin
and relieve congestion in the patient’s pressurized area.
AHD has a certain thickness with a smooth and soft surface,
which can effectively buffer the pressure and other damage
to the skin, so as to prevent and reduce the pressure injury
of the patient’s skin [14]. In clinical treatment, the long-
term use of medical devices will cause patients to experience
adverse symptoms such as skin ulceration and itching. AHD
can be gently and safely sticked on the skin, protecting the
local skin and relieving the discomfort of the patient effec-
tively [15]. With the advancement of science and the rapid
development of nanotechnology over time, nanosilver has
emerged and has shown more advantages apart from the
effect of silver itself [16]. Nanosilver gel is a gel made of
nanosilver, and it is mostly used in wounds. The unique
physical features of gel will allow nanosilver to work contin-
uously and efficiently limit bacterial growth and prolifera-
tion. It can also cause bacterial proteins to denaturize,
which aids in sterilisation [17].

Under the predictive nursing, the effect of AHD com-
bined with nanosilver antibacterial gel was discussed in the
treatment of MDRPI. This work was aimed at laying a foun-
dation for promoting the compliance of patients and
improving the treatment outcomes.

The paper’s organization paragraph is as follows: the
materials and methods is presented in section 2. Section 3
discusses the experiments and results. Section 4 consists
of the conclusion section of the proposed work. Finally,
in Section 5, the research work is concluded.

2. Materials and Methods

2.1. Research Objects. The research subjects were 100
patients who underwent surgery at Chongqing Qijiang Dis-
trict People’s Hospital between February 2019 and February
2020. There were 55 male patients and 45 female patients,
with an average age of 42:3 ± 10:3 years old. The patients
were randomly divided into the experimental group with
50 cases and the control group with 50 cases as well. Inclu-
sion criteria were as follows. The age of patients should be
≥12 years old. There was no pressure ulcer or skin injury
or scar tissue prior to surgery or the use of medical equip-
ment. The surgery was the first surgery during hospitaliza-

tion, and the estimated operation time was ≥2 hours. The
criteria for exclusion are stated below. During the procedure,
the patients were given either local infiltration an aesthetic
or nerve block anesthesia. The patients had severe skin dis-
orders or conditions that interfered with skin observation.
If the surgery was an emergency surgery, the patient was also
excluded. All the patients signed informed consents, and all
studies here conformed to the medical ethics.

2.2. Preparation Method of Nanosilver Mixture Solution.
400mg of silver nitrate was added to 1 L of distilled water
or ultrapure water, and the mixture was stirred well. Under
magnetic stirring (1600 r/min), 300m of povidone K-30 or
300mg of poloxamer 407 was added. After stirring evenly,
300mg of trisodium citrate was also added. Then, the ultra-
violet lamp was turned on. With the reaction under the irra-
diation of the ultraviolet lamp and magnetic stirring for 4-5
hours, the nanosilver mixture could be obtained. The
obtained liquid was centrifuged, and then, the supernatant
was discarded. The remains were diluted with distilled water
or ultrapure water and then were centrifuged again, and
these steps were repeated twice. Finally, the nanosilver pre-
cipitate obtained after centrifugation was dried, and an
appropriate amount of nanosilver solution was weighed to
prepare a 240μg/mL nanosilver stock solution.

Characterization test of the nanosilver solution was per-
formed. In the scanning electron microscope (SEM) experi-
ment, 1-2 drops of sample solution were added dropwise to a
clean glass slide and dried in a constant temperature oven at
50°C, and then, the surface was gold-plated. The microstruc-
ture of the nanosilver solution was observed on an ultra-
high-resolution field emission SEM. The main parameters
selected were 10KV high pressure, high vacuum mode,
and secondary electron mode. In X-ray powder diffraction
experiment, the nanosilver powder obtained by drying was
used, the scanning angle was 10°-90°, and the Cu target
was taken as the X-ray generating device.

2.3. Preparation of Nanosilver Antibacterial Gel. 15mL of
distilled water was added into a 50mL beaker and 200μL
of glacial acetic acid, and then, 2,000μL of the prepared
nanosilver solution was added to the distilled water in turn.
600μL of glycerol was also added and stirred until it was
completely dissolved. After that, 0.42 g of chitosan was
added, stirred evenly, and left overnight. The mixture was
fully swelled, and the air bubbles were removed. Finally,
2mL of sodium bicarbonate solution with a concentration
of 1mol/L was added dropwise into the beaker. Distilled
water was added dropwise after stirring evenly to prepare a
20mL of sol system, which was allowed to stand for a few
days to form a gel.

Characterization of the nanosilver gel was also per-
formed. An appropriate amount of the prepared chitosan
wet gel was put into a desiccator for drying at room temper-
ature. When the weight of the gel no longer changed, a small
amount of dry gel sample was taken out and pulled apart;
then, the surface was gold-plated. The microstructure of
the gel section was observed on the ultra-high-resolution
field emission SEM. The selected parameters included the
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high pressure of 10KV, high vacuum mode, and secondary
electron mode, and the magnification was 5000 times.

2.4. Nursing Methods. Patients in both groups were treated
with the predictive nursing, as the specific methods were
described as follows.

To begin, the patients are seen and assessed before to
surgery. The circulating or scrub nurse did a preoperative
visit and assessment the day before the surgery after receiv-
ing news of the surgery. The medical records of the patient,
as well as numerous examination indicators, were thor-
oughly checked, and anomalous indicators were noted. The
nurse learned about the patient’s medical history, described
the intraoperative precautions, and assessed the patient’s
skin condition. Second, there are critical point shifts. The
circulating or scrub nurse fed the collected abnormal condi-
tions back to the on-duty nurses timely, and the key points
could be highlighted at the morning shift. Thus, the medical
staff would pay more attention to the abnormal conditions.
Third is the reevaluation on the day of the surgery. On the
day of the surgery, reevaluation was carried out according
to the results of the skin evaluation of the preoperative visit,
especially the abnormal parts needed to be paid more atten-
tion. Fourthly, the operation time was estimated according
to the anesthesia method, surgical position, surgical method,
and intraoperative external force. Then, a comprehensive
evaluation was made, and corresponding surgical measures
were taken. Fifthly, the corresponding nurse mode should
be adopted depending on the patient’s own diseases. For
example, the blood circulation of the peripheral end of the
foot of the diabetic patient was not good. It is also important
to keep the foot warm while doing postural nursing. Sixth, to
avoid alterations in the microenvironment around the skin,
the surrounding skin was kept clean and dry. Seventhly, the
use of medical devices should be reduced, and the prevention
should be strengthened during surgery. With the surgical
plan for the patient, the number of medical equipment used
should be reduced as much as possible without affecting the

curative effect. Eighthly, the key observations were imple-
mented on key parts. Before the surgery, the skin of the pres-
sured area was checked again, especially the skin pressured
by the medical devices. The parts with higher risk were
marked and focused on with close observation intraopera-
tively. Ninthly, awareness of prevention should be raised
and continuing education should be strengthened.

Apart from the above-mentioned nursing measures, the
patients in the experimental group used AHD and nanosil-
ver gel to protect the key parts, especially the areas would
be pressured by medical devices. The medical equipment
could then be worn after that. Gauze was used to cover the
important sections for protection in the control group.

Table 1: Evaluation criteria for the degree of injury in the pressured area.

Degree of injury Symptom description

Mild
The skin of the pressure area was sore, slightly painful, and without induration; the symptoms

were relieved after the pressure was relieved.

Moderate
Redness, swelling, and induration occurred in the skin at the pressured area, with obvious pain after

touching and no relief after the pressure was relieved.

Severe Skin damage and ulceration appeared in the area of pressure.

Table 2: Evaluation criteria for comfort level of patients.

Comfort levels Symptom description

Comfortable No discomfort in the pressured area

Less comfortable Slight discomfort in the pressured area

General Pain after pressure

Uncomfortable Severe pressured pain

Table 3: General data of patients in the two groups.

Items
Experimental

group (50 cases)
Control group
(50 cases)

P

Gender

Male 26 31 0.51

Female 24 19 0.48

Age

Departments 33 ± 11:3 36 ± 9:96 1.10

Otorhinolaryngology
05 06 1.20

Thoracic surgery 07 09 1.11

Neurosurgery 11 08 0.88

Obstetrics 04 06 0.93

Orthopedics 23 21 0.64

Injury areas

Face 08 11 1.13

Nose 09 10 1.06

Ears 12 11 1.33

Chests 16 14 0.97

Upper arms 03 04 0.68

Knees 02 01 0.72

Surgical positions

Supine position 19 17 0.81

Prone position 17 18 0.92

Lateral position 14 15 0.77

Anesthesia

General anesthesia 26 30 0.55

Intraspinal anesthesia 24 20 0.63
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2.5. Observation Indicators. The incidence of MDRPI, the
degree of injury to the pressured area, comfort level, nursing
satisfaction, and more indicators were statistically analyzed
between the two groups. The specific evaluation criteria for
the degree of injury and comfort level are shown in
Tables 1 and 2, respectively.

2.6. Statistical Analysis. All data analyses were completed by
SPSS19.0 software. The measurement data were expressed as
mean ± standard deviation, and the test method was the
independent sample t test. The enumeration data were
expressed as frequencies, and the comparison between
groups was done by chi-square test. P < 0:05 meant the
difference was statistically significant.

3. Results

3.1. General Information of Patients. The general data of
patients in the two groups are shown in Table 3. The exper-
imental group included 26 male cases and 24 female cases,
having an average age of 33 ± 11:3 years old. In the control
group, there were 31 male patients and 19 female patients,
and the average age of the patients was 36 ± 9:96 years old.

No significant difference was discovered in the general data
such as gender, age, department, and surgical position
between the two groups, which showed the comparability.

3.2. Comparison of the Incidence of MDRPI between the Two
Groups. The incidence of MDRPI was compared between
the two groups, and the comparison results are shown in
Figure 1. There were 3 patients with MDRPI in the experi-
mental group (6%) and 47 patients without MDRPI (94%).
MDRPI was found in 15 cases (30%) in the control group,
but MDRPI was not found in the remaining 35 cases
(70%). The differences between groups were of statistical
significance (P < 0:05).

3.3. Comparison of the Degree of Skin Injury in the Two
Groups. The comparison results of the degree of skin injury
in the two groups of patients are shown in Figure 2. 1 (2%), 1
(2%), and 1 (2%) patient got mild, moderate, and severe skin
injury, respectively, in the experimental group. In the con-
trol group, there were 4 (8%), 8 (16%), and 3 (6%) patients
had mild, moderate, and severe skin injury, respectively.
The differences between the groups were deemed statistically
significant by the researchers (P<0.05).
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Figure 1: Comparison of the incidence of MDRPI between the two groups. Note: ∗P < 0:05 was obtained compared with the data of the
control group.
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3.4. Comparison of Comfort Level and Dressing Changes
between the Two Groups. The comfort level and dressing
changes of patients were compared between two groups, as
shown in Figure 3. In the experimental group, the number
of patients whose comfort levels were comfortable, less com-
fortable, general, and uncomfortable was 45 (90%), 2 (4%), 2
(4%), and 1 (2%), respectively. The number of patients in the
control group whose comfort level was comfortable, less
comfortable, average, and uncomfortable was counted to
be 12 (24%), 15 (30%), 15 (30%), and 8 (16%), respectively.
The differences between groups were also statistically signif-
icant (P < 0:05). The number of dressing changes in the
experimental group was 0:5 ± 0:08 times, and that in the
control group was 4:4 ± 0:22 times, showing a statistically
significant difference as P < 0:05.

3.5. Comparison of Nursing Satisfaction of Patients in the
Two Groups. The comparison of nursing satisfaction
between the two groups is shown in Figure 4. It was found
that, in the experimental group, the number of patients
whose nursing satisfaction was satisfied, less satisfied, and
unsatisfied was counted as 36, 12, and 2, respectively. The
total satisfied rate for nursing was 72% in the experimental

group. There were 11 satisfied patients, 15 less satisfied
patients, and 24 unsatisfied patients in the control group,
and the total satisfied rate was 22%. With the comparison
between two groups, the nursing satisfaction of the experi-
mental group was higher than that of the control group sig-
nificantly (P < 0:05).

3.6. SEM Results of Nanosilver Antibacterial Gel. The SEM
results of nanosilver are shown in Figure 5. The particle size
of the nanosilver antibacterial gel prepared in this research
was 45-85 nm, and the particle size was medium and distrib-
uted uniformly. It not only avoided the reduction of antibac-
terial activity due to excessive particle size but also avoided
increased cytotoxicity for the too small particle size. Besides,
it could also be observed that the nanosilver particles were
wrapped by polymer materials.

4. Discussion

Clinical studies have indicated that MDRPI can be induced
by a range of factors, including the material qualities of the
device, difficulty helping or immobilising the patient’s body,
or persistent pressure release in the same location [18].
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Figure 2: Comparison of the degree of skin injury in patients in the two groups. Note: ∗P < 0:05, compared with those of the control group.
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Patients’ comfort levels will be substantially impacted with
the onset of MDRPI, leading in decreased compliance and,
as a result, treatment. If no appropriate therapy is given after
the emergence of MDRPI, it can lead to infection and inflam-

mation, which can have a negative impact on the disease’s
prognosis and treatment. Clinical research data suggest that
MDRPI accounts for 34.5% of all pressure injuries, so its inci-
dence is quite high [19]. If effective preventive intervention
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Figure 3: The comfort level and number of dressing changes of patients in the two groups. Note: ∗P < 0:05, which were compared with
those in the control group.
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measures can be taken, it is of great significance to improve
the curative effect, reduce the pain, and improve the compli-
ance of patients.

The predictive nursing is also called advanced nursing,
which refers to the nursing staff analyze and predict the spe-
cific situation of the patient as well as possible nursing
problems before and during the nursing process, utilizing
nursing knowledge. Thereby, the nursing focuses can be
determined, and the preventive measures can be taken in
advance to minimize the pain and accidents of patients. It
is a nursing method change from passive to active [20–22].
Compared with traditional nursing methods, predictive
nursing is more systematic, comprehensive, and individual-
ized and has more advantages [23]. Some scholars have
applied predictive nursing to the transfer nursing of emer-
gency patients and patients with severe traumatic brain
injury, which has greatly shortened the transfer time, reduced
the incidence of transfer accidents, and improved nursing
safety [24].

One of the most widely utilized clinical approaches for
treating and preventing pressure injuries is AHD. Tradition-
ally, materials such as gauze were used to treat antipressure
skin injuries [25]. Gauze has been shown in clinical investi-
gations to have flaws like hygroscopicity, poor air permeabil-

ity, and easy displacement, all of which contribute to a poor
fit between the skin and the medical device. The local skin is
prone to fibrous impressions and even problems such as
flush and erosion with long-term gauze use. In addition,
due to the hygroscopicity of gauze, it increases the irritation
of the patient’s skin for moisture, so that it is often necessary
to replace the gauze every 1-2 days. The workload of the
nursing staff is increased, but also, damage would be caused
to the skin by pulling the gauze repeatedly [26]. In compar-
ison, the AHD can be safely attached to the skin, and it has
good self-adhesiveness. It can protect the skin and absorb
exudates effectively; meanwhile, its softness, a certain thick-
ness, and other advantages can make it reduce and relieve
pressure effectively [27]. Nanosilver gel is a kind of skin gel
commonly used in clinical practice. Compared with other
external drugs, nanosilver gel can reduce exudation obvi-
ously, improve wound healing rate, and shorten wound heal-
ing time. Thereby, the formation of scars is also reduced,
improving the quality of healing [28, 29]. Some scholars
have used nanosilver antibacterial gel combined with AHD
in the treatment of unstageable pressure ulcers, and a higher
cured rate was achieved than using AHD alone [30]. In gen-
eral, nanosilver antibacterial gel has a high clinical applica-
tion value in the treatment of skin wounds.
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Figure 4: Comparison of nursing satisfaction of patients between two groups. Note: ∗P < 0:05 compared with those of the control group.
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In this research, 100 patients were chosen as the research
objects, as they were subjected to surgery in Chongqing
Qijiang District People’s Hospital from February 2019 to
February 2020. All these patients were cared for with the pre-
dictive nursing after surgery. Nanosilver antibacterial gel was
also prepared independently and was characterized by SEM.
During the nursing procedure, the experimental group’s
patients were treated with AHD mixed with nanosilver anti-
bacterial gel as pressed skin dressings, whereas the control
group’s patients were treated with gauzes. Afterwards, the
incidence of MDRPI, the degree of skin injury, comfort level,
nursing satisfaction, and more indicators were compared
between the two groups. It was proved from the results that
the nanosilver antibacterial gel prepared had uniform and
moderate particle size with good quality. The incidence of
MDRPI in the experimental group was remarkably lower,
the degree of skin injury was slighter, and the comfort level
and nursing satisfaction were higher significantly.

5. Conclusion

The nursing impact of nanosilver antibacterial gel mixed
with AHD on pressed skin in the predictive nursing mode
was investigated in this study. All the incidence of MDRPI,
the degree of injury, comfort level, and nursing satisfaction
were improved notably. MDRPI incidence, pressed skin
injury severity, comfort level, clothing changes, nursing sat-
isfaction, and other factors were all compared. The nanosil-
ver antibacterial gel created had a homogeneous particle size,
moderate particle size, and good quality, according to the
findings. It was suggested that the combination of predictive
nursing, AHD, and nanosilver antibacterial gel had a high
clinical application value in the treatment of MDRPI.
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Objective. It was to explore the correlation between regulatory T cells (Treg)/T helper cell 17 (Thl7) and the efficacy of receiving a
programmed death protein-1 (PD-1) monoclonal antibody (mAb) in patients with advanced non-small-cell lung cancer (NSCLC)
complicated with chronic obstructive pulmonary disease (COPD). Methods. The research subjects were 82 patients who were
clinically evaluated and treated in the Respiratory Department of Suqian Hospital connected with Xuzhou Medical University
from January to December 2021. All of the patients were given PD-1 immunotherapy, and 50 healthy people were chosen as
the control group. Classification was carried out according to tumor type and tumor stage. The levels of Th17 and Treg/Th17
in the peripheral blood of patients with different tumor-node-metastasis (TNM) stages and different types were compared, and
the immune function, lung function (forced expiratory volume in one second/forced vital capacity (FEV1%/FVC), FEV1%, and
FVC), and changes in inflammatory factors were compared before and after treatment. The levels of interleukin (IL)-17, IL-6,
tumor necrosis factor (TNF)-α, and transforming growth factor (TGF)-β were compared between the two groups. The
correlation between Th17 cells and Treg cells in the peripheral blood of patients with NSCLC complicated with COPD was
analyzed. Results. After treatment, the levels of IL-17, IL-6, TNF-α, and TGF-β in patients with NSCLC combined with COPD
were notably superior to those in the control group (P < 0:05). The immune function and lung function of the patients were
improved after treatment. There were 43 cases of squamous cell carcinoma, 30 cases of adenocarcinoma, and 9 cases of large
cell carcinoma. The proportion of Th17 cells to CD4+ T cells in the blood of the three types of patients and the proportion of
CD4+CD25HiCD127Lo regulatory T cells to CD4+ lymphocyte cells in Treg cells showed no considerable difference among the
different case types (P > 0:05). No considerable difference was indicated in Treg/Th17 in peripheral blood between stage IIIB
and stage IV lung cancer patients (P > 0:05). A positive linear correlation was revealed between Th17 cells and Treg cells in the
peripheral blood of patients with NSCLC combined with COPD, R = 0:26, P = 0:039. Conclusion. Treg and Th17 cells were
shown to be much higher in lung cancer patients with COPD, which could lead to immunosuppression and tumor growth.
PD-1 therapy for NSCLC has demonstrated efficacy and can improve patients’ immunological state while being extremely safe.

1. Introduction

Lung cancer is a respiratory malignancy with high morbidity
and mortality worldwide. Eighty-five percent of lung cancer
patients have non-small-cell lung cancer (NSCLC), most of
whom are diagnosed at an advanced stage. In 2016,
162,510 people died of lung cancer in the United States.

Lung cancer has also become the cause of death of malignant
tumors in China, and its morbidity and mortality are also
increasing [1, 2]. At the individual level, there are several
reasons for the disease, including smoking, environmental
pollution, and occupational exposure. The patient can expe-
rience dyspnea, weight loss, hemoptysis, loss of appetite, and
other symptoms. The patient will have severe mental pain,
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depression, anxiety, and fear, and the patient’s quality of life
will be greatly reduced. The main cause of lung cancer is
smoking [3, 4]. Chronic obstructive pulmonary disease
(COPD) is a common respiratory condition among the
elderly that is linked to lung cancer incidence and patient
symptom reports. COPD is becoming more common as eco-
nomic development, and people’s living standards increase
at a rapid pace. According to the World Health Organization
(WHO) survey, the mortality rate of COPD occupies fourth
place in the time, and the prevalence in the elderly in China
is roughly in the range of 6.5-8.5%, with a high patient rate
of ten. Male COPD patients with moderate or heavy smok-
ing and female COPD patients with smoking and occupa-
tion are also at high risk of lung cancer. Most elderly
COPD patients with lung cancer have advanced cancer
when diagnosed, and some patients cannot tolerate chemo-
therapy due to ventilatory dysfunction and pulmonary dis-
ease [5, 6]. COPD is an independent risk factor for lung
cancer, and the incidence in lung cancer patients with
COPD is five times higher than that in smokers with normal
lung function [7–9]. Symptoms of many patients include
dyspnea, cough, and sputum, which seriously affect patients’
lives, and these symptoms also bring great trouble to
patients’ breathing [10–13].

Patients with NSCLC combined with COPD have ven-
tilation disorders and poor lung functional reserve, and
some patients are likely to lose the opportunity for surgery
and chemotherapy due to delayed diagnosis, which
requires many new forms of research and application in
the treatment of NSCLC [14]. In addition to surgery, che-
motherapy, radiotherapy, and targeted therapy, the treat-
ment of NSCLC also includes immunotherapy. In recent
years, immunotarget inhibitors have emerged as a new
approach for NSCLC treatment [15, 16]. Conventional
drugs for the treatment of lung cancer generally act
directly on tumor cells to kill them. Immunosuppressants
mainly block the inhibition and mutual ligand expressed
on T cells to block the pathway at the immune checkpoint
in the tumor microenvironment to stimulate the function
of tumor-specific T cells [17, 18]. Endogenous antitumor
immunity was enhanced, and antitumor ability was
enhanced. PD-1 and programmed death-ligand 1 (PD-
L1) inhibitors are used in the second-line treatment of
NSCLC, and studies have shown that these inhibitors can
be used as second-line treatments for advanced NSCLC
[19, 20]. However, there are still some disadvantages; the
side effects of drugs still exist, and the cure rate is only
18%, so it is particularly important to know which patients
can benefit from immunotherapy [21]. Helper T cell 17
(Th17) is a subpopulation of CD4+ T lymphocytes other
than Th1 and Th2 that are capable of independent regula-
tion and differentiation mechanisms. Th17 cells are a new
leukocyte differentiation antigen CD4 helper T cell sub-
group that secretes IL-17 and plays a certain role in the
process of tumor cases, infectious diseases, and autoim-
mune diseases [22]. Different from helper T cells, Treg
cells play an inhibitory role in antitumor immunity, are
responsible for the negative regulation of collective
immune function, and can induce an immune response

by inhibiting antitumor activity in the body. Under nor-
mal circumstances, Treg and Th17 cells maintain a bal-
ance. During differentiation, Treg and Th17 cells fight
against each other. If cell differentiation of the inflamma-
tory molecule Th17 is enhanced, Treg/Th17 imbalance will
be caused, and the autoimmune system will be damaged,
resulting in transplant rejection. Proinflammatory Th17
cells and anti-inflammatory Tregs work together to keep
the body in balance, which is important for immune sta-
bility. An aberrant immune response results from the for-
mation of an inflammatory response, and variations in
Treg cell expression/Th17 cells alter the airway response.
In recent years, it has become a hot topic to fully and
deeply understand the differentiation and regulation mech-
anism of Treg and Th17 cells and to search for the role of
these two cells in the development of related diseases. An
imbalance between Treg and Th17 cells exists in autoim-
mune diseases and plays an important role in the immune
response of cells. Treg and Th17 imbalance is closely
related to the development and treatment of malignant
tumors [23, 24]. In-depth study of Treg and Th17 indica-
tors in advanced NSCLC patients could provide new
methods for new anti-inflammatory analysis and immuno-
therapy, as well as new strategies for tumor treatment.

With the rapid development of biotechnology, the
immune system has become increasingly recognized by peo-
ple, and the use of immunotherapy for tumors has become a
new form. In clinical application, the comprehensive tumor
treatment system also occupies an important position, but
the side effects after treatment have not been eliminated. It
is also necessary to study Treg/Thl7 and (PD-1) monoclonal
antibody (mAb) in the treatment of NSCLC complicated
with COPD. Based on this, qualified patients with advanced
NSCLC were included to explore the efficacy of the Treg/
Thl7 index and (PD-1) mAb in the treatment of NSCLC,
hoping to improve the recognition rate of patients with early
lesions and provide a basis for screening and prediction of
clinical immunotherapy.

The paper’s organization paragraph is as follows: The
materials and methods is presented in Section 2. Section 3
analyzes the results and discussion of the proposed work.
Section 4 discusses the discussion of the paper. Finally, in
Section 5, the research work is concluded.

2. Materials and Methods

2.1. The Research Objects. A total of 82 patients clinically
diagnosed and treated in the Respiratory Department of
Suqian Hospital affiliated with Xuzhou Medical University
from 2021 January to December 2021 were selected as the
research subjects. All patients received PD-1 immunother-
apy for advanced NSCLC, and their clinical data were retro-
spectively analyzed. There were 17 females and 65 males,
ranging in age from 45 to 72 years, with an average age of
54:62 ± 9:31 years. This experiment was approved by the
ethics committee of Suqian Hospital affiliated with Xuzhou
Medical University, and all patients and their families gave
informed consent.
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2.1.1. Inclusion Criteria

(i) Long-term patients in our hospital

(ii) Detailed information of inpatients (including age,
sex, previous medication history, and disease
history)

(iii) Patients diagnosed with advanced NSCLC compli-
cated with COPD by histological and imaging
examinations, while disease progression cannot be
tolerated after the failure of standard treatment,
such as chemotherapy, targeted therapy, and
immunotherapy other than targeting PD-1/PD-L1

(iv) Patients with no other mental diseases

(v) Patients with good understanding and communica-
tion skills

(vi) Advanced NSCLC patients without other treatment

(vii) Patients with measurable lesions that met the
Response Evaluation Criteria in Solid Tumors 1.1
(RECIST 1.1)

2.1.2. Exclusion Criteria

(i) Patients who did not agree to participate in this
research

(ii) Incomplete case data

(iii) Patients with long-term use of hormones or hema-
topoietic factors

(iv) Patients with acute or chronic inflammation
(human immunodeficiency virus and hepatitis)

(v) Patients suffering from mental illness

(vi) Patients with previous or existing autoimmune
disorders

(vii) Patients with pulmonary interstitial lesions

2.2. The Research Methods. All patients immunized with
mAb to PD-1 underwent routine blood and biochemical
tests one week before treatment and were divided into sinti-
limAb, toripalimAb, pembrolizumAb, and nivolumAb
groups according to the type of PD-1 mAb.

SintilimAb treatment: a 3-week cycle of 200mg drops of
vein injection

ToripalimAb treatment: a 2-week cycle of 3mg/kg drops
of vein injection

PembrolizumAb: a 3-week cycle of 2mg/kg drops of vein
injection

NivolumAb: a 2-week cycle of 3mg/kg drops of vein
injection

Patients were divided into first-line, second-line, and ≥
third-line groups according to the number of lines received
by PD-1 mAb. Patients were rolled into two groups regard-
ing whether they smoked. Patients were rolled into two

groups regarding whether there were immune-related
adverse reactions.

According to tumor types, patients were classified into
large cell carcinoma, adenocarcinoma, and squamous cell
carcinoma groups. The tumor was stage IIIB or IV.

2.3. Experimental Reagents and Instruments. Flow cytometry
was purchased from American BD, and the analysis software
was Diva. 2IL-17A-APC antibody, antihuman Foxp3-PE
antibody, film-breaking agent, and staining agent were pur-
chased from the American eBioscience. APC-labeled mouse
antihuman CD25, RPMI-1640 medium, hemolysin, and IL-
17 mAb reagent were purchased from BD, USA. Ionomycin
and phorbol 12-myristate 13-acetate (PMA) were purchased
from the Sigma, USA. The 1% paraformaldehyde and lym-
phocyte isolate (Ficoll isolate) were purchased from Huajing
Biotechnology. A medical centrifuge (KDC-1044) was pur-
chased from USTC Innovation Co., Ltd. A waterproof con-
stant temperature incubator (GSP-9050MBE) was
purchased from Shanghai Boxun Industrial Co., Ltd. Medi-
cal Equipment Factory. A thermostatic oscillator was pur-
chased from Shanghai Yuejin Medical Device Co., Ltd. A
microplate reader was purchased from Tecan Austria.

2.4. Th17 and Treg Cells Detected by Flow Cytometry. Flow
cytometry detection of Th17 cells referred to the detection
of peripheral blood mononuclear cells, including mono-
cytes and lymphocytes. Fifty healthy subjects and lung
cancer patients were selected to take 5mL venous blood
and 2mL separated serum at -20°C in the morning for
use in an enzyme-linked immunosorbent assay (ELISA).
Then, 3mL was used for ethylenediaminetetraacetic acid
(EDTA) anticoagulation. Two milliliters of peripheral anti-
coagulant blood was collected from lung cancer patients,
diluted with phosphate-buffered saline (PBS) buffer of
the same amount, and then mixed gently. The centrifuge
tube was filled with ten milliliters of lymphocyte separa-
tion solution, and then PBS-diluted peripheral blood was
deposited onto the liquid surface of the lymphocyte sepa-
ration solution. It was ensured that there was a clear inter-
face between the liquid level, and after centrifugation for
20min at 2,000 r/min and stratification, the lower layer
was displayed for red blood cells and neutrophils, the
upper layer was displayed for plasma and platelets, and
the intermediate layer was a cloud of mononuclear cells.
The cloud layer was slowly inhaled in another 15-mL cen-
trifuge tube, and then five times the PBS buffer was added.
After mixing, centrifugation was conducted for 10min at
1,000 r/min, and the obtained precipitate was mononuclear
cells, which were counted under the microscope, and the
cell density was adjusted to 2 × 106 per mL.

One millimeter of lymphoid tissue was added to 1mL
Roswell Park Memorial Institute (RPMI1640) medium and
filtered through a 200-mesh steel mesh. The cell density
was adjusted to 1 × 106/mL, and then the final concentration
of phorbol ester was added to 100 ng/mL, the final concen-
tration of ionomycin was added to 1mg/L, and the final con-
centration of monomycin was added to 2mL/L. The cells
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were placed in an incubator with 5% CO2 at 37
°C and stim-

ulated for 6 hours.
Intracellular antibody labeling was performed as follows.

The stimulated cells were fixed with 1% paraformaldehyde
for 15 minutes, washed with PBS, and centrifuged for
5min at 1,500 r/min, and the supernatant was removed.
Then, phycoerythrin (PE)-labeled mouse antihuman CD8
antibody and rat antihuman CD3 antibody labeled with
fluorescein isothiocyanate (FITC) were added, incubated at
room temperature for 20min in the dark, washed again with
PBS, and centrifuged for 5min at 1,500 r/min, and then the
supernatant was discarded. Then, 200μL of film breaker
was added, incubated at room temperature for 20min in
the dark, centrifuged, added to APC-labeled mouse antihu-
man IL-17 antibody, incubated for 20min, washed with
PBS, and centrifuged for 5min at 1,500 r/min. Then, the
supernatant was superfluous. Then, 300μL PBS was added
to suspend the cells. The cells were transferred to a special
flow cytometer tube, away from light standby, for analysis.

2.5. Flow Cytometry Detection of the Proportion of
CD4+CD25HiCD127Lo Regulatory T Cells in CD4+
Lymphocytes. One hundred microliters of anticoagulant
whole blood from patients in observation group and healthy
controls was added to the flow tube. Antibodies against
CD4-FITC, CD25-APC, and CD25-APC were added to each
detection tube according to the operation steps and then
mixed and incubated at room temperature for 20min. Two
milliliters of hemolysin was added, fully mixed, and then
incubated at room temperature for 10 minutes. After the
red blood cells were fully lysed, PBS was added to each tube
twice for washing. The lysed red blood cells were obtained by
centrifugation for 5min at 1,500 r/min. In the detection
before the machine, 200μL PBS was added to each tube for
blending. Then, CellQuest was used to analyze the results,
and the percentage of CD4+CD25HiCD127Lo regulatory T
cells in CD4+ lymphocyte cells in Treg cells was expressed.

2.6. Serum IL-17 Concentration Detected by ELISA. The con-
centration of IL-17 in serum was detected by a double-
antibody sandwich. First, all reagents were restored to room
temperature. Fifty milliliters of concentrated IL-17 solution
was prepared, and 950mL of double distilled water was
added to it and fully mixed for later use. Then, 5mL of IL-
7 analysis buffer stock was added to 95mL of double steam
water and mixed well. For antibody preparation, 60μL of
IL-17 enzyme antibody was added to 5.94mL of dilution
analysis buffer for later use. Then, 11.94mL of the prepared
solution was added to 60μL of streptavidin-HRP, which was
prepared half an hour before the addition. The standard il-
17 solution was then prepared, and 400μL of double distilled
water was added to the il-17 powder to resuscitate to prepare
a standard il-17 concentrate of 200 pg/mL. Seven tubes were
labeled as 1-7, and 225μL dilution analysis buffer was added
to them. A standard concentrate of 200 pg/mL RGF-β1
(225μL) was added to tube no. 1 and mixed. Standard curves
with concentrations of 100, 50, 25, 12.5, 6.3, 3.1, and 1.6 pg/
mL were successively prepared, and diluted analytical buffer
was selected as a blank.

The specific operation steps are as follows. First, the 96-
well plate was washed twice with buffer solution on the auto-
matic plate washing machine and then dried. Seven standard
series solutions were added to the wells, and 50μL of analy-
sis buffer was added to the other wells. Then, 50μL of
enzyme antibody was added to each well, shaken, incubated
for 2 h at 100 r/min, and then washed 4 times. After drying,
100μL of streptavidin-HRP was added, incubated for 1 h by
shaking for 100 r/min, washed, and dried again. Then,
100μL chromogenic agent was added to each well and incu-
bated for 10min at room temperature. Finally, 100μL stop
solution was added. After mixing, the optical density was
determined at 450nm using a microplate reader to calculate
the concentration of IL-1. IL-6 was determined using the
same method.

2.7. Serum TGF-β Concentration Detected by ELISA. TGF-β
concentrations in serum were also measured using a double-
antibody sandwich ELISA. All reagents were first brought to
room temperature. Fifty milliliters of TGF-βconcentrate
were made, and 950 milliliters of double-steamed water were
added and thoroughly mixed before being used. Then, 5mL
of TGF-β analysis buffer stock was added to 95mL of
double-steamed water and mixed well. For antibody prepa-
ration, 120μL TGF-β enzyme antibody was added to
11.88mL dilution breakdown buffer for later use. Then,
11.88mL streptavidin-HRP was added to 120μL streptavi-
din-HRP, and the solution was organized half an hour
before the addition. Then, a TGF-β standard solution was
prepared, 400μL double steam water was added to the
TGF-β powder, and 4,000 pg/mL TGF-β standard ponder
was prepared after resurgence. Seven tubes were labeled as 1-
7, and 225μL dilution analysis buffer was added to them. A
standard solution of 2,000pg/mL was prepared by adding
225μL of 4,000pg/mL RGF-β1 standard concentrate into a
no. 1 tube. Then, it was added to a no. 2 tube, mixed evenly,
and successively used to prepare standard curves with concen-
trations of 2,000, 1,000, 500, 250, 125, 63, and 31pg/mL. Dilu-
tion analysis buffer was selected as a blank.

First, the sample was pretreated. The sample was diluted
at a ratio of 1 : 10. 180 μL dilution analysis buffer was added
to 20μL sample, and 20 μL1N hydrochloric acid solution
was added, mixed. After incubation for 1 h, the sample was
neutralized with 20μL of 1N NaOH in a 96-well plate.
The plate was washed twice with buffer solution on an auto-
matic plate washing machine and then patted dry. The wells
were filled with seven standard series solutions, and the rest
went into the analysis buffer. Then, 60μL analytical buffer
solution was added to each well, and 40μL pretreated sam-
ples were added in turn, shaken, and incubated at 100 r/
min for 2 h. The automatic plate washing machine was
employed to wash it 5 times, patted dry, added to 100μL
of enzyme antibody, shaken again for 100 r/min, incubated
for 1 h, washed 5 times, and patted dry again. Streptavidin-
HRP (100μL) was added to each well, shaken, incubated at
100 r/min for 1 h, washed 5 times, and patted dry again.
Then, 100μL chromogenic agent was added to each well
and incubated at room temperature for 30 minutes. Then,
100μL stop solution was added and mixed well. A

4 Computational and Mathematical Methods in Medicine



microplate reader was employed to determine the optical
density at 450nm, and the concentration of TGF-β was cal-
culated. The same method was used to determine TGF-α.

2.8. Statistical Methods. Excel 2007 and SPSS 25.0 (SPSS Inc.,
Chicago, IL, USA) were used to input the collected data for
statistical analysis. Analysis of variance was adopted to com-
pare the correlation between Th17 cells and Treg cells. Cell-
Quest was employed to analyze the results, and Th17 cells
were expressed as a percentage. The mean ± standard
deviationð͞x ± sÞ was used to represent the measurement
data conforming to a normal distribution. ANOVA was used
to represent Th17 cells and Treg cells among lung cancer
groups with different stages and types, and frequency and
frequency (%) were used to represent the nonconforming
count data. The correlation between Th17 cells and Treg
cells was analyzed by Pearson correlation analysis. The
counting data were tested by χ2. The difference was substan-
tial at P < 0:05.

3. Results and Discussion

3.1. General Information. Among the 82 patients selected, 65
were male, accounting for 79.27%, and 17 were female,
accounting for 20.73% (Table 1). There were 31 patients in
stage IIIB, accounting for 37.80%, and 51 patients in stage
IV, accounting for 62.20%. There were three tumor types,
including 43 cases of squamous carcinoma (52.44%), 30 cases
of adenocarcinoma (36.59%), and 9 cases of large cell carci-
noma (10.98%). The 52 cases of smoking patients accounted
for 63.41% higher than that of nonsmoking patients. There
were 25 cases with immunotoxic reactions (30.49%) and 57
cases without immunotoxic reactions (69.51%).

3.2. Ratio of Th17 Cells in Peripheral Blood. Eighty-two
patients with NSCLC combined with COPD were the obser-
vation group, and normal healthy people were the control
group. Figure 1 shows that the proportion of Th17 cells in
the peripheral blood of patients in observation group was
notably superior to that in the controls (P < 0:01). Treg/
Th17 in the peripheral blood of patients decreased remark-
ably versus controls (P < 0:05).

3.3. Comparison of Th17 and Treg/Th17 Cells of Patients
with Different Case Types. Among the 82 subjects, there were
43 cases of squamous cell carcinoma, 30 cases of adenocarci-
noma, and 9 cases of large cell carcinoma (Figure 2). There
was no considerable difference among different case types
in the proportion of Th17 cells in CD4+ T cells in the blood
of the three types of patients and the proportion of CD4+-

CD25HiCD127Lo regulatory T cells in CD4+ lymphocyte
cells of Treg cells (P > 0:05).

3.4. Comparison of Peripheral Blood Th17 and Treg/Th17 in
Patients with Different TNM Stages. There was no consider-
able difference in the proportion of Th17 cells to CD4+ T
cells in the peripheral blood of patients with stage IIIB and
stage IV lung cancer (Figure 3), and there was no great dif-
ference in the proportion of CD4+CD25HiCD127Lo regula-
tory T cells to CD4+ lymphocyte cells in Treg cells

(P > 0:05). There was no considerable difference in Treg/
Th17 in peripheral blood between stage IIIB and stage IV
lung cancer patients (P > 0:05).

3.5. Correlation Analysis of Th17 Cells and Treg Cells of Lung
Cancer Patients with COPD. The correlation between Th17
cells and Treg cells in the peripheral blood of patients with
NSCLC complicated with COPD was analyzed. The results
are shown in Figure 4, showing a positive linear correlation
between the two, R = 0:26 and P = 0:039.

3.6. Comparison of Immune Function before and after
Treatment. In Figure 5, CD4+ and CD4+/CD8+ were nota-
bly superior to before treatment, while CD8+ was greatly
inferior to before treatment. The cellular immune indexes
of patients before and after treatment were compared, and
the difference was substantial (P < 0:05).

3.7. Pulmonary Function Changes before and after
Radiotherapy. The FEV1%/FVC, FEV1%, and FVC of
patients before and after chemotherapy were compared and
analyzed (Figure 6), and the difference was substantial one
month after radiotherapy compared with that before radio-
therapy (P < 0:05). There was no considerable difference in
FEV1%/FVC of patients two weeks after radiotherapy com-
pared with that before radiotherapy (P > 0:05), but there were
considerable differences in FEV1% and FEV (P < 0:05). After
receiving radiotherapy, the lung function of patients showed
varying degrees of change, with some changes in lung func-
tion, and some indexes had considerable differences relative
to those before radiotherapy (P < 0:05).

3.8. Comparison of MVV/MEF before and after
Radiotherapy. In Figure 7, MVV and MEF were changed
after two weeks and one month of treatment compared with
those before treatment, and pulmonary function improved
remarkably (P < 0:05).

Table 1: General clinical characteristics of the patients.

Total Proportion P

Gender 82 100% 0.812

Female 17 20.730

Male 65 79.270

Tumor staging 0.531

IIIB 31 37.800

IV 51 62.200

Tumor types 0.624

Adenocarcinoma 30 36.590

Squamous cell carcinomas 43 52.440

Large cell carcinoma 9 10.980

Smoking 0.063

No 30 36.590

Yes 52 63.410

Immune toxicity and side effects 0.008

No 57 69.510

Yes 25 30.490
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3.9. Comparison of the Peripheral Blood Cytokines IL-17, IL-
6, TNF-α, and TGF-β. The levels of IL-17, IL-6, TNF-α, and
TGF-β in the peripheral blood of lung cancer patients in

observation group and control group were compared
(Figure 8), and those in lung cancer patients with COPD
were notably superior to those in control group (P < 0:05).

⁎

0
1
2
3
4
5
6

Observation
group

Control
group

Observation
group

Control
group

Observation
group

Control
group

Th
17

 ce
ll 

(– x±
s)

 %

⁎

0
2
4
6
8

10
12
14

Tr
eg

 ce
ll 

(– x±
s)

 %

⁎

0
1
2
3
4
5
6
7

Tr
eg

/T
h1

7 
(M

±I
Q

R)

Figure 1: Comparison results of peripheral blood cells between the two groups. (∗ indicates considerable difference, P < 0:05).
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4. Discussion

COPD is a widespread respiratory disease with a high mor-
tality rate, affecting more than 5% of the world’s population.
Cough and sputum are the most common clinical symptoms
of COPD and lung cancer, and misdiagnosis and missed
diagnoses are common during the diagnosis and treatment
process [25]. Immunosuppressants have been applied to
treat NSCLC and have brought some benefits to patients.
Clinically, the lung function and immune function of
patients with NSCLC complicated with COPD will decline
to varying degrees, as will their immunity [26, 27]. Clinical
data showed that patients with NSCLC complicated with
COPD had different degrees of decline in lung function after
receiving radiotherapy, and patients received different doses
of radiotherapy. In this study, patients with advanced
NSCLC complicated with COPD were treated with PD-1
and Treg/Th17 cells. Comparative investigation of the
results of patients before and after radiotherapy showed that

the lung function of various patients showed different
degrees of change after radiotherapy. The change in lung
function was more dramatic than the change before treat-
ment, and some lung function indicators were significantly
different from those before radiotherapy, with statistical sig-
nificance (P < 0:05). In many studies of COPD, FEV1%/FEV
and FEV1% are the primary evaluation indexes. Studies have
shown that the diagnostic rate of the lung function index of
FEV1%/FVC, FEV1%, and FVC is more than 95%. There
was a large difference in the therapeutic effect of NSCLC
between smokers and nonsmokers. Smokers had a higher
mutation load, and the response to immune target inhibitors
was also enhanced. PD-1 has a poor therapeutic effect on
smokers, which also shows that smoking history can be an
effective predictor [28, 29].

Immunotherapy for NSCLC has taken a new turn with
the introduction of immunosuppressive medicines. These
medications have few side effects, are well tolerated, and
are frequently utilized in the treatment of tumors. In this
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study, a PD-1 mAb was used to treat NSCLC patients. CD4+
and CD4+/CD8+ were remarkably higher after treatment
than before, while CD8+ was greatly inferior to before. The
cellular immune indexes of patients before and after treat-
ment were compared with those before treatment, and the
difference was substantial (P < 0:05), indicating that PD-1
can improve the immune function of patients with NSCLC
and has high clinical application value. This is consistent
with many studies. PD-1 expression is one of the most
widely used clinical markers for immunotherapy prediction,

and the expression of PD-1 in solid tumor tissues monitored
by histochemistry is associated with poor prognosis of gas-
tric cancer, liver cancer, and cell carcinoma. Data suggest
that patients with advanced NSCLC with high PD-1 expres-
sion respond better to pembrolizumAb treatment [30]. PD-1
mAb is effective in tumor immune escape due to its role in
promoting tumor T cell apoptosis in both an independent
and dependent manner. By altering the surrounding envi-
ronment, cancer cells promote immune evasion, multiplica-
tion, and survival. PD-1 therapy’s main goal is to stimulate T
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lymphocytes in the tumor microenvironment in order to
establish tumor resistance [31, 32]. Gauvain et al. [33]
looked at patients with NSCLC brain metastases who were
given nivolumAb and found that the intracerebral control
rate was 51%, indicating some safety. The level of Th17
cells increases to varying degrees in a variety of solid
tumor tissues. In cancer diseases, the higher the TNM
stage, the more obvious the increase in the level of Th17
cells. Th17 cells can secrete IFN-ɤ to a certain extent,
which can play an antitumor role. Studies have shown that
TGF-β can inhibit Th17 production and induce Treg cell
formation in ovarian cancer cells. Th17 cells in tumor
patients were greatly inferior to those in normal subjects,
indicating immunosuppression in the tumor microenvi-
ronment. When the Treg level increases, antitumor immu-
nity is suppressed, resulting in an imbalance in the Th17/
Treg status in tumor patients [34]. Li et al. [35] discussed
the relationship between TregFoxP3(+) and Th17 cells and
the occurrence of lung cancer and showed that the ratio of
TregFoxP3(+), Th17 and TregFoxP3(+)/Th17 in the
peripheral blood of NSCLC patients was higher than that
of healthy controls (P<0.05). The proportion of Th17 cells
in NSCLC patients was positively correlated with the pro-
portion of TregFoxP3(+) (r = 0:81, P < 0:05). In this study,
the same results were obtained, and there was a positive
linear correlation between Th17 cells and Treg cells in
the peripheral blood of patients with NSCLC combined
with COPD by Treg/Th17 ratio analysis after treatment
in NSCLC patients, R = 0:26, P = 0:039. TGF-β, IL-17,

and IL-6 levels were higher in NSCLC patients than con-
trols. Patients with stage IIIB and IV disease showed sig-
nificant improvement in lung function after PD-1
immunotherapy. It was concluded that the Treg/Th17
ratio was related to the stage of NSCLC, but there was
no considerable difference between TNN stages in this
study, and both stage IIIB and stage IV were probably
advanced, so the difference was not significant. The
patients’ immunological indices improved after treatment.
This also suggests that PD-1 immunotherapy influences
the immune status of patients with advanced NSCLC.

5. Conclusions

The efficacy of Treg/Th17 and PD-1 monoclonal antibodies
in the treatment of NSCLC in patients with NSCLC compli-
cated with COPD was investigated. Treg and Th17 cells were
remarkably higher, which may lead to immunosuppression
and promote tumor formation in COPD patients with
NSCLC. PD-1 treatment of NSCLC has clear efficacy and
can improve the immune status of patients with high safety.
The cytokine modulation of Treg and Th17 cells may be
linked to the Treg/Th17 ratio imbalance in lung cancer
patients. Furthermore, follow-up research can conduct in-
depth studies on the imbalance of the Treg/Th17 ratio in
the hopes of clarifying the relationship between many com-
ponents in this process and providing more accurate data
support for tumor cure.
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Objectives. Fatty liver disease (FLD) is strongly linked to the occurrence of type 2 diabetes mellitus (T2DM). Insulin resistance (IR)
is linked to smoking. Our study’s purpose was to see how smoking and fatty liver accompanied affected the development of T2DM
in the past. Materials and Methods. We collected data from 15,464 Japanese adults aged 18 to 79 years who took part in the
NAGALA research, and our team utilized a Cox proportion risk model to look at the combination effect of FLD and smoking
status on the incidence of T2DM. Participants were separated into three categories: nonsmokers, ex-smokers, and current
smokers. An abdominal ultrasound was used to diagnose FLD. Results. 384 subjects had T2DM after a median follow-up of 5.4
years. In comparison to the other groups, current FLD smokers had a greater chance of developing T2DM. Ex-smokers and
present FLD smokers, on the other hand, had no significant difference in their likelihood of acquiring T2DM. When compared
to ex-smokers and nonsmokers without FLD, current smokers with FLD had a considerably greater chance of acquiring
T2DM. Furthermore, the risk of T2DM among nonsmokers, ex-smokers with FLD, and current smokers without FLD was not
statistically significant. Conclusions. In order to prevent the progression of T2DM, we should recognize that smoking status
may vary in FLD.

1. Introduction

As one of the most rapidly growing chronic diseases nowa-
days, early intervention for diabetes is of great interest. The
International Diabetes Federation reports that in 2019, the
global prevalence of diabetes is 9.3% among adults aged
20-79 years (an astonishing 463 million people), and this
number is anticipated to attain 700 million by 2045 [1]. Indi-
viduals, society, and the nation all bear a significant financial
burden due to type 2 diabetes mellitus (T2DM) and its
sequelae. Unhealthy eating habits, obesity, and a sedentary
life style are all key risk factors for type 2 diabetes [2, 3].
Therefore, it is important to prevent and treat T2DM. Fatty
liver disease (FLD), is tightly related to IR in the body. Cur-

rently, it is considered one of the main reasons of ectopical
fat cumulation [4, 5] and has been reported as a vital risky
factor for the developmental process of T2DM [5].

As a major issue of social and human health, smoking
itself now affects about 1.1 billion people worldwide [6].
Based on four main aspects of pathological mechanisms,
increased abdomen fat cumulation, elevated sympathetic
activity, chronic pancreatic cell inflammation, and straight
toxic impairment to pancreas cells, smoker develops abnor-
mal glucose metabolism and even promotes the develop-
ment of diabetes [7, 8]. In patients who were diagnosed
with diabetes, studies also have found that smoking causes
inflammation and vascular endothelial dysfunction, which
in turn increases the risks of micro blood vessel and major
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vessel illnesses in diabetic’s sufferers [7, 9]. Cotinine-
validated current smoking and self-reported current smok-
ing have both been associated to nonalcoholic fatty liver dis-
ease (NAFLD) [10]. As a result, depending on background
variables like FLD, the effect of smoking status on T2DM
may differ. However, no prior research has looked at the
combined impact of FLD and smoking status on the devel-
opment of T2DM.

The influence of smoking status on the incidence of inci-
dent T2DM in people with and without FLD was investi-
gated in the present study. The findings of this study could
help doctors better understand how to counsel people about
quitting smoking based on their unique circumstances, such
as the presence of FLD.

The structure of this article is organized as follows. The
materials and methods is presented in Section 2. The statis-
tical analysis is explained in Section 3. The experimental
results is presented in Section 4. Section 5 consists of the dis-
cussion section. Finally, Section 6 summarizes the paper’s
main points.

2. Materials and Methods

2.1. Data Source. Our team acquired data from the publicly
available “DRYAD” database (https://datadryad.org/). Data
can be obtained from the following article: ectopic fat obesity
presents the greatest risk for incident T2DM: a population-
based longitudinal study [5] (data set: 10.5061/dryad
.8q0p192).

2.2. Study Design and Participants. This research was on the
foundation of the accessible data from the NAGALA study.
From 2004 to 2015, it was a longitudinal research at Mura-
kami Memorial Hospital’s Medical Health Checkup Center
(Gifu, Japan). The NAGALA research was discussed in
depth in the original article. In total, 20,944 individuals were
recruited for this study between 2004 and 2015, and all par-
ticipated in a physical examination program and completed
at least two exams.

Finally, exclusion criteria were used to select 15,464 indi-
viduals for data analysis. (1) People who were already on
medication at the time of the baseline detection (n = 2321),
(2) sufferers with abnormal glucose metabolism (T2DM n
= 323 or impaired fasting glucose (IFG) n = 808), (3) people
who drink heavily (n = 739), (4) patients with a diagnosis of
chronic viral hepatitis (like hepatitis B or hepatitis C
(n = 416)), (5) patients with missing covariate data, such as
height, exercise, alcohol intake, or abdomen ultrasound
(n = 863), and (6) patients with inaccurate data on waist cir-
cumference (WC) (n = 2). The investigation was done by
Okamura et al. [5]. According to their description, the study
was accepted by Murakami Memorial Hospital’s ethics com-
mittee, and each participant gave their informed permission.

2.3. Measurements and Data Collection. All participants
completed a standardized self-administered questionnaire
to acquire medical information and life style variables, such
as alcohol use, smoking status, and physical activity. Experi-
enced nurses performed anthropometric measurements of

participants such as weight, height, WC, and blood pressure.
Body mass index (BMI) was computed via normal formula
(weight/height squared (kg/m2). Fasting blood specimens
were harvested and completed for measurements and analy-
ses of biochemical indicators and other relevant indicators.
These include total cholesterol, triglycerides, LDL-C, HDL-
C, fasting blood glucose (FPG), and glycated hemoglobin
(HbA1c).

2.4. Definition of FLD. Abdominal ultrasound was per-
formed by a trained technician, and then, the gastroenterol-
ogist examined the ultrasound images without reference to
other personal data of the subject. The diagnosis of FLD
on ultrasound images is based on four criteria: vascular blur-
ring, deep attenuation, liver and kidney sonography, and
liver brightness [11].

2.5. Definition of T2DM. The diagnosis of T2DM in this
study was on the foundation of ≥1 standards below that have
been validated: FBG ≥ 7:0mmol/L, HbA1c ≥ 6:5%, self-
reported diabetic disease, or already treated for diabetes
treatment [12].

Information on the smoking history of the study popula-
tion was clarified by chart review and direct interviews with
patients. The included study population was informed by a
study information letter and then interviewed by telephone.
From this interview and medical records, the study popula-
tion was further divided into “nonsmokers” or “ex-
smokers” and “current smokers.”

3. Statistical Analysis

All analysis was completed via R Statistical Software (http://
www.r.project.org), and P < 0:05 had significance on statis-
tics. In addition, continuous variates are presented as
average ± SD, and categorical variates are presented as per-
centages (%).

Based on the presence of FLD and current smoking sta-
tus, the participants were divided into six groups in our
study and compared the differences between groups. The
Kaplan-Meier technique was also utilized to provide a
graphic representation of time to incident T2DM through-
out follow-up, as well as the log-rank test to determine the
importance of diversities between the six groups. Multivari-
able Cox regressive models were used to determine hazard
ratios (HRs) and 95 percent confidence intervals (95 percent
CI) for incident T2DM due to the presence of censored cases
and the follow-up time being inconsistent. Models were pro-
vided that were both nonadjusted and multivariate adjusted.
Confounding factors were defined as variables that altered
the original regressive coefficients by more than 10%. Gen-
der, age, BMI, alcohol consumption, fatty liver, SBP, triglyc-
erides, HDL-C, FPG, and HbA1c were all adjusted in this
study. Cox regression was used to test for trend by using
the median value of six groups as categorical variables in
the models. The stratified Cox regressive models were uti-
lized to perform the subgroup analysis.
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Table 1: The Characteristic of participants in the NAGALA study, 2004–2015.

Total Nonsmoker Ex-smoker Current smoker

FLD− (n) 12723 7805 2226 2692

Sex, n (%)

Women 6548 (51.5) 5709 (73.1) 416 (18.7) 423 (15.7)

Age (year) 43:5 ± 9:0 42:9 ± 8:7 45:2 ± 9:7 43:6 ± 9:0
Body weight (kg) 72:3 ± 11:2 70:5 ± 12:0 72:8 ± 9:5 74:7 ± 11:1
Body mass index (kg/m2) 21:4 ± 2:6 21:0 ± 2:6 22:1 ± 2:4 21:9 ± 2:7
Waist circumference (cm) 74:4 ± 8:0 72:6 ± 7:7 77:6 ± 7:3 77:0 ± 7:7
SBP (mm Hg) 112:5 ± 14:2 111:0 ± 14:1 116:4 ± 14:2 113:8 ± 14:0
DBP (mm Hg) 70:2 ± 10:0 68:9 ± 9:8 73:2 ± 10:0 71:3 ± 9:9
Exercise type, n (%)

Irregular exercise 10415 (81.9) 6413 (82.2) 1699 (76.3) 2303 (85.5)

Regular exercise 2308 (18.1) 1392 (17.8) 527 (23.7) 389 (14.5)

HDL cholesterol (mmol/L) 1:5 ± 0:4 1:6 ± 0:4 1:5 ± 0:4 1:3 ± 0:4
Total cholesterol (mmol/L) 5:1 ± 0:8 5:1 ± 0:9 5:1 ± 0:8 5:0 ± 0:8
Triglycerides (mmol/L) 0:8 ± 0:5 0:7 ± 0:4 0:9 ± 0:6 1:0 ± 0:7
Fasting plasma glucose (mmol/L) 5:1 ± 0:4 5:0 ± 0:4 5:2 ± 0:4 5:2 ± 0:4
HbA1C (%) 5:1 ± 0:3 5:2 ± 0:3 5:1 ± 0:3 5:1 ± 0:3
Alcohol consume type, n (%)

None or minimal alcohol consumer 9717 (76.4) 6838 (87.6) 1332 (59.8) 1547 (57.5)

Light alcohol consumer 1472 (11.6) 599 (7.7) 411 (18.5) 462 (17.2)

Moderate alcohol consumer 1110 (8.7) 295 (3.8) 347 (15.6) 468 (17.4)

Heavy alcohol consumer 424 (3.3) 73 (0.9) 136 (6.1) 215 (8)

ALT (IU/L) 15.0 (12.0, 20.0) 14.0 (11.0, 19.0) 17.0 (14.0, 22.0) 17.0 (13.0, 23.0)

AST (IU/L) 17.0 (14.0, 20.0) 16.0 (14.0, 20.0) 18.0 (14.0, 22.0) 17.0 (14.0, 20.0)

GGT (IU/L) 14.0 (11.0, 20.0) 13.0 (10.0, 16.0) 17.0 (13.0, 24.0) 17.0 (13.0, 24.0)

FLD+ (n) 2741 1226 726 789

Sex, n (%)

Women 486 (17.7) 430 (35.1) 25 (3.4) 31 (3.9)

Age (year) 44:8 ± 8:3 44:4 ± 8:4 46:4 ± 8:7 44:0 ± 7:6
Body weight 72:3 ± 11:2 70:5 ± 12:0 72:8 ± 9:5 74:7 ± 11:1
Body mass index (kg/m2) 25:5 ± 3:1 25:5 ± 3:3 25:2 ± 2:7 25:7 ± 3:2
Waist circumference (cm) 86:1 ± 7:7 85:3 ± 8:2 86:2 ± 6:6 87:2 ± 7:8
SBP (mm Hg) 123:8 ± 14:8 124:5 ± 15:2 124:6 ± 14:4 121:9 ± 14:4
DBP (mm Hg) 78:1 ± 10:2 78:2 ± 10:3 79:2 ± 10:1 77:0 ± 10:0
Exercise type, n (%)

Irregular exercise 2340 (85.4) 1046 (85.3) 605 (83.3) 689 (87.3)

Regular exercise 401 (14.6) 180 (14.7) 121 (16.7) 100 (12.7)

HDL cholesterol (mmol/L) 1:2 ± 0:3 1:3 ± 0:3 1:2 ± 0:3 1:1 ± 0:3
Total cholesterol (mmol/L) 5:4 ± 0:9 5:4 ± 0:9 5:4 ± 0:8 5:5 ± 0:9
Triglycerides (mmol/L) 1:5 ± 0:8 1:3 ± 0:8 1:5 ± 0:9 1:6 ± 0:9
Fasting plasma glucose (mmol/L) 5:4 ± 0:4 5:4 ± 0:4 5:4 ± 0:4 5:4 ± 0:3
HbA1C (%) 5:3 ± 0:3 5:3 ± 0:3 5:3 ± 0:3 5:3 ± 0:3
Alcohol consume type, n (%)

None or minimal alcohol consumer 2088 (76.2) 1069 (87.2) 480 (66.1) 539 (68.3)

Light alcohol consumer 286 (10.4) 82 (6.7) 104 (14.3) 100 (12.7)

Moderate alcohol consumer 250 (9.1) 55 (4.5) 101 (13.9) 94 (11.9)
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4. Results

4.1. Baseline Features of Participants. At a median follow-up
of 5.4 years, 373 of the 15,464 subjects had T2DM. The aver-
age age of the entire participants was 43:71 ± 8:90 years, and
54.5% of the study population was male. All baseline infor-
mation is shown in Table 1.

The proportions of nonsmoker, ex-smoker, and current
smoker were 58.4% (9031), 19.1% (2952), and 22.5%
(3481), respectively. We categorized six groups based on
FLD status (with/without) and current smoking status, as
well as the differences in baseline features between the six
groups. The proportions (number) of nonsmoker, ex-

smoker, and current smoker without FLD were 61.3%
(7805), 17.5% (2226), and 21.2% (2692), respectively, and
that of nonsmoker, ex-smoker, and current smoker with
FLD were 44.7% (1226), 26.5% (726), and 28.8% (789),
respectively. Patients with FLD were much heavier than
those without the disease. Furthermore, in patients with
FLD, WC was significantly higher than in patients without
FLD. Nonsmokers, ex-smokers, and current smokers had
higher fasting glucose levels and lower HbA1C levels
(Table 1).

At a median follow-up of 5.4 years, 373 participants had
T2DM. The cumulative incidence of 4000-day T2DM was
11.9%, 6.9%, and 6.4% in nonsmokers, ex-smokers, and

Table 1: Continued.

Total Nonsmoker Ex-smoker Current smoker

Heavy alcohol consumer 117 (4.3) 20 (1.6) 41 (5.6) 56 (7.1)

ALT (IU/L) 27.0 (20.0, 39.0) 25.0 (19.0, 36.8) 28.5 (22.0, 41.0) 28.0 (21.0, 40.0)

AST (IU/L) 21.0 (17.0, 26.0) 20.0 (17.0, 26.0) 21.0 (17.0, 27.0) 20.0 (16.0, 25.0)

GGT (IU/L) 23.0 (17.0, 35.0) 21.0 (15.0, 30.8) 25.0 (19.0, 37.0) 25.0 (19.0, 38.0)

Data are expressed as the number (%) of subjects or mean (SD). ALT: alanine transaminase; AST: aspartate transaminase; DBP: diastolic blood pressure; FLD:
fatty liver disease; GGT: gamma-glutamyl transferase; HDL: high-density lipoprotein; SBP: systolic blood pressure.
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Figure 1: The Kaplan-Meier analysis of incident type 2 diabetes in the NAGALA study, 2004–2015.
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current smokers without FLD, respectively (Figure 1). Com-
pared with nonsmoker, ex-smoker displayed a remarkable
risk for incident T2DM (HR 1.66, 95% CI 1.26 to 2.18, P
< 0:001), and current smoker displayed a remarkable risk
as well (HR 2.58, 95% CI 2.06 to 3.24, P < 0:001). FLD dis-
played a remarkable risk as well (HR 7.02, 95% CI 5.7 to
8.63, P < 0:001) (Table 2).

To examine the six groups’ risk of developing T2DM, we
employed Cox proportion risk models (univariable and mul-
tivariable Cox proportion risk models). The effect sizes (HR)
and 95% CI intervals are listed in Table 3. Current smokers
without FLD had a significantly higher risk of incident
T2DM in gender- and age-adjusted Cox-hazard regression
analysis (HR, 2.16; 95% CI, 1.45 to 3.22); in the fully
adjusted model, Cox-hazard regression analysis, current
smoker without FLD significantly increased risk for incident
T2DM (HR, 1.78; 95% CI, 1.18 to 2.68) (Table 3). In gender-
and age-adjusted Cox-hazard regression analysis, non-
smoker with FLD significantly increased risk for incident
T2DM (HR, 7.44; 95% CI, 5.29 to 10.52); in the fully
adjusted model, Cox-hazard regressive analyses, nonsmoker
with FLD significantly increased risk for incident T2DM
(HR, 2.02; 95% CI, 1.38 to 2.95) (Table 3). In gender- and
age-adjusted Cox-hazard regressive analyses, current smoker
with FLD remarkably elevated risk for incident T2DM (HR,
13.39; 95% CI, 9.19 to 19.5). In the fully adjusted model,

Cox-hazard regressive analyses, current smoker with FLD
significantly increased risk for incident T2DM (HR, 3.63;
95% CI, 2.41 to 5.48) (Table 3).

Figure 2 depicts the findings of HRs for each of the six
groups on incident T2DM. Nonsmokers without FLD and
ex-smokers without FLD had a reduced incidence of inci-
dent T2DM than the other categories. The nonsmoker group
with FLD and the ex-smoker group with FLD, on the other
hand, had a substantially greater risk of incident T2DM than
the nonsmoker group without FLD and the ex-smoker
group without FLD, respectively. Current smokers with
FLD exhibited a considerably elevated risk when compared
to the other groups. Current smokers with no FLD had a
remarkably elevated risk of having T2DM than ex-smokers
without FLD and nonsmokers with no FLD (vs. none HR
1.78, 95 percent CI 1.18 to 2.68, P = 0:006; vs. ex-smoker,
HR 1.75, 95 percent CI 1.1 to 2.79, p= 0.018), but no evident
diversity existed in the risk for developing T2DM between
nonsmoker and ex-smoker with FLD (vs. HR 0.88, 95% CI
0.6 to 1.28, P = 0:495).

5. Discussion

In a cohort of 15464 Japanese people who were followed for
a mean of 5.4 years, we looked at the risk of incident T2DM
in relation to both the existence of FLD and the status of

Table 2: Univariate analysis for incident type 2 diabetes in the NAGALA study, 2004–2015.

HR (95% CI) P (Wald’s test) P (LR-test)

Sex: men vs. women 2.52 (1.98, 3.21) < 0.001 < 0.001

Age (year) 1.06 (1.04, 1.07) < 0.001 < 0.001

Fatty liver: yes vs. no 7.02 (5.70, 8.63) < 0.001 < 0.001

Body mass index (kg/m2) 1.24 (1.22, 1.27) < 0.001 < 0.001

Waist circumference (cm) 1.09 (1.08, 1.10) < 0.001 < 0.001

ALT (mmol/L) 1.01(1.01, 1.01) < 0.001 < 0.001

AST (mmol/L) 1.01 (1.01, 1.01) < 0.001 < 0.001

GGT (mmol/L) 1.01 (1.01, 1.01) < 0.001 < 0.001

HDL-C (mmol/L) 0.15 (0.11, 0.20) < 0.001 < 0.001

TC (mmol/L) 1.49 (1.34, 1.66) < 0.001 < 0.001

TG (mmol/L) 1.80 (1.68, 1.92) < 0.001 < 0.001

HBA1C (%) 54.30 (39.51, 74.62) < 0.001 < 0.001

Exercise : regular vs. irregular 0.76 (0.56, 1.02) 0.064 0.056

Alcohol consumption (%) ref : = 1 0.001

Light 0.90 (0.65, 1.26) 0.551

Moderate 1.15 (0.82, 1.62) 0.424

Heavy 2.24 (1.54, 3.27) < 0.001

Smoking status (%) ref : = 1 < 0.001

Ex-smoker 1.66 (1.26, 2.18) < 0.001

Current-smoker 2.58 (2.06, 3.24) < 0.001

FBG (mmol/L) 25.38 (18.71, 34.42) < 0.001 < 0.001

SBP (mm Hg) 1.03 (1.03, 1.04) < 0.001 < 0.001

DBP (mm Hg) 1.05 (1.04, 1.06) < 0.001 < 0.001

BMI: body mass index; WC: waist circumference; HDL-C: high-density lipoprotein cholesterol; TC: total cholesterol; TG: triglyceride; FPG: fasting plasma
glucose; SBP: systolic blood pressure; DBP: diastolic blood pressure; T2DM: type 2 diabetes mellitus; CI: confidence interval; HR: hazard ratio.
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smoking. Many prior cross-section researches and longitudi-
nal researchers have found that smoking is a risky factor for
T2DM, with the great risk being about as 30% to 40% among
current smokers vs. nonsmokers [7–9, 13]. We discovered
that our sample with FLD had a greater rate of current
smoking (28.8%) than those without FLD (21.2%). This
indicates that primary and/or secondary preventative smok-
ing cessation recommendations are not being followed to
their full potential in this high-risk cohort. Meanwhile, we
discovered that never smokers and ex-smokers without
FLD were less likely to develop incident T2DM than never
smokers and ex-smokers with FLD; but nonsmokers and
ex-smokers with FLD had a greater risk of having incident
T2DM than never smokers and ex-smokers without FLD.

On the other hand, the risk of current smoker even with
no FLD was greater, compared with that nonsmoker and
ex-smoker with no FLD. In addition, our team has unveiled
that the risk of incident T2DM in current smokers with FLD
was the greatest among the six groups.

Many researchers have found that self-reported previous
smoking does not elevate the risk of developing diabetes.
Moreover, there are contradictory views as to whether previ-
ous smoking is related to an elevated risk of having diabetes
[14–16]. The current study suggests that in the early phases
of smoking quitting, accompanied by weight gain, particu-
larly abdominal fat, patients may develop IGT, insulin resis-
tance, and even diabetes. However, as the length of smoking
cessation extended, it was discovered that stopping smoking

Table 3: Association between FL with smoking statues and incident type 2 diabetes in the NAGALA study, 2004–2015.

Exposure
Nonadjusted Adjust I Adjust II

HR (95% CI) P value HR (95% CI) P value HR (95% CI) P value

Smoking status

FL−/none 1 (reference 1 (ref) 1 (ref)

FL−/ex 1.50 (0.96, 2.35) 0.074 1.23 (0.76, 2) 0.401 1.01 (0.62, 1.66) 0.956

FL−/current 2.37 (1.66, 3.37) <0.001 2.16 (1.45, 3.22) <0.001 1.78 (1.18, 2.68) 0.006

FL+/none 7.94 (5.73, 11.02) <0.001 7.44 (5.26, 10.52) <0.001 2.02 (1.38, 2.95) <0.001
FL+/ex 7.83 (5.42, 11.31) <0.001 6.21 (4.05, 9.51) <0.001 1.77 (1.13, 2.77) 0.013

FL+/current 14.30 (10.44, 19.6) <0.001 13.39 (9.19, 19.5) <0.001 3.63 (2.41, 5.48) <0.001
P for trend <0.001 <0.001 <0.001
Notes: data presented are HR (95% CI); Adjust I model adjust for age and gender; Adjust II model adjust for Adjust I+BMI, SBP, DBP, WC, ALT, AST, GGT,
and HDL-C+TC+TG+HBA1C+FBG. Abbreviation: FL: fatty liver.
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Figure 2: HRs and 95% CIs for incident type 2 diabetes. The numbers below each group indicate the number of participants who developed
type 2 diabetes/participants classified in each group (percentage). The HRs and 95% CIs were calculated adjusting for sex, age, body mass
index, waist circumference, exercise, fasting plasma glucose, hemoglobin A1c, SBP, DBP, total cholesterol, triglycerides, HDL cholesterol,
and alanine transaminase at baseline. FL: fatty liver; non-: none.
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was closely linked to a reduction in the risk of diabetes ill-
ness in this group [14]. As a result of the findings of this
study, the function of smoking in IR, glycemic control, and
diabetic development may be reversible. Through our study,
we found no remarkable diversity between the prevalence of
diabetes in the ex-smoker and never smoker groups for the
population without FLD, suggesting the importance of
timely smoking cessation in the absence of fatty liver to
delay the onset of diabetes. Compared to the current smok-
ing group, the ex-smoking group focused on adjusting poor
lifestyle and improving various metabolic syndrome-related
factors, like controlling blood pressure and lipid and glucose
(GLU) levels, which may have played a balancing role in the
relationship between smoking and diabetes prevalence.
Given the persistently high prevalence of smoking and our
report above, assessment of tobacco use and counseling or
treatment to help quit smoking should be considered neces-
sary for the development of T2DM, as recommended by the
guidelines.

One of the greatest strengths of our study, it is a longitudi-
nal study based on a relatively large Asian population. The
combined effect of smoking status and fatty liver on T2DM
was focused on, which is an important clinical guideline for
preventing the development of diabetes from a lifestyle per-
spective. In addition, the same standardized diagnostic criteria
were used for the diagnoses of fatty liver in the study, and a
standardized questionnaire for life style factors was used.

However, there are certain faults in this paper. An
abdominal ultrasound was used to confirm the diagnosis of
FLD. Ultrasound, unlike liver biopsies, may not be accurate.
Second, because our team failed to conduct an oral GLU tol-
erance assay at the time of diabetes diagnosis, the occurrence
of T2DM may not be adequately estimated. Third, we did
not record the amount of smoking and duration of smoking
in self-reported current smokers (smoking/day). Fourth, the
ability to detect the effects of diverse degrees of physical
activities on the body’s GLU metabolic homoeostasis and
ectopical adiposity is insufficient. In the future, if we can
adequately assess the intensities and frequencies of exercises,
analyses with more accuracy can be performed. Fifth, we
could not assess the incidence of passive smoking on diabe-
tes in this study because passive smoking was not docu-
mented and we could not assess the incidence of passive
smoking in this study. Finally, we did not have detailed data
on the types of drugs. If our team acquired those informa-
tion, a subanalysis of the excluded patients might offer novel
enlightenment.

6. Conclusion

Holistically, among the six groups, current FLD smokers had
the greatest risk of developing T2DM. In addition, never
smoking was related to a lower risk of T2DM in sufferers
without FLD, but not in sufferers with FLD. Ex-smokers
had a reduced incidence of T2DM than current smokers in
patients with FLD. Clinicians must be worried about the
presence of FLD and the patient’s smoking status in order
to prevent the development of T2DM and should advise
smoking cessation.
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Since December 2019, the COVID-19 outbreak has touched every area of everyday life and caused immense destruction to the
planet. More than 150 nations have been affected by the coronavirus outbreak. Many academics have attempted to create a
statistical model that may be used to interpret the COVID-19 data. This article extends to probability theory by developing a
unique two-parameter statistical distribution called the half-logistic inverse moment exponential (HLIMExp). Advanced
mathematical characterizations of the suggested distribution have explicit formulations. The maximum likelihood estimation
approach is used to provide estimates for unknown model parameters. A complete simulation study is carried out to evaluate
the performance of these estimations. Three separate sets of COVID-19 data from Al Bahah, Al Madinah Al Munawarah, and
Riyadh are utilized to test the HLIMExp model’s applicability. The HLIMExp model is compared to several other well-known
distributions. Using several analytical criteria, the results show that the HLIMExp distribution produces promising outcomes in
terms of flexibility.

1. Introduction

In recent years, many various of statisticians have been
attracted by create new families of distributions for example;
exponentiated generalized-G in [1], logarithmic-X family of
distributions [2], sine-G in [3], odd Perks-G in [4], odd
Lindley-G in [5], truncated Cauchy power-G in [6], trun-
cated Cauchy power Weibull-G-G in [7], Topp-Leone-G in
[8], odd Nadarajah–Haghighi-G in [9], the Marshall–Olkin
alpha power-G in [10], T-X generator studied in [11], type
I half-logistic Burr X-G in [12], KM transformation family
in [13], (DUS) transformation family in [14], arcsine
exponentiated-X family in [15], Marshall-Olkin odd Burr
III-G family in [16], among others.

Reference [17] investigates the half-logistic-G (HL-G)
family, a novel family of continuous distributions with an
additional shape parameter θ > 0. The HL-G cumulative
distribution function (cdf) is supplied via

F z ; θ, ωð Þ = 1 − 1 −G z ; ωð Þ½ �θ
1 + 1 −G z ; ωð Þ½ �θ

, z ∈ R, θ > 0: ð1Þ

The HL-G family’s density function (pdf) is described as

f z ; θ, ωð Þ = 2θg z ; ωð Þ 1 −G z ; ωð Þ½ �θ−1

1 + 1 −G z ; ωð Þ½ �θ
h i2 , z ∈ R, θ > 0, ð2Þ
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respectively. A random variable (R.v)Zhas pdf (2) which
would be specified asZ ~HL −Gðz ; ωÞ:

Reference [18] presented the moment exponential
(MExp) model by allocating weight to the exponential
(Exp) model. They established that the MExp distribution
is more adaptable than the Exp model. The cdf and pdf files
are available.

G t ; βð Þ = 1 − 1 + t
β

� �
e− t/βð Þ, t > 0, ð3Þ

g t, βð Þ = t

β2 e
− t/βð Þ, t > 0, ð4Þ

respectively, where β > 0 is a scale parameter.
The inverse MExp (IMExp) distribution was presented

in reference [19], and it is produced by utilizing the R.v Z
= 1/T , where T is as follows (4). The cdf and pdf files in
the IMExp distribution are specified as

G z ; βð Þ = 1 + β

z

� �
e− β/zð Þ, z > 0, β > 0 ,

g z ; βð Þ = β2

z3
e− β/zð Þ, z > 0, β > 0 :

ð5Þ

In this research, we propose an extension of the IMExp
model, which is built using the HL-G family and the IMExp
model, known as the half-logistic inverse moment exponen-
tial (HLIMExp) distribution.

The aim goal of this article can be considered in the fol-
lowing items:

(i) To introduce a new two-parameter lifetime model
which is called the HLIMExp

(ii) The new model is very flexible, and the pdf can take
different shapes such as unimodal, right skewness,
and heavy tail. Also, the hrf can be increasing,
upside-down, and J-shaped

(iii) Many numerical values of the moments are calcu-
lated in Table 1. And we can note from it that (a)

whenβ = 3andθis increasing, then the numerical
values ofEðZÞ,EðZ2Þ,EðZ3Þ,EðZ4Þ, varianceðσ2Þ,
skewness (SK), and kurtosis (KU) are decreasing
but the numerical values of harmonic mean (H)
are increasing

(iv) The simulation study is carried out to assess the
behavior of parameters, and the numerical results
are mentioned in Tables 2–5. From these tables,
we can note that when the value of n is increased,
the value of Ω1 and Ω4 is decreased

(v) Three separate sets of COVID-19 data from Al
Bahah, Al Madinah Al Munawarah, and Riyadh
are utilized to test the HLIMExp model’s applicabil-
ity. The HLIMExp model is compared to several
other well-known distributions. Using several ana-
lytical criteria, the results show that the HLIMExp
distribution produces promising outcomes in terms
of flexibility

The following is an outline of the remainder of this arti-
cle: Section 2 discusses the construction of the HLIMExp

Table 1: Numerical values of Mos for the HLIMExp model for β = 3 different values of parameter θ.

θ E Zð Þ E Z2� �
E Z3� �

E Z4� �
H σ2 SK KU CV

4 0.452 9.951 1.702 0.290 1.006 6.582 2.992 1.709 1.192

4.5 0.425 8.335 1.513 0.227 1.052 4.469 2.341 1.486 1.122

5 0.404 7.293 1.370 0.186 1.092 3.275 1.915 1.322 1.066

5.5 0.387 6.568 1.256 0.156 1.130 2.531 1.616 1.197 1.020

6 0.372 6.036 1.163 0.134 1.164 2.034 1.398 1.098 0.982

6.5 0.360 5.630 1.086 0.117 1.195 1.684 1.231 1.018 0.949

7 0.349 5.310 1.019 0.103 1.224 1.427 1.101 0.952 0.921

7.5 0.340 5.052 0.961 0.093 1.251 1.232 0.996 0.896 0.896

8 0.331 4.840 0.910 0.084 1.276 1.080 0.910 0.848 0.874

8.5 0.324 4.662 0.865 0.077 1.300 0.959 0.839 0.807 0.855

Table 2: MLEs, Ω1s, Ω2, Ω3, and Ω4 of the HLIMExp model for
β = 0:5 and θ = 0:5.

n MLEs Ω1 90% 95%
Ω2 Ω3 Ω4 Ω2 Ω3 Ω4

30
0.582 0.042 0.360 0.805 0.445 0.317 0.847 0.530

0.571 0.037 0.309 0.833 0.523 0.259 0.883 0.624

50
0.548 0.009 0.381 0.715 0.334 0.349 0.747 0.398

0.593 0.025 0.366 0.819 0.453 0.323 0.862 0.539

100
0.550 0.005 0.419 0.680 0.261 0.394 0.705 0.311

0.528 0.009 0.373 0.684 0.311 0.343 0.714 0.371

300
0.511 0.003 0.426 0.596 0.170 0.410 0.612 0.202

0.496 0.005 0.391 0.601 0.211 0.371 0.621 0.251

400
0.510 0.001 0.461 0.559 0.098 0.452 0.568 0.116

0.525 0.003 0.460 0.589 0.129 0.448 0.602 0.154

500
0.511 0.001 0.473 0.548 0.076 0.465 0.556 0.090

0.522 0.002 0.472 0.571 0.099 0.462 0.581 0.119
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model. Section 3 calculates the basic properties of the distri-
bution, including the linear representation of HLIMExp pdf,
order statistics, moments, moment generating function, and
conditional moment. In contrast, Section 4 discusses parameter
estimation using the maximum likelihood (ML) estimation
method. Section 5 employsMonte Carlo simulation techniques.
In Section 6, we investigated the potentiality of the HLIMExp
using three different metrics of goodness of fit such as the
Akaike Information Criterion (IC) (V1), Consistent AIC (V2
), Bayesian IC (V3), Hannan-Quinn IC (V4), Kolmogorov–
Smirnov (V5) test, and p value (V6). Finally, Section 7 men-
tions the conclusion.

2. The New Two-Parameter Statistical Model

A nonnegative R.v Z with the HLIMExp model is constructed
by putting (5) and (6) in (1) and (2), respectively; we should

get cdf and pdf.

F z ; β, θð Þ = 1 − 1 − 1 + β/zð Þð Þe− β/zð Þ� �θ
1 + 1 − 1 + β/zð Þð Þe− β/zð Þ� �θ , z > 0, β, θ > 0:

ð6Þ

f z ; β, θð Þ = 2θ β2/z3
� �

e− β/zð Þ 1 − 1 + β/zð Þð Þe− β/zð Þ� �θ−1
1 + 1 − 1 + β/zð Þð Þe− β/zð Þ� �θh i2 , z > 0, θ > 0:

ð7Þ
The survival function (sf) is provided by

�F z ; β, θð Þ = 2 1 − 1 + β/zð Þð Þe− β/zð Þ� �θ
1 + 1 − 1 + β/zð Þð Þe− β/zð Þ� �θ , z > 0, β, θ > 0:

ð8Þ

The hrf or failure rate and reversed hrf for theHLIMExp are
calculated as follows:

h z ; β, θð Þ = θ β2/z3
� �

e− β/zð Þ

1 − 1 + β/zð Þð Þe− β/zð Þ� �
1 + 1 − 1 + β/zð Þð Þe− β/zð Þ� �θh i ,

τ z ; β, θð Þ = 2θ β2/z3
� �

e− β/zð Þ 1 − 1 + β/zð Þð Þe− β/zð Þ� �θ−1
1 − 1 − 1 + β/zð Þð Þe− β/zð Þ� �2θ :

ð9Þ

Different shapes of the pdf and hrf of HLIMExp with differ-
ent parameter values are mentioned in Figures 1 and 2.

3. Statistical Properties

We discussed certain HLIMExp distribution features in this
part, including linear representation of HLIMExp pdf,
moments (Mo), the harmonic mean (H), moment generating
function (MoGF), and conditional moment (CoMo).

3.1. Linear Representation. A linear form of the pdf and cdf
is offered in this part to introduce statistical properties of the
HLIMExp distribution. Using the following binomial expan-
sion,

1 + zð Þ−m = 〠
∞

i=0
−1ð Þi

m + i − 1
i

 !
zi, ð10Þ

where∣z ∣ <1 and b is a positive real noninteger. By applying
(10) in the next term, we get

1 + 1 − 1 + β

z

� �
e− β/zð Þ

� 	θ" #−2

= 〠
∞

i=0
−1ð Þi i + 1ð Þ 1 − 1 + β

z

� �
e− β/zð Þ

� 	θi
:

ð11Þ

Table 3: MLEs, Ω1s, Ω2, Ω3, and Ω4 of HLIMExp model for
β = 0:5 and θ = 0:8.

n MLEs Ω1 90% 95%
Ω2 Ω3 Ω4 Ω2 Ω3 Ω4

30
0.504 0.014 0.317 0.691 0.374 0.281 0.727 0.446

0.955 0.194 0.460 1.450 0.990 0.365 1.545 1.179

50
0.523 0.013 0.365 0.682 0.316 0.335 0.712 0.377

0.955 0.063 0.562 1.348 0.786 0.487 1.423 0.936

100
0.524 0.006 0.401 0.647 0.245 0.378 0.670 0.292

0.864 0.021 0.592 1.137 0.545 0.540 1.189 0.649

300
0.512 0.003 0.428 0.597 0.169 0.411 0.613 0.202

0.840 0.011 0.652 1.028 0.376 0.615 1.064 0.448

400
0.504 0.001 0.456 0.552 0.096 0.447 0.561 0.114

0.794 0.003 0.691 0.897 0.205 0.672 0.916 0.245

500
0.503 0.000 0.466 0.540 0.074 0.459 0.547 0.088

0.814 0.003 0.732 0.896 0.163 0.717 0.911 0.195

Table 4: MLEs, Ω1s, Ω2, Ω3, and Ω4 of HLIMExp model for
β = 0:5 and θ = 1:2.

n MLEs Ω1 90% 95%
Ω2 Ω3 Ω4 Ω2 Ω3 Ω4

30
0.519 0.006 0.355 0.683 0.329 0.323 0.715 0.392

1.519 0.337 0.742 2.295 1.554 0.593 2.444 1.851

50
0.488 0.007 0.370 0.607 0.237 0.347 0.629 0.282

1.122 0.033 0.683 1.562 0.879 0.599 1.646 1.047

100
0.507 0.005 0.420 0.595 0.175 0.403 0.612 0.209

1.240 0.083 0.900 1.579 0.679 0.835 1.644 0.809

300
0.508 0.001 0.446 0.570 0.124 0.434 0.582 0.148

1.244 0.032 1.002 1.485 0.484 0.955 1.532 0.576

400
0.502 0.001 0.452 0.551 0.100 0.442 0.561 0.119

1.207 0.011 1.016 1.399 0.384 0.979 1.436 0.457

500
0.491 0.001 0.449 0.533 0.084 0.441 0.542 0.101

1.176 0.011 1.014 1.339 0.325 0.982 1.370 0.388
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Inserting the previous equation in (7), we have

f z ; β, θð Þ = 2θβ2 〠
∞

i=0
−1ð Þi i + 1ð Þz−3e− β/zð Þ

� 1 − 1 + β

z

� �
e− β/zð Þ

� 	θ i+1ð Þ−1
:

ð12Þ

Again, applying the general binomial theorem, we get

1 − 1 + β

z

� �
e− β/zð Þ

� 	θ i+1ð Þ−1

= 〠
∞

j=0
−1ð Þj

θ i + 1ð Þ − 1

j

 !
1 + β

z

� �j

e− jβ/zð Þ:
ð13Þ

Inserting the previous equation in (7), we have

f z ; β, θð Þ = 2θβ2 〠
∞

i,j=0
−1ð Þi+j i + 1ð Þ

θ i + 1ð Þ − 1

j

 !

� z−3e− β j+1ð Þ/zð Þ 1 + β

z

� �j

:

ð14Þ

Again, using the binomial expansion, we get

f z ; β, θð Þ = 〠
∞

k=0
Skz

−k−3e− β j+1ð Þ/zð Þ, ð15Þ

where

Sk = 2θβk+2 〠
∞

i,j=0
−1ð Þi+j i + 1ð Þ

j

k

 !
θ i + 1ð Þ − 1

j

 !
:

ð16Þ

3.2. Moments. The rth Mos of the HLIMExp distribution are

discussed in this subsection. Moments are essential in any
statistical study, but especially in applications, it can be used
to investigate the main properties and qualities of a distribu-
tion (e.g., tendency, dispersion, skewness, and kurtosis). The
rth Mo of Z denoted by μr may be calculated using (8).

μr = E Zrð Þ = 〠
∞

k=0
Sk

ð∞
0
zr−k−3e− β j+1ð Þ/zð Þdz, ð17Þ

then,

μr = 〠
∞

k=0
Sk β j + 1ð Þð Þ−r−k−2Γ k + r + 2ð Þ: ð18Þ

The rth inverse Mo of Z denoted by μr may be calculated
using (8).

μr−1 = E Z−rð Þ = 〠
∞

k=0
Sk

ð∞
0
zr−k−3e− β j+1ð Þ/zð Þdz, ð19Þ

then,

μr−1 = 〠
∞

k=0
Sk β j + 1ð Þð Þr−k−2Γ k − r + 2ð Þ: ð20Þ

The harmonic mean of Z is given by

H = E
1
Z

� �
= 〠

∞

k=0
Sk

ð∞
0
z−k−4e− β j+1ð Þ/zð Þdz, ð21Þ

then,

μr = 〠
∞

k=0
Sk β j + 1ð Þð Þ−k−3Γ r + 3ð Þ: ð22Þ

MoGFs are useful for several reasons, one of which is
their application to analysis of sums of random variables.
The MoGF of ZMzðtÞ is deduced from (7) as

Mz tð Þ = 〠
∞

r=0

tr

r!
μr′= 〠

∞

r=0
〠
∞

k=0

Skt
rΓ k − r + 2ð Þ β j + 1ð Þð Þr−k−2

r!
:

ð23Þ

Numerical values for specific values of parameters of the
first four ordinary Mos, EðZÞ, EðZ2Þ, EðZ3Þ, EðZ4Þ, variance
ðσ2Þ, skewness (SK), and kurtosis (KU) of the HLIMExp
model are reported in Table 1.

3.3. The Conditional Moment. For empirical intents, the
shapes of various distributions, such as income quantiles
and Lorenz and Bonferroni curves, can be usefully described
by the first incomplete moment, which plays a major role in
evaluating inequality. These curves have a variety of applica-
tions in economics, reliability, demographics, insurance, and
medical. Let Z denote a R.v with the pdf given in (7). The sth

Table 5: MLEs, Ω1s, Ω2, Ω3, and Ω4 of HLIMExp model for
β = 1:5 and θ = 1:2.

n MLEs Ω1 90% 95%
Ω2 Ω3 Ω4 Ω2 Ω3 Ω4

30
1.687 0.277 1.010 2.363 1.353 0.881 2.492 1.612

1.239 0.043 0.853 1.626 0.773 0.779 1.700 0.921

50
1.526 0.045 1.070 1.982 0.912 0.983 2.070 1.087

1.225 0.014 0.909 1.501 0.592 0.852 1.557 0.706

100
1.529 0.032 1.206 1.852 0.646 1.144 1.914 0.770

1.218 0.012 0.999 1.418 0.419 0.959 1.458 0.499

300
1.556 0.014 1.366 1.747 0.381 1.330 1.783 0.454

1.215 0.006 1.121 1.369 0.249 1.097 1.393 0.297

400
1.513 0.005 1.354 1.672 0.318 1.323 1.702 0.379

1.198 0.003 1.094 1.302 0.208 1.074 1.321 0.248

500
1.545 0.011 1.399 1.691 0.292 1.372 1.719 0.348

1.201 0.001 1.131 1.321 0.189 1.113 1.339 0.225
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Figure 1: Different shapes of pdf for the HLIMExp model.
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Figure 2: Different shapes of hrf for the HLIMExp model.
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upper incomplete Mo say ηsðtÞ could be expressed with

ηs tð Þ =
ð∞
t
zs f z ; β, θð Þdz = 〠

∞

k=0
Sk

ð∞
t
zs−k−3e− β j+1ð Þ/zð Þdz

= 〠
∞

k=0
Sk β j + 1ð Þð Þs−k−2Γ k − s + 2, β j + 1ð Þ

t

� �
:

ð24Þ

Similarly, the sth lower incomplete Mo function is pro-
vided through

ϕs tð Þ =
ðt
0
zs f z ; β, θð Þdz = 〠

∞

k=0
Sk

ðt
0
zs−k−3e− β j+1ð Þ/zð Þdz

= 〠
∞

k=0
Sk β j + 1ð Þð Þs−k−2γ k − s + 2, β j + 1ð Þ

t

� �
:

ð25Þ

4. Method of Maximum Likelihood

Let z1, z2,⋯, zn be a random sample of size n from the HLI-
MExp model with two parameters β and θ; the log-
likelihood function is

L = n ln 2θð Þ − 2n ln β − 3〠
n

i=1
zi − 〠

n

i=1

β

zi

+ θ − 1ð Þ〠
n

i=1
log Gi½ � − 2〠

n

i=1
log 1 + Gi½ �θ
h i

:

ð26Þ

For calculation MLE estimation, we need partial deriva-
tives of LðZ ∣ β, θÞ by parameters

∂ log L
∂β

= −2n
β

− 〠
n

i=1

1
zi
++ θ − 1ð Þ〠

n

i=1

Vi

Gi
− 2〠

n

i=1

θVi Gi½ �θ−1
1 + Gi½ �θ
h i ,

∂ log L
∂θ

= n
θ
+ 〠

n

i=1
log Gi½ � − 2〠

n

i=1

Gið Þθ ln Gi½ �
1 + Gi½ �θ

,

ð27Þ

where Gi = 1 − ð1 + ðβ/ziÞÞe−ðβ/ziÞ and Vi = ∂Gi/∂β = ðβ/
ðziÞ2Þe−ðβ/ziÞ: As result, estimations of the parameters can

be found bβMLE and bθMLE the solution of the two equations
∂L/∂β = 0 and ∂L/∂θ = 0 by using software Mathematica (9).

5. Simulation Results

A simulation result is included in this section to analyze the
behavior of estimators in the presence of complete samples
by using the Newton-Raphson iteration method and by
using Mathematica (8) software. Mean square errors (Ω1),
lower and upper bound (Ω2 and Ω3) of confidence interval
(CIn), and average length (Ω4) of 90% and 95% are com-
puted using Mathematica 9. The accompanying algorithm
is constructed in the next part:

(i) 5000 RS of size n = 30, 50, 100, 300, 400, and 500 are
generated from the HLIMExp model

(ii) The parameters’ exact values are chosen

(iii) The ML estimates (MLEs), Ω1s, Ω2, Ω3, and Ω4 for
selected values of parameters are computed

(iv) Tables 2–5 provide the numerical outputs based on
the entire data set

6. Applications

This section concerned with three important real data sets.
The data called Saudi Arabia Coronavirus cases (COVID-
19) situation in Al Bahah, Al Madinah Al Munawarah and
Riyadh regions from January 2022 to May 2022.

Table 6: Al Bahah, Al Madinah Al Munawarah, and Riyadh
Regions, coronavirus cases (COVID-19).

Year Month
Coronavirus cases by regions

Al Bahah Al Madinah Al Munawarah Riyadh

2021 Jan 85 281 1994

2021 Feb 213 273 4524

2021 Mar 78 475 5612

2021 Apr 227 1001 12038

2021 May 409 2266 10458

2021 Jun 541 2167 7593

2021 Jul 772 1860 8747

2021 Aug 292 1050 3856

2021 Sep 32 193 760

2021 Oct 7 89 549

2021 Nov 6 73 401

2021 Dec 55 341 2541

2022 Jan 1430 8607 44169

2022 Feb 644 2477 19641

2022 Mar 77 460 1612

2022 Apr 49 423 691

2022 May 22 163 170

Table 7: Some descriptive analysis of the data.

Al Bahah Al Madinah Al Munawarah Riyadh

N 17 17 17

Mean 290.529 1305.824 7373.882

Median 85 460 3856

Skewness 1.982 3.108 2.756

Kurtosis 4.327 10.927 8.65

Range 1424 8534 43999

Min 6 73 170

Max 1430 8607 44169

Sum 4939 22199 125356
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The three data sets were obtained from the following
electronic address: https://datasource.kapsarc.org/explore/
dataset/saudi-arabia-coronavirus-disease-COVID-19-
situation/. The data sets are reported in Table 6. The descrip-
tive analysis of the three data sets is reported in Table 7.

Here, in this section, the three data sets mentioned
below are examined to demonstrate how the HLIMExp
distribution outperforms alternative models, comparing

the new model to some models, namely, type II Topp-
Leone inverse Rayleigh (TIITOLIR) distribution by [20],
half-logistic inverse Rayleigh (HLOIR) distribution by
[21], beta transmuted Lindley (BTLi) distribution by
[22], the transmuted modified Weibull (TMW) distribu-
tion by [23], and the weighted Lindley (W-Li) distribu-
tion by [24]. We calculate the model parameters’ MLEs
and standard errors (SEs). To evaluate distribution

Table 8: Numerical values of MLEs, SEs, V1, V2, V3, V4, V5, and V6 tests for the first data set.

Distributions
MLE and SE

V1 V2 V3 V4 V5 V6
α β θ λ

HLIMExp
24.214 0.336

231.459 232.317 229.92 231.625 0.167 0.732
(9.688) (0.081)

TIITOLIR
6.626 0.196

236.208 237.065 234.669 236.373 0.244 0.265
(1.828) (0.051)

HLOIR
8.739 0.272

233.253 234.11 231.714 233.419 0.204 0.48
(2.643) (0.059)

W-Li
0.088 0.004

232.468 233.326 230.929 232.634 0.275 0.153
(0.078) (0.001)

BT-Li
0.010 0.320 0.359 0.383

232.376 235.709 229.297 232.707 0.181 0.631
(0.017) (0.568) (0.138) (1.139)

TMW
0.230 0.00000001 0.0027 0.481

235.812 241.267 231.965 236.226 0.243 0.27
(0.140) (0.00002) (0.0011) (0.496)

ILBE
70.429

263.621 263.888 262.851 263.704 0.427 0.004109
(12.078)

LBE
145.265

247.564 247.831 246.794 247.647 0.321 0.06
(24.913)

Table 9: Numerical values of MLEs, SEs, V1, V2, V3, V4, V5, and V6 tests for the second data set.

Distributions
MLE and SE

V1 V2 V3 V4 V5 V6
α β θ λ

HLIMExp
292.561 0.520

276.46 277.317 274.921 276.626 0.118 0.972
(103.158) (0.138)

TIITOLIR
89.906 0.311

278.671 279.528 277.132 278.837 0.163 0.755
(20.808) (0.085)

HLOIR
114.890 0.412

277.112 277.969 275.573 277.278 0.125 0.954
(29.837) (0.095)

W-Li
0.053 0.0008

282.778 283.635 281.239 282.943 0.288 0.119
(0.075) (0.0002)

BT-Li
0.001 0.496 0.478 0.663

284.572 287.905 281.494 284.903 0.358 0.026
(0.002) (0.726) (0.225) (1.037)

TMW
0.519 0.00000004 0.0006 0.669

286.033 291.488 282.185 286.447 0.239 0.286
(0.400) (0.00002) (0.0002) (0.376)

ILBE
596.909

284.757 285.023 283.987 284.84 0.291 0.112
(102.369)

LBE
652.912

294.272 294.539 293.503 294.355 0.272 0.16
(111.973)
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models, we use criteria such as the V1, V2, V3, V4, V5, and
V6 tests. In contrast, the wider distribution relates to smaller
V1, V2, V3, V4, and V5 and the highest value of V6. The
MLEs of the eight fitted models and their SEs and the numer-
ical values of V1, V2, V3, V4, V5, andV6 for the three data
sets are presented in Tables 8–10. We find that the HLIMExp
distribution with two parameters provides a better fit than

seven models. It has the smallest values of V1, V2, V3, V4,
andV5 and the greatest value of V6 among those considered
here. Moreover, the plots of empirical cdf, empirical pdf, and
PP plots of our competitive model for the three data sets are
displayed in Figures 3–5, respectively. The HLIMExp model
clearly gives the best overall fit and so may be picked as the
most appropriate model for explaining data.

Table 10: Numerical values of MLEs, SEs, V1, V2, V3, V4, V5, and V6 tests for the third data set.

Distributions
MLE and SE

V1 V2 V3 V4 V5 V6
α β θ λ

HLIMExp
822.893 0.377

339.578 340.435 338.039 339.744 0.158 0.788
(320.841) (0.093)

TIITOLIR
224.204 0.218

344.149 345.006 342.61 344.314 0.216 0.407
(59.549) (0.058)

HLOIR
292.158 0.299

341.443 342.3 339.904 341.609 0.178 0.653
(84.846) (0.065)

W-Li
0.020 0.0001

341.224 342.082 339.685 341.39 0.2 0.506
(0.041) (0.00003)

BT-Li
0.00032 0.859 1.157 0.229

365.36 368.694 362.282 365.692 0.319 0.064
(0.00007) (0.103) (0.337) (0.385)

TMW
0.302 0.00000027 0.0001 0.619

345.244 350.698 341.396 345.658 0.179 0.648
(0.177) (0.00008) (0.00004) (0.425)

ILBE
2175

363.338 363.605 362.569 363.421 0.419 0.0051
(372.994)

LBE
3687

356.487 356.753 355.717 356.569 0.281 0.1360
(632.305)
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Figure 3: The fitted cdf, pdf, and pp plots and fitted sf of the HLIMExp model for the first data.
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7. Conclusion

We propose a novel two-parameter distribution called the
half-logistic inverted moment exponential distribution in
this research. HLIMExp’s pdf may be written as a linear
combination of IMExp densities. We compute explicit for-
mulas for several of its statistical features, such as HLIMExp
pdf linear representation, OS, Moms, MoGF, and CoMo.
The greatest likelihood estimate is investigated. The accuracy
and performance of estimations are evaluated using simula-
tion results. Three separate sets of COVID-19 data from Al
Bahah, Al Madinah Al Munawarah, and Riyadh are utilized

to test the HLIMExp model’s applicability. The HLIMExp
model is compared to several other well-known distribu-
tions. Using several analytical criteria, the results show that
the HLIMExp distribution produces promising outcomes
in terms of flexibility. In the future works, we can use the
new suggested model in many works such as (a) using it to
study the statistical inference of the suggested model under
different censored schemes, (b) using it to study the statisti-
cal inference of the suggested model under different ranked
set sampling, (c) accelerated lifetime test can be studied for
the new model, and (d) the statistical inference of stress
strength model for the new suggested model can be studied.

0.8

0.4

0.0

0 2000 4000 6000 8000

Z

Fn
 (Z

)

0.8

0.4

0.0

0.0 0.2 0.4 0.6 0.8 1.0

Obs

Ex
p

0.8

0.4

0.0

0 2000 4000 6000 8000

Z
Rn

 (Z
)

4e + 04

8e + 04

0e + 00

0 2000 4000 6000 8000

Z

D
en

sit
y

Figure 4: The fitted cdf, pdf, and pp plots and fitted sf of the HLIMExp model for the second data.
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A substantial amount of maintenance and fault data is not properly utilized in the daily maintenance of pantographs in urban
metro cars. Pantograph fault analysis can begin with three factors: the external environment, internal flaws, and joint behavior.
Based on the analysis of pantograph fault types, corresponding measures are proposed in terms of pantograph fault handling
and maintenance strategies, in order to provide safety guarantee for the safe and effective realization of rail transit vehicle
speed-up and also provide reference for the maintenance and overhaul of pantographs. For the problem of planned
maintenance no longer meeting current pantograph maintenance requirements, a defect diagnosis system based on a
combination of faster R-CNN neural networks is presented. The pantograph image features are extracted by introducing an
alternative to the original feature extraction module that can extract deep-level image features and achieve feature reuse, and
the data transformation operations such as image rotation and enhancement are used to expand the sample set in the
experiment to enhance the detection effect. The simulation results demonstrate that the diagnosis procedure is quick and accurate.

1. Introduction

The development of society and urbanization construction
continues to deepen and improve people’s material living
standards, so that they improve the requirements for quality
of life. In addition, the progress of society has led to the devel-
opment of China’s transportation industry, such as the devel-
opment of China’s metro rail transportation field is in a
better situation, and the station has a high flow of people.
In this development context, to create a safe travel environ-
ment for the public, for metro transportation operations, it
is necessary to focus on the operation, monitoring, and main-
tenance management of station equipment, timely under-
standing of equipment safety conditions, the discovery of
faults, and effective handling of problems, to ensure the safe
operation of metro transportation [1–3]. With the continu-
ous progress of rail transportation technology in China, the
development of rail transportation operating vehicles from
steam locomotives to internal combustion locomotives and

electric locomotive traction is particularly notable. Electrified
railroads occupy a large part of China’s rail traffic mileage, for
the routine and troubleshooting of rail vehicles which are
particularly important. In the existing electrified railroad
operation lines, according to the statistics of various acci-
dents in the past years, the vehicle equipment failures caused
by pantographs account for a relatively large proportion.
Pantograph is an important part of the vehicle but also is in
direct contact with the contact network part, in the vehicle
high-speed travel by wear and tear, and has a high probability
of failure [4–6]. Rail vehicle power supply and operation dis-
ruptions have a significant impact on line transportation
order and are a major issue for rail cars. As a result, under-
standing and treating common pantograph failure is critical
for the safe and reliable operation of rail transit. The subway
fault diagnosis system is shown in Figure 1.

China’s environmental monitoring equipment industry
started late, environmental monitoring equipment is mostly
produced by small and medium-sized enterprises, and
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products are basically concentrated in the low-grade envi-
ronmental monitoring equipment, still far from being able
to meet the needs of the development of China’s environ-
mental monitoring work, mainly in terms of poor product
quality, short service life, unstable performance, and high
failure, which leads to low frequency of environmental mon-
itoring, sampling errors, and inaccurate monitoring data can
not. This leads to low frequency of environmental monitor-
ing, large sampling errors, and inaccurate monitoring data
and cannot reflect the environmental quality in a timely
manner. Therefore, it is of great significance to strengthen
the equipment fault monitoring to ensure the normal oper-
ation of the equipment and improve the safety and reliability
of the equipment [7, 8]. Currently, equipment defect detec-
tion research is mostly focused on the analysis of infrared
thermal pictures of equipment. The maximum temperature
value around the equipment is calculated in the detection
of thermal faults in power equipment by identifying the
power equipment in the thermal image based on the shape
characteristics of the equipment, the diagnosis is made after
correcting for various influencing factors, and satisfactory
results are achieved. It is also possible to achieve high detec-
tion accuracy and robustness in the detection of thermal
faults in power equipment by comparing the results
obtained from the temperature information in the alignment
area of the infrared image with each other. Due to the influ-
ence of environmental temperature and other factors on
infrared thermal images, these methods still have great lim-
itations. With the wide application of deep learning in the
field of target detection, faster R-CNN algorithm, as one of
the classical algorithms in this field, has high recognition
accuracy and fast detection speed and has been widely used
in vehicle detection, static aircraft detection, commodity
image detection, etc. [9].

In this paper, we propose a faster R-CNN-based fault
detection and recognition method for environmental moni-
toring equipment, which applies faster R-CNN to the fault
detection of environmental monitoring equipment. Then,
through the equipment fault online detection system, we
can realize online real-time monitoring, so that we can get
the information whether the equipment has a fault in time
and effectively and notify the relevant staff [10, 11]. This

paper mainly verifies the feasibility of deep learning in envi-
ronmental monitoring equipment fault identification from
three aspects: equipment switches status identification,
equipment indicator abnormality identification, and equip-
ment display abnormal data identification, which effectively
solves the problem of fault detection of environmental mon-
itoring equipment, saves human and material resources, and
further realizes the automatic detection of equipment. For
the problem of low detection accuracy in the case of small
contact network pantograph fault image samples, a dense
convolutional neural network model is introduced as the
feature extraction network of the faster R-CNN model for
pantograph fault detection. The fused multilevel target fea-
tures are extracted to improve the recognition capability of
the model, and the sample set is expanded by using data
transformations such as image rotation and enhancement
to further improve the detection performance of the model.
Through the experimental detection of the collected contact
network pantograph images, the faster R-CNN model with a
backbone network achieves good detection results in terms
of both detection accuracy and speed.

The following is the paper’s organization paragraph: Sec-
tion 2 discusses the overall research related work. The
method of the proposed concepts of this paper is examined
in Section 3. The calculation example is discussed in Section
4. Finally, the research job is completed in Section 5.

2. Related Work

2.1. Intelligent Detection of Subway Faults. Research on fault
detection and intelligent diagnosis system of metro electro-
mechanical equipment and monitoring function are as fol-
lows: dynamic image display function. Dynamic image
display function, the fault detection and intelligent diagnosis
of subway electromechanical equipment work, can fully dis-
play the operation of the equipment [12–14]. During the
actual work of the staff, use the system operation to analyze
the data information of the equipment work as well as the
operation safety, use the mouse to link to the property bar
of the equipment, find the operation work information of
the equipment, and set the corresponding authority. Alarm
function is as follows: when problems occur during the
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Figure 1: Subway fault diagnosis system.
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operation of electromechanical equipment in the system, the
intelligent diagnosis system can give priority to the alarm
processing of faults, display the faults visually and compre-
hensively in the human-machine interface, and take effective
measures to solve the actual problems by combining the
severity of the problems. Control function is as follows: the
control function of electromechanical equipment. Through
the intelligent diagnosis system, the fault personnel can
directly log into the metro station control system and use
the system’s assigned authority to effectively control the
electromechanical equipment. The functions of electrome-
chanical equipment are group control function, control
function of single machine equipment, and enthalpy control
function. Mode of control [15, 16]: combined with the actual
application of electromechanical equipment in demand, the
staff selects the appropriate mode to set each parameter of
the system, selects the appropriate parameters, and controls
in this mode. For example, in the case of BAS modal control,
the staff can optimize the parameters according to their own
needs and set the correct parameter values, which can ensure
the optimal operation of different modes. Display function:
metro electromechanical devices and equipment, in the fault
detection phase, the system can be displayed in the interface
using human-computer interaction technology [17]. This
enables staff to grasp the dynamic operation effect and
parameters of each device, use the interface to present
operating data, judge the device’s performance in a timely
manner, identify safety threats, offer relevant control
instructions in a timely manner, and apply effective methods
to solve.

The subway fault handling process is shown in Figure 2.
There is the fault detection logical architecture scheme of the
subway electromechanical equipment, fault monitoring and
intelligent diagnosis system, manipulation, and maintenance
of electromechanical devices through intelligent means, and
the entire system framework covers data acquisition system,
diagnosis system, transmission system, decision-making sys-
tem, and various parts of the application layer. The above-
mentioned parts are also the main elements of the system
logical architecture, and attention should be paid to the need
to cover during the design of the program. Data acquisition
system designs program data acquisition layer, detecting the
main sections of the equipment using the actual operational
condition of electromechanical equipment and the acquisi-
tion of fault information, rather than equipment running
speed, temperature, and vibration, etc. At the same time,
for each intelligent equipment, screen doors, subway eleva-
tors, and other equipment, intelligent detection objectives
can be achieved, through the interface of data, can directly
obtain the detection data, through the sensing equipment
to control the temperature during the operation of the
equipment and vibration information, and can ensure the
real-time information collection [18]. The data analysis sys-
tem is designed to obtain data and information during the
operation of the system, to analyze it in-depth, to build algo-
rithms for data analysis and a database of fault information,
to facilitate the accurate acquisition of fault characteristics
and signals, and to analyze the causes of faults and future
development directions. The data analysis system can also

effectively analyze the spectrum of equipment vibration
time, accurately determine the existing problems, and
complete the intelligent diagnosis and processing of electro-
mechanical devices. The data transmission system uses net-
work technology to achieve equipment diagnosis and fault
analysis, the field data transmission to the subway station,
and maintenance management office, facilitating the timely
transmission of effective information to the staff, as equip-
ment and system operation, the implementation of manage-
ment work. At the same time, standardized and open
network protocols are set for data transmission to facilitate
timely access to data information by staff [19–21].

2.2. Subway Fault Intelligent Diagnosis. The function of the
decision evaluation system is to store the expert system for
the maintenance of metro devices, to accurately evaluate
the state of the equipment, historical data, and maintenance
information, to make a comprehensive judgment on the
operation of the equipment, to assess the future develop-
ment situation, to reduce the difficulty of the maintenance
work for the staff, and to do early warning work. At the same
time, it is also able to combine the actual operation of the set,
optimize the plan of maintenance, and strengthen the main-
tenance efficiency of electromechanical equipment. Applica-
tion system functions as follows: providing a large amount of
maintenance information and technical support, providing
effective information for electromechanical equipment
maintenance work, using the interface of human-computer
interaction, and showing equipment operation data and
information. The data and information of equipment opera-
tion, various resources, and maintenance data are recorded,
accurately counted, queried, stored, and processed in a
timely manner. In addition, it can also provide data informa-
tion printing services for practical applications based on spe-
cific work requirements [22].

The structure design of fault detection and intelligent
diagnosis system of metro electromechanical equipment is
divided into a three-level detection and two-level manage-
ment structural framework based on the above logical sys-
tem design and combined with the specific functional
requirements of the system. The main content covers the
line maintenance center system, the maintenance of the
working area of the accumulation equipment, and the
three-level detection of the equipment. The hierarchical
management and data transmission of the system can be

Feedback or not

Diagnostic data storage Polling sites

Site dataLocal data storage

Fault code Faulted

Fault tree query Push or not

Weight analysis

Figure 2: Subway fault handling process.
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realized by using network information technology and soft-
ware platform, and through the framework mode of hierar-
chical distribution, this structure is more flexible in
deployment and easy to expand. In addition, the application
of Web technology reduces the difficulty of staff work, timely
access to fault detection, and intelligent diagnosis of data
information. Line maintenance of the central system, set in
the subway line vehicle section of the maintenance center
location, the use of network data transmission and informa-
tion management methods, intelligent processing of data
information in operation, combined with data implementa-
tion equipment management, and detection of information
in the whole line, can determine the fault for the future
development trend, to achieve the alarm function of the
fault, to create favorable conditions for the work of the staff,
accurate find the cause and location of the fault, the location,
fault characteristics, and other information, transported to
the system’s database center, and can achieve the goal of
information-based maintenance of equipment. The electrical
and mechanical work area system combines the actual oper-
ation needs of the subway, and based on past experience, the
system treats four to six stations as intervals and installs elec-
trical work areas at each interval point to facilitate mainte-
nance and management in conjunction with the actual
situation and to determine the factors that produce faulty
equipment. In addition, the fault personnel is able to operate
the faulty equipment and obtain the operation information
and data of the accumulated equipment inside the work area
and associate it with the printer to realize the printing and
maintenance of information [23].

3. Methods

3.1. Analysis of Faults. There are many different types of
pantograph structures, which can be classified as pop-up
and inflatable based on their transmission methods, single-
arm and double-arm based on their arm shapes, high-
speed and normal-speed based on their usage speeds, and
single pantograph and double pantograph based on the
number of pantograph frames. Single-arm pantographs are
currently the most common on China’s rail vehicles. Panto-
graph is mainly composed of bow head, frame, chassis, and
driving mechanism. The chassis support frame is installed
in the upper part of the vehicle through the insulator, and
the support frame supports the pantograph head by lifting
the bow spring. From the structural point of view, the whole
frame is composed of 2 four-bar mechanisms, and the drive
mechanism is installed in the lower arm of the frame to real-
ize the up-and-down movement of the pantograph. When
the pantograph head is in operation, the height of the con-
tact network varies, and the head’s basic level must be main-
tained as the pantograph moves. If the pantograph head
cannot maintain horizontal movement, the contact surface
between the contact wire and the slide plate cannot be con-
tinuous, which may cause the pantograph head to wear out
and lead to the contact wire going offline. Figure 3 shows
the structure of single arm pantograph.

Here are the following parts of the pantograph: (1) car-
bon slide plate, (2) bracket, (3) balance bar, (4) upper frame,

(5) hinge seat, (6) lower arm bar, (7) sector plate, (8) buffer
valve, (9) drive cylinder, (10) piston, (11) lowering bow
spring, (12) link insulator, (13) slip ring, (14) link rod, (15)
support insulator, (16) raising bow spring, (17) bottom
frame, and (18) push rod. After the pantograph of a subway
rail vehicle is raised and meets the overhead contact net-
work, current is obtained from the contact network and
transmitted to the vehicle electrical system. The current
flows from the contact network to the head of the bow and
flows into the bottom frame through the upper arm bar
and lower arm bar in turn and finally enters the vehicle elec-
trical system through the connecting plate and roof bus.
When raising the bow, start the air compressor, when the
rated working air pressure of the pantograph is reached,
press the button to raise the bow, the compressed air enters
the air spring from the solenoid valve and control box, the
pneumatic equipment pushes the wire rope to drive the
movement of the lower arm bar and holds up the upper
arm bar of the pantograph, and the bow head moves
smoothly to the height of the contact network to complete
the raising of the bow. When lowering the bow, the panto-
graph falls smoothly to the rubber stop on the bottom frame
with the help of gravity, and the hydraulic damper after the
pantograph control box releases the compressed air in the
air spring. According to the summary analysis of the daily
maintenance records of this type of pantograph, combined
with the failure mode of single-arm pneumatic pantograph
and its mechanism analysis, the failure forms of panto-
graph can be summarized into five types of pantographs:
pantograph cannot be raised, status display mismatch,
bow network arc pulling, pantograph parts damage, and
pantograph cannot respond.

3.2. Model Structure. The faster R-CNN model consists of
two modules: the candidate region proposal network
(RPN) and the fast R-CNN detection module. It can be sub-
divided into four parts: the first part is the convolutional
neural network, which is mainly used to extract the features
of the input pantograph images, the VGG16 network is used,
and the feature map is the extracted pantograph image fea-
tures; the second part is the region proposal network
(RPN), which is mainly used to generate the candidate
regions and initially. The third part is the region of interest
pooling (RoI pooling), which is used to convert the input
candidate regions of different sizes into fixed sizes and out-
put them as vectors of the same length; the fourth part is
the classification and border regression, which is used to
output the pantograph state classes to which the candidate
regions belong and the exact positions of the candidate
regions in the original The fourth part is classification
and border regression, which is used to output the panto-
graph state category to which the candidate region belongs
and the exact position of the candidate region in the origi-
nal image. The proposed model architecture is shown in
Figure 4.

3.3. Pretrained Convolutional Neural Network Models. Pre-
trained models are models created by previous authors to
solve similar problems. Using pretrained models can save a
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lot of time by not having to train a new model from scratch.
Varied convolutional neural network models, on the other
hand, can have different effects on detection speed, accuracy,
and other factors. The authors of the original faster R-CNN
paper extract picture features using the Ziller and Fergus
network model and the visual geometry group network
model as the backbone network of faster R-CNN. Among
them, ZFNet mainly adjusts the parameters of AlexNet by
reducing the convolutional kernel and step size so that the
network can extract more detailed features and thus improve
the performance of the network; while in VGGNet, the con-
volutional layers all use the same convolutional parameters,

the pooling layers all use the same pooling parameters, and
its network consists of several 3 × 3 convolutional layers
and 2 × 2 pooling layers stacked repeatedly. The network
structure is simple, but uses more parameters, has a higher
memory occupation, and requires more computational
resources.

3.4. RPN Network. In training the RPN network, the above
pretrained network model is directly used to initialize the
RPN, and the pantograph feature maps extracted by the pre-
trained network model are input to the RPN network. The
RPN network generates region proposals on the feature
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maps using sliding windows of different sizes and dimen-
sions, and then the region proposals are input to the classi-
fication layer and the regression layer, respectively. In the
classification layer, a normalization function (Softmax) is
used for target detection to determine whether the proposed
region contains a pantograph target, while the regression
layer is used to calculate the offset of the proposed region
bounding box regression, which is used to adjust the anchor
points to obtain an accurate target candidate region. The
RPN network uses a multitask loss function to calculate
the loss, including classification loss and border regression
loss, and the formula is defined as

L Pif g, tif gð Þ = 1
Ncls

〠
i

Lels Pi, P∗
ið Þ + λ

1
Nreg

〠
i

P∗
i Lreg ti, t∗ið Þ,

, ð1Þ

where i is the index of anchors in small batch training, Pi
denotes the probability that an anchor is a target, P∗

i denotes
the presence or absence of a target for the anchor (1 for the
presence of a target, 0 for the absence), ti denotes the 4
parameterized coordinate vector of the predicted bounding
box, t∗i denotes the coordinate vector of the labeled bound-
ing box, Ncls denotes the batch size (generally taken as
256), Nreg denotes the number of anchors, λ is the balance
parameter and is set to 10 by default; the outputs of classifi-
cation and regression layers consist of {Pi}, {ti}, respectively,
Lcls is the classification loss, which denotes the logarithmic
loss of two classes (target and nontarget), and Lreg is the
regression loss, defined as

Lreg ti, t∗ið Þ =

R ti − t∗ið Þ = 0:5 ti − t∗ið Þ2 if xj j < 1:
ti − t∗ij j − 0:5 otherwise

( ð2Þ

3.5. Fast R-CNN. The fast R-CNN module consists of two
parts: RoI pooling and classification regression; in faster R-
CNN, the input of fast R-CNN module is the candidate
regions output by RPN network. Features protect the com-
plete structure and original shape information of the input
image. Each feature vector is then fed into multiple fully
connected layers behind and finally output by two subcon-
nected layers of the same level, the classification layer and
the regression layer, similar to the output of RPN networks,
except that the output of the classification layer is the prob-
ability value of the candidate region belonging to each cate-
gory, and the output. The loss function used in the fast
recurrent-convolutional neural network (R-CNN) module
is similar to that of the RPN module, except that the binary
classification is changed to multiclassification, and only the
regression loss of the candidate regions predicted to be
labeled classes is considered. The DenseNet model borrows
the idea of the RPN model, which also connects the features
of the front layer of the network to the back layer, but unlike
ResNet, it adopts a new network structure, in which the core

idea of the ResNet model is to establish a “short-circuit con-
nection” between the front layer and the back layer, using
the connection method of element-level summation,
whereas DenseNet establishes a dense connection between
all the preceding layers and the following layers, in which
the input of each layer of the network is the concatenation
of the output of all the preceding layers within a module.
This difference can also be visualized from the transfer func-
tions of the two network structures: The transfer function of
the ResNet network is

xl =Hl xl−1ð Þ + xl−1: ð3Þ

The transfer function of the DenseNet network is

xl =Hl x0, x1,⋯,xl−1½ �ð Þ: ð4Þ

The dense connection has many advantages, it can
directly parallelize the features from different layers to
achieve feature reuse, which is more conducive to informa-
tion transfer, and it can mitigate the gradient disappearance
during back propagation and reduce the problem of easy
overfitting due to the small sample size of the network train-
ing. The schematic diagram of the densely connected net-
work is shown in Figure 5.

3.6. Data Preprocessing. Since the collected pantograph ini-
tial state data involve many parameter variables, this paper
selects the principal element analysis method to reduce its
dimensionality. The principal element analysis (PCA)
method is a transformation method that reflects multiple
relevant variables with relatively few feature variables but
carrying enough information. On the premise of ensuring
the correct diagnosis rate, redundancy and noise are elimi-
nated, and then the dimensionality reduction of the original
feature data variables is realized to reduce the diagnosis time
consuming and improve the diagnosis efficiency. The calcu-
lation process is as follows:

(1) Construct the original variable matrix X0 ∈ R: the
rows xi of the matrix correspond to the original data
samples, and the columns xj of the matrix corre-
spond to the different measured. Since the different
magnitudes of the initial data can lead to serious dis-
persion of the variable results, the observation sam-
ples need to be standardized

(2) The covariance solution of the processed matrix X0
is performed, i.e., the calculation of the correlation
coefficient matrix R; that is,

rjk =
∑n

k=1 xki − xið Þ xki − xj
À Á

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

k=1 xki − xið Þ∑n
k=1 xki − xj

À Á2q : ð5Þ

(3) Solve the covariance matrix to obtain the eigenvalue
eigenvectors. Calculate the value of the eigenequation
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jλI − Rj = 0 and order the eigenvalues sought, from
largest to smallest, noted as λ1 ≥ λ2 ≥ , ⋯ ,≥λm ≥ 0,
corresponding to the eigenvectors I1, I2, …, Im

(4) The feature vectors are transformed into principal
elements, and the contribution rate and cumulative
contribution rate of the principal elements are
calculated:

T j = I1X1 + I2X2+⋯+ImXm, ð6Þ

where T j is the j-th principal element, representing the pro-
jection of matrix X on the corresponding principal element
feature vector, and the larger the corresponding coverage,
the longer its projection length will be. If the principal ele-
ment T j decreases, then I1 is the direction that covers the
widest degree of information.

(5) Calculate the cumulative contribution rate α

T j =
λj

∑p
j=1 λj

× 100%,

α = ∑i
s=1 λs

∑p
j=1 λk

× 100%:

ð7Þ

4. Experiments and Results

4.1. Data Set. The pantograph image data for this experi-
ment mainly came from the pantograph images collected
by the contact network suspension state detection and mon-
itoring device (4C device), and the samples were divided into
three categories by analyzing the pantograph morphology in
the images: the first category was normal pantographs, the
second category was bent pantographs, and the third cate-
gory was broken pantographs. 3. 2 Data set processing. This
experiment got a total of 3563 contact network photos taken
by the 4C device. After choosing and eliminating the blurred
and pantograph-free samples from the 3563 contact network

images received from 4C equipment, 1672 good samples
were obtained. The database details are shown in Table 1.
To increase the diversity of samples and improve the accu-
racy of pantograph identification and fault detection, this
paper expands the sample set by rotating the original images
clockwise by 30°, 60°, and 90°, enhancing the brightness to
1.2 times, attenuating it to 0.8 times, and adding pepper
noise with a density of 0.01 and other six data transforma-
tion operations. A total of 1672 × 7 = 11704 samples of the
data set were obtained after processing. Considering that
the actual detection process does not require too high a res-
olution, and that the pretrained models used in this paper
were all trained on the PASCALVOC dataset; the resolution
of the image aspect was scaled by 10 times each for the com-
pression process, and the compressed image aspect was
between 300 and 600 pixels. Then, all samples in the dataset
were labeled using the LabelImg standard tool. The category
labels of normal pantograph, bending deformation panto-
graph, and broken pantograph are labeled as “zcdx,” “xbdx,”
and “dkdx,” respectively. Then, the samples of the data set
were randomly divided into training and test sets in the
ratio of 7 : 3, where data set 1 is the original data sample;
data set 2 is the data sample after adding the data transfor-
mation process.

4.2. Experimental Setup. This experiment is conducted under
Windows 10 Home Edition operating system, based on
Intel(R) Core (TM) i5-8300H CPU2, 3GHz (8GByte
running memory), and NVIDIAGeForceGTX1050TiGPU
(4GByte running video memory) hardware device to build
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Figure 5: Schematic diagram of densely connected network.

Table 1: Data information.

Sample Datasets zcdx xbdx dkdx

Dataset 1

Total number 856 206 223

Training set 599 144 156

Test set 257 62 67

Dataset 2

Total number 5992 1442 1561

Training set 4194 1099 1093

Test set 1798 433 468
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Google TensorFlow graph (TensorFlow) deep learning
framework, using the Python programming language, using
the faster R-CNN architecture to implement the training of
network models, using the divided dataset as training sam-
ples, and using VGG16, ResNet101, and DenseNet121 as
the backbone network of the faster R-CNN in turn to train
the pretrained. The training of the contact network panto-
graph identification and fault detection network model is
accomplished using the faster R-CNN model. In this paper,
the end-to-end training method is used to share convolu-
tional features, and the stochastic gradient descent (SGD)
algorithm is used to optimize the model, with the maximum
number of iterations set to 40,000, the initial learning rate set
to 0.001, the momentum factor set to 0.9, and the learning
rate adjusted to 0.0001 when the number of iterations
reaches 20,000.0001; meanwhile, output its average loss
every 1000 times and stop training when the loss function
converges, and the number of iterations reaches 40,000,
using VGG16, ResNet101, and DenseNet121 as the back-

bone network to train the faster R-CNN model. After train-
ing, the trained model parameters are saved, and the model
effect is further validated using the divided test set, preserving
the four sample target classes with confidence levels larger
than 0.5. Figure 6 depicts the loss degradation during train-
ing, while Figure 7 depicts the improvement in performance.

4.3. Experimental Results. The metrics for measuring the
goodness of the model in this research are average precision
(AP) and mean accuracy (mAP), where AP is calculated
based on the precision rate P and recall rate R, if the classi-
fication results are represented as in Table 2.

In this paper, the same computer is used for training and
testing of all samples. In order to improve the accuracy of
model recognition, multiple data transformations are used
to expand the sample set, and different network models are
used as the backbone network of the faster R-CNN model,
while mAP is cited to visually compare the recognition accu-
racy of each network model, combined with the recognition
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speed, to select the best applicable contact network panto-
graph fault detection. The network models are selected as
the best network models for pantograph fault detection.4. 1
Comparison of recognition results of three network models.
The faster R-CNN models with VGG16, ResNet101, and
DenseNet121 as the backbone networks are trained using
the training set of the original dataset1 in turn, and the train-
ing methods in Section 3.3 are used for all training methods.
The resulting models were then evaluated against the test set
of datasets 1, and the AP values of each category were pro-
duced based on each model’s detection outcomes and com-
bined with the detection speed as a criterion for rating the
models’ goodness. The detection results of the three network
models in pantograph faults are shown in Table 3, where the
detection time is the average time of detection of all test
samples in dataset 1.

From the detection results in Table 3, it can be seen that
the faster R-CNN model based on DenseNet121 achieves an
AP value of more than 92% for all types of pantograph states
with only the original data set, which is more than 5% higher
than VGG16 and about 1% higher than ResNet101, and in
the detection of pantograph disconnection and bending
faults, the DenseNet121 network is 2% higher than the
ResNet101 network because DenseNet is able to extract dee-
per pantograph image features and has good overfitting
resistance even in the case of small pantograph fault sample
size. The detection speed is also faster than that of the
ResNet101 network because the DenseNet network uses
directly connected pantograph image features from different
network layers in parallel, and each layer needs to learn
fewer parameters; so, the detection speed of the DenseNet
network is faster when the network layers are comparable.

5. Conclusion

By using the DenseNet network as a feature extraction net-
work for the faster R-CNN model, which can extract deep-
level image features and accomplish feature reuse, deep-
level pantograph image features may be exploited, and the
subway fault detection effect improved. The detection model
is evaluated using pantograph images under various condi-
tions such as multiple pantographs, in-tunnel and at night,

and compared with the original model and the detection
results based on the ResNet network model. The simulation
results show that the method presented in this paper is more
effective in pantograph fault detection, with a mean average
accuracy of more than 4% higher than the original detection
model, and a mean average accuracy of more than 98% after
adding expanded samples, effectively addressing the prob-
lem of low detection accuracy in the case of fewer panto-
graph fault samples. In this paper, only the pantograph
positioning and the detection of two obvious faults of broken
wire and bending are realized, and further research on the
detection of other pantograph faults will be conducted on
this basis in the next step.
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Hepatobiliary malignancies, such as hepatocellular carcinoma (HCC) and biliary tract cancers, namely, gallbladder carcinoma and
cholangiocarcinoma, are linked to a high rate of morbidity and mortality, depending on the phase of the disease. The intricate
hepatobiliary anatomy and the need for accurate peroperative management, especially in patients with advanced liver disease,
make these tumors difficult to treat. Surgical resection is a notable therapy for hepatobiliary cancers. Unnecessary or excessive
liver excision influences patient rehabilitation, normal liver function, and postoperative complications. Hepatobiliary operations
must therefore include accurate liver removal. The present advancements in imaging technology are aimed at improving the
diagnostic efficacy of liver injury even more. Three-dimensional visual reconstruction is becoming more important in the
diagnosis as well as treatment of a variety of disorders. In this paper, we proposed a novel three-dimensional visual
reconstruction technology using enhanced nonuniform rational basis spline (ENURBS) combined with virtual surgical
planning of Computed Tomography Angiography (CTA) images for precise liver cancer resection. The purpose of this project
is to rebuild 2D CTA scan images of liver cancer into a 3D reconstructed model for efficient visualization and diagnosis of
liver cancer and to prepare an effective preoperative surgical plan for precise liver excision based on a 3D recreated liver
model. This method’s performance is compared to that of 2D planning in terms of accuracy and time taken to complete the
plan. It is concluded that our proposed technique outperforms the planning technique based on 2D images.

1. Introduction

One of the most dangerous diseases is liver cancer, often
known as hepatic cancer. Hepatitis B and C viruses, fatty
liver illness, drug-related cirrhosis, glowing, fatness, diabetes,
iron overburden, and different dietary hazards are all prom-
inent causes of HC. Liver cancer is the most common reason
for cancerous deaths worldwide and the 5th most prevalent
in the US, and it is one of the top 5 dangerous malignancies

to experience a yearly proportion increase in occurrences
[1]. HCC has been the most prevalent kind of liver cancer,
responsible for roughly 80% of all occurrences [2]. Nearly
78 percent of the 600,000 instances of HCC are noted world-
wide in Asian countries. Chronic hepatitis B virus disease is
the major source of HCC in Eastern Asia.

In the complete medication of liver disease, surgical
resection (removal of the cancerous segment in the organ)
remains supreme. It has the potential to cure patients with
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better efficiency and to extend the overall survival duration
of those who undergo surgery. Liver resection is a signifi-
cant, life-threatening procedure that should only be per-
formed by surgeons with extensive experience. The major
concern for surgeons is the selection of the correct tumor
segment for liver resection from the 2D medical images such
as CT, MRI, CTA, and X-ray because of the complexities in
the analysis of hepatobiliary anatomy. Computed Tomogra-
phy Angiography (CTA) is an imaging technique that com-
bines injection of contrast material into the blood vessel with
a CT scanner to produce cross-sectional pictures of soft tis-
sue, skeletal anatomy, and vascular frames. 3D images
reduce the complexities in the analysis of hepatic anatomy.

Doctors previously used their personal knowledge to
transform 2D scan images into an abstract 3D model. None-
theless, the reconstruction conclusion may be incorrect and
inconsistent due to the limitations and ambiguities of their
experience [7]. As a result, utilizing computer-aided soft-
ware or mathematical models to digitally reconstruct 3D
images from 2D photographs could be a viable solution to
the aforementioned dilemma. Three-dimensional visual
reconstruction (3DVR) is becoming more and more impor-
tant in the analysis and cure of liver illnesses [8]. Although
3D rebuilt or 3D printing technology designs may visually
represent intrahepatic blood vessel changes, they also
include an efficient and comfortable approach for liver vol-
ume estimation, virtual simulation operation, and operative
guidance [9]. 3D viewing includes extraction of features
and 3D reconstruction of CT/MRI/CTA images utilizing
modern computing techniques. It is a method of seeing,
describing, and evaluating 3D anatomy and morphological
properties of organs in order to make more intuitive, realis-
tic, and reliable medical decisions [10].

When surgical treatments are preceded by proper plan-
ning, the results are usually better. Proper planning of liver
resection which includes the examination of precise tumor
segment that must be excised is required because unnecessary
liver resection has an impact on patient recovery, surgical
complications, and liver function [11]. To provide optimal
treatment, it is critical to visualize the lesion to be treated
directly or indirectly from the 3D reconstructed image. Virtual
surgical planning (VSP) is quickly becoming a standard of care
for even the most complex surgeries [12].

In this research, we proposed a new enhanced three-
dimensional visual reconstruction technology-enhanced non-
uniform rational basis spline (ENURBS) combined with virtual
surgical planning of CTA images on precise resection of liver
cancer in hepatobiliary surgery. The first focus of this work is
to reconstruct the 2D CTA images of liver cancer into 3D
reconstructed model using the ENURBS algorithm for efficient
visualization and diagnosis of liver cancer. The second goal is to
plan the surgical methods using VSP based on the 3D recon-
structed liver model for precise liver resection. The performance
of this approach is compared with that of 2D images.

The further organizations of the research paper are
shown below. Section 2 shows the problem statement.
Section 3 provides the flow of the proposed work. Perfor-
mance evaluation is given in Section 4. Finally, Section 5
gives the conclusion of the proposed paper.

2. Problem Statement

Liver disease is a major risk to human life, so it was among
the most internal cancers in the world, as well as one of the
principal factors of cancer-related death. Hence, efficient
diagnosis and proper treatment are the major concerns in
curing the patients. Diagnosis using 2D CTA images of
the liver is very complicated and time-consuming for sur-
geons because of the complex hepatic structure. So there is
a need for modern imaging techniques. One such technique
is a 3D visual reconstruction from 2D images which pro-
vides a clear visualization of liver anatomy and improves
the surgeon’s knowledge. Surgical resection is the promi-
nent treatment for preventing the further dispersal of liver
tumors and curing the patients. Choosing an optimal
approach for liver resection is a critical task before treat-
ment because unnecessary liver resection has an impact on
patient recovery and normal liver function. Hence,
advanced preoperative surgical planning before surgical
intervention is required for removing precise liver tumor
segments and improving the efficiency of treatment. By
considering these factors, we proposed three-dimensional
visual reconstruction technology combined with virtual
surgical planning of CTA images on precise resection of
liver cancer in hepatobiliary surgery.

3. Proposed Work

In this section, we define the dataset, image processing, 3D
reconstruction-virtual surgical planning, ENURBS algo-
rithm, 3D reconstruction of the hepatic centerline, 3D
reconstruction of the hepatic cross section, 3D reconstruc-
tion of the hepatic surface, and planning of surgical methods
in detail.

Accurate liver resection is very significant for a better
outcome in curing patients with liver cancer. Three-
dimensional visual reconstruction technology combined
with virtual surgical planning is used in this work. The 2D
CTA images of liver cancer are preprocessed at first. Then,
the images are reconstructed into a 3D image using
ENURBS for efficient visualization and diagnosis of liver
cancer. Finally, planning of the surgical methods based on
the 3D reconstructed liver model for precise liver resection
is performed using VSP. The flow of the proposed work is
shown in Figure 1 and explained in this section.

3.1. Dataset. In our study, we used the clinical dataset that
was prescribed in [6]. The dataset consists of six CTA vol-
umes of the abdomen imaged at the portal venous region,
among which two volumes are pathologic. Every dataset vol-
ume is made up of a sequence of 2D CT layers with a quality
of 512 ∗ 512 axial planes as well as a width of 0.5–2mm.
Every volume has a different quantity, ranging between
212 and 395.

3.2. Image Preprocessing. Noise removal and node and
segment labeling are included in the image preprocessing of
2D CTA liver images. The presence of noise in an image
can reduce image quality, further complicating the image
processing process [13]. As a result, to increase image quality,
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undesirable noises must be removed. A hybrid median filter
was employed to remove noises such as impulsive and
Gaussian disturbances. With the use of the Gaussian distri-
bution, Gaussian smoothing is accomplished in conjunction
with a median filter. The median filter uses the Gaussian
distribution and medians to remove noisy pixels or noise
without affecting edges or minute details. Each component
of the image is recreated using the preprocessed photo
elements [14]. The final stage is to improve image quality to
obtain a high-quality image for future diagnostics and pro-
cessing [15].

The Gaussian distribution RðbÞðAÞ is determined by

R bð Þ Að Þ = 1
σ

ffiffiffiffiffiffi
2π

p e e
− A−μð Þ2/2σ2 , ð1Þ

where μ is the mean and σ denotes the standard
deviation.

The median of the image pixels is y½m, n� by

y m, n½ � =median u,vð Þ∈kxy g u,vð Þf g, ð2Þ

where kxy are the coordinate sets centered at the point
ðx, yÞ.

2D liver borders are eliminated employing a fast march-
ing level set technique on the CTA abdominal picture by
characterizing liver borders as the reproducing front final
location. The vascular centerline is determined using a sub-
voxel precise skeletonization method. The centerline can be
computed as the cheapest path between an ending point
and a beginning point by performing a gradient descent over
the fast marching distance map.

Given a 2D image of the skeleton of a liver structure,
nodes (that is, branching points) and segments were
discovered and labeled on each projection using the binary
image’s connection matrix. An eight-connectivity seed-fill
technique was used to find connected pixels. The seed-fill
technique began with a center point and explored its
neighbors iteratively to find related facts [16]. Labels may
propagate differently depending on the projection. The
insertion points for liver removal are used to verify label
correspondence. These points were marked to ensure that
they were consistent among forecasts. The Euclidean dis-
tance was used to match an insertion point to a node.
Only nodes with the same initialization point were kept.

Dataset

Image preprocessing

2D CTA images

Noise removal by
hybrid filter

Labeling of nodes and
segments

Accuracy

Prediction time

Performance evaluation
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3D reconstruction of hepatic
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Figure 1: Detailed flow of the proposed work.
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As a result, node labels and branching across projections
were guaranteed to match.

3.3. 3D Reconstruction-Virtual Surgical Planning. The pro-
posed technique involves reconstruction of the 3D image
from the 2D CTA image using the ENURBS 3D approach
and planning of the surgical methods based on the 3D
reconstructed liver model for precise liver resection using
VSP.

3.4. ENURBS Algorithm. The major steps involved in our
proposed algorithm are as follows:

(i) 3D reconstruction of the hepatic centerline

(ii) 3D reconstruction of the hepatic cross section

(iii) 3D reconstruction of the hepatic surface

Using this algorithm, a 3D reconstructed CTA liver image
will be generated from the preprocessed 2D CTA image.

3.5. 3D Reconstruction of the Hepatic Centerline. A 3D vas-
cular centerline was created by intersecting surfaces defined
by comparable liver segments. The segment correspon-
dences between two projection planes Pn and Pm were esti-
mated. Let the pair of transformed liver centerlines be Xn
and Xm and their corresponding focal points be Fn and Fm
. The surfaces Rn and Rm representing the projection beams
for Xn and Xm were produced by connecting the centerlines

and focal points. The issue of identifying the 3D centerline
(C) in the curves Xn and Xm can be mitigated to the identi-
fication of the intersection line of the 2 surfaces Rn and Rm,
as given in

C = Rm ∩ Rn: ð3Þ

Rn and Rm were triangulated surfaces, and the fast
mutual triangle intersection testing was used to calculate
their intersection. If two triangles meet, they lap over at
the intersection line of their various planes, according to this
analysis. In a nutshell, the test determines the signed range
between a triangle’s three vertices in the plane comprising
another triangle. The two triangles do not intersect if all of
the distances have the same sign. Otherwise, they may meet,
reducing the problem to a two-segment overlap test on the
junction line. The algorithm determines whether scalar gaps
within each triangle have an intersecting path; if they do, the
intersecting line segment that would be the two separate
places is determined [17]. Construction difficulties can
develop whenever the triangles are mostly coplanar or even
when one border is approximately coplanar to another trian-
gle. To handle such scenarios, a tolerance valuation for the
ranges between vertices of two triangles has been determined
by noticing the greatest 3D Euclidean distance with both
relating sights attained experimentally; that is, if a tip is fairly
similar to the plane of other triangles, it is taken into account
to be on the plane. The crossings between 2 triangulated

Table 1: 3D visualization classification of HCC.

Classification description Surgical methods

Type I: lesions are identified in the parenchyma of liver segments V
and VIII or both
segments and are distinguished by their closeness to, or even direct
violation of, the next
portal vein. They do not cling to the right hepatic vein trunk or
compress it

Excision of liver segments V and VIII ± partial intervention
of segment IV

Type II: lesions are located in the parenchyma of hepatic segments IVa
and IVb or both
segments and are distinguished by their proximity to, or even direct
violation of,
the left hepatic vein branch. Furthermore, it does not attach to or
compress
the trunk of the left hepatic vein

Excision of liver segments IVa and IVb or left hepatectomy

Type III: most of the liver parenchyma in segments IV, V, and VIII is
occupied
by the lesions, which is characterized by a wide and deep invasion of
the parenchyma,
as well as proximity to the main hepatic vein

Central bisectionectomy (removal of segments IV, V, and VIII±I)

Type IV: most liver parenchyma in segments IV, V, and VIII is
occupied by lesions,
which is distinguished by its closeness to, or direct violation of, the left/
right
portal vein branch or the left/right hepatic vein.

Excision of segment IV, V, VI, VII, and VIII removal reduced
right

trisectionectomy or reduced left trisectionectomy
Associating liver partition and portal vein ligation for staged

hepatectomy (ALPPS)

Type V: the superficial liver parenchyma of segments IV, V, and VIII is
occupied by this form of liver tumor. Neither the portal
branch nor the hepatic vein is near the lesions

Hepatectomy with a negative margin
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fields produced an organized number of attributes, which
were linked to form a 3D midline.

3.6. 3D Reconstruction of the Hepatic Cross Section. The 3D
cross sections were produced by keeping the 3D generated
centerline as the base. The collection of accessible projection
lines, their mutual alignment, and their direction concerning
the liver section of interest affect the precision of the liver
contour in 3D reconstruction from CTA. In CTA images,
there are few N projection planes. Based on these findings,
a 3D cross section was built in two stages: initially, an esti-
mate was employed to deal with a limited set of projections,
and then, the original cross section was localized in line with
2D liver borders.

At equidistant places “a” along a 3D rebuilt centerline
curve, cross-sectional planes were formed in 3D space. With
a 3D point ðxa, ya, zaÞ on C, a cross-sectional plane Ra was
determined with the help of tangential vector dmRa

of C at ð
xa, ya, zaÞ. The 2D image point (ua,m, va,m) is the point of
projection ðxa, ya, zaÞ on the projection plane Pm. The diam-
eter vector which is orthogonal to the direction of the 2D
liver centerline at ðua,m, va,mÞ was Da,m. The magnification
factor (M.F), which was derived using equation (4), was then
applied to expand this vector.

M:F = xa, ya, zað Þ
D Fm,ð ua,m, va,mð Þ : ð4Þ

The diameter vector was not always orthogonal to C at
ðxa, ya, zaÞ. Hence, the expanded diameter DN

a,m is imposed
on the plane of the cross-sectional plane at ðxa, ya, zaÞ. A
liver contour was developed as a circle at this point, with a
diameter equal to the average length of rebuilt diameter vec-
tors D′a,m given in

D′a,m =DN
a,m − DN

a,m:dmRa

� �dmRa
: ð5Þ

To parametrize a liver contour, the nonuniform rational
basis spline (NURBS) mechanism was applied. The creation

of a flexible and versatile cross-section modeling utilizing
NURBS parameterization, which can express simple curves
like circles as well as more complex free-form curves, is per-
formed. The determination of liver contour is given in

γa uð Þ = 〠
m

i=0
Bi,p uð ÞQiu ∈ 0, 1½ �, ð6Þ

where n + 1 represents the total number of used control
points, “Qi” denotes the control points, p is the curve’s
degree, and Bi,pðuÞ is a function defined on the knot vector
of the ith control points and pth degree, which is dependent
on a rational basis.

The circular contour γaðuÞ was first sampled evenly
along its path, and the curve’s order was three. The control
points were uniformly dispersed along their length. The
curve’s shape was then tweaked as follows. A pair of 3D axial
points used for the description of the 3D liver cross section
at ðxa, ya, zaÞ is generated for each plane by equation (5).
Let N represent the overall planes of projection. Then,
Qa = 2N points which denote the 3D liver cross sections of
the liver were produced.

For the liver contour γaðuÞ, 3D points Qa were tagged
as interpolatory control points. The Euclidean distances
were calculated from the control points γaðuÞ for each
Qa. Every point Qa replaced its nearest point. The multi-
plicity of a point’s knot value was enhanced to attain
interpolation. A knot value was inserted continuously till
its multiplicity attains the curve’s degree. Noninterpolatory
control points were designated on the remaining control
points.

3.7. 3D Reconstruction of the Hepatic Surface. To construct
the 3D surface of a liver scan traversing through a collection
of liver contours, a technique known as lofting or skinning
can be used. The new control points s of the lofted vessel
surface were obtained by interpolating over the control
points in each liver contour. Some attention was made to
maintain liver surface continuity before interpolation over
contours. To ensure that the liver surface did not flip or
twist, control points were sorted according to their angles
on the plane and in the same direction (clockwise). Further-
more, every starting control point of contours established a
continuous curve; without this precaution, torsion regions
in the liver surface would appear according to the curve dis-
continuities [18].

The curves also had to be suitable, which means that
they should have the identical number of control points
and degrees; also, they should be described on the identical
knot vector. Knot vectors were merged, degrees were raised
to their peak value, and knots were placed by which all con-
tours will have identical knot vector and control points.
These steps are conducted for ensuring compatibility. This
procedure did not affect the structure of the liver outlines.

The knot vector “V” was estimated, and it is applied to
interpolate degree-q curves γiðvÞ through the control

Figure 2: 3D reconstructed liver model.
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points by

γi vð Þ = 〠
n

j=0
Bj,p vð ÞPj: ð7Þ

As a result, equation (8) interpolated Qi at different v
values.

G u, vð Þ = 〠
m

i

〠
n

j

Bi,p uð ÞBj,q vð ÞPi,j: ð8Þ

These newly discovered control points are the lofted
surface that is the hepatic surface and control points spec-
ified across the knot vectors U and V . As shown in equa-
tion (8), 3D liver surfaces were recreated using the lofting
technique.

By integrating the results of the above three steps, a 3D
reconstructed liver image was obtained. The liver cross-
sectional areas of the resultant 3D reconstructed segment
were computed using Stokes theorem for determining the
area of a planar polygon. On a liver cross-sectional curve,
parametric points pi given by equation (9) were generated
using a uniform distribution.

pi = ui, við Þf g, i = 0,⋯:,n: ð9Þ

The area A contained by the curve was calculated by

A = 1
2〠

m

i=0
uiV i+1ð Þ − u i+1ð ÞVi

�
: ð10Þ

3.8. Planning of Surgical Methods. Virtual surgical planning
is used to plan liver resections, which includes detecting pre-
cise tumor portions that must be removed for effective treat-
ment (VSP). VSP is a preoperative planning approach that
involves visualizing a surgical procedure in a computer or
virtual environment and developing a realistic plan using
3D reconstructed models. The steps in VSP are as follows.

Once the 3D reconstructed liver image is obtained, a
VSP meeting with a biomedical engineer or a 3D designer
and the surgical team is held online. 3D models are further
expanded to produce cutting guides and the custom plate
based on surgical needs for resection (e.g., clear margins
from tumors and viable tissue in osteonecrosis) and recon-
struction (e.g., number of segments following osteotomies).
Before surgery, the stereolithographic recipient and donor
models, liver cutting guides, fixation guide, and virtual
reconstructed liver model are 3D printed, tested, and chan-
ged as needed. The final models are 3D printed and sterilised
before the surgery. If a custom-made titanium plate is possi-
ble, it is built and sent along with the printed model; if not, a
reconstruction plate is installed.

The following parameters are considered in 3D visuali-
zation in VSP:

(i) Examination of lesions in the hepatic region of the
3D model based on the attributes such as shape,
size, and location of lesions and the study of the
structural connection between lesions and intrahe-
patic arteries
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Figure 3: Accuracy of the 3D reconstructed model.

Table 2: Comparative analysis of the performance of 3D and 2D
approaches.

Approaches
Average time for

completing the plan (s)
Accuracy of
the plan (%)

Surgical planning
based on 2D images

86 65

ENURBS-VSP
technique (proposed)

70 85
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(ii) Morphological analysis of the arterial system in the
hepatic area

(iii) Detection of the venous system of the liver

(iv) Structural examination of the portal venous seg-
ment of the liver

(v) Liver segmentation and calculation of liver volume.
To segment and compute the liver volume, the
structural relationship of blood flow in portal veins
is used. In the meantime, the volume of drainage
area in any branch of the portal vein branch is
determined. Volume predictions are also required
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for significant liver resections and living liver dona-
tions. Initially, the 3D classification method shown
in Table 1 is according to [4]. This aids surgeons
in assessing the liver parts for resection in VSP.
The optimal plane of virtual resection is estimated
depending on the location of the tumor and the spa-
tial relationship and distance between the intrahe-
patic vascular system and the region of the tumor.
The volume of the functional liver that remains is
determined using simulation surgery. In the mean-
time, the postoperative integrity of drainage and
blood supply of hepatic veins in each hepatic seg-
ment retained should be ensured

4. Results and Discussion

3D reconstruction of the 2D CTA liver image taken from the
dataset was performed using the ENURBS algorithm, and
then, preoperative planning of the surgical method was done
using VSP. This section deals with the simulation results and
their detailed explanation. The influence of our approach on
liver resection was evaluated based on the performance met-
rics such as accuracy and prediction time. Simulation graphs
were obtained using MATLAB. Figure 2 shows the sample of
a 3D reconstructed liver tumor model of a 2D CTA image
considered from the dataset.

From Figure 3, it is shown that the accuracy of visualiz-
ing the precise tumor segment from the 3D reconstructed
liver model using ENURBS is higher than that of 2D CTA
images. Figure 1 shows that surgeons can more precisely
visualize the tumor section from the 3D reconstructed model
than from 2D images. Our findings suggest that 3D recon-
struction increases clinicians’ ability to create the best surgi-
cal strategy.

Comparative analysis of the performance of the surgical
planning methods based on 2D images and our proposed
method is shown in Table 2. Figure 4 shows the accuracy
of the surgical plans generated by the above-mentioned
two approaches. The proposed ENURBS-VSP method gen-
erates the surgical plan for liver resection with higher accu-
racy compared to that generated based on 2D scan reports.
Figure 5 depicts that the time taken to complete the overall
surgical plan using the proposed VSP technique was signifi-
cantly lesser compared to that taken by the 2D planning
method. Hence, it is concluded from the simulation results
that 3DVR using the ENURBS approach integrated with
VSP can provide a proper and accurate preoperative plan
before surgical liver intervention in a short period. Using
this plan, the excision of a precise tumor segment from the
whole liver organ can be achieved. So patients with liver can-
cer can effectively be treated.

5. Conclusions

Liver cancer is one of the most significant fatal malignancies
all over the world. Surgical intervention is the prominent
treatment for curing liver cancer. The advancements in
digital intelligent screening and treatment technologies have
promoted the efficiency of liver surgery. In this paper, we

combined 3D visual reconstruction of CTA liver images
using the ENURBS 3DVR technique with virtual surgical
planning in liver cancer resection. The goal of this research
is to use precise removal of liver tumor segments to cure
patients more quickly and reduce operation time. According
to the simulation results, 3DVR with ENURBS paired with
VSP can provide a proper and accurate preoperative plan
before surgical liver intervention in a short amount of time.
With this plan, a specific tumor part can be excised from the
complete liver organ. Hence, people with liver cancer can be
treated efficiently. In the future, this study must be extended
to a larger dataset. In addition, extensive postoperative
investigations on the patient’s health and liver functionality
must be conducted.
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Objective. Meta-analysis is used to analyze the treatment of early glottic laryngeal carcinoma by cryogenic plasma radiofrequency
ablation combined with CO2 laser surgery. Methods. Retrieval of PubMed, Embase, Medline, VIP, Wanfang, and CNKI databases
using a computer. The retrieval period is from the creation of the database until August 31, 2021. References to the included
literature were also searched at the same time. According to the inclusion and exclusion criteria, literatures are screened
independently, relevant data were extracted, and meta-analysis was conducted. Results. Recurrence rates are reported in seven
literatures. In interstudy heterogeneity test: P = 0:624, I2 = 0%, fixed effect model analysis shows that there is no significant
difference in recurrence rate between low temperature plasma radiofrequency ablation and CO2 laser ablation (OR = 0:80, 95%
CI (0.35, 1.29), P = 0:371). Intraoperative blood loss is reported in 5 literatures, and heterogeneity test of each study is as
follows: P = 0:03, I2 = 67%. Low temperature plasma radiofrequency ablation results in more intraoperative blood loss than
CO2 laser ablation (SMD = −0:71, 95% CI (0.08, 0.82), P = 0:01). There are five reports on postoperative pain in two
treatments: P = 0:04, I2 = 64%. There is no significant difference in postoperative pain between low temperature plasma
radiofrequency ablation and CO2 laser ablation (SMD = −0:21, 95% CI (-0.44, 0.10), P = 0:134). Operative time is reported in
nine articles: P < 0:01, I2 = 95%. The operative time of low temperature plasma radiofrequency ablation is significantly shorter
than CO2 laser ablation (SMD = −2:38, 95% CI (-3.91, -1.62), P < 0:01). There are two reports on postoperative mucosal
recovery: P = 0:328, I2 = 2%. Low temperature plasma radiofrequency ablation was significantly better than CO2 laser ablation
in postoperative mucosal recovery (OR = 5:49, 95% CI (2.36, 10.18), P < 0:01). Conclusion. Low temperature plasma
radiofrequency ablation is superior to CO2 laser surgery in the treatment of early glottic laryngeal carcinoma in terms of
operative time and postoperative mucosal recovery. Low-temperature plasma radiofrequency ablation, on the other hand,
results in higher intraoperative blood loss, with no discernible difference in recurrence rate or postoperative pain severity
between the two treatments.

1. Introduction

Laryngeal cancer is a common tumor in otorhinolaryngol-
ogy, accounting for 1%~5% of all malignant tumors. The
total incidence of laryngeal cancer is about 2.04/100 000,
among which the incidence of male is higher than that of
female. In the early stage of the disease, patients will have

clinical manifestations of hoarseness. At the same time, it
is difficult to be found in clinical practice because blood
and lymphatic metastasis are rare in the early stage [1].
Laryngeal cancer is associated with a variety of factors,
including age, smoking, alcohol consumption, environmen-
tal pollution, family history, and glutathione S-transferase
M1 gene deletion. Therefore, for the prevention and
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treatment of early glottic laryngeal cancer, it is particularly
important to ensure that you do not smoke, drink, eat hot
and spicy food, and have regular physical examination [2,
3]. The early glottic carcinoma in clinic mainly invades
the glottic tissue of the larynx. Clinically, glottic laryngeal
carcinoma can be divided into three stages: Tis stage, T1a
stage, and T1b stage, and a small number of lesions are lim-
ited to T2 stage [4, 5]. Because of the large trauma area of
open surgery, and some patients need to take endotracheal
intubation for a long time to maintain treatment, and the
body tolerance is poor, the clinical promotion of open sur-
gery is greatly limited by the difference of patients’ physical
quality [6–8]. The main aim of laryngeal cancer treatment
is to completely remove the tumor tissue and preserve
laryngeal function as much as possible. CO2 laser has been
applied in laryngeal microsurgery for glottic laryngeal carci-
noma since 1970s. Plasma radiofrequency ablation is a new
minimally invasive surgical method. These two surgical
methods have been applied in microsurgery of otorhinolar-
yngology [9]. It is difficult to ensure the safety edge because
to its wide knife head and limited operation in the throat;
thus, it cannot cut as accurately as a CO2 laser. Despite
the fact that several studies have validated the usefulness
of the two minimally invasive procedures, there is still
debate about their efficacy [10]. The significance of this
meta-analysis is to obtain the analysis results by comparing
various outcome indicators of the two surgical methods
through large-scale evidence-based medical data, to provide
evidence-based medical evidence for clinicians to choose
appropriate surgical methods according to the characteris-
tics of patients with early glottic laryngeal carcinoma.

The main body of this study is as follows:
Section 1-Data and Methods: this section first intro-

duces the literature retrieval methods used in this study;
then, based on the purpose of the study, the inclusion
and exclusion criteria of the literature are set, and the
quality of the literature is evaluated; finally, the relevant
data are extracted, and the statistical methods used in this
study are described

Section 2–Results is as follows: this section evaluates the
quality of the included literature based on the screening
results of the literature and finally obtains the results of the
meta-analysis

Section 3-Discussion: based on the results of the meta-
analysis in Section 2, this section discusses the relevant
issues

Section 4-Conclusion: final conclusion of this study

2. Data and Methods

2.1. Retrieval Methods. Two evaluators search for published
domestic and foreign controlled trials. There is a computer
retrieval of PubMed, Embase, Medline, VIP, Wanfang, and
CNKI databases. The retrieval period is from database con-
struction to August 31, 2021. If the outcome data report is
not available or the original data is missing, send a note to
the author requesting the data and including as much of
the needed literature as feasible.

2.2. Literature Inclusion and Exclusion Criteria. In accor-
dance with PRISMA (Preferred Reporting Items for System-
atic Reviews and Meta-Analyses) principle, 2 evaluators
independently screen, include, and exclude literatures for
multiple times by reading the key words, abstract, and full
text of literatures in detail.

Inclusion criteria were as follows: ① the patients are
confirmed to have primary early laryngeal carcinoma or pre-
cancerous lesion by pathologic and cytological examination,
and none of them undergo surgery or radiotherapy, ② clin-
ical and radiographic examinations reveal no distant metas-
tases or lymph node metastasis, and ③ the types of studies
include randomized controlled trials and retrospective
studies.

Exclusion criteria were as follows:① raw data reports are
incomplete, and authors cannot be contacted, ② duplicate
studies with incomplete data, or multiple studies from the
same center with duplicate data, the most recent study will
prevail, and ③ investigate the efficacy of single treatment
such as low-temperature plasma radiofrequency ablation of
glottic carcinoma under supported laryngoscope or CO2
laser glottic carcinoma resection.

2.3. Literature Quality Evaluation. The included literatures
are evaluated by two reviewers according to the Cochrane
risk assessment criteria for bias (2016 edition. It is one of
the most common bias risk assessment tools in the field of
evidence-based medicine. It is mainly applicable to random-
ized controlled trials (RCTs)). The evaluation includes the
following: ① whether a randomized controlled study, ②
whether there is a distribution plan, ③ whether to perform
blinding,④ integrity of resulting data, and⑤ other bias [11].

2.4. Data Extraction. Two evaluators independently screen
the literature in the search results to determine potential rel-
evance. If both parties fail to form a unified understanding, a
third party can be invited to participate in the discussion to
help make a decision. Literature screening is as follows: first,
read the title and abstract of the literature for preliminary
screening. Then, follow the established inclusion criteria
and exclusion criteria to screen the literature and finally
obtain the literature that meets the research objectives.

2.5. Statistical Method. Meta-analysis is performed using
Review Manager5.3 software provided by the Cochrane col-
laboration for data synthesis, and the test level is α = 0:05.
OR (odds ratio) is used for combined analysis for counting
data. If the measurement tools are the same, MD (weighted
mean difference) is used for continuous data analysis. SMD
(standard mean difference) is used for analysis if the mea-
surement tools are different, and 95% confidence intervals
(CI) are calculated for all analyses. χ2 test is used to analyze
heterogeneity. In Q test and I2 test, P > 0:1 and I2 < 50% are
regarded as homogeneity, and fixed effect model is used to
analyze heterogeneity [12]. P < 0:05 is considered statisti-
cally significant. The sensitivity analysis method is one by
one elimination.
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Table 1: Basic information of included literature.

Included in the study Published year Interventions Sample size Gender (male/female) Age Observation target

Semmler et al. [13] 2011
Radio frequency group 93 79/14 60:33 ± 1:25

①, ③, ④
Laser group 93 77/16 62:19 ± 10:13

Liu Jianyong et al. [14] 2014
Radio frequency group 42 35/7 63:33 ± 10:88

①, ②, ③, ④
Laser group 42 32/10 65:40 ± 10:14

Shuang et al.[15] 2015
Radio frequency group 37 26/11 56:79 ± 9:91

②, ③
Laser group 37 27/10 57:15 ± 10:52

Mourad et al. [16] 2016
Radio frequency group 30 21/9 51:44 ± 8:76

②, ③, ⑤
Laser group 30 23/7 54:23 ± 7:21

Jun et al. [17] 2017
Radio frequency group 47 39/8 58:15 ± 8:41

①, ③, ④
Laser group 46 36/10 57:29 ± 9:08

Jinhui and Chengyu [18] 2018
Radio frequency group 64 51/13 55:26 ± 2:45

①, ②, ③, ④
Laser group 64 50/14 56:79 ± 4:51

Yuke et al. [19] 2019
Radio frequency group 52 40/12 61:19 ± 6:54

①, ③, ④
Laser group 52 38/14 62:37 ± 6:76

Yong et al. [20] 2020
Radio frequency group 48 37/11 60:04 ± 6:99

①, ②, ③
Laser group 47 40/7 59:63 ± 4:58

Bin et al. [21] 2021
Radio frequency group 33 24/9 58:33 ± 9:36

①, ③, ⑤
Laser group 33 23/10 59:17 ± 8:64

Random sequence generation (Selection bias)
Allocation concealment (Selection bias)

Blinding of participants and personnel (Performance bias)
Blinding of outcome assessment (Detection bias)

Incomplete outcome data (Attrition bias)
Selective reporting (Reporting bias)

Other bias

0%

Low risk of bias
Unclear risk of bias
High risk of bias

25% 50% 75% 100%

Figure 1: Bias risk analysis.

Table 2: Quality evaluation of RCS included literature.

Included in
the study

Grouping
method

Report lost to follow-up
Blind
method

Diagnostic
criteria

Baseline
Confounding
factor control

Total
score

Liu
Jianyong
et al.

No specific
description

No lost to follow-up
Not

mentioned

The “gold
standard”
diagnosis

Well described,
well balanced

Appropriate 9

Jun et al.
No specific
description

No lost to follow-up
Not

mentioned

The “gold
standard”
diagnosis

Well described,
well balanced

Appropriate 9

Yuke et al.
No specific
description

Reported lost to follow-up and the
rate of lost to follow-up <10%

Not
mentioned

Not described
Well described,
well balanced

Appropriate 8
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Results of meta-analysis

Recurrence
rate

Intraoperative
blood loss

Postoperative
pain degree

Operation
time

Postoperative
mucosal
recovery

Sensitivity
analysis

Publication
bias analysis

Figure 2: Results of meta-analysis.

Table 3: Results of meta-analysis on recurrence rate.

Study or subgroup
Radio frequency

group
Laser group

Weight Odds ratio, M-H, fixed, 95% CI
Events Total Events Total

Semmler et al. 12 93 11 93 36.24% 0.74 [0.21, 2.06]

Liu Jianyong et al. 1 42 3 42 9.21% 0.13 [0.03, 2.87]

Jun et al. 2 47 1 46 1.67% 4.98 [0.23, 1113.13]

Jinhui and Chengyu 7 64 5 64 17.35% 1.784 [0.36, 4.56]

Yuke et al. 2 52 5 52 5.29% 0.36 [0.08, 2.08]

Yong et al. 2 48 3 47 5.12% 0.53 [0.08, 6.14]

Bin et al. 1 33 0 33 25.12% 0.754 [0.42, 1.89]

Total (95% CI) 379 377 100.00% 0.80 [0.35, 1.29]

Total events 27 28

Heterogeneity: chi2 = 4:82, df = 7 (P = 0:624); I2 = 0%. Test for overall effect: Z = 0:88 (P = 0:371).

Table 4: Meta-analysis results of intraoperative blood loss.

Study or subgroup
Radio frequency group Laser group

Weight Odds ratio, M-H, fixed, 95% CIMean ± SD Total Mean ± SD Total

Liu Jianyong et al. 10:28 ± 2:62 42 10:67 ± 2:34 42 22.17% -0.98 [-0.34, 0.31]

Shuang et al. 11:33 ± 2:45 37 10:42 ± 6:87 37 18.09% 0.24 [-0.23, 0.65]

Mourad et al. 10:27 ± 2:37 30 8:52 ± 2:17 30 23.11% 0.87 [0.24, 1.35]

Jinhui and Chengyu 10:30 ± 2:39 64 8:97 ± 2:36 64 17.09% 0.64 [0.92, 1.22]

Yong et al. 10:32 ± 0:79 48 9:37 ± 0:45 47 19.54% 0.67 [0.28, 1.35]

Total (95% CI) 221 220 100.00% 0.43 [0.08, 0.82]

Heterogeneity: tau2 = 0:09; Chi2 = 11:37, df = 5 ðP = 0:03Þ; I2 = 67%. Test for overall effect: Z = 2:49 (P = 0:01).

Table 5: Results of meta-analysis of postoperative pain degree.

Study or subgroup
Radio frequency group Laser group

Weight Odds ratio, M-H, fixed, 95% CIMean ± SD Total Mean ± SD Total

Semmler et al. 2:78 ± 0:37 93 2:88 ± 0:98 93 19.89% -0.07 [-0.35, 0.26]

Liu Jianyong et al. 2:76 ± 1:08 42 2:90 ± 0:25 42 17.98% -0.31 [-0.65, 0.09]

Jun et al. 2:67 ± 0:98 47 3:09 ± 1:12 46 13.12% -0.32 [-0.76, 0.29]

Jinhui and Chengyu 2:86 ± 0:14 64 2:77 ± 0:55 64 15.09% 0.16 [-0.45, 0.65]

Yuke et al. 2:84 ± 0:63 52 3:18 ± 0:47 52 33.92% -0.75 [-1.25, -3.08]

Total (95% CI) 298 297 100.00% 0.16 [-0.44, 0.10]

Heterogeneity: tau2 = 0:07; chi2 = 13:25, df = 5 (P = 0:04); I2 = 64%. Test for overall effect: Z = 1:38 (P = 0:134).
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3. Results

This section evaluates the quality of the included literature
based on the screening results of the literature and finally
obtains the results of the meta-analysis.

3.1. Results of Literature Screening and the Basic Information
of Included Studies. A total of 47 relevant literatures were
retrieved using the above retrieval methods, comprising 35
Chinese literatures and 12 international literatures. After
reading the full texts, 9 articles were included according to
the criteria.

Gender and age differences between the observation and
control groups are not statistically significant (P > 0:05).
Outcome indicators included the following: ① recurrence
rate,② intraoperative blood loss,③ operation time,④ post-
operative pain degree, and ⑤ postoperative mucosal recov-
ery. Basic information of included literature is shown in
Table 1.

3.2. Methodological Quality Evaluation of Included Studies.
The included literature includes 6 RCTS and 3 RCS. Among
the 9 RCTS, 1 is double-blind, and 1 is single-blind. The
truncated data of 1 of all the studies are incomplete, but
the reasons could be explained. The quality of the included
literature meets the requirements of this study in conclusion.
Bias risk analysis is shown in Figure 1.

The total score of 3 RCS scores was ≥7 points, see
Table 2 for the quality evaluation of RCS documents.

3.3. Results of Meta-Analysis. Combined with the clinical
indicators concerned about the treatment of early glottic
laryngeal cancer, this study obtained the research results
on the following seven indicators (Figure 2): ① recurrence
rate, ② intraoperative blood loss, ③ postoperative pain
degree, ④ operation time, ⑤ postoperative mucosal recov-
ery, ⑥ sensitivity analysis, and ⑦ publication bias analysis.

Table 6: Results of meta-analysis of operation time.

Study or subgroup
Radio frequency group Laser group

Weight Odds ratio, M-H, fixed, 95% CIMean ± SD Total Mean ± SD Total

Semmler et al. 1:25 ± 0:44 93 1:08 ± 0:29 93 11.23% -2.09 [-2.33, -1.79]

Liu Jianyong et al. 2:69 ± 0:15 42 1:82 ± 0:39 42 10.32% -2.87 [-2.98, -1.09]

Shuang et al. 1:04 ± 0:16 37 1:23 ± 0:17 37 3.89% -3.44 [-4.09, -2.41]

Mourad et al. 1:09 ± 0:39 30 1:46 ± 0:18 30 10.08% 22.87 [16.43, 0.81]

Jun et al. 2:63 ± 0:34 47 3:94 ± 0:58 46 10.67% -1.82 [-0.24, -1.79]

Jinhui and Chengyu 5:61 ± 0:28 64 4:76 ± 0:33 64 10.59% -1.23 [-0.24, -1.79]

Yuke et al. 2:65 ± 0:18 52 3:58 ± 0:54 52 10.49% -1.82 [-2.44, -1.79]

Yong et al. 4:81 ± 0:18 48 5:76 ± 0:34 47 11.34% -1.86 [-1.53, -3.10]

Bin et al. 21:32 ± 3:05 33 22:14 ± 3:78 33 21.39% -4.76 [-5.09, -4.01]

Total (95% CI) 446 444 100.00% -2.06 [-3.91, -1.62]

Heterogeneity: tau2 = 2:78; chi2 = 225:98, df = 9 (P < 0:01); I2 = 95%. Test for overall effect: Z = 5:72 (P ≤ 0:01).

Table 7: Results of meta-analysis of postoperative mucosal recovery.

Study or subgroup
Radio frequency

group
Laser group

Weight Odds ratio, M-H, fixed, 95% CI
Events Total Events Total

Mourad et al. 24 30 16 30 74.38% 4.35 [2.09, 9.02]

Bin et al. 27 33 19 33 25.62% 25.18 [2.31, 23.09]

Total (95% CI) 63 63 100.00% 5.49 [2.36, 10.18]

Total events 51 35

Heterogeneity: chi2 = 2:09, df = 2 (P = 0:328); I2 = 2%. Test for overall effect: Z = 5:19 (P < 0:01).

0 SE (SMD)
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2
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5
–10 –5 0 5 10
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Figure 3: Funnel plot of operation time.
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3.4. Recurrence Rate. Recurrence rates are reported in seven
literatures. In interstudy heterogeneity test: P = 0:624,
I2 = 0%, fixed effect model analysis shows that there is no
significant difference in recurrence rate between low temper-
ature plasma radiofrequency ablation and CO2 laser ablation
(OR = 0:80, 95% CI (0.35, 1.29), P = 0:371). Results of meta-
analysis on recurrence rate are shown in Table 3.

3.5. Blood Loss in Intraoperative. Intraoperative blood loss is
reported in 5 literatures, and heterogeneity test of each study
is as follows: P = 0:03, I2 = 67%. Low temperature plasma
radiofrequency ablation results in more intraoperative blood
loss than CO2 laser ablation (SMD = −0:71, 95% CI (0.08,
0.82), P = 0:01). Meta-analysis results of intraoperative
blood loss are shown in Table 4.

3.6. Postoperative Pain Degree. There are five reports on
postoperative pain in two treatments: P = 0:04, I2 = 64%.
Between low temperature plasma radiofrequency ablation
and CO2 laser ablation (SMD = −0:21, 95% CI (-0.44,
0.10), P = 0:134) has no significant difference in postopera-
tive pain (Table 5).

3.7. Operation Time. Operative time is reported in nine arti-
cles: P < 0:01, I2 = 95%. The operative time of low tempera-
ture plasma radiofrequency ablation is significantly shorter
than CO2 laser ablation (SMD = −2:38, 95% CI (-3.91,
-1.62), P < 0:01) (Table 6).

3.8. Postoperative Mucosal Recovery. There are two reports
on postoperative mucosal recovery: P = 0:328, I2 = 2%. Low
temperature plasma radiofrequency ablation was signifi-
cantly better than CO2 laser ablation in postoperative muco-
sal recovery (OR = 5:49, 95% CI (2.36, 10.18), P < 0:01), see
Table 7 for the above analysis results:

3.9. Sensitivity Analysis. In meta-analysis of operative time
and postoperative vocal quality, there is no significant differ-
ence in the combined results before and after elimination. I2

is still greater than 50% (I2 = 69%) when the study of Shuang
et al. is excluded, but the combined results of META analysis
showed significant differences (SMD = 0:38, 95% CI (0.17,
0.28), P = 0:01). In the meta-analysis of postoperative pain,
I2 decreases to 17% after removing the study of Yuke et al.,
and the combined results of meta-analysis still show no
difference.

3.10. Publication Bias Analysis. Figure 3 shows a funnel plot
of the operative time and recurrence rate for cryogenic
plasma radiofrequency ablation and CO2 laser excision for
early glottic laryngeal cancer and Figure 4.

4. Discussion

Patients with early glottic laryngeal cancer have no obvious
clinical signs and are accompanied by adverse symptoms.
Early treatment is often ignored. For early glottic laryngeal
carcinoma, if timely diagnosis and surgical intervention,
the prognosis is better [22]. Open surgery, on the other
hand, has a big wound area, poor tolerance, slow postopera-

tive recovery, and a wide range of resection, and postopera-
tive breathing, swallowing, and vocalization functions are
frequently impacted to variable degrees, lowering quality of
life [23]. Therefore, it is difficult to popularize the pioneering
operation in the treatment of patients with early glottic
laryngeal cancer [24]. CO2 laser is a kind of gas molecular
laser that can be continuously emitted by invisible light
and far infrared spectrum. The tissue is vaporized instantly
after contacting the high energy laser beam. It has the advan-
tages of accurate target and rapid treatment [25, 26]. How-
ever, the linear beam of CO2 laser may increase the risk of
postoperative recurrence due to the obscuring of visual field
caused by poor exposure during surgery. Compared with
CO2 laser, plasma is a new surgical method for early glottic
laryngeal carcinoma with a shorter time. In addition, the
plasma cutter head used in plasma radiofrequency ablation
has the functions of ablation, cutting, and hemostasis. The
operation is convenient, and the plasma knife head can be
bent to a narrow space and cut off the lesion that is difficult
to be handled by ordinary surgery [27, 28]. The basic fre-
quency perturbation, amplitude perturbation, and harmonic
noise ratio are used in a meta-analysis of postoperative vocal
quality indicators to reflect the postoperative voice quality of
patients. The fundamental frequency perturbation reflects
the roughness of the sound, the amplitude perturbation
reflects the hoarseness of the sound, and the harmonic noise
ratio is related to the sound quality [29].

5. Conclusion

In conclusion, low temperature plasma radiofrequency
ablation is superior to CO2 laser surgery in the treatment
of early glottic laryngeal carcinoma in terms of operative
time and postoperative mucosal recovery. In terms of post-
operative pain, plasma radiofrequency ablation was less
painful than C02 laser, and the subjective and objective
voice function recovered better. However, low temperature
plasma radiofrequency ablation has more intraoperative
blood loss, and there is no significant difference in recur-
rence rate and postoperative pain degree between the two
treatments. In a comprehensive comparison, low-
temperature plasma radiofrequency ablation for early

0 SE (log(OR))
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Figure 4: Funnel plot of recurrence rate.
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glottic laryngeal cancer has the advantages of convenient
operation, hemostasis, fast wound healing, and little dam-
age to the surrounding tissues, which has the value of clin-
ical promotion.
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Since the COVID-19 epidemic, there has been an increased need for well-being and sustainable development, making biophilic
design in hospital environments even more significant. However, after investigation, it was found that in many countries
including China, the biophilic design of some hospitals is seriously absent, while other parts have the integration of biophilic
design, but the standardization and recognition are not high. By restoring the interaction between buildings and nature,
biophilic design improves the quality of environments and the health of users. The basic theoretical framework of
environmental psychology is followed in this research. The health promotion mechanism, applicable natural features, and
relative health advantages of hospital space and environment biophilic design are first investigated. Furthermore, according to
the current status of biophilic design applications in the 12 hospitals that have the closest interaction between people and the
environment. Combined with the professional and functional requirements of the healthcare spaces and the users’ special
demands, we propose appropriate update design methods. The goal of this study was to present ideas for healthy and efficient
space environment design and to inspire sustainable environmental design for future healthcare environments.

1. Introduction

The normalization and recurrence of the COVID-19 have
made the development of the healthcare spaces to become
a global concern. In addition to balancing hygiene, effi-
ciency, and equity, the design of healthcare spaces needs to
be more integrated with the concept of sustainability, thus
serving the health of all humanity in the context of the
carbon neutral era [1]. As the number of hospital building
projects grows, health administrators are progressively
adopting green initiatives and ecologically friendly tech-
niques. According to the federal Office of the Environment
Executive (OFEE), “Sustainable hospitals can be defined as
the practice of designing, constructing, operating, maintain-
ing, and removing buildings in ways that conserve natural
resources and reduce pollution [2].” The healthcare spaces
have become one of the most visible venues for the green

building movement as a result of concerns about hospitals’
environmental implications. In the realm of architecture
and design, there has been an increasing interest in the influ-
ence of nature on people in buildings [3, 4]. Biophilic design,
which is strongly related to people’s emotional experiences,
is thought to play a significant role in this loop [5]. As an
environmental design philosophy that promotes public
health through the healing effects of nature, biophilic design
interprets the relationship between nature, space environ-
ment, and human health from the perspectives of biology
and psychology [6]. In the past decade, there has been a
substantial increase in research related to biophilic design
published by scholars from various countries [7], with appli-
cations ranging from interior design and architectural design
to parks, streetscapes, schools, and urban design [8, 9].
Simultaneously, a group of researchers is looking into how
the use of biophilic design in buildings and interior spaces
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improves patients’ health and well-being [10]. Depression
and mental health disorders are the main cause of disability
globally, according to the World Health Organization, and
because people spend 90% of their time in buildings [11],
environmental design poses both difficulty and opportunity
for designers [12].

In the context of COVID-19, people are forced to stay
indoors in closed environments for extended periods, lead-
ing to heightened anxiety about the indoor environment
and an urgent need to create medical spaces that promote
emotional and physical well-being [13]. As a central place
for the restoration of human health, hospitals are also work-
ing to create health-friendly spatial environments through
the power of nature [14]. The main participants in medical
activities, such as nurses and patients, are in a special state
of intense concentration and are relatively fragile and
sensitive [15]. The quality of the healthcare spaces’ spatial
environment is directly related to the effectiveness of
medical treatment. And the natural attributes that biophilic
design can give to the healthcare space’s spatial environment
and the health benefits it can create are highly compatible
with the functions of the hospital and the demands of its
users [16]. The existing literature suggested the various
psychological and cognitive benefits of biophilic design, such
as helped to have a positive impact on the patient’s physiol-
ogy and psychology [10], reduced negative emotions such as
panic and anxiety [17], stimulated the patient’s body’s
potential and promoting a return to health [16], reduced
staff stress and fatigue [18], improved productivity,
increased security in the environment [19], and negative
associations with mortality [20].

To achieve restorative environmental design, real sus-
tainability in healthcare environments should integrate low
environmental impact design with biophilic design [21].
However, there is a lack of consistency in current research
and practice in this area. Several issues with biophilic design
have been observed in existing healthcare environments in
China, according to the author’s research. Natural resources
are undervalued and in short supply. And some hospitals
that use natural elements blindly copy them without appro-
priate selection and application according to the specific
situation, lacking a systematic design theory to guide them,
and ignoring the positive influence natural spaces bring to
people. To seek the direction of sustainable design of
healthcare spaces, as the starting point of creating a healthy
environment for people, this research analyzes the applica-
tion mode and existing problems of 12 healthcare spaces in
China from the perspective of biophilic design and proposes
suitable design solutions. Furthermore, given the size of the
reaction to COVID-19 and its impact on health systems
and the economy, constructive research action is crucial to
reducing future health system restrictions and ensuring
high-quality, accessible, and sustainable services [22].

The research is organized as follows: the introduction is
presented in Section 1. Section 2 analyzes the materials and
methods of the proposed work. Section 3 discusses the liter-
ature review. In Section 4, case study on biophilic design of
healthcare spaces in China was explored in depth. In Section
5, the proposed methods are compared with previous con-

cepts and made the results. Finally, in Section 6, the research
work is concluded.

2. Materials and Methods

This paper conducted a literature analysis and a case study
to establish the spatial design characteristics of healthcare
settings using the biophilic design principle. The following
is a detailed description of the research method and scope:
we first outlined the positive effects of nature on human
health, as well as the concept, elements, and patterns of
biophilic design, based on the literature review. Second, to
integrate and classify similar or flawed items in the biophilic
design model in Chinese healthcare spaces from the case
study results through field research and structured inter-
views to identify the characteristics and problems. Third,
the transformed medical space environment was designed
using software, including the 2021 edition of SketchUp,
Lumion10 version, Enscape3.0 version, and AutoCAD2020.
SketchUp is a 3D modeling software used in the interior
design industry. Lumion is a real-time 3D visualization tool
that covers areas including architecture, planning, and
design. Enscape3.0 is used to render models. AutoCAD2020,
or computer-aided design, uses computers and their
graphics equipment to help designers with their design
work. In the practical session, we used the concept of biophi-
lic design to carry out an initial evaluation and update of a
selected healthcare space environment.

3. Literature Review

3.1. Natural Elements and Human Health. Nature’s thera-
peutic effect on physical and mental health has long been
discussed. There are numerous direct and indirect relation-
ships between human health and nature. Nature connected-
ness, in addition to meeting basic human requirements
(such as food and natural resource availability), heals or
mitigates the majority of ailments and can be considered a
health resource (which keeps people healthy) [23]. The
earliest site of physical healing by nature was the Sanctuary
of Asklepios at Epidaurus, on a hill with fresh air and lush
views was a rehabilitation centre in ancient Greece in classi-
cal times [24]. Professor Clair Cooper Marcus pointed out in
her book Healing Gardens: Therapeutic benefits and design
recommendations: “90% of garden users experience a posi-
tive change in their mood after taking a rest outside [25].”
Ester M Sternberg wrote in her book Healing Spaces: the
science of place and well-being: “When you see a scene that
everyone likes, such as a beautiful view, sunset, woods,
dormant nerve cells will become active.” Your mind is buzz-
ing like a morphine addict. Both authors agreed that being in
or observing a natural environment caused positive changes
in the mind and body. As a source of healing and source of
inspiration, nature plays an important role in the identity of
people and the development of its sense of place.

The development of modern science and technology and
the process of industrialization have brought about the
transformation of human’s view of nature to mechanistic,
and the integrity and systematicness of nature have been
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broken in human cognition, which has led to essential
changes in the relationship between human and nature.
“The epidemic has made us understand that human health
is inextricably linked to the health of natural ecosystems,”
experts from the World Wide Fund for Nature (WWF) said.
Human activities such as excessive and unnecessary produc-
tion are primarily to blame for the calamities we have wit-
nessed. We need to reverse this vicious cycle and protect
and restore healthy ecosystems that thrive [26].

3.2. Biophilic Design. The international practice of biophilic
design has a significant geographical dimension due to many
factors such as regional development and socio-economic
levels and culture. The 2006 conference in Rhode Island,
USA, was the beginning of the formal introduction of
biophilia into the field of environmental design, exploring
the value and implementation strategies of its integration
in cities and buildings [8]. In 2008, with the publication of
Biophilic Design: The Theory, Science, and Practice of Bring-
ing Buildings to Life, the term “biophilic design” was
officially named and established. Biophilic design is about
learning from nature and creating artificial environments
that support and revive human biophilic nature by recreat-
ing, using, modeling, and extracting nature [27]. Kellert
et al. proposed four basic principles for biophilic design in
the same year: first, the importance of repeated and contin-
uous engagement with nature; second, a focus on human
adaptation to the natural world; third, encouraging emo-
tional attachment to specific environments and places;
fourth, promoting positive interaction between people and
nature, encouraging an expanded sense of relationship and
responsibility between human and natural communities;
fifth, encouraging mutually reinforcing, interconnected and
integrated architectural solutions [28]. William Browning
proposed 14 biophilic design patterns in 2014 (Browning,
Ryan, and Clancy 2014) in Table 1, and Stephen Kellett
and Elizabeth Calabrese proposed 24 biophilic design strate-
gies in 2015 [29] in Table 2. A comparative analysis of the
two reveals that the design approach develops in three ways:
the use of real natural elements, the abstraction and extrac-
tion of natural elements or characteristics, and the deduction
and transformation of the relationship between man and
nature. William Browning categorizes the first two compo-
nents in terms of their homogeneity, reflecting a more
simplified result, and adds to the third two features of
“mystery” and “adventure.” By now, biophilic design has
become a mainstream design approach in the field of archi-
tecture, widely accepted and used, and even included in the
measurement criteria for evaluating the built environment.
Biophilic design is not simply the transplantation of any
natural elements into the spatial environment, but the trans-
lation of selected natural elements that have a positive effect
on humans into concrete or abstract design language is
based on the expansion of the connotation of natural ele-
ments, and their integration into each other and their appli-
cation to the spatial environment in an effective way.

In conclusion, the biophilic design of buildings and
urban environments abroad started early and has taken
shape. To some extent, economically developed cities have

launched biophilic design study and practice, demonstrating
that biophilic design has become a significant trend in urban
design. Although China’s urban buildings are gradually
adopting concepts like green ecology and sustainable
development, many of the related designs still fall short of
biophilic. This demonstrates that China is still systematically
applying biophilic theories, models, and procedures. Many
of the existing successful schemes are from Western coun-
tries. It is critical to learn from international advanced
thoughts and experiences and investigate biophilic design
methodologies that are appropriate for China’s unique
circumstances.

3.3. Biophilic Design in Healthcare Spaces. Ulrich conducted
some of the earliest research into the application of biophilic
design in healthcare spaces in the 1980s. His research found
that patients in rooms overlooking green areas had shorter
postoperative hospital stays and used less pain medication
than patients in similar rooms but overlooking the built
environment [31]. Following international investigations, it
was shown that 95% of patients and families that were
exposed to nature had lower stress levels, more positive
attitudes, and improved coping skills [32]. Biederman and
Vessel suggested that plants in healthcare spaces and roof
gardens could reduce patients’ pain, anxiety in therapeutic
psychology in 2006 [33]. Eisen et al. conducted a study of
art preferences among pediatric inpatients, which showed
that children of different ages and genders did not differ
much in their choice of artwork. They preferred nature art
to abstract art, with nearly 75% preferring nature art (forests
with lakes and deer) or impressionistic nature scenes (bea-
ches with waves) [17].

Natural materials can improve patients’ perceptions of
their surroundings and their recovery from disease. This is
because natural materials improve optical effects (by absorb-
ing more light than they reflect) and have a favorable impact
on olfactory comfort (through essential oils), creativity,
overall health, and the immune system [34]. The famous
German geographer and explorer Alexander von Humboldt
emphasized the role of gardens in healing, suggesting that
design should be integrated with nature, thus enhancing
the quality of the existing environment [35]. The Sir Robert
Ogden Macmillan Cancer Centre’s chemotherapy space was
created in the shape of a long cobblestone in response to
patients’ photosensitive and olfactory drug reactions, pro-
viding a long and soothing view of the patient’s dizziness
[36]. In 2020, Dushkova and Maria’s biophilic-inspired
“restorative healthcare environment design extends the
focus from the outdoor landscape to the indoor architectural
space.” Extensive experimental data showed that biophilic
design in terms of natural light, greenery, green windows,
outlook spaces, natural sounds, aromas, water features, real
marine life, visual comfort, and a sense of personal control
can all have a positive effect on promoting positive emotions
and accelerating recovery [23]. Healthcare spaces are the
core place for rehabilitation, and the study of the biophilic
design of medical space environments has positive signifi-
cance for improving the health of patients. The biophilic
design research system of medical space is not yet perfect,
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and the norms and methods for the application of natural
elements need to be further optimized in practice.

4. Case Study on Biophilic Design of Healthcare
Spaces in China

Some hospitals in China were chosen for field research on
the healthcare sector’s spatial environment. The variety of
hospital kinds was rather extensive, covering practically
every aspect of medicine. Biophilic design applications were
examined in some nodes with high foot traffic in hospital
public spaces using field surveys and structured interviews.
The aim was to identify the deficiencies and shortcomings
of current healthcare institutions, propose corresponding
solutions, and identify the characteristics of the biophilic
design model for healthcare spaces. Table 3 shows the basic
information of 12 national hospitals with a floor area of
50,000 square meters or more.

Based on the selection of hospitals, the nodes with the
high pedestrian flow in the hospital environment were
selected, and seven nodes in the medical space, namely, the
lobby reception, registration, and payment, waiting area,
corridor, CT room, inpatient ward, and hospital lift, were
extracted for study. The details of each node are shown in
the following Table 4.

Through field research in a number of the above hospi-
tals, it is possible to summarise the current biophilic design
issues within the healthcare environment: the first is that
the natural element is not valued and is severely lacking. Sec-
ond, some hospitals that use natural elements blindly copy
them without appropriate selection and application accord-
ing to the specific situation, lacking a systematic design
theory to guide them, and ignoring the positive influence
natural spaces bring to people. Finally, the design approach’s
simplicity within some healthcare environments does not
allow for efficient, rapid, and sustained action on human
physiology. In terms of validity, the integration of individual
natural elements into the hospital’s spatial environment is

isolated and stagnant, and the elements are not sufficiently
appealing to people. In some healthcare environments where
the principles of biophilic design are applied, it can be seen
that such spaces not only relieve physical fatigue and reduce
depression but also stimulate good moods and make patients
cooperate with the examination and treatment.

The characteristics of biophilic design patterns in
healthcare environments given in the literature and case
studies were used to create 27 survey items in three patterns.
To enhance respondents’ comprehension, the questionnaire
included photos of each scenario as well as the effect of
applying the features. There were 240 responses, with a sig-
nificant proportion of men (55%) and those aged 41 or older
(41%) and patients (57.5%). The overall characteristics of
survey respondents are shown in Table 5.

The importance of biophilic design patterns in
healthcare spaces are shown in Table 6. The overall mean
of the importance assessment was 4.08, which represents a
consensus among the respondents on the importance of bio-
philic design. The importance of biophilic design patterns
above the total mean was highest for “experience mode of
natural sense of space” (4.24), followed by “direct nature
experience mode” (4.09), and “indirect nature experience
mode” (3.83).

As for the mean of importance by item, the highest was
“create a relatively inward-looking space environment that
resembles a cave in nature, with a long-distance open view
in the foreground, and a sense of wrapping from overhead,
behind, and on both sides, such as entrances with overhangs
and colonnades balconies, sofa seats, etc.” (4.58), followed by
“real plants or specimens, green roofs, green walls” (4.55),
and “the natural building or decorative materials such as
wood, stone, wool, cotton and leather, bamboo, rattan”
(4.47). And each element of the biophilic design pattern
brings different physiological, psychological, and perceived
benefits to the user. From the results of the public’s assess-
ment of the importance of the elements of biophilic design
patterns, it can be concluded that they need small spaces that

Table 1: The biophilic design methods from William Browning in 2014 [30].

Classification of design methods Design elements

Apply natural elements
(1) Visual connections; (2) nonvisual connections; (3) irregular sensory stimuli;
(4) heat and air currents; (5) water; (6) dynamic diffuse light; (7) natural systems

Simulation of natural analogs (8) natural forms; (9) natural materials; (10) complexity and order

Construct the relationship between human and nature (11) Prospect; (12) refuge; (13) mystery; (14) adventure

Table 2: The biophilic design methods from Stephen Kellert in 2015 [29].

Classification of design
methods

Design elements

Direct nature experience (1) light; (2) air; (3) water; (4) plants; (5) animals; (6) weather; (7) natural systems; (8) fire

Indirect nature experience
(9) natural patterns; (10) natural materials; (11) natural colors; (12) simulated natural light and natural

ventilation; (13) natural shapes or forms; (14) natural associations; (15) information richness;
(16) change of time; (17) natural geometry; (18) bionics

The experience of space
and place

(19) foresight-shelter; (20) organize complexity; (21) integration; (22) transitional spaces; (23) mobility and
wayfinding; (24) emotional connection of place
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can provide shelter and lookout and prefer direct natural ele-
ments. When planning the design of the medical space in the
future, the biophilic design pattern characteristics of the
healthcare spaces that are relatively important in the analysis
results should be considered.

5. Results

This chapter will present appropriate design strategies for
the problems found in the biophilic design of healthcare
spaces in the research.

5.1. The Overall Design Idea of Transformation. The outpa-
tient hall and other locations guidance systems of some
hospitals such as Jiangsu Provincial Hospital are relatively
single, the overall color is single, the use of natural elements
is less and stiff, and the introduction of natural light is lim-
ited. In response to the above problems, further skylights
can be added in the outpatient halls and corridors to intro-
duce natural light into the indoor space, which can not only
relieve the pressure of patients but also save electricity and
reflect the concept of sustainable development. Second, the
use of floor-to-ceiling windows in the waiting room should
be raised in an appropriate amount to increase the gentle
combination of indoor and outdoor spaces, so that patients
waiting can enjoy the view of the outdoors from the comfort
of their own home (especially by making good use of the
landscape resources of the adjacent mountains). Third, indi-
rect natural elements are incorporated into the stylistic
design by reducing the use of arrow-like directional signs
and using green, blue, yellow, or faceted signs to guide and
divide spaces. In the Kaiyi Hospital’s hall design, designers
have shaped the hospital hall into a well-lit and ventilated
atrium. The lounge area in the hall is arranged to look like
a living room, with sunlight illuminating the whole hall
through the skylight on the roof, and with indoor greenery,
trying to create a homely atmosphere and a warm resting
space for doctors and patients. In the lobby, the supporting
beams are used as a base combined with the top lighting to
create a decorative design in the shape of a ginkgo tree,
which symbolizes strength, hope, and resilience. At the same

time, its color reflects the representative color of Jiaxing,
namely, the Ginkgo Avenue on Swan Lake Road in autumn,
incorporating local cultural elements into a modern large
general hospital. These qualities were distilled into an
abstract design language by the designers and used in the
hospital interior design (Figure 1).

5.2. The Partial Transformation of the Consultation Room.
The overall spaces of the waiting area in some hospitals are
relatively closed, mostly in a room with glass on one side,
which lacks communication with the outdoor environment
and has a relatively depressing atmosphere, which is unfa-
vorable for both doctors and patients. To address the afore-
mentioned difficulties, a small patio-style garden can be
added to the waiting area, introducing natural light through
the patio and floor-to-ceiling windows so that patients can
enjoy the external beauty even when they are inside. The
two-story cedar shingle walls and windows of various offices
look out over the space, which is filled with plants, the
majority of which are medicinal species. Second, the paths
leading to the two seats at either end are unusual water
features made of concrete stepping stones set in moss [2].
Multimedia equipment is added to the wall facing the wait-
ing patients, decorated with geometric patterns of the golden
ratio. Finally, add several cave-like lounge sofas and play soft
music containing natural elements such as the sound of
water and birdsong, which can help to alleviate the fatigue
of people and relieve the patient’s anxiety (Figure 2).

5.3. Renovation of the Functional Examination Unit. The CT
room is undecorated, and the white walls and cold machines
can put patients in a depressing and frightening mood, espe-
cially as the examinations often allow only the patient to be
alone, while examinations such as fMRI take 30 minutes or
more. To address these concerns, the walls can be painted
in a natural-elements design, and vegetation can be put to
the room to help the patient relax. Since the patient is in a
lying position during the examination, the eyes are focused
on the top, natural patterns such as the sky or woods can
be added to the ceiling, while natural sounds such as foun-
tains, streams, waves, birdsong, and rain can be added to

Table 3: General information of healthcare spaces in China was studied in the case.

The name of the hospital institution Geographical location Total area (m2) Nature

Nanjing University of Chinese Medicine Nanjing, China 55000 National General Hospital

Jiangsu Dental Hospital Suzhou, China 63000 National Specialist Hospital

Jiangsu Province Hospital Nanjing, China 20000 National General Hospital

Jiangsu Provincial Hospital of Medicine Nanjing, China 49000 National General Hospital

Nanjing Children’s Hospital Nanjing, China 112500 National General Children’s Hospital

Nanjing Maternity and Child Healthcare Hospital Nanjing, China 20200 National General Hospital

Nanjing Brain Hospital Nanjing, China 66000 National Specialist Hospital

Nanjing Medical University Affiliated Eye Hospital Nanjing, China 20000 National Specialist Hospital

Jiangsu Province Reproductive Centre Nanjing, China 33110 National Specialist Hospital

Xi’an Children’s Hospital Xi’an, China 75000 National General Hospital

Jinwan Hospital Zhuhai, China 62000 National General Hospital

Zhongshan Hospital Shanghai, China 96000 National General Hospital
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Table 4: Characteristics of biophilic design elements and patterns in healthcare spaces of China.

Research status

Situation picture

Name
Nanjing University of
Chinese Medicine

Nanjing Brain Hospital Nanjing Children’s Hospital

Node Lobby reception

Behavior Enter the lobby to look for the department, waiting

Mood Peaceful Depression Boredom

Biophilic design
applications

Accelerate smooth recovery of
physiological features using real

plant elements in the direct nature
experience model.

Lacking

Large glazed windows extend the
view of the natural landscape outside
the house and also help to increase

the light inside the house.

Problem
Lack of organic interaction

between clusters.
Lack of interactive design in the

lobby and lack of natural elements.
Lack of a clear signage system to
avoid confusion and congestion.

Situation picture

Name Jiangsu Dental Hospital Jiangsu Province Hospital Nanjing Children’s Hospital

Node Registration and payment

Behavior Waiting inline

Mood Dull Boredom Tension

Biophilic design
applications

Lacking
The use of natural colors such as

green and wood gives a fresh, vibrant
feel, and effectively divides the space.

Lacking

Problem
The overall color is metallic, cold,

and monochrome.
Insufficient shade and proper

privacy space.
Lack of natural elements.

Situation picture

Name Jiangsu Dental Hospital Jiangsu Province Hospital
Jiangsu Province Reproductive

Centre

Node Waiting area

Behavior Waiting, consulting

Mood Depression Peaceful Somber

Biophilic design
applications

Lacking

Both the walls and the seats are in
carpenter’s colors can be used to

recreate the feeling of the forest and
the plants.

Skylight for increased natural light.

Problem
The waiting area has no windows,
and the lighting is weak, creating an

overall dim atmosphere.
Lack of interactive elements.

The decorative dividing lines on
the walls are crossed series a

straight line, giving a serious and
discreet impression.
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Table 4: Continued.

Research status

Situation picture

Name Jiangsu Province Hospital
Jiangsu Province Reproductive

Centre
Jiangsu Dental Hospital

Node Corridor

Behavior Walking, searching, resting

Mood Pleasant Comfortable Boring

Biophilic design
applications

A large aquarium with a variety of
aquatic animals, where the creatures

swim to add life and vitality.

The use of bamboo and greenery to
create shade, large windows to

increase natural light.

A considerable amount of sky blue
has been used to help create an

overall bright and vibrant interior.

Problem The single form of interaction.
Lack of multisensory indirect

natural elements.
Lack of multisensory indirect

natural elements.

Situation picture

Name Xi’an Children’s Hospital Jiangsu Province Hospital Jinwan Hospital

Node CT room

Behavior Body checking

Mood Funny Tension Comfortable

Biophilic design
applications

The cartoonish design of the forest
elements on the base and around the
treatment equipment and the house

makes it more accessible and
enjoyable for children.

Lacking

Natural light, warm walls,
outdoor greenery, and landscape
paintings create a warm and
welcoming atmosphere.

Problem Raw use of natural elements. Lack of biophilic design.
The lighting setup is a little

complicated.

Situation picture

Name
Nanjing Medical University

Affiliated Eye Hospital
Xi’an Children’s Hospital

Nanjing Maternity and Child
Healthcare Hospital

Node Inpatient Ward

Behavior Hospitalization, visiting patients

Mood Torment Lively Comfortable

Biophilic design
applications

Lacking

Natural elements such as animals
and ocean glaciers set the mood,

tension-relieving colors such as pink
and blue.

The use of natural, warm
colors creates a warm and

inviting atmosphere.

Problem

The large areas of cold white and the
hard iron chairs on the walls tend to

bring depression to people
recovering from hospitalization.

Lack of multisensory direct and
indirect natural elements.

Lack of multisensory direct and
indirect natural elements.
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soothe the patient through a combination of audio and
visual stimulation [37].

5.4. Ward Transformation. The overall color palette of the
ward space is predominantly white, lacking color variation
and plants, while the furniture and cabinets are mostly made
of metal and plastic, lacking a sense of intimacy. The beds in
the multiperson ward are separated from each other only by
bed curtains and lack personal space. To address these con-
cerns, natural elements can be used to beautify the wards by
including appropriate plants and animals, such as green
buckets and goldfish. Create a unique natural element in
the landscape by forming the walls in the shape of a natural
environment, such as a beehive, and then adding suitable
plants to the individual units. Second, instead of bed cur-
tains, screens with pulleys can be used. Screens of rigid
material are more capable of dividing space than fabric bed-
room curtains, and the pulleys ensure that the flow of space

is unobstructed [28]. The ward unit adopts a zigzag plane,
and green platforms are arranged in the recesses in the plane
so that there is a natural landscape outside each window.
Combined with the external multilevel healing garden,
patients on each floor have the opportunity to have direct
contact with nature and use the “direct experience mode”
with nature in the biophilic design to enhance the healing
properties of the interior space. In addition, through the
overall consideration of the window size and the location
of the hospital bed, the window ventilation only serves the
nearby patients, reducing the risk of mutual infection. The
windows also feature removable louvers to maximize day-
light and minimize glare, shielding patients from low-angle
sunlight in the morning and evening. And a forward-facing
eave can be added to the window to give the patient a sense
of perspective (Figure 3).

5.5. Garden Renovation. The survey found that some
Chinese hospitals did not realize the role of healing gardens,
several healing garden space is less functional, the configura-
tion of plants and so on is relatively single, and the landscape
modes are not sparse and dense. First, a multifaceted com-
posite landscape system can be introduced into the garden,
such as different scales and types of nonirritating odor
plants, to create spatial places with different experiential
sensations and to increase complexity and connectivity.
The use of plants and geometric cuts and microtopographi-
cal enclosures creates a private and secluded place that adds
a sense of mystery and provides a sense of refuge for patients
[38]. Tree-shrouded paths lead people’s eyes to distant views
and landmarks, giving depth and coherence to the space of
this journey. This atmosphere allows people to control their
emotions and restore their focus by providing a momentary
getaway, a sense of “distance.” Then there is the introduction
of water features, which are classified as either dynamic or

Table 4: Continued.

Research status

Situation picture

Name Xi’an Children’s Hospital Zhongshan Hospital Nanjing Brain Hospital

Node Hospital lift

Behavior Walking, looking

Mood Boring Peaceful Boring

Biophilic design
applications

Lacking

The large floor-to-ceiling windows
not far from the lift bring in a lot of
natural light into the medical space
and help communication between

the inner and outer spaces.

Lacking

Problem
Crowded surroundings

monochromatic colors single layout.
Lack of multisensory direct and

indirect natural elements.

Cold lifts and empty grounds give a
dead feeling and are not conducive

to healing.

Table 5: General characteristics of survey respondents.

Category Item N %

Gender

Male 132 55

Female 108 45

Total 240 100

Age

Age 25-30 73 30

Age 31-40 69 29

Age 41 or older 98 41

Total 240 100

Identity

Patient 137 57.5

Hospital staff 58 24.2

Others 45 18.3

Total 240 100
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Table 6: Importance of biophilic design patterns in healthcare spaces.

Biophilic design
pattern

Associated natural
elements

Biophilic design pattern characteristics
Impact on

users
Mean of

importance
(a) (b) (c)

Direct nature
experience mode

Plant Real plants or specimens, green roofs, green walls. ● ● ● 4.55

Animal
Dedicated, safe, and effective space for animal-assisted therapy. ● ● ● 3.94

The hospital waiting for the hall, restaurant, and other spaces are
equipped with aquariums with a variety of aquatic animals.

● ● ● 4.13

Natural light
Introduce natural light indoors by setting up roof gardens,

sunken gardens, corridors with windows and skylights, offices, lounges,
wards, etc.

● 4.26

Water
Water bodies, fountains, constructed wetlands, small waterfalls,

water sound.
● ● ● 4.11

Air Natural ventilation. ● ● 4.43

Weather
Through the interface design of transition spaces such as building doors
and windows, skylights, balconies, corridors, etc., people can know the

weather conditions.
● ● ● 4.25

Fire
A fireplace or a fire that simulates the light’s color, motion, and

temperature.
● 3.98

Natural systems
The holistic nature is composed of plants, animals, water bodies, soil,

rocks, etc., including topography, vegetation landscapes, and
ecosystems.

● 4.23

Indirect nature
experience mode

Natural images
Natural images are represented by photographs, paintings, sculptures,

murals, videos, computer simulations, and
other means.

● ● 4.11

Natural sound
Play soft natural sounds of fountains, streams, waves, waterfalls, rain,

wind, birdsong, and more.
● ● ● 3.43

Natural materials
The natural building or decorative materials such as wood, stone, wool,

cotton and leather, bamboo, and rattan.
● ● 4.47

Natural color
Natural pastel shades of soil, rocks, plants, etc., avoiding strongly

artificial, contrasting, and vibrating colors.
● ● 4.45

Simulate light and
air

Simulation of natural spectral and dynamic properties and
natural ventilation.

● ● ● 4.13

Natural form
Extraction of natural forms, such as plant patterns such as flowers and

trees; animal forms such as shells and honeycombs.
● ● ● 3.54

Natural association Abstraction and symbolization of natural forms. ● 3.65

Informative
Rich environmental information can activate the perception

of the environment by various senses, such as vision, touch, and smell.
● ● ● 3.43

Change of time
Visualization and characterization of changes over time, such as aging of

materials and oxidation of metals.
● 4.38

Natural geometry
The use of natural geometry, such as fractals, golden ratio, golden spiral,

Fibonacci sequence, and dynamic symmetry.
● ● ● 3.54

Integration
Numerous unique elements come together into a unified whole,

including continuous spatial relationships, clear boundaries, functional,
or formal focal points.

● 3.43

Bionics
Imitation of nature to optimize performance, not simple

morphological replication.
● 3.41

Experience
mode
of natural sense
of space

The
prospect-refuge

Create a relatively inward-looking space environment that resembles a
cave in nature, with a long-distance open view in the foreground, and a
sense of wrapping from overhead, behind, and on both sides, such as
entrances with overhangs and colonnades balconies and sofa seats.

● ● ● 4.58

Mobile wayfinding
Clear paths and exits and guidance systems ensure autonomous

movement of the individual.
● 4.36

Transition space
Clear boundaries and connectors to ensure an individual’s sense of

domain and control.
● 3.80
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static depending on their qualities. Dynamic water features
such as cascading water and streams can create a natural
and dynamic water ecology and bring vitality to patients.
Landscapes such as water mists and fogs can increase the
humidity of the air in the hospital environment and create
a microclimate of comfortable spaces. Patients can interact
with the water features to create a pleasant emotional expe-
rience. Third, the introduction of animal therapy, the inclu-
sion of animal elements, can promote interaction between
people and nature and increase the emotional connection
of the place. The interaction and play of patients with ani-
mals can increase patients’ sense of belonging to the hospital

space, which in turn relieves patients’ physical exhaustion
and pain (Figure 4).

6. Conclusions and Discussion

To achieve true sustainability in healthcare facilities, low
environmental impact design should be combined with bio-
philic design (or positive environmental impact design),
resulting in what is known as a restorative environmental
design [28]. Biophilic design is based on the biophilic nature
of human beings. It is a space-environment design concept
that can boost human health, cognition, and productivity.

Table 6: Continued.

Biophilic design
pattern

Associated natural
elements

Biophilic design pattern characteristics
Impact on

users
Mean of

importance
(a) (b) (c)

Place emotional
connection

Establish a connection between the individual and the local geography,
history, culture, or ecological environment to enhance a sense of

belonging and identity.
● ● ● 4.41

Mystery
On the premise of ensuring safety and control, set up winding paths, or

use plants to partially cover the building, blur some sensory
information, and stimulate people’s curiosity for further exploration.

● ● 3.94

Order and
complexity

Introduce a landscape system with multiple elements; adopt a
hierarchical spatial structure; moderately use fractal patterns in nature;

repeat motifs.
● ● ● 3.65

(a) represents physiological benefits, (b) representing psychological benefits, and (c) representing perceived benefits.

Figure 1: Kaiyi Hospital’s Hall biophilic design update renderings.

Television Courtyard

Waiting area

Figure 2: Rendering of the updated biological design of the waiting area.
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The biophilic design idea highlights the relationship between
nature, space environment, and human health from a bio-
logical aspect and can drive the long-term development of
the healthcare spaces environment. To ensure safety and
standardization, natural elements suitable for the healthcare
spaces environment should be picked, and then prudent and
effective design approaches should be used, all while not
interfering with medical activities and completely addressing
the demands of patients. The idea is to continuously stimu-
late the human body using a variety of sensory inputs like
vision, hearing, touch, and smell. People’s biophilia is stim-
ulated, and doctors’ and patients’ health is enhanced, by
leading the human body to create a response to natural com-

ponents. This is a paradigm aimed at reestablishing a har-
monious balance between humans and nature in the
building environment. Biophilic design, within this concept,
may represent the missing piece in sustainable design, which
is still related to an understanding of nature as an ethical
value rather than a physiologically determined condition.

To ensure the correct biophilic design of the healthcare
space environment, to ensure the safety of patients’ lives,
and to avoid additional physical and psychological harm to
patients during the treatment process, the biophilic design
process must carefully select natural elements and use highly
controlled design methods to avoid the possible increased
risk of infection and physiological burden of natural

Television

Plants Wooden screen partition

Metal plate

4.2m

4.2m

700mm 700mm 700mm 700mm 700mm

Vertical aluminum
sunshade

Glass window

Vertical shading systems block direct east and west sun, and
horizontal shading systems block excess sunlight from the north

A decorative painting
containing natural elements

Figure 3: Ward biophilic design update renderings.

Figure 4: Healing garden biophilic design update renderings.
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elements. Based on the existing theoretical framework of
biophilic design, this study analyzes the existing problems,
health promotion mechanism, and specific associated health
benefits of biophilic design through field investigations in 12
healthcare spaces in China. Then combined with the profes-
sional requirements of hospital functions and the special
needs of users, the following three points of biophilic design
are proposed:

6.1. Optimize the Interaction Mode between Direct or Indirect
Natural Elements and People. In traditional medical spaces,
natural elements such as greenery and animals are used for
aesthetic and even Feng Shui reasons. In most of the hospi-
tals and clinics we studied, greenery was used only as a land-
scape, at best for the short-term value of “removing
formaldehyde” [39], but not for its value in optimizing the
flow of care or even for its medical value [40]. Natural ele-
ments such as plants and natural light can themselves create
order and hierarchy. The placement of plants in our design
corresponds to, and even merges with, the flow design of
medical appointments, serving as a good segregation and
guide. And this is just the beginning of its job. The plants
themselves can become the focus of attention for patients
and doctors, especially in information-heavy waiting and
registration areas, and the interplay of information screens
and varied signage with the plant arrangement can serve to
reduce anxiety among patients [41]. The introduction of ani-
mals is a bold design, but we were fortunate to see more than
one site in the hospitals we researched that had adopted this
element, such as the ornamental fish pond provided in the
outpatient halls of the Jiangsu Provincial Hospital of Tradi-
tional Chinese Medicine. This design enhances the cognitive
and reactive abilities of patients through the interaction of
animals with them. Especially for dentistry, a department
that causes more direct pain, the active character of the fish
has a relaxing effect on patients [42]. Animals are especially
important in the medical value of human interaction
because their natural curiosity helps to provide additional
healing space for parents with children, whose increased
attention to animals reduces their attention to other things
around them, such as crying children and anxious patients.

In addition, the use of indirect natural elements such as
natural colors (e.g., soft colors such as green, blue, and
yellow), natural materials (e.g., wood, stone, and bamboo),
simulated light and air, natural geometry (fractals, golden
ratio, golden spiral, etc.), natural associations (abstraction
and symbolization of natural forms), and natural images
(multimedia natural landscapes) in interior spaces also need
to be based on the needs of the patient’s healthcare experi-
ence. And to systematically examine the volume of consulta-
tions and the geographical distribution of specialties in the
renovated premises, to improve the health of the staff in
three directions: mental cognition, psycho-emotional, and
physiological functions.

6.2. Increase the Emotional Connection of the Place and
Provide an Interactive Place for Shelter and Lookout. Follow-
ing extensive fieldwork, the research identified a lack of
natural spatial experience models in healthcare settings.

Hospitals are stressful places where both staff and patients
want some private sanctuary to relieve their emotions. The
advantage of the natural space experience model is that it
is easier to create an immersive experience of nature by cre-
ating a spatial organization in an artificial environment that
resembles that which exists in nature. Relevant natural ele-
ments include a sense of shelter and watchfulness, order
and complexity, mystery, and contrast. In the actual design
process, real natural objects, natural analogs, and products
are often used to assist in creating a sense of natural space.
This model not only helps to alleviate mental fatigue caused
by continuous and intense work but it also promotes refo-
cusing and intelligent recovery; it also helps to increase
health care staff motivation, willingness to communicate
with patients, and overall work effectiveness, all of which
have a positive impact on patient recovery.

For example, healing gardens can provide a temporary
sanctuary with a degree of privacy, offering a place to escape
for patients who have been in a group living space. Create a
relatively inward-looking space environment that resembles
a cave in nature, with a long-distance open view in the fore-
ground, and a sense of wrapping from overhead, behind, and
on both sides, such as entrances with overhangs and colon-
nades balconies, sofa seats, etc., and it can increase patient’s
emotional attachment. Emotional attachment is a person’s
high identification with the environment, which helps
patients to develop a series of positive emotions, such as
relaxation, willingness to integrate into the treatment envi-
ronment, and more confidence in the treatment plan.

6.3. Realize Systematic Compounding with Real and Diverse
Designs. In terms of achieving effectiveness in the biophilic
design of healthcare spaces, research has shown that real
natural objects can have a more positive effect than simu-
lated natural analogs, and that overly distorted natural ana-
logs can cause boredom and resentment [28]. The combined
health advantages of using several natural components in a
systematic way are more important and conducive to the
production of a sense of natural space and environment than
the benefits of using individual natural elements alone [21].
The multisensory complex stimulation of the human body
by natural elements is more attractive than the stimulation
of a single sense. Elements of nature that attract active par-
ticipation and physical activity are more influential than
those that only allow for static appreciation of dwelling [43].

Considering the complexity of the spatial environment
of the hospital and the specificity of the personnel, to
enhance the effectiveness of the design: first, it should try
to objectively and realistically display the diversified natural
elements more understandably, moderately highlight the
dynamic changes and attractiveness of the natural elements,
and thus enhance the participation of the personnel; second,
the biophilic design of each spatial interface is compounded.
Patients are often supine when receiving treatment and rest-
ing, so the design should focus on the roof interface, which is
often overlooked but has a high frequency of patient sight-
ing; third, when it is difficult to make a direct connection
between the imaging centre and the real exterior natural
world due to the spatial limits imposed by the functional
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requirements of healthcare, reference can be made to the
indirect natural experience model by systematically using
natural materials such as logs to awaken tactile perception,
electronic media, and virtual reality technology to reshape
the audiovisual experience, and natural scents to activate
the olfactory memory, creating a comprehensive fake natural
experience.

Millions of people’s health had improved significantly
before the COVID-19 epidemic. However, additional work
is needed to completely eradicate a variety of diseases and
treat a variety of persistent new health challenges. Biophilic
design is one of the efforts that need to be implemented, a
concept that is difficult to implement in many developing
countries and regions due to economic factors and research
limitations. In line with the general trend of human evolu-
tionary progress, the biophilic design is founded on genuine
life impulses and survival laws. Biophilic design can contrib-
ute to the health promotion of hospital spaces and is in line
with the requirements of sustainable development. With the
development of mankind’s understanding of the relationship
between humans and nature, the natural elements with
health-promoting potential can be further expanded in the
future through more extensive and scientific empirical
research, and their health-promoting effects on specific peo-
ple in specific hospital spatial environments can be explored
in a targeted manner, providing a more adequate theoretical
basis and empirical guidance for the future biophilic design
of hospital spatial environments.
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This study was aimed at exploring the feasibility and clinical efficacy of nerve interventional thrombectomy (NIT) to treat
occlusion of cranial artery M1 and M2 segments. 80 patients were selected and rolled into a control group (intravenous
thrombolysis) and an experimental group (NIT). Patients’ vascular recanalization rates following therapy were compared, and
the National Institutes of Health Stroke Scale (NIHSS) was used to measure neurological function. The improvement in
hemodynamics and the occurrence of adverse responses were compared. The results showed that the experimental group’s
recanalization rate was up to 74.23%, which was significantly greater than the control group’s (P < 0:05). One week after
treatment, the neurological function scores in both groups decreased, and the score in the experimental group was only 15.23,
which was much lower than that in the control group (P < 0:05). The peak systolic flow rates of the basilar artery, internal
carotid artery, and common carotid artery in the experimental group were 132 cm/s, 147 cm/s, and 114 cm/s, respectively,
which were lower greatly than those in the control group (P < 0:05). There was no significant difference in incidence of adverse
reactions between the two groups (P > 0:05). In summary, NIT showed a significant therapeutic effect on cranial artery
occlusion of M1 and M2 segments, can dredge the occluded blood vessels, and effectively improve the neurological deficits of
patients, showing reliable feasibility.

1. Introduction

The middle cerebral artery (MCA) is usually divided into
five segments on the image: M1 (horizontal), M2 (circum-
flex), M3 (lateral sulcus), M4 (bifurcation), and M5 segment
(angular gyrus artery) [1, 2]. The MCA serves as the main
blood vessel, and the ischemic stroke caused by the MCA
occlusion is much higher than that caused by other blood
vessel occlusion [3, 4]. Stroke is a common ischemic enceph-
alopathy; the clinical manifestations are mainly blindness,
contralateral hemiplegia, sensory disturbance, hemianopia,
etc., often accompanied by coma and poor prognosis [5, 6].
With the intensification of population aging and changes
in dietary work and rest, the incidence of stroke is increasing
year by year and tends to be younger, becoming the leading
cause of adult death and disability in China [7–9]. Investiga-
tions and studies have pointed out that cardiovascular and

cerebrovascular mortality rate in China is 271.8 per
100,000, of which in patients with stroke, about 70% are
caused by acute occlusion of cerebral arteries [10]. More-
over, in patients with ischemic stroke, 9%-38% are caused
by acute occlusion of the M2 segment of the middle cerebral
artery, which accounts for 16%-41% of all infarcts in the
middle cerebral artery region [11, 12].

Thrombolysis is currently the most commonly recom-
mended clinical treatment for patients with acute cerebral
infarction. Intravenous thrombolysis and transarterial
thrombolysis are two common types of thrombolysis. How-
ever, due to the various methods and timings of thromboly-
sis, there are some variances in thrombolysis efficacy
[13–15]. Compared with intravenous thrombolysis, nerve
interventional thrombectomy (NIT) has the advantages of
higher postoperative recanalization rate, fewer systemic side
effects, lower risk of bleeding, and lower incidence of
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postoperative adverse reactions [16]. Interventional therapy
entails inserting guide wires, catheters, and other instru-
ments into the lesion and performing local procedures to
achieve the goal of exact treatment [17].

In conclusion, stroke tends to strike younger people, the
prognosis is bad, and the side effects of NIT are minor. As a
result, in order to provide an effective reference for the ther-
apeutic treatment of stroke patients, this study investigated
the feasibility and clinical effects of NIT in the treatment of
cranial artery occlusions produced by occlusions of M1
and M2 segments.

The paper’s organization paragraph is as follows: the
materials and methods are presented in Section 2. Section
3 discusses the experiments and results. Section 4 analyzes
the discussion of the proposed work. Finally, in Section 5,
the research work is concluded.

2. Materials and Methods

2.1. Research Objects. A total of 80 patients with acute cere-
bral infarction admitted to Nanping First Hospital from Jan-
uary 2016 to December 2020 were selected and divided into
a control group (intravenous thrombolysis) and an experi-
mental group (NIT) according to different treatment
methods. In the control group (n = 40), there were 22 males
and 18 females, they aged 41~70 years old (with an average
of 60:35 ± 1:78 years old), the time from onset to admission
was 3~5 hours (with an average of 2:03 ± 1:02 hours). There
were 23 males and 17 females in the experimental group
(n = 40), with ages ranging from 40 to 72 (with an average
of 61:24 ± 1:42 years old), and the time from onset to admis-
sion was 2 to 5 hours (with an average of 2:31 ± 1:05 hours).
The basic clinical data of patients were collected. The Medi-
cal Ethics Committee of Nanping First Hospital approved
and supported this experimental study. All of the subjects
gave written informed consents and chose to take part in
the study.

Inclusion criteria were given as follows: patients who met
the diagnostic criteria for cerebral infarction in the Chinese
Guidelines for the Diagnosis and Treatment of Acute Ische-
mic Stroke 2018 [18], patients with occlusion of the M1
and M2 segments of the MCA for the first time, and patients
with MCA in occlusion of M1 and M2 segments diagnosed
by computed tomographic angiography (CTA) and (or)
magnetic resonance angiography (MRA). The exclusion cri-
teria were given as follows: patients combined with liver and
kidney failure and coagulation dysfunction, patients with
history of medication such as aspirin or heparin, patients
combined with bleeding diseases such as intracranial hemor-
rhage and peptic ulcer bleeding, and patients with mental
illness.

2.2. Thrombolytic Therapy. The alteplase (rt-PA) was applied
for intravenous thrombolysis, the dosage should be calcu-
lated according to the weight of the patient, and the maxi-
mum dosage was ≤90mg. 0.9mg per kilogram was mixed
into 100mL of 0.9 sodium chloride solution, 10% was
injected by intravenous bolus within 1 minute, and the

remaining drug would be administered by intravenous drip
for 1 hour.

The cranial CT, MRI, and other examinations were per-
formed on the patient before treatment to clarify the internal
conditions of the cerebral infarction. After entering the
operating room, the patient underwent local anesthesia,
and a whole brain digital subtraction angiography (DSA)
examination with Seldinger femoral artery puncture was
performed to understand the blood circulation status of the
patient’s brain. If the blood vessel was still occluded or there
was vascular stenosis after dredging, 6F guiding could be
inserted under the guidance of the guide wire. The angiogra-
phy showed the diseased blood vessel site, and then, the
micro-guide wire was placed. The microcatheter was placed
at the embolization position, and its tip reached the distal
end of the embolized blood vessel. After the positioning
was accurate, Solitaire AB (4 or 6mm × 20mm) should be
sent to the diseased blood vessel and the stent should be
released until the angiography was performed again to
observe the occlusion of the blood vessel and the blood flow
was in good condition. After the catheter sheath was
retained for 6 hours and then removed, the local routine
compression hemostasis treatment was performed, and a
bandage was used to compress the patient’s myocardial
infarction thrombolytic therapy (TIMI) blood flow
classification.

2.3. Evaluation Standard. The postoperative vascular recan-
alization rate of patients in the control group and the exper-
imental group was compared. It could be divided into three
levels according to the degree of patency: complete recanali-
zation, partial recanalization, and nonvascular recanalization
(as shown in Figure 1). The vascular recanalization rate cal-
culation equation was as follows:

Vascular recanalization rate %ð Þ = CRC + PRC
total number of cases

× 100%:

ð1Þ

In the above equation, CRC represented the number of
complete recirculation cases, and PRC represented the num-
ber of partial recirculation cases.

Before treatment and 1 week after treatment, the neuro-
logical function of patients was scored using the National
Institutes of Health Stroke Scale (NIHSS) [19]. According
to the percentage decrease of NHSS score before and after
treatment, it can be divided into 4 situations: cured, mark-
edly effective, effective, and ineffective, as shown in
Figure 2. The equation for calculating TRT was as follows:

TRT = recovery rate + apparent efficiency + efficient: ð2Þ

The hemodynamic improvement of the two groups of
patients before and 6 months after the surgery was com-
pared, and the transcranial Doppler blood analysis instru-
ment (Doppler XTCD detector from DWL, Germany) was
used for examination, including basilar artery peak systolic
flow rate, internal carotid artery peak systolic flow rate,
and common carotid artery peak systolic flow rate.
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The patients were followed up for half a year, and the
occurrence of adverse reactions (lowering blood pressure,
headache, arrhythmia, etc.) of patients was compared in
the control group and the experimental group.

2.4. Statistical Analysis. In this study, the SPSS 13.0 software
was adopted to process the data. Measurement data con-
forming to normal distribution and homogeneity of variance
were represented by (�x ± s), and the independent sample
mean t test was used for comparison between groups. The
count data was represented by rate, and the χ2 test was used
for comparison between groups. P < 0:05 meant the differ-
ence was statistically significant.

3. Results

3.1. General Data of Patients. A total of 80 patients were
chosen for the study, and they were divided into two groups
based on the treatment methods used: a control group and
an experimental group. The following statistics were used
to compare the two groups of patients (gender, average
age, and average time from onset to hospital admission)
(as shown in Figure 3 below), and there was no statistical
difference between the two (P > 0:05).

Case 1 was a 51-year-old female patient who was admitted
to the hospital due to fainting once, headache, and dizziness
for several months. Recently, her symptoms worsened and
she could not stand. After standing, she developed dizziness
and severe vomiting. The symptoms of antiplatelet and lipid-
lowering treatments did not improve. In addition, she had a
history of hypertension for many years. The physical examina-
tion showed a blood pressure of 140/80mmHg, clear mind,
clear speech, no abnormalities in cranial nerves, muscle
strength of limbs 5, normal feeling, and bilateral pathological
signs. Figure 4 was an image of the patient. The magnetic res-
onance angiography (MRA) showed that the left MCA was
blocked, digital subtraction angiography (DSA) showed the
occlusion of the M1 segment of the left MCA, the anterior
cerebral artery was compensated by the pial branch, and the
posterior circulation was uncompensated.

Case 2 was a 68-year-old female patient who was admit-
ted to the hospital due to unconsciousness, aphasia, and
right hemiplegia for 4 hours and 30 minutes. The patient
suffered from the history of diabetes. The patient was admit-
ted to the hospital with impaired consciousness, complete
aphasia, and level 0 muscle strength of the right limb. Head
CT showed no infarct lesions. Figure 5 was the imaging of
patient. MRA showed that the M2 segment of the left

Complete
recanalization

The blood vessels are completely unobstructed,
and the blood perfusion of the lesion is partially

restored;

Partial
recanalization

The blood vessel part is unobstructed, and the
blood perfusion is restored to less than 50% of

the lesion;

Vascular
failure

There is no obvious change in the blood vessel or
the thrombus has moved, and the blood 

perfusion of the ischemic lesion has not been 
restored;

Figure 1: Postoperative vascular recanalization rate.

Get well Markedly
effective Efficient Invalid

Compared 
with before 
treatment, 

NIHSS score 
dropped >90% 

after 
treatment;

Compared 
with before 
treatment, 

NIHSS score 
decreased by 

46%~90% 
after 

treatment

Compared 
with before 
treatment, 

NIHSS score 
decreased by 

18%~45% 
after 

treatment;

Compared 
with before 

treatment, the 
NIHSS score 

after 
treatment 

decreased by 
≤17%;

Figure 2: Percentage reduction of NHSS score before and after treatment.
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0 20 40 60 80
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Average time from onset to
hospital admission (h)

Experimental group (n = 40)
Control group (n = 40)

Figure 3: General statistics of patients.

(a) (b)

Figure 4: An image for occlusion of the M1 segment of the MCA in a 51-year-old female patient. (a) Show an MRA image. (b) Shows a DSA
image.

(a) (b)

Figure 5: The occlusion image of the M2 segment of the MCA in a 63-year-old female patient. (a) Shows the MRA image, and (b) shows the
DSA image.
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MCA was not developed, and DSA showed that the M2 seg-
ment of the left MCA was not developed.

3.2. Comparison of Postoperative Vascular Recanalization
Rate between the Two Groups. Figure 6(a) shows the findings
of the study, which calculated the number of postopera-
tive recanalization in the two groups of patients. Total
recanalization, partial recanalization, and nonvascular
recanalization were 6, 14, and 20 in the control group,
respectively; and those in the experimental group were
15 people, 14 people, and 11 people, respectively. Based
on the number of postoperative vascular recanalization,
the postoperative vascular recanalization rate of the two
groups of patients was calculated (as shown in
Figure 6(b)), which was 72.5% in the experimental group
and 50% in the control group. It suggested that the ther-
apeutic effect of NIT was significantly higher than that of
intravenous thrombolysis, and the difference was statisti-
cally significant (P < 0:05).

Figure 7 depicts the NIT treatment and postoperative
vascular patency of patients in Cases 1 and 2, with
Figures 7(a) and 7(c) depicting intraoperative angiography
and Figures 7(b) and 7(d) depicting postoperative angio-
grams. The blood vessels at the occlusion were well recana-
lized, and the cortex was compensated for blood supply via
the anterior cerebral artery.

3.3. Comparison of Therapeutic Effect between Two Groups of
Patients. To study the therapeutic effect of the two groups of
patients, the number of cured, markedly effective, effective,
and ineffective patients was counted. The numbers of
patients with cured, markedly effective, effective, and ineffec-
tive effect were 5, 10, 16, and 9, respectively, in the control
group, and 9, 15, 10, and 6, respectively, in the experimental
group. Based on the statistical results, the total effective rate
of the two groups of patients was calculated. The total effec-
tive rate in the control group was 77.5 percent, while it was
85 percent in the experimental group, so the difference was

Complete
recanalization (n)

Partial
recanalization (n)

Vascular
failure (n)

Control group (n = 40) 6 14 20
Test group (n = 40) 15 14 11
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Figure 6: Comparison on postoperative vascular recanalization rate between the two groups. (a) Shows the statistics of the number of
vascular recanalization. (b) Shows the comparison of vascular recanalization rate. Note: ∗ indicated that the difference was statistically
significant compared to the experimental group (P < 0:05).
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not significant and statistically insignificant (P > 0:05). The
specific details are shown in Figure 8.

3.4. Comparison of NIHSS Scores between the Two Groups
before and after Surgery. Figure 9 illustrated the comparison
on NIHSS scores between two groups of patients before and
after surgery. The average preoperative NIHSS scores of the
experimental group and the control group were 22.89 points
and 23.16 points, respectively, and the difference between
the two was not statistically significant (P > 0:05). One week
after the surgery, the average NIHSS scores of the control
group and the experimental group were 18.74 points and
15.36 points, which were significantly lower than those
before the surgery; and the average NIHSS scores of the
experimental group after the surgery were significantly lower
than those of the control group, showing statistically obvious
difference (P < 0:05).

3.5. Comparison of Hemodynamic Improvement between the
Two Groups of Patients. Figure 10 shows the difference in
hemodynamic improvement between the two patient
groups. There was no significant difference in hemodynamic
indicators between the two groups of patients before therapy
(basilar artery peak systolic flow rate, internal carotid artery
peak systolic flow rate, and common carotid artery peak sys-
tolic flow rate) (P > 0:05). After treatment, the relevant indi-
cators of the two groups of patients were greatly reduced,
and the difference before and after treatment was statistically

obvious (P < 0:05). Among them, the basilar artery peak sys-
tolic flow rate, internal carotid artery peak systolic flow rate,
and common carotid artery peak systolic flow rate after
treatment in the experimental group were 132 cm/s,
147 cm/s, and 114 cm/s, respectively; all were lower than
those in the control group, and the differences were statisti-
cally observable (P < 0:05).

3.6. Comparison of Adverse Reactions between the Two
Groups of Patients. The incidence of adverse reactions fol-
lowing surgery in the two groups of patients was counted
in this study, and the results are presented in Figure 11. In
the control group, 4 patients had adverse reactions, and the
incidence of adverse reactions was 10%. In the experimental
group, 3 patients had postoperative adverse reactions, and
the incidence of adverse reactions was 7.5%, which was sig-
nificantly lower than that of the control group, and there
were statistically significant differences (P < 0:05).

4. Discussion

At present, conventional thrombolytic drugs combined with
intravenous thrombolysis is a common treatment method
for the treatment of ischemic cerebrovascular diseases in
China. The method is relatively mature, and there are a large
number of clinical trials to prove its safety and effectiveness,
and the operation is simple. However, the rate of vascular
recanalization after treatment is low, and there is a risk of

(a) (b)

(c) (d)

Figure 7: NIT treatment and postoperative vascular patency of Case 1 and Case 2. (a, c) Show the intraoperative angiography of NIT
treatment. (b, d) Show the postoperative angiography.
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bleeding, which can fulfil the clinical treatment demands of
patients [20–22]. With the advancement of medical imaging
technology in recent years, NIT technology has become
increasingly popular in clinical settings. Chen et al. [23]
pointed out that NIT treatment can effectively reduce the
secondary damage of neurons, thereby promoting the recov-
ery of nerve function. The results of this study showed that
the experimental group of patients treated with NIT had a
22.5% higher vascular recanalization rate than the control
group of patients treated with intravenous thrombolysis,
and the difference was statistically significant (P < 0:05).
This progress verifies the feasibility of NIT in the treatment
of cranial artery M1 and M2 occlusion. Based on the results
of NIHSS score statistics before and after the operation, the
study calculated the total effective rate of the two groups of

patients, which was 77.5% and 85% in the control group
and experimental group, respectively, so there was little dif-
ference between the two and no statistical significance
(P > 0:05). But one week after the surgery, the average scores
of NIHSS of the control group and the experimental group
were 18.74 points and 15.36 points, respectively, which were
significantly lower than those before the surgery. The aver-
age score of NIHSS after operation in the experimental
group was significantly lower than that in the control group,
and the difference was statistically significant (P < 0:05). In
addition, NIT can effectively improve the neurocognitive
function of patients with cranial artery M1 and M2 occlu-
sion, which is similar to the results of Zhao et al. [24].

According to Huang et al. [25], neurointerventional
therapy uses the flexibility of blood vessels to raise the inner
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Figure 8: Comparison of therapeutic effect between two groups of patients.
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Figure 9: Comparison of NIHSS scores between the two groups of patients before and after surgery. Note: # indicated that the difference was
statistically significant compared with the postoperative; ∗ indicated that the difference was statistically significant compared to the
experimental group (P < 0:05).
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diameter of blood vessels, and it can fundamentally solve the
problem of patients with vascular stenosis when compared
to pure medication thrombolytic therapy. Hemodynamic-
related indicators (basilar artery, internal carotid artery,

and common carotid artery peak systolic flow rate) can
effectively evaluate the problem of vascular stenosis; and
the narrower the diameter of the blood vessel, the faster
the blood flow rate [26, 27]. Therefore, the hemodynamic
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Figure 10: Comparison of hemodynamic improvement between the two groups of patients. (a) Shows the basilar artery peak systolic flow
rate; (b) shows the internal carotid artery peak systolic flow rate; (c) shows the common carotid artery peak systolic flow rate. Note: #
indicated that the difference was statistically significant compared with the postoperative; ∗ indicated that the difference was statistically
significant compared to the experimental group (P < 0:05).
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indicators of the two groups of patients were compared
before and after treatment. The results showed that the dif-
ference between the two groups before treatment was not
statistically significant (P > 0:05). After treatment, the rele-
vant indicators of the two groups of patients were signifi-
cantly reduced, which was statistically significant compared
with the difference before treatment (P < 0:05). After treat-
ment, the basic artery peak systolic flow rate, internal carotid
artery peak systolic flow rate, and common carotid artery
peak systolic flow rate of the experimental group were
132 cm/s, 147 cm/s, and 114 cm/s, respectively, which were
significantly lower than those of the control group, showing
statistically great differences (P < 0:05). It shows that NIT
treatment can effectively improve the vascular stenosis in
patients. Finally, the research studies the occurrence of
adverse reactions (lowering blood pressure, headache, and
arrhythmia) in the two groups of patients after surgery.
Among them, 4 patients in the control group had adverse
reactions, and the incidence of adverse reactions was 10%,
while in the experimental group, 3 patients had adverse reac-
tions after the operation, and the incidence of adverse reac-
tions was 7.5%, which was significantly lower than that of
the control group (P < 0:05). It shows that NIT treatment
is not only effective but also safe and can effectively improve
the prognosis of patients with cranial artery caused by M1
and M2 occlusion.

5. Conclusion

The practicality and clinical efficacy of NIT in the treatment
of cranial artery M1 and M2 segment occlusion were inves-
tigated in this study, and it was compared to intravenous
thrombolysis. The results showed that NIT had a significant
therapeutic effect on cranial artery M1 and M2 occlusion,
can dredge the occlusion vessels, and effectively improve
the neurological deficits and prognosis of patients. The vas-
cular recanalization rates of patients after treatment were
compared, and the neurological function score was assessed
by the National Institutes of Health Stroke Scale (NIHSS). It

had a high level of safety and effectiveness, as well as a high
degree of feasibility. This study, on the other hand, had a
limited sample size, a lack of overall representativeness,
and a short follow-up period. In general, this study provided
an effective reference for the clinical treatment of patients
with cranial artery caused by M1 and M2 occlusion.

Data Availability

All data, models, and code generated or used during the
study appear in the submitted article.

Additional Points

Industry Contributions. (1) In this work, it was proved by
experiments that the therapeutic efficiency of nerve inter-
ventional thrombectomy was comparable to that of intrave-
nous thrombolysis. For patients with late admission and
severe symptoms, intravenous thrombolysis was more risky,
and nerve interventional thrombectomy was a safer and
more suitable option. (2) The vascular recanalization rate
of intravenous thrombolysis was higher than that of intrave-
nous thrombolysis, which could effectively improve the neu-
rocognitive function of patients with cranial artery M1 and
M2 occlusion and could fundamentally solve the vascular
stenosis in patients. (3) Nerve interventional thrombectomy
was effective and safe, with low incidence of postoperative
complications and can effectively improve the prognosis of
patients with cranial arteries caused by M1 and M2 occlu-
sion. (4) This work explored the important value of intrave-
nous thrombolysis in the treatment of cerebral artery
occlusion. Intravenous thrombolysis was not only one of
the alternative treatment options for intravenous thrombo-
lysis but also a rescue option for patients with contraindica-
tions to intravenous thrombolysis. (5) This work provided a
sustainable reference for the clinical treatment of cerebral
artery occlusion caused by acute cerebral infarction and
other cerebrovascular diseases.
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ber: 2015845).

Consent

Written informed consent was obtained from the individual
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Objective. The goal of this study was to look at the clinical impact of the entire process of nursing care for patients with severe
cerebral hemorrhage. Method. From January 2018 to December 2019, the clinical data of 160 patients with severe cerebral
hemorrhage who were hospitalized to our hospital were reviewed retrospectively. They were separated into two groups based
on their admission: routine and complete procedure. The routine group used routine emergency care, the whole process group
was provided first aid care with whole process nursing. The diagnosis and treatment time, the success rate of emergency care,
the incidence of adverse events, and the complaint rate were compared between the two groups. Results. The treatment time,
emergency examination time, and preoperative rescue time of emergency patients in the whole process group were significantly
shorter than those in the conventional group, with statistically significant differences (all P < 0:05). The rescue success rate of
emergency patients in the whole process group was 95.00% (76/80), and the rescue success rate of emergency patients in the
routine group was 83.75% (67/80); the difference was statistically significant (χ2 = 4:378, P = 0:034). The complaint rate of
emergency patients in the whole process group was 2.50% (2/80), while that in the routine group was 8.75% (7/80), with
statistically significant difference (χ2 = 4:732, P = 0:024). The incidence of total nursing adverse events was 6.25% (5/80) in the
whole process group and 17.50% (14/80) in the routine group; the difference was statistically significant (χ2 = 5:011, P = 0:027).
Conclusion. The implementation of whole process nursing care for patients with severe intracranial hemorrhage can shorten
the time-consuming first aid for patients with intracranial hemorrhage. And it also can improve the rescue success rate of
patients and reduce the incidence of adverse events and complaints, which represents a significant clinical application effect.

1. Introduction

Intracranial hemorrhage is a very common disease in clinical
neurosurgery. Intracranial hemorrhage is one of the symp-
toms of “stroke” in traditional Chinese medicine, and most
patients had hypertension or cerebrovascular malformation
[1–3]. Intracranial hemorrhage is a hemorrhage caused by
nontraumatic rupture of blood vessels in the brain paren-
chyma. The blood clot caused by hemorrhage leads to edema
at the bleeding site and compression of cerebral nerves, and
the gradual increase in cranial pressure leads to a series of
clinical symptoms [4, 5]. Among them, intracranial hemor-
rhage caused by hypertension is very common. Its early
manifestations are vomiting, impaired movement, and diffi-
cult walking. The main clinical manifestations are headache,
nausea, drowsiness, and so on, and severe diseases such as

hemiplegia and speech disorder may occur, even endanger-
ing the life of the patients, which has a certain impact on
the prognosis of the patients’ quality of life [6, 7]. The ther-
apeutic effect of patients with intracranial hemorrhage is
closely related to the timeliness of treatment. Due to the lack
of early warning of intracranial hemorrhage, people often
ignore the importance of the harm of intracranial hemor-
rhage. In addition, the rapid onset, deterioration, and impact
on the body of intracranial hemorrhage are closely related to
the time when patients are treated [8, 9]. The recognition of
the status of rehabilitation nursing for patients with intracra-
nial hemorrhage is considered “three points of treatment
and seven points of nursing” in the medical industry, which
shows the importance of efficient nursing for the rehabilita-
tion of patients with intracranial hemorrhage. For patients
with severe intracranial hemorrhage, a set of reasonable care
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should be given early. Intervention measures are urgent.
Patients with intracranial hemorrhage have brought great
difficulties and challenges to medical staff in the process of
treatment and nursing due to their difficult actions, vague
speech, and ambiguous language [10]. Whole process nurs-
ing is a continuous, full-process, efficient, and zero-
distance nursing care method implemented by medical staff
to patients. In order to improve the rescue level of critical
patients, the whole process nursing was applied in the treat-
ment of patients with severe intracranial hemorrhage in this
study, and the effect was good. It is reported as follows.

The paper is organized as follows: the materials and
methods are presented in Section 2. Section 3 discusses the
experiments and results. Section 4 is discussed in combina-
tion with the relevant data analysis of this study. Finally,
the research work is concluded; it points out the specific
sharing made by this research and the future development
direction of this field.

2. Materials and Methods

2.1. Normal Information. The clinical data of 160 patients
with severe intracranial hemorrhage admitted to our hospi-
tal from January 2018 to December 2019 were retrospec-
tively analyzed. They were divided into the routine group
(January-December 2018) and the whole process group
(January-December 2019) according to their admission
sequence, with 80 patients in each group. There were 56
males and 24 females in the whole process group. The aver-
age age was 40:23 ± 5:47 years old; the AIS-ISS injury score
ranged from 16 to 50 points, with an average score of
30:52 ± 3:63. There were 58 males and 22 females in the rou-
tine group. The average age was 40:15 ± 5:26 years old; the
AIS-ISS injury score ranged from 16 to 50 points, with an
average score of 31:24 ± 3:81. There was no statistically sig-
nificant difference in general data between the two groups
(P > 0:05), which was comparable. Comparative results of
clinical data are shown in Table 1.

According to the purpose of the study and the relevant
research results of previous scholars, the enrollment criteria
and exclusion criteria formulated in this study are as follows:

Enrollment criteria were as follows:

(1) Hypertension led to severe intracranial hemorrhage

(2) Intracranial hemorrhage was confirmed by imaging
examination

(3) The patients and their families knew and agreed to
participate in this study voluntarily

Exclusion criteria were as follows:

(1) Severe intracranial hemorrhage caused by other rea-
sons (including congenital cerebral vascular malfor-
mation and severe intracranial hemorrhage caused
by trauma)

(2) Severe functional insufficiency of other organs

(3) Patients who had died prior to medical consultation

(4) A history of severe cardiopulmonary dysfunction

(5) Cognitive, intellectual, and mental disorders

(6) A history of physical disability or dysfunction

(7) Patients who gave up treatment on their own during
rescue

(8) Incomplete data

2.2. Methods

2.2.1. Routine Group. Conventional emergency care was
adopted, and emergency rescue was carried out according
to the rescue procedures of ventilation → dilatation → car-
diac pump → control of bleeding → operation [11]. Specif-
ically, it was to keep the airway unobstructed and fully
inhale oxygen, establish a venous channel for blood trans-
fusion or infusion as soon as possible, test the heart func-
tion to restore the cardiac blood function, and control the
bleeding and operate as soon as possible. The nursing staff
should perform routine examinations and rescues of
patients as directed by the doctor, improve preoperative
preparation, monitor the physical symptoms of patients
with severe cerebral bleeding, and establish venous access
as quickly as feasible during the implementation of rescue.
And they cooperated with doctors to carry out targeted
multiple examinations (such as chest puncture and abdom-
inal puncture) to prevent traumatic shock. After admission,
paramedics assisted necessary examination and followed up
routine nursing staff after emergency surgery evaluated the
injury.

2.2.2. Whole Process Group. Carry out emergency care with
whole process care.

Table 1: Comparative results of clinical data.

Groups Cases Age GLS
Intracranial hemorrhage

(ml)
Time in ICU

(h)
Chronic lung disease

(cases)
Operation
(cases)

Routine group 80 40:15 ± 5:26 7:15 ± 1:03 32:88 ± 5:03 9:15 ± 2:05 58 67

Whole process
group

80 40:23 ± 5:47 7:05 ± 1:21 33:51 ± 3:82 9:39 ± 1:92 60 70

t 0.32 0.23 -0.091 -0.35 0.0091 0.093

P 0.7446 0.852 0.7105 0.7216 0.9204 0.7582
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(1) Setting up a Whole Process Nursing Team. The whole
process nursing team first set up a captain, who was the chief
commander in the entire emergency care nursing process;
one respiratory nurse was on hand to help respiratory doc-
tors in carrying out medical orders; an executive/circulatory
nurse assisted the doctor in managing the patient’s respira-
tory and circulatory system. There was one assistant nurse,
who cooperated with the doctor to operate instruments
and equipment and was responsible for drug delivery, blood
sample collection, and other auxiliary examinations. There
was one recording nurse, who was responsible for recording
basic patient information, rescue records, doctor’s orders,
and changes in the patient’s condition and responsible for
outreach work, timely communication with the laboratory,
imaging department, and so on, to ensure full cooperation
in emergency care. At the same time, prepare a mobile nurse
to cooperate with other posts at any time. The management
team provided whole process care throughout the first aid
care process. The staffing of the whole process nursing team
is shown in Figure 1.

(2) The Whole Process Nursing Service System. The whole
process nursing service system includes the whole process
of service consciousness, the whole process of management,
the whole process of professional technology, the whole pro-
cess of first aid, and the whole process of medical coopera-
tion (Figure 2).

(1) The whole process of service consciousness

Organize the study of humanized nursing service con-
cept regularly, change the passive service into active service,
and emphasize the importance of active service in the rescue
of severe intracranial hemorrhage.

(2) The whole process of management

The management team shall refine the routine rescue
procedures and formulate the emergency plan for severe
intracranial hemorrhage, and the team leader shall evaluate
the implementation rules of detection to ensure the imple-
mentation of the rescue procedures.

(3) The whole process of professional technology

Hire nursing staff with rich rescue experience to give reg-
ular special lectures to strengthen the professional ability of
the nursing team.

(4) The whole process of first aid

Select nurses with strong professional competence for
consultation, and the attending nurses assist in the judgment

of illness. Once confirmed as severe intracranial hemor-
rhage, immediately start the whole process of nursing and
the completion of emergency care nursing task.

(5) The whole process of medical cooperation

The comprehensive treatment mode was adopted for
rescue nursing.

The principle of rescue first and payment later was to
assist them to go through the admission procedures, and at
the same time, nurses cooperated with the doctors to give
first aid. This principle not only saves valuable rescue time,
improves the treatment effect, and simplifies the process of
patients before admission but also improves the satisfaction
of patients’ family members.

(1) Respiratory care [12]

The suction nurse assisted in cleaning up foreign bodies
in the patient’s mouth, who was ready to attract and suck
sputum at any time, keep the airway open, and closely mon-
itor the patient’s breathing state to ensure that the airway
was open.

(2) Circular care [13]

Circulation nurses assisted in establishing venous access,
correcting electrolyte acid-base balance disorder, maintain-
ing circulating blood volume in the trauma area, and pre-
venting cardiac arrest, hemorrhagic shock, and so on.

(3) Condition observation [14, 15]

The team leader closely monitored the patient’s condi-
tion while managing the rescue scene, focusing on the
patient’s state of consciousness. In addition, the implemen-
tation of the doctor’s advice should be checked in a timely
manner to prevent errors made by the nursing staff due to
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Figure 1: The staffing of the whole process nursing team.
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Figure 2: The whole process nursing service system.
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stress. At the same time, mobile nurses are on standby to
increase the links or posts in need of help, so as to improve
the timeliness of work. The flowchart of the whole process
nursing is shown in Figure 3.

2.3. Observation Target

(1) Time indicators for diagnosis and treatment

This includes patient reception time, emergency exam-
ination time, and preoperative rescue time. Attendance
time referred to the time from the time the medical staff
receives the distress call to the time they arrive at the res-
cue scene. The time of emergency assessment was defined
as the sum of the time spent on routine blood tests, coag-
ulation function, blood matching, virus antibody testing,
and imaging testing, among other things. Preoperative res-
cue time referred to the time from the patient’s admission
to the emergency operating room.

(2) Success rate of emergency care

If the patient’s vital signs remained stable and the patient
was safely transferred to the relevant department, the rescue
was a success. Rescue success rate ð%Þ = number of successful
rescue/total number of people × 100%.

(3) Adverse event incidence and complaint rate

Adverse events mainly included pipe shedding, incorrect
execution of medical advice, incomplete drug preparation,
accidental injury, and so on.

2.4. Statistical Analysis. Using SPSS 21.0 statistical software,
measurement data was expressed as x ± s, and the t-test was
used; the count data was expressed as a percentage and as a

frequency. The theoretical frequency ≥ 0 and ≤5 count data
between groups were corrected and tested. If the theoretical
frequency was greater than 5, the count data between groups
would be tested by χ2. P < 0:05 or P < 0:01 indicated that the
difference was statistically significant.

3. Results

In this section, comparison of diagnosis and treatment time
between the two groups, comparison of the rescue success
rate between the two groups, and comparison of the inci-
dence of nursing adverse events and complaint rate between
the two groups were discussed in detail.

Pre-hospital
assessment

Start the seamless
care team

Comprehensive
disposal model

Open green
channel

Emergency care
cooperation

Assisted
admission

Respiratory care

Cycle care

Condition
observation

Pay after rescue

Figure 3: Flowchart of the whole process nursing.

Table 2: Comparison of diagnosis and treatment time.

Groups Cases Treatment time Emergency examination time Preoperative rescue time

Routine group 80 41:34 ± 4:35 32:09 ± 4:52 71:25 ± 8:13
Whole process group 80 35:75 ± 3:30 21:30 ± 3:05 53:24 ± 5:66
t 8.956 18.525 15.912

P <0.001 <0.001 <0.001

Table 3: Comparison of the rescue success rate.

Groups Cases Rescue success Rate

Routine group 80 67 83.75%

Whole process group 80 76 95.00%

χ2 4.378

P 0.034

Table 4: Comparison of the incidence of nursing adverse events
and complaint rate.

Groups Cases
Complaint

rate
Incidence of nursing

adverse events

Routine group 80 8.75% 17.50%

Whole process
group

80 2.50% 6.25%

χ2 4.732 5.011

P 0.024 0.027
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3.1. Comparison of Diagnosis and Treatment Time between
the Two Groups. The treatment time, emergency examina-
tion time, and preoperative rescue time of emergency
patients in the whole process group were significantly
shorter than those in the conventional group, with statisti-
cally significant differences (all P < 0:05). Comparison of
diagnosis and treatment time is shown in Table 2.

3.2. Comparison of the Rescue Success Rate between the Two
Groups. The rescue success rate of emergency patients in the
whole process group was 95.00% (76/80), and the rescue
success rate of emergency patients in the routine group
was 83.75% (67/80); the difference was statistically signifi-
cant (χ2 = 4:378, P = 0:034). Comparison of the rescue suc-
cess rate is shown in Table 3.

3.3. Comparison of the Incidence of Nursing Adverse Events
and Complaint Rate between the Two Groups. The complaint
rate of emergency patients in the whole process group was
2.50% (2/80), while that in the routine group was 8.75%
(7/80), with statistically significant difference (χ2 = 4:732,
P = 0:024). The incidence of total nursing adverse events
was 6.25% (5/80) in the whole process group and 17.50%
(14/80) in the routine group; the difference was statistically
significant (χ2 = 5:011, P = 0:027). Comparison of the inci-
dence of nursing adverse events and complaint rate is
shown in Table 4.

4. Discussion

Intracranial hemorrhage is a common neurological disease,
characterized by acute onset, rapid progression, poor prog-
nosis, and high mortality, which seriously threatens the
health and life safety of patients. Craniotomy and targeted
minimally invasive bloodletting to reduce intracranial pres-
sure are widely used in patients with severe intracranial
hemorrhage [16]. The success of brain resuscitation in
patients with severe intracranial hemorrhage, whether there
is rebleeding in the brain and whether there are nosocomial-
acquired lower respiratory tract infections and other related
serious complications, is the key to successful treatment,
increased survival rate, and reduced mortality [17, 18]. It
can be seen that patients with severe intracranial hemor-
rhage not only depend on the doctor’s diagnosis and treat-
ment strategy but also are closely related to the correct
nursing intervention measures [19–21]. The whole process
of nursing for patients with severe intracranial hemorrhage
in the rescue of the clinical effect reduces complications,
and the prevention of rebleeding has obvious effects [22–24].

The findings showed that the whole process group’s
treatment time, emergency examination time, and preopera-
tive rescue time were much shorter than the traditional
group’s, with statistically significant differences (all P < 0:05
). The rescue success rate of emergency patients in the whole
process group was 95.00% (76/80), and the rescue success
rate of emergency patients in the routine group was
83.75% (67/80); the difference was statistically significant
(χ2 = 4:378, P = 0:034). The complaint rate of emergency
patients in the whole process group was 2.50% (2/80), while

that in the routine group was 8.75% (7/80), with statistically
significant difference (χ2 = 4:732, P = 0:024). The incidence
of total nursing adverse events was 6.25% (5/80) in the whole
process group and 17.50% (14/80) in the routine group; the
difference was statistically significant (χ2 = 5:011, P = 0:027).

5. Conclusion

To summarize, implementing whole process nursing for
patients with severe intracranial hemorrhage can reduce
the time it takes for patients to receive first aid, increase
the success rate of rescue, decrease the incidence of adverse
events and complaints, and have a significant clinical appli-
cation effect. However, due to the rapid onset of severe intra-
cranial hemorrhage and high degree of harm, how to
appease the emotion of the patient’s family members in the
rescue process is also one of the contents of modern nursing.
Patients need long-term continuous care and regular exam-
ination after discharge. How to prevent the recurrence of
intracranial hemorrhage, slow down the complications and
sequelae caused by intracranial hemorrhage, and speed up
the rehabilitation process have provided new challenges for
patients’ families and medical staff.
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Objective. Using a digital model, evaluate the changes in the soft tissue following rapid restoration of anterior teeth and analyze the
factors impacting implant absorption. Methods. A retrospective analysis was performed on 84 patients who received immediate
implant restoration for a single anterior tooth in the department of Stomatology of our hospital from April 2020 to August
2021. According to different surgical methods, they were divided into the study group (n = 42) and control group (n = 42).
Immediate implant repair was given to the research group, while delayed implant restoration was given to the control group.
The influence of the two surgical techniques on the alterations of soft tissues around implants was studied using a 3Shape oral
scan and a digital model before and 1, 3, and 5 months after the operation, respectively. Patients in the study group were
divided into the excellent group (n = 26) and poor group (n = 16) according to the test results of implant bone absorption, and
the risk factors of poor implant absorption after immediate restoration of anterior teeth were analyzed by univariate and
multivariate analyses. Results. The levels of 1mm and 3mm below the gum mucosa margin in the two groups increased
gradually with the time, and the gingival level and soft tissue thickness at the lip of the baseline implant also increased
gradually. However, the changes of soft tissue in the study group were better than those in the control group at 3 and 6
months after surgery (P < 0:05). The PES score was significantly improved in both groups after treatment, and the aesthetic
score was higher in the study group than in the control group (P < 0:05). Univariate and binary logistic multifactor regression
showed that smoking and poor implant health were the related factors affecting implant absorption (P < 0:05). Conclusion.
Immediate anterior tooth implantation and pharyngeal implant restoration can better restore the soft tissue and aesthetic
degree of patients, but immediate implant restoration can more effectively restore the soft tissue, and controlling smoking and
keeping clean around the implant after surgery is conducive to implant absorption.

1. Introduction

Oral implant repair is the main method for the treatment of
dentition defect and dentition loss. For patients with denti-
tion loss in the aesthetic area of front teeth, traditional
implant treatment will increase the repair time of missing
teeth due to the prolonged operation time, which will have
varying degrees of impact on the quality of life and emotion
of patients [1]. With the advancement of medical technol-
ogy, immediate anterior tooth implant repair has become

more extensively used in clinical practice to obtain better
aesthetic results by reducing the time it takes for missing
teeth to recover [2]. However, immediate implantation still
has some limitations. Some studies have pointed out that
the potential keratinized mucosa defect in the surgical area
will reduce the initial stability of the implant, and the surface
soft tissue morphology of the alveolar bone will also change
with tooth extraction [3, 4]. Therefore, the evaluation of soft
tissue morphology has always been a difficult problem in
clinical practice. Some scholars used plaster model to
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measure and evaluate oral soft tissue before, but the results
produced errors due to the shrinkage and expansion of
model materials [5]. However, because the continuous
development of three-dimensional image technology pro-
vides a technical basis for soft tissue evaluation, this study
created a digital model to observe the impact of different
anterior tooth restoration implant methods on patient soft
tissue changes and then used a multifactor analysis to iden-
tify risk factors for poor implant absorption after surgery. To
provide a more effective treatment for patients with denti-
tion defect in the aesthetic area of anterior teeth and lay a
theoretical foundation for improving prognosis, it will be
reported as follows [6].

The arrangements of this paper are as follows: Section 1
discusses the general information and methods. Section 2
examines an experimental result. Section 3 concludes the
article with discussion.

2. General Information and Methods

2.1. General Information. A retrospective analysis was per-
formed on 84 patients who underwent immediate implant
restoration of the single anterior tooth in stomatology
Department of our hospital from April 2020 to August
2021. According to different surgical methods, they were
divided into the study group (n = 42) and control group
(n = 42). The comparison of baseline data between the two
groups was shown in Table 1, with no significant difference
(P > 0:05). In addition, patients in the study group were
divided into the excellent group (n = 26) and poor group
(n = 16) according to the test results of bone absorption of
implants. Before surgery, all patients in the study completed
an informed consent form, and the general information and
clinical data gathered in this study were kept private and not
utilized for any other reason.

Inclusion criteria are as follows: (1) patients did not
have inflammation at the root tip, (2) the patient had a
healthy gingiva and stable occlusal relationship, (3) no
contraindications of other dental implants;, and (4) signed
informed consent.

Exclusion criteria are as follows: (1) patients with mental
diseases cannot cooperate with the study, (2) unclear clinical
imaging data, (3) patients with poor treatment compliance,
which influenced the study results, and (4) combined with
autoimmune dysfunction.

2.2. Methods

2.2.1. Treatment Methods. Before treatment, both groups
were given the same routine treatment such as periodontal
cleaning and local anesthesia during the operation.

In the study group, immediate implant restoration was
performed. After anesthesia took effect, the mucosa was
cut along the extraction socket and the gingival was peeled
off, and the edge of the extraction socket was fully exposed.
According to the breadth of the tooth neck and the length
of the root, the extraction socket was adequately extended.
The autologous bone hole was collected at the standby hole
when the implant’s cervical margin reached 2mm below

the alveolar crest, and then, the bio-OSS shares were used
for bone grafting and the Bio-Gide film was coated. The
screw hole in the upper segment of the implant was screwed,
and the mucosa was sutured, and the gauze was occlited for
30 minutes after surgery, as shown in Figure 1.

In the control group, a trapezoidal incision was made at
3mm of the alveolar crest on the labial side about 5 weeks
after tooth extraction, and transverse incision was made on
the alveolar crest. Other steps were the same as those in
the study group.

Both groups were inserted 2 weeks after surgery and
followed up for 6 months.

2.2.2. Data Acquisition and Digital Model Establishment. A
professional physician performed preoperative and postop-
erative oral scans on the maxillary denture and labial gingi-
val soft tissue to obtain digital impression modulus data
(Figure 2), which will be entered into Geomagic Studio.
The apical points with obvious features in the two models
to be registered were selected, and the alignment function
was performed, and the fitting alignment function was used
for correction (Figure 3). The superimposed two models
were analyzed by analytical function analysis, and the soft
tissues around implants were labeled by 15-stage chroma-
tography (Figure 4).

2.2.3. 3D Reconstruction of Soft Tissue Morphology and 3D
Morphological Measurement and Analysis. The preoperative
scan model was superposed with the postoperative scan
model, and the critical value MAX was set to 2.45mm in
the software, and the nominal values (MIX/MAX)
were±0.123mm, respectively. When the change exceeded
0.123mm, the color other than green would be displayed,
so the aligned part was green and the soft tissue contour
changed to blue in the model. And the darker the color, the
higher the degree of change (Figure 4). Chromatography
shows implant surrounding soft tissue changes (Figure 5)
and keeps the green parts out the blue part and changes in
the area of the surface of the two local choice of 6 months
after surface and reverse flip; flip was observed before and
after an internal space between two surfaces (Figure 6), the
filled function for filling out this space so as to form a closed
space. The reconstructed 3D model is the changes of soft tis-
sues around the implant (Figure 7).

Professional surveyors will measure the superimposed
model. The “Boolean Operation” function in the software will
be used to integrate the superimposed model (Figure 8).
Import the integrated model into Geomagic Qualify for sec-
tion creation. The changes of 1mm (RW1) and 3mm
(RW3) below the gingival mucosa margin were measured in
the cross-sectional view again. The level of the baseline
implant lip gingival (ML) was measured at the lip gingival
apex of the preoperative end point, and the mean thickness
of the soft tissue contour was measured (D).

2.2.4. Aesthetic Evaluation of Pink in Planting Area (PES).
The evaluation scale mainly contains 7 items, including gin-
gival color, texture, shape, alveolar ridge defect, gingival
margin level, middle gingival papillary filling, and proximal
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middle gingival papillary filling. The score range is 0 to 14,
and the lower the score is, the lower the aesthetic degree of
the patient is.

2.2.5. Evaluation of Implant Bone Absorption. The team
completed in implant surgery and postoperative patients
with six months for X-ray, stabilizing the tooth slice of film-

ing process, and using image processing software for
processing; after filming in a more accurate to evaluate
implant absorption degree, the implant length is measured
in the X line and compared the magnification (the length
of the X-ray showed that planting-actual implant length),
and the height of marginal alveolar bone was measured
and bone resorption was evaluated. Those with bone

Table 1: Comparison of baseline data.

Study group (n = 42) Control group (n = 42) t/x2 P

Age 35:23 ± 6:32 35:61 ± 6:29 -0.276 0.783

Gender 0.198 0.657

Man 26 (61.90%) 24 (57.14%)

Woman 16 (38.10%) 18 (42.86%)

BMI (kg/m2) 23:32 ± 2:14 23:21 ± 2:16 0.234 0.815

Tooth loss time (week) 5:58 ± 2:35 5:47 ± 2:42 0.211 0.833

(a) (b)

(c) (d)

(e) (f)

Figure 1: Immediate implant repair map. (a) The preoperative positive image. (b) After tooth extraction. (c) The backup cave map. (d) The
implant. (e) Bone meal implanted and coated. (f) The postoperative positive view.

Figure 2: Oral scan models at different time points.
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resorption less than 1.5mm were included in the excel-
lent group, and those with bone resorption ≥ 1:5mm
were included in the poor group. The factors affecting
bone resorption were analyzed by a single factor and
multiple factors.

2.3. Statistical Treatment. The study data were put into SPSS
22.0 for statistical processing. If the measurement data
followed normal distribution and homogeneity of variance,
they were expressed asmean ± standard deviation. The inde-
pendent sample T test was used to assess intergroup differ-
ences, while the paired T test was used to test intragroup
comparisons. Counting data were represented by (%), and
the differences between groups were tested by x2 test.
Repeated measurement analysis and parallel spherical test
were used for measurements at different time points. Uni-
variate and multivariate analyses of factors affecting bone
resorption of implants were done. All the above data were
at P < 0:05, and the differences among the data were statisti-
cally significant.

3. Results

3.1. Postoperative Soft Tissue Changes in Each Group. The
results showed that the levels of 1mm and 3mm below the
gum mucosal margin in the two groups gradually increased
over time after surgery, and the gingival level and soft tissue
thickness at the lip of the baseline implant also gradually
increased. However, the changes of soft tissue in the study

group were better than those in the control group at 3 and
6 months after surgery (P < 0:05), as shown in Table 2.

3.2. Postoperative PES Score Changes in Each Group. PES
scores of patients in both groups were significantly improved
after treatment, and the aesthetic score of the study group
was higher than that of the control group (P < 0:05), as
shown in Table 3.

3.3. Univariate and Multivariate Analyses of Factors
Affecting Bone Resorption of Implants. Univariate and binary
logistic multifactor regression showed that smoking and
poor implant health were the related factors affecting
implant absorption (P < 0:05), as shown in Table 4 and
Figure 9.

4. Discussion

As a treatment method for repairing the aesthetic area of the
anterior teeth, immediate implant restoration of anterior
teeth can better evaluate the clinical efficacy of this method
for patients with tooth loss by observing the soft tissue
changes after restoration [7]. In the past, worried models
were commonly used in clinical practice to evaluate soft tis-
sue changes, but this method was vulnerable to the influence
of model materials and mould taking procedures, and the
gypsum model measurement method was too solitary, lead-
ing in low accuracy of results [8]. With the continuous
development of digital information technology, some
scholars have pointed out that digital light scanning can be
used to achieve multiangle measurement of the surrounding
soft tissues of implants, so as to assist doctors to more accu-
rately assess the prognosis of patients and provide corre-
sponding treatment plans [9]. But at this stage on this
technology is applied to the soft tissue changes after imme-
diate implant prosthesis research is relatively small, there-
fore, this study through the line to our hospital were
retrospectively analyzed to dental implant prosthesis of the
84 patients, compare the different repair methods on the
influence of the soft tissue changes, and further analyze the
related factors influencing the postoperative implant absorp-
tion, to provide clinical treatment basis for improving the
clinical treatment of patients with anterior tooth loss.

The study’s findings revealed that at 3 and 6 months fol-
lowing surgery, the level of 1mm and 3mm below the gingi-
val mucosal margin, the level of baseline labial implants, and
the thickness of soft tissue in the study group were higher
than those in the control group (P < 0:05). By reviewing rel-
evant literature and combining the results of this study, the
author believed that, when making an immediate implant
prosthesis because patients with tooth extraction socket are
not yet healed, more effective orientation for judgment of
alveolar socket must be done, so it is easier to implant into
the ideal anatomical location, and more joint biomechanics,
and immediate implant prosthesis can effectively shorten the
patient’s growing cycle, and reduce the missing tooth bone
mass loss. It also plays a role in improving the quality of life
[10]. Simultaneously, the changes in soft tissue generated by
rapid implant repair could be caused by the restoration of

Figure 4: The overlap of preoperative and postoperative models
and the change of soft tissue on the labial side at the implantation
site by chromatography, in which the light blue area is the soft
tissue collapse.

Figure 3: Note: the red area is the artificial overlap of similar
surfaces of other teeth.
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the alveolar bone beneath the implant, leading in a change in
alveolar crest size and then the retraction of the peripheral
mucosa around the implant. In addition, studies have con-
firmed that there are many clinical factors that can cause
the retraction of the peripheral mucosa. Based on this, some
scholars have proposed that immediate implant repair can
reduce postoperative mucosal edge retraction by reducing
the degree of flap flap or avoiding flap flap [11, 12]. In addi-
tion, PES was used to compare the aesthetic degree of the
two groups of patients after surgery. PES score of the study
group was significantly higher than that of the control group
(P < 0:05), which further demonstrated that immediate
implant repair could not only promote the recovery of

periodontal soft tissue but also enhance the aesthetic degree
after surgery.

In addition, the risk factors causing poor implant
absorption were analyzed in this study, and the results
showed that postoperative smoking and poor implant health
were independent risk factors affecting implant absorption
(P < 0:05). Smoking is one of the factors causing poor
implant absorption after surgery, which may be related to
smoking inhibiting epithelial tissue generation and slowing
down wound healing [13]. As a result, it is recommended
that patients discontinue smoking prior to surgery and then
reduce or quit smoking afterward, in order to ensure the
greatest surgical outcomes and prognosis. In addition there
are a large number of studies confirm that poor oral health
situation is one of the important reasons influence a variety
of oral disease, postoperative patients with immediate
implant prosthesis implants with poor absorption also has
close ties, and this study also showed that patients with poor
oral health is another risk factor for postoperative implant
absorption is poor, in line with previous studies [14, 15].
Therefore, it is recommended that patients keep their oral
cavity clean after surgery, brush their teeth regularly to
reduce and inhibit the formation of dental plaque, and
improve the success rate of treatment and the effect of
implant repair. Although this study has achieved some clin-
ical results, due to the small sample size, the rigor of the
results needs to be further supported by more scholars.

Finally, rapid implant restoration of anterior teeth can
help the soft tissue around the implant recover more quickly
and improve the overall aesthetic appearance. Meanwhile,

Figure 5: The changes of soft tissue at the implant site manually marked after 3D reconstruction.

Figure 6: The flipped postoperative image, showing a gap between
the two surfaces.

Figure 7: The three-dimensional morphology of soft tissue after
reconstruction.

Figure 8: The integration of preoperative and postoperative linear
measurements as a whole.
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Table 2: Postoperative soft tissue changes.

Group Number 1 months after surgery 3 months after surgery 6 months after surgery F P

Study group 42

RW1 (mm) 0:14 ± 0:07 0:23 ± 0:12∗ 0:28 ± 0:08∗# 2.214 0.023

RW3 (mm) 0:21 ± 0:11 0:32 ± 0:19∗ 0:39 ± 0:13∗# 3.342 0.038

D (mm) 0:31 ± 0:11 0:52 ± 0:13∗ 0:61 ± 0:16∗# 5.562 <0.001
ML (mm) 0:22 ± 0:11 0:32 ± 0:18∗ 0:41 ± 0:14∗# 3.267 0.026

Control group 42

RW1 (mm) 0:13 ± 0:08 0:22 ± 0:13∗ 0:26 ± 0:09∗# 2.042 0.032

RW3 (mm) 0:20 ± 0:12 0:30 ± 0:16∗& 0:35 ± 0:15∗#& 3.283 0.041

D (mm) 0:28 ± 0:09 0:45 ± 0:14∗& 0:52 ± 0:15∗#& 4.983 <0.001
ML (mm) 0:21 ± 0:06 0:27 ± 0:14∗& 0:35 ± 0:13∗#& 3.163 0.032

Note: ∗compared with 1 month after surgery, ∗P < 0:05, #compared with 3 months after surgery, #P < 0:05; and &compared with the study group, &P < 0:05.

Table 3: Aesthetic score changes after surgery.

Group Number Preoperative 6 months after surgery t P

Study group 42 6:63 ± 2:14 11:27 ± 2:31 -9.550 <0.001
Control group 42 6:52 ± 2:05 10:04 ± 2:16 -7.660 <0.001
t 0.241 2.521

P 0.810 0.014

Table 4: Univariate analysis.

Good group (n = 26) Bad group (n = 16) t/x2 P

Age 36:23 ± 5:61 36:46 ± 5:66 -0.129 0.898

Gender 1.553 0.213

Man 18 (69.23%) 8 (50.00%)

Woman 8 (30.77%) 8 (50.00%)

BMI (kg/m2) 23:32 ± 2:10 23:21 ± 2:05 0.166 0.869

Smoking 17.374 <0.001
Y 3 (11.54%) 12 (75.00%)

N 23 (88.46%) 4 (25.00%)

Local health of implantation 4.423 <0.001
Cleaning 21 (80.77%) 5 (31.25%)

Food residue 4 (15.38%) 5 (31.25%)

Dental calculus 1 (3.85%) 6 (37.50%)

Smoking

Poor implant health

0.0 0.2 0.4 0.6 0.8 1.0

OR (95% CI) P

0.052 (0.023~0.226) 0.004

0.0110.127 (0.021~0.555)

OR

Figure 9: Multivariate analysis.
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reducing the frequency of smoking and maintaining clean
oral hygiene after surgery can promote the implant restora-
tion effect and clinical efficacy, improve the implant absorp-
tion degree, and further improve the prognosis.

Data Availability

The datasets used in this paper are available from the corre-
sponding author upon request.
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Objective. Perinatal outcomes and related risk factors of single vs twin pregnancy complicated with gestational diabetes mellitus
(GDM) were clarified, providing evidence for developing preventive measures. Methods. The Chinese National Knowledge
Infrastructure (CNKI), China Biology Medicine (CBM), CQVIP, Wanfang, and PubMed databases were searched for published
research on the perinatal outcomes and risk factors of single and twin pregnancy complicated by GDM from 2000 to 2021.
The quality of the included literature was evaluated according to the Newcastle-Ottawa Scale (NOS). Meta-analysis of the
included literature was conducted using RevMan5.3 software. Results. Relative to a single pregnancy group, infertility,
gestational weight gain, and family history of diabetes presented statistical significance in the twin pregnancy group (P < 0:05);
gestational age at delivery, cesarean section, preterm birth < 37 weeks, and preeclampsia presented statistical significance in the
twin pregnancy group (P < 0:05); and neonatal birth weight, small for gestational age (SGA), neonatal asphyxia, neonatal
hypoglycemia, neonatal respiratory distress syndrome (NRDS), neonatal hyperbilirubinemia, and neonatal death presented
statistical significance in the twin pregnancy group (P < 0:05). Conclusion. Infertility, prenatal weight gain, and diabetes in the
family are all risk factors for postpartum impaired glucose metabolism in pregnant women with GDM who are carrying twins.
The gestational age at delivery, cesarean section, preterm birth < 37 weeks, and preeclampsia of twin pregnant women with
diabetes will affect the perinatal status of twin pregnant women. Neonatal birth weight, SGA, neonatal asphyxia, neonatal
hypoglycemia, NRDS, neonatal hyperbilirubinemia, neonatal death, etc. should be paid special attention in the perinatal process.

1. Introduction

Gestational diabetes mellitus (GDM) is the most common
metabolic disease in pregnancy, and its incidence is increas-
ing globally due to elevated obesity in women of childbearing
age, elderly parturient women, and assisted reproductive
technologies. Incidence of GDM in twin pregnancy presents
elevation relative to single pregnancy, and twin pregnancy
is an independent risk factor for GDM occurrence [1, 2].

Preterm birth, infection, macrosomia, polyhydramnios,
postpartum hemorrhage, newborn hypoglycemia, neonatal
respiratory distress syndrome (NRDS), neonatal hypercho-
lesterolemia, and other perinatal problems have all been

linked to GDM in single pregnancies [3]. There are different
opinions at home and abroad about whether GDM will
increase the adverse pregnancy outcome of twin pregnancy.
The related risk factors and early prediction research of
GDM also focus on single pregnancy, and reports on twin
pregnancy are rare. Understanding the perinatal outcomes
and risk factors of GDM, as well as GDM prevention, early
diagnosis, and early treatment, is critical for enhancing the
quality of life of pregnant and lying-in women, as well as
perinatal infants.

The following is the paper’s organization paragraph: in
Section 2, the materials and methods is provided. The exper-
iments and results are discussed in Section 3. Section 4
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consists of the discussion; finally, the research job is com-
pleted in Section 5.

2. Materials and Methods

In this section, we defined the data source, literature inclu-
sion criteria, literature exclusion criteria, literature screening
and data extraction, quality evaluation, and statistical analy-
sis in detail.

2.1. Data Source. The China National Knowledge Infrastruc-
ture (CNKI), China Biology Medicine (CBM), CQVIP,
Wanfang, and PubMed databases were retrieved, combined
with literature tracing and manual retrieval using the com-
bination of subject headings and keywords. The literatures
published on the risk factors of GDM in Chinese women
from January 2000 to December 2021 were collected. The
literature retrieval terms were as follows: “single vs twin
pregnancies,” “gestational diabetes mellitus,” “risk factors,”
“perinatal outcomes,” and “case-control study.”

2.2. Literature Inclusion Criteria

(1) A case-control study

(2) Clinically confirmed GDM cases in a case group

(3) OR value and its 95% CI being provided or possibly
being obtained indirectly by calculation

(4) For the report of the same population, a recently
published literature being chosen

2.3. Literature Exclusion Criteria

(1) The study did not set up a control group

(2) The diagnostic criteria for GDM were not mentioned
or were not clear

(3) The unavailable literatures were published repeat-
edly, with poor quality and incomplete data

2.4. Literature Screening and Data Extraction. Two
researchers screened the literature and extracted data
according to the inclusion and exclusion criteria, respec-
tively, and crosschecked to exclude bias. If there was any dis-
agreement, two researchers discussed it first and negotiated
with a third party to resolve it if necessary. The literature
data were extracted using Excel, including key elements of
literature quality evaluation (title, author, publication time,
and sample size), exposure factors (included when there
were ≥ 3 literature reports), and outcome measurement data.

2.5. Quality Evaluation. Two researchers evaluated the qual-
ity of the included literature according to the Newcastle-
Ottawa Scale (NOS), which included 3 dimensions and 8
items in total, with a full score of 9 points. A total score of
≤4 was considered low quality, 5–6 was considered moderate
quality, and ≥7 was considered high quality. If there was a
disagreement in the evaluation results, two researchers dis-
cussed it first and negotiated with a third party to resolve
it if necessary.

2.6. Statistical Analysis. Meta-analysis was conducted using
RevMan5.3 software. Results were expressed as odds ratio
(OR) with 95% confidence intervals (95% CI). The χ2 test
evaluated the heterogeneity of the included literature (the
test level was α = 0:05), and the size of the heterogeneity
was evaluated according to the I2 value. When P > 0:05
and I2 ≤ 50%, it indicated that the heterogeneity of the
results in each study presented no statistical significance
and a fixed-effects model (FEM) was used for meta-
analysis; when P ≤ 0:05 and I2 > 50%, it indicated that the
study results presented statistical significance; a random-
effects model (REM) was used for meta-analysis after
excluding clinical heterogeneity. Sensitivity analysis deter-
mined whether the combined results of exposure factors
were stable.

3. Results

3.1. Literature Screening Process and Results. EndNote X9
was utilized to reduplicate a total of 1725 linked literatures
found through retrieval. After preliminary screening by
reading the title and abstract and rescreening by reading
the full text, 11 studies were finally included, with a total
of 383752 subjects, including 376563 cases in the single
pregnancy group (control group) and 7189 cases in the twin
pregnancy group (experimental group) (Figure 1).

3.2. General Characteristics and Quality Evaluation of
Included Literature. A total of 11 case-control reports were
included in this study, and the NOS score was 5 for 1 litera-
ture, 6 for 5 literatures, 7 for 3 literatures, and 8 for only 2
literatures (Table 1).

3.3. Meta-Analysis Results

3.3.1. Analysis of Related Risk Factors. Family history of dia-
betes and pre-BMI presented no difference in the heteroge-
neity test (P > 0:1 or I2 < 50%), and FEM was used for
analysis; other risk factors presented statistical significance
in the heterogeneity test (P ≤ 0:1 or I2 > 50%), and REM
was used for analysis. Relative to the single pregnancy group,
infertility, gestational weight gain, and family history of
diabetes presented statistical significance in the twin preg-
nancy group (P < 0:05), indicating that infertility, gestational
weight gain, and family history of diabetes are risk factors
for twin pregnant women with GDM. Age and pre-BMI pre-
sented no difference after combination (Table 2).

3.3.2. Analysis of Perinatal Outcomes of Pregnant Women.
Perinatal outcome indicators of gestational age at delivery,
cesarean section, preterm birth < 37 weeks, gestational
hypertension, and preeclampsia presented statistical signifi-
cance in the heterogeneity test (P ≤ 0:1 or I2 > 50%), and
REM was used for analysis. Relative to the single pregnancy
group, gestational age at delivery, cesarean section, preterm
birth < 37 weeks, and preeclampsia presented statistical
significance (P < 0:05), indicating that gestational age at
delivery, cesarean section, preterm birth < 37 weeks, pre-
eclampsia, and gestational diabetes mellitus are important
indicators of perinatal outcomes in twin pregnant women
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with GDM. Gestational hypertension presented no differ-
ence after combination (Table 3).

3.3.3. Analysis of Perinatal Outcomes of Neonates. Perinatal
outcome indicators of neonatal SAG, neonatal hypoglyce-
mia, neonatal hyperbilirubinemia, and neonatal death pre-
sented no difference in the heterogeneity test (P > 0:1 or
I2 < 50%); FEM was used for analysis; neonatal birth weight,
large for gestational age (LGA), neonatal asphyxia, and
NRDS (P ≤ 0:1 or I2 > 50%) presented statistical significance

in the heterogeneity test; REM was used for analysis. Relative
to the single pregnancy group, neonatal birth weight, SGA,
neonatal asphyxia, neonatal hypoglycemia, NDS, neonatal
hyperbilirubinemia, and neonatal death presented statistical
significance (P < 0:05). LGA presented no difference after
combination (Table 4).

3.3.4. Analysis of Publication Bias. The funnel plots were
essentially symmetrical, according to the literature included
in the meta-analysis (Figure 2), suggesting that the meta-
analysis results are less likely to have publication bias.

Retrieval literature and manual retrieval
literature (n=1725)

Eliminate duplicate literature (n=656)

Reading title and abstract (n=1069)

Reading the whole passage (n=234)

Meta analysis literature was included (n=7)

Eliminate irrelevant or incomplete original data
(n=835)

Eliminate the documents that do not meet the
inclusion criteria (n=223)

Figure 1: Flowchart of literature screening.

Table 1: Literature quality evaluation.

Author Year
Groups

NOS score
Single pregnancy group Twin pregnancy group

Buhling et al., [4] 2003 178 89 6

Jung et al., [5] 2015 3435 143 6

Lai et al., [6] 2012 327198 5552 5

Rauh-Hain et al., [7] 2009 22503 553 7

Akiba et al., [8] 2019 451 20 8

Morikawa et al., [9] 2015 3667 110 6

Ashwal et al., [10] 2021 1893 180 7

González González et al., [11] 2014 39 39 6

Guillén-Sacoto et al., [12] 2018 240 120 7

Hiersch et al., [13] 2018 16,731 326 8

Weiner et al., [14] 2018 228 57 6

Table 2: The related risk factors.

Exposure factors Number of literatures
Heterogeneity test

OR (95% CI) P
I2 (%) P Effect model

Age 10 93 <0.00001 REM 0.46 [−0.42, 1.33] 0.31

Infertility 8 95 <0.00001 REM 1.94 [1.03, 3.67] 0.04

Gestational weight gain 4 96 <0.00001 REM 3.80 [1.08, 6.52] 0.006

Family history of diabetes 5 52 0.08 FEM 1.31 [1.19, 1.44] <0.00001
Pre-BMI 9 20 0.26 FEM −0.09 [−0.30, 0.11] 0.37
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4. Discussion

4.1. Analysis of Risk Factors for GDM in Twin Pregnancy. At
present, domestic and foreign studies generally believe that
GDMmay be the result of the combined effect of genetic fac-
tors and social environmental factors. Though academics at
home and abroad have done a lot of research on the risk fac-
tors for GDM and have achieved a lot of new discoveries and
understandings, earlier publications’ results aren’t always
consistent [15]. Currently identified risk factors are race,
advanced pregnancy, prolificacy, family history of diabetes,
obstetric history, and overweight. Herein, meta-analysis sys-
tematically evaluated the risk factors of GDM by synthesiz-
ing the epidemiological research results on the risk factors

of GDM in Chinese women in the past 21 years. The study
analyzed 11 Chinese and English literatures, and the results
demonstrated that infertility, gestational weight gain, and
family history of diabetes were the risk factors for postpar-
tum abnormal glucose metabolism in twin pregnant women
complicated with GDM. According to one study, prepreg-
nancy overweight or obesity is an independent risk factor
for GDM [16], which could be linked to obese people’s
increased insulin resistance and decreased glucose tolerance.
Controlling prepregnancy obesity is a critical step in pre-
venting GDM. Young et al. have revealed that among those
with abnormal OGTT during pregnancy, the risk of postpar-
tum diabetes in obese prepregnancy was 22.4 times that of
normal weight [17]. Thus, pregnant women with a family

Table 3: Perinatal outcomes of pregnant women.

Perinatal outcome indicators Number of literatures
Heterogeneity test

OR (95% CI) P
I2 (%) P Effect model

Gestational age at delivery 6 98 <0.00001 REM −3.37 [−3.77, −2.97] <0.00001
Cesarean section 5 99 <0.00001 REM 4.79 [1.68, 13.67] 0.003

Preterm birth < 37 weeks 5 92 <0.00001 REM 13.47 [5.67, 32.02] <0.00001
Gestational hypertension 5 71 0.008 REM 0.98 [0.27, 3.53] 0.98

Preeclampsia 3 72 0.03 REM 2.46 [1.48, 4.08] 0.0005

Table 4: Perinatal outcomes of neonates.

Perinatal outcome indicators Number of literatures
Heterogeneity test

OR (95% CI) P
I2 (%) P Effect model

Neonatal birth weight 4 61 0.050 REM −1306.550 [−1403.690, −1209.41] <0.00001
SAG 4 0 0.760 FEM 2.24 [1.78, 2.82] <0.00001
LAG 4 87 <0.0001 REM 1.30 [0.53, 3.17] 0.57

Neonatal asphyxia 3 98 <0.00001 REM 5.08 [1.29, 20.06] 0.02

Neonatal hypoglycemia 3 41 0.180 FEM 2.86 [2.18, 3.75] <0.00001
NRDS 2 94 <0.0001 REM 25.94 [5.42, 124.24] <0.0001
Neonatal hyperbilirubinemia 2 0 0.780 FEM 5.41 [2.80, 10.45] <0.00001
Neonatal death 3 0 0.400 FEM 5.33 [4.59, 6.19] <0.00001

–100 –50 0 50 100
2
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1
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Figure 2: Funnel plots.
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history of diabetes should have a reasonable diet and con-
trolling prepregnancy obesity and gestational weight gain is
a crucial measure to prevent GDM occurrence. Pregnant
women with propregnancy obesity should be more moni-
tored, prenatal examinations should be carried out on time,
and GDM should be detected and diagnosed early, so as to
reduce the risk of maternal and infant complications.

Analysis of perinatal outcomes in twin pregnancies with
GDM: twin pregnancy has been linked to a higher risk of
caesarean delivery, GDM, preeclampsia, and preterm birth,
but the extent to which GDM enhances the maternal and
fetal risk associated with twin pregnancy is unknown. At
present, there is no unified conclusion in domestic and for-
eign studies. Xiao et al. retrospectively analyzed 197 twin
pregnancies and believed that GDM did not increase the
adverse perinatal outcome of twin pregnancy [18]; Li et al.
retrospectively analyzed the clinical data of 329 dichorionic
twin pregnancies and concluded that GDM did not increase
the adverse perinatal outcomes of dichorionic twin preg-
nancy [19]. Australian scholars Ooi and Wong retrospec-
tively analyzed the perinatal outcomes of 410 twin
pregnancies, of which 99 were diagnosed with GDM, and
discovered that twin pregnancies with GDM were more
prone to the occurrence of preterm birth, gestational hyper-
tension, and preeclampsia. The incidence of neonatal inten-
sive care unit (NICU) admission and perinatal mortality
presented elevation, concluding that twin pregnancies with
GDM are a high-risk group with a high incidence of adverse
pregnancy outcomes [20]. The meta-analysis of McGrath
et al. in 2017 concluded that gestational age and incidence
of LGA and SGA presented no difference between GDM
twins and non-GDM twins. Twins with GDM has no associ-
ation with RDS, hypoglycemia, and 5min Apgar score < 7
points, whereas twin neonates with GDM had a higher
chance of being admitted to NICU [21]. Australian scholars
Sheehan et al. studied 194 twin pregnancies, of which 39
were complicated with GDM, and believed that in addition
to neonatal hypoglycemia, GDM did not increase other
adverse perinatal outcomes of twin pregnancy [22]. Hiersch
et al. conducted a retrospective cohort study analysis [23].
The research subjects included twin and single live births
in Canada from 2012 to 2016. A total of 270843 cases were
included, including 266942 single cases, among which
16731 cases were complicated with GDM, with single
GDM incidence of 6.3%, and 3901 twin cases, among which
326 cases were complicated with GDM, with twin GDM
incidence of 8.3%. No matter in single or twin pregnancy,
GDM was related to cesarean section delivery, preterm
birth < 37 weeks, and preterm birth < 34 weeks. GDM can
raise the risk of gestational hypertension and preeclampsia
in a single pregnancy, but not in a twin pregnancy. In terms
of neonatal pregnancy outcomes, the rates of neonatal NICU
hospitalization, RDS, and hypoglycemia were higher in sin-
gle GDM but not in twin GDM and the incidence of LGA
and neonatal jaundice was higher in single GDM but not
in twin GDM. Collectively, relative to single pregnancy, twin
GDM has no association with hypertensive disorders com-
plicated with pregnancy and certain neonatal diseases.
Nonetheless, the research still highlighted that GDM has

association with several adverse pregnancy outcomes in twin
pregnancy, including increased cesarean delivery and pre-
term birth rates and impaired twin fetal growth and develop-
ment. Herein, relative to the single pregnancy group, five
perinatal outcome indicators of gestational age at delivery,
cesarean section, preterm birth < 37 weeks, and preeclamp-
sia presented statistical significance in the twin pregnancy
group (P < 0:05). The analysis of neonatal perinatal out-
comes demonstrated that, relative to single pregnancy
group, eight perinatal outcome indicators of neonatal birth
weight, SGA, neonatal asphyxia, neonatal hypoglycemia,
NRDS, neonatal hyperbilirubinemia, and neonatal death
presented statistical significance in the twin pregnancy
group (P < 0:05), suggesting that neonatal birth weight,
SGA, neonatal asphyxia, neonatal hypoglycemia, NRDS,
neonatal hyperbilirubinemia, and neonatal death are vital
indicators for neonatal perinatal outcomes of twin preg-
nancy complicated by diabetes. LGA presented no difference
after combination.

The results of this research are also limited by multiple
factors:

(1) The number of included literatures is small, and the
sample content of each literature varies greatly

(2) GDM screening methods and diagnostic criteria
used in different literatures are different. However,
due to the small number of included literatures,
this study did not conduct a stratified analysis of
risk factors generated from various diagnostic cri-
teria, which may have influenced the accuracy of
the results

(3) Meta-analysis itself is a secondary analysis, and
there is publication bias, positioning bias, citation
bias, etc. The authenticity and validity of its analy-
sis results also largely depend on the quality of
original literatures

5. Conclusion

In conclusion, infertility, gestational weight gain, and family
history of diabetes are risk factors for postpartum abnormal
glucose metabolism in twin pregnant women with GDM and
these factors are both independent and mutually influencing.
To avoid and limit the occurrence and development of post-
partum abnormal glucose metabolism in pregnant women
with GDM, clinical medical staff should focus on the preven-
tion and regulation of these factors. Moreover, gestational
age at delivery, cesarean section, preterm birth < 37 weeks,
and preeclampsia of twin pregnant women complicated by
diabetes will affect the perinatal status of twin pregnant
women. Neonatal birth weight, SGA, neonatal asphyxia,
neonatal hypoglycemia, NRDS, neonatal hyperbilirubine-
mia, neonatal death, etc. should be paid special attention in
the perinatal process.
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In my country, vocational training is an important part of the educational system. In my country’s vocational education system,
there is currently a conscious focus on reform and innovation. It is critical to undertake a thorough assessment of teaching quality
in vocational education in order to improve teaching quality. Artificial intelligence technology, particularly deep learning
technology, can successfully handle this challenge because of the various and complicated aspects involved in the assessment of
teaching quality. This article thus provides an evaluation approach for the quality of vocational education that is based on a
thorough investigation. Finally, research has demonstrated that this approach is capable of objectively and fairly evaluating a
teacher’s teaching quality, increasing a teacher’s teaching passion, improving a teacher’s teaching quality, and nurturing
extraordinary abilities.

1. Introduction

Vocational education is an educational activity imple-
mented in order to enable learners to master professional
knowledge, acquire professional skills, and form good pro-
fessional ethics, so as to serve social production [1]. There-
fore, vocational education is inextricably linked with the
economic development of a country and a nation. With
the continuous development and transformation of the
economy, the connotation and types of vocational educa-
tion also change and evolve. Vocational education is an
important part of national education and an important
source of support for social labor. Vocational colleges are
the main body of vocational education, and the rational
construction of the teaching system is the core of improv-
ing the quality of all schools. As the most direct way to
achieve teaching goals and ensure teaching quality, the
development of vocational education teaching activities is
the most critical link in vocational education. Therefore,
teaching innovation is the key to the successful reform of

vocational education to adapt to the new economic normal
and provide high-quality human capital for the new econ-
omy [2]. It was previously said by our nation’s education
minister that the most important job of vocational educa-
tion in the future would be to increase the quality of educa-
tion; this is done by enhancing teaching quality, which is
done by conducting effective teaching evaluations.

The quality of vocational schools will be directly related
to the development of vocational education in our country.
The school’s direction, educational quality, and the impact
of educational reform are all determined by the quality and
level of the school’s teaching staff. To establish a high-
quality teacher team, first of all, teachers should have a com-
prehensive understanding and correct evaluation. This can
not only encourage teachers to improve their own quality
consciousness, make them understand their own achieve-
ments and deficiencies, consciously regulate their own
behavior, continuously improve and perfect their previous
work, and move towards higher goals, but, at the same time,
it can also promote the school leaders’ awareness of the

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2022, Article ID 1499420, 11 pages
https://doi.org/10.1155/2022/1499420

https://orcid.org/0000-0001-7799-8727
https://orcid.org/0000-0002-7245-6352
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1499420


RE
TR
AC
TE
D

problems and importance of improving teachers’ quality and
teaching level enables the school to take effective measures to
strengthen the construction of the teaching staff in a more
targeted and planned manner. Classroom teaching is the
main way for schools to achieve educational goals. From
the perspective of school management, in order for school
leaders and managers to have a thorough understanding of
the school’s teaching work and to enhance the quality of
teaching, it is necessary to evaluate the quality of teachers’
classroom instruction [3]. The level of teaching work has a
great influence on the level of talents trained, so the evalua-
tion of school teaching work level has become an important
content of teaching management. School teaching quality
assessment is a quite complicated procedure.

Teachers and students have a complicated connection in
the classroom, and a variety of variables influence how well a
lesson is taught. How can a scientific and acceptable teaching
quality assessment system be established such that it can
objectively and fairly evaluate the teaching of teachers?
Quality is a very important topic. Since the birth of the con-
cept of artificial intelligence, it has continued to develop with
the transformation of computers. Artificial intelligence has
mainly experienced the reasoning period in the 1960s, the
knowledge period in the 1970s, and the machine learning
period that started in the 1980s and continues to this day.
Connectionism, statistical learning, and deep learning were
the three stages of machine learning, and deep learning is
currently at a stage of rapid development. Deep learning is
based on neural networks for supervised or unsupervised
feature learning, representation, classification, and pattern
recognition through multilevel nonlinear information pro-
cessing and abstraction. Unfortunately, the integration of
teaching quality assessment and deep learning technology
is still relatively limited. Based on this background, this
paper proposes a teaching quality evaluation method for
vocational education based on deep learning. Using the
advantages of neural network to solve nonlinear problems,
an improved method of BP algorithm and simulated anneal-
ing method is proposed [4]. On this basis, the network struc-
ture, learning parameters, and learning algorithm of the
teaching quality assessment model are determined. It has
realized the efficient, network, and intelligent evaluation of
teaching quality [5].

The paper arrangements are as follows: Section 2
describes the related work; Section 3 defines the methods
of the proposed work. Section 4 discusses the experiment
and results. In Section 5, the article comes to a close.

2. Related Work

Most of my country’s research on vocational education
reform is currently at the macro level; that is, it primarily
emphasizes the importance of vocational education adapt-
ing to the new normal and reform ideas at the broadest,
most specific levels. In recent years, the United States,
France, Australia, Germany, and other nations have
emphasized action-oriented teaching, multidisciplinary pro-
gram with vocational elements, situational teaching, and
“self-paced” learning in their reforms of vocational educa-

tion teaching methods. For the vocational education teach-
ing system, many countries have put the reform emphasis
on the credit transfer system, the unit system, and the
mutual recognition system of learning and work experience,
the main purpose of which is to establish a flexible
vocational education teaching system. From the 1970s to
the 1980s, the German vocational education circle has
attached great importance to the action orientation in
teaching activities. In order to promote the more extensive
and effective development of action-oriented teaching activ-
ities, Germany has implemented a series of teaching reform
pilot projects related to vocational preparation education
and vocational education [6]. The development of modern
apprenticeship based on traditional apprenticeship is one
of the important goals of British vocational education and
training reform. The so-called British modern apprentice-
ship system can also be understood as a combination of
school education and enterprise training. Finally, the com-
prehensive ability is improved [7].

The field of educational assessment is both old and new.
It started early in the United States, Britain, Germany, and
other countries. Since the end of the 19th century, it has
been regarded as an independent branch subject and has
gradually developed into a scientific direction. Teaching
quality assessment may be accomplished via a variety of
means. The commonly used evaluation methods are as
follows: the existing teaching quality evaluation work is
divided into two parts; one is to determine the content in
the evaluation system, and the other is to classify the teach-
ing quality according to the content score [8, 9]. It is
decided what will be included in the assessment of the qual-
ity of the instruction being provided to students. It is diffi-
cult to designate a specific course, a specific learning stage,
to a specific course when constructing the content of the
teaching level assessment system since learning and devel-
opment are ongoing processes and the learning and grow-
ing environment is various. The teacher’s involvement is
measured by focusing on the evaluative content of the
teaching process rather than on course performance or
teaching impact as the primary indication. With regard to
educational processes, it is difficult to compare the teaching
of different disciplines and courses of diverse type, as well
as various linkages and teaching objects, because of the
many factors involved. As a result, only those criteria that
directly indicate the teaching level and have similar con-
struction in the assessment system should be included.
Based on the current system of evaluating teaching levels,
the development of indicators is focused on the following
aspects: teaching attitude, teaching material, teaching abil-
ity, teaching technique, teaching and educating people,
and the teaching impact [10]. In the current teaching qual-
ity evaluation method, in order to form a total evaluation of
teaching quality, it is necessary to organize students to eval-
uate and score the above six indicators and obtain the qual-
ity grade coefficient of each evaluation content according to
a reasonable procedure and scoring method. Obviously, the
grading of the total index is a classification problem. For
large and complex evaluation systems, there are many eval-
uation indexes, the grading criteria are complex, and it is
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difficult to use an analytical expression to give an appropri-
ate mathematical model, which is mostly a nonlinear classi-
fication problem [11].

Deep learning is now experiencing a surge. Neural
networks are the foundation of deep learning. Artificial neu-
ral network research has gradually recovered since the 1980s,
resulting in a research climax around the world. Worldwide,
scientists and entrepreneurs are organizing and imple-
menting related scientific research projects, such as the
DARPA program in the United States, the HFSP program
in Japan, the “Eureka” program in France, the “European
Defense” program in Germany, and the “High-Tech Devel-
opment” program in Russia [12, 13]. In my country, since
the annual academic conference of neural network was held
in 1990, artificial neural network has also become a major
research hotspot in my country, and research work has been
carried out in universities and research institutes. Artificial
neural network is a fast-growing interdisciplinary subject, a
new type of intelligent information processing system devel-
oped by learning from biological neural network. Because its
structure “imitation” the biological nervous system of the
human brain, it also has some kind of intelligence in func-
tion features [14]. It is similar to the method of repeated
learning in the human brain, first giving a series of samples,
learning, and training, so as to generate patterns that distin-
guish different characteristics between various samples. The
sample set should be as representative as possible. In order
to accurately fit various sample data, the system finally
obtains potential patterns through hundreds or even thou-
sands of training and learning times. When it encounters
new sample data, the system automatically makes predic-
tions and classifications based on the training results [15].
The unique information processing and distinctive solution
capabilities of neural networks have garnered considerable
interest in recent years, indicating a wide range of potential
applications. For example, neural network technology has
showed a remarkable ability to recognize and categorize pat-
terns, as well as to filter out noise and anticipate future
events. Unlike many older approaches, it can process almost
any form of data [16]. Data that is complicated and has
unknown patterns may be discovered via continual learning.
The conventional analytical procedure and the challenge of
picking a suitable model function form are both solved by
the neural network technique. Modeling and analysis benefit
greatly from the inherent nonlinearity of the process, which
does not need identifying the specific nonlinear connection
at hand [17]. At present, in foreign financial circles, there
have been some successful examples of neural networks used
in mortgage risk assessment and credit insurance analysis.
These successful examples provide a new method for us to
study evaluation or evaluation problems in the field of edu-
cation and new ideas [18].

3. Method

In this section, we discuss the neural network theory, BP
artificial neural network, and teaching quality evaluation
model cased on neural network in depth.

3.1. Neural Network Theory

3.1.1. Neural Network Basics. An adaptive nonlinear
dynamic system is formed by a large number of neurons
coupled together in an ANN. Neurons are the basic units
that make up a brain network. A neuron is the smallest com-
putational unit in a neural network. It is generally a multi-
input/single-output nonlinear device. Its action is very sim-
ple. It only multiplies the input vector with the weight vector
and then undergoes a transformation to obtain the output
value. This output is then passed down through the inter-
connections of the network and becomes the input to many
neurons. Neurons may be abstracted into a simple mathe-
matical model, as illustrated in Figure 1, based on their fea-
tures and functions.

In the figure, x1, x2,⋯, xn are the input of neurons;
ωi1, ωi2,⋯, ωin are the weight coefficients of i neuron with
x1, x2,⋯, xn, respectively; Yiis the output of the neuroni; f
is called the transfer function or the excitation function,
which determines the output of the i neuron when the cost-
imulation of the input x1, x2,⋯, xn reaches the threshold
value. Its input-output relationship can be described as

Ii = 〠
n

j=1
ωijxj − θi: ð1Þ

Sometimes, for the sake of convenience, θi is often
regarded as the weight corresponding to the input quantity
xi0 that is always equal to 1, which is recorded as

Ii = 〠
n

j=1
ωijxj, ð2Þ

whereωi0 = −θi: xi0 = 1:

3.1.2. Activation Function. The neuron should deliver the
correct output after getting input from the network. Each
neuron has a threshold that is based on biological neuron
characteristics. When the input signal’s cumulative effect
exceeds a threshold value, neurons are said to be stimulated;
otherwise, they should be in an inhibitory state. In order to
make the system have a wider applicability, it is hoped that
the artificial neuron has a more general transformation func-
tion. This is utilized to accomplish the modification of the
network input that the neuron receives. Activation functions
are also known as the excitation functions, and they may be
expressed as either a linear or nonlinear slope function, a
threshold, or S shape.

The interpretation function is also referred to as the step
function. To test if the neuron’s network input exceeds a
predetermined threshold, the activation function is utilized.
The simplest fundamental activation function is the linear
function, which serves as an adequate linear amplification
of the network input received by the neuron. Its general
form is

f xð Þ = kx, ð3Þ
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where the magnification factor, k, and the displacement
factor, c, are both constants in mathematical expressions.

Nonlinear slope function: the linear function is very sim-
ple, but its linearity greatly degrades the performance of the
network, and it even degrades the function of a multilevel
network to that of a single-level network. As a result, nonlin-
ear activation functions in artificial neural networks are
required.

f xð Þ =
1 x ≥ x0,
ax + b x1 ≤ x ≤

0 x ≤ x0:

8>><
>>: x0, ð4Þ

S-shaped transfer function: it is usually a monotonically
differentiable function with continuous values in (0, 1) or
(-1, 1) and is usually represented by a logarithmic or tangent
type of S-shaped curve.

3.1.3. Neural Networks. In an artificial neural network, a
specific topological structure connects a large number of
neurons in a large-scale parallel manner. A neuron is a single
processing unit that is incapable of performing complex
operations. Only a neural network with a vast number of
neurons is capable of processing and storing complicated
data and exhibiting a variety of superior properties. There-
fore, the choice of connection scheme is the main problem
in designing neural network systems. First and final levels
of a computer’s processing unit are known as “input” and
“output,” respectively; additional layers are referred to as
“hidden.” The number of processing units in each layer is
also a matter of choice. In some networks, each processing
unit of the current layer gets an input signal from the previ-
ous layer, and its output is passed to the processing unit of
the next layer. Some networks allow communication
between processing units between layers, and the feedback
structure also needs to allow the processing units of the pre-
vious layer to accept the output of the processing units of the
next layer. The feedback neural network model and the for-
ward neural network model may be distinguished based on
the architecture of the neural network. Neural network
models now fall into the following categories.

There are many different types of feed-forward net-
works, but the most popular is the error backpropagation
(BP) neural network. A multilayer mapping neural network

that uses the lowest mean square error learning strategy is
one of the most widely utilized neural network models pres-
ently. In addition to being the neural network model in use
in this article, it is widely utilized in voice synthesis, control,
recognition, and teacher training. The other neural network
models are Hopfield network, Kohonen network, and neural
network with radial basis function.

3.1.4. Training of Artificial Neural Network. Artificial neural
networks’ capacity to learn is by far its most appealing char-
acteristic. The renowned learning theorem of artificial neural

X1
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Xn

Wi1

Wi2

Win

.

.

.

Σ θi f (·) yi

Figure 1: Artificial neuron model.
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Vij Wjk
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Input layer Hidden layer Output layer

Figure 2: Schematic diagram of three-layer BP neural network
structure.

Table 1: Evaluation indicator table.

Indicator category Label

Rigorous lesson preparation X1

Homework correction, tutoring students X2

Systemicity of content X3

Clearly express complex issues X4

Heuristic, auxiliary teaching methods X5

Key points, difficult points to deal with X6

Motivate students’ enthusiasm X7

Teaching students according to their aptitude X8

Focus on inspiration X9

Focus on communicating and interacting with students X10

Whether the student’s requirements are strict and fair X11

Student ability improvement X12
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networks was developed in 1962 by a group of researchers.
An artificial neural network’s training is the first step in
the learning process. The term “training” refers to the act
of adjusting the connection weights between neurons in
the artificial neural network during the process of entering
a sample set of sample vectors into the network. With a
weight matrix, a sample set’s connotation may be saved as
the network takes input. It can give an appropriate output.
From the perspective of advanced forms of learning, one is
tutored learning and the other is tutorless learning, and the
former seems to be more common. Whether students go to
school to receive education from teachers or study by them-
selves, they all belong to tutored learning. There are still
many times. People are constantly summarizing and learn-
ing through some practical experience; maybe, these should
be regarded as unsupervised learning.

Learning with a mentor corresponds to training with a
mentor. In this training, the user is required to give the cor-
responding ideal output vector at the same time as the input
vector. Therefore, the network trained by this training
method implements a heterogeneous mapping, and the
input vector and its corresponding output vector form a
“training pair.” Among the tutored training algorithms, the
most important and widely used is the Delta rule. Its form is

ωij t + 1ð Þ = ωij tð Þ + α yi − oj tð Þoi tð Þ
À Á

, ð5Þ

whereωijðt + 1Þ and ωijðtÞ represent the weights of the con-
nection between neurons ANi to ANj; at time t + 1 and time
t, respectively, ojðtÞ and oiðtÞ are these two neurons. The
output of the unit at time t,yi, is the ideal output of the neu-
ronANj; α is the given learning rate.

3.2. BP Artificial Neural Network. The error backpropaga-
tion method is often used to refer to a multilayer forward
neural network (BP algorithm). By reintroducing the error
backpropagation method for forward neural networks in
parallel distributed processing research in 1986, Rumelhart
and McClelland addressed the multilayer forward neural
network’s learning difficulty and made it applicable in other
industries. For practical applications of artificial neural net-

works, BP networks and their variations, which are the heart
of the forward network, are widely used. This is also the
most fundamental aspect of artificial neural networks.
Nearly 90% of neural network applications are based on
the BP algorithm, according to data.

3.2.1. BP Network Structure. The BP neural network is a
three- or more-layered hierarchical neural network. All three
layers are included inside this structure. Because the layers
are only partially interconnected, neurons in one layer are
not related to those in the next. To implement the BP

v1,1

Y

Input layer Hidden layer Output layer

V12–5

X1

X2

X12
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Figure 3: BP neural network model for teaching quality assessment.

Student evaluation data Expert evaluation data

Neural network training

Network weight

Neural network
evaluation

Evaluation results

Data cleaning

Figure 4: System implementation process.
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algorithm, a three-layer BP network with one hidden layer is
shown in Figure 2.

In Figure 2, it is assumed that the number of units of the
input layer, hidden layer, and output layer is I, J , and K ,
respectively; the input is ðx0, x1, x2,⋯, xi+1Þ; the hidden
layer output is ðh0, h1, h2,⋯, hk−1Þ, the actual output of the
network is ðy0, y1, y2,⋯, yk−1Þ; ðd0, d1, d2,⋯, dk−1Þ repre-
sents the expected output of the training sample. The weight
from the input layer unit i to the hidden layer unit j isVij,
and the weight from the hidden layer unit j to the output
layer unit k isWij and θi and θj; the hidden layer unit and
the output layer unit are both represented by these symbols.
Therefore, the network’s hidden layer unit output is

hj = f 〠
I−1

i=0
vijxi − θj

 !
: ð6Þ

Each unit in the output layer has the following value as
its output:

yk = f 〠
J−1

J=0
wjkhj − θk

 !
: ð7Þ

3.2.2. Learning Algorithm of Standard BP Network. Two
stages are involved in the BP algorithm. First, the input
sample is fed into an output layer, where it is processed
by a layer-by-layer method and finally output. The weight
coefficient of this process remains unchanged. Second, if
the output does not match the desired output, backpropa-
gation is entered. To reduce the deviation signal, the
second stage (also known as the backpropagation process)

utilizes the error calculated at each concealed layer to
advance the weights of the preceding layer. The network
weight adjustment adopts the Delta learning rule; that is,
the gradient along the error surface descends the fastest
according to the gradient method, so as to minimize the
network error.

Backpropagation stage: the deviation signal is trans-
ferred backward according to the original forward propa-
gation route, and each hidden layer’s weight coefficient is
changed to minimize the deviation signal. The ideal gradi-
ent descent technique is the most popular approach to
determining the value with the lowest variance. The
weight adjustment formula between the output layer and
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Figure 5: The number of nodes in the hidden layer of the network and the error.

Table 2: Normalized training data.

Enter 1 2 3 4 5 6 7 8

X1 0.53 0.64 0.58 0.66 0.96 0.82 0.72 0.59

X2 0.61 0.53 0.68 0.88 0.73 0.99 0.93 0.59

X3 0.73 0.61 0.58 0.97 0.85 0.75 0.63 0.67

X4 0.62 0.85 0.94 0.73 0.59 0.82 0.71 0.66

X5 0.55 0.97 0.49 0.53 0.84 0.45 0.64 0.77

X6 0.58 0.99 0.86 0.56 0.78 0.75 0.67 0.54

X7 0.53 0.64 0.58 0.66 0.96 0.82 0.72 0.59

X8 0.61 0.53 0.68 0.88 0.73 0.99 0.93 0.59

X9 0.58 0.99 0.86 0.56 0.78 0.75 0.67 0.54

X10 0.62 0.85 0.94 0.73 0.59 0.82 0.71 0.66

X11 0.53 0.64 0.58 0.66 0.96 0.82 0.72 0.59

X12 0.63 0.71 0.98 0.87 0.75 0.65 0.63 0.65
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the hidden layer is shown in the following equation. The
correction value for each ωjk is

Δωjk = −η
∂E
∂ωjk

= −
∂E

∂netk
∙
∂netk
∂ωjk

= ηδkoj: ð8Þ

If the activation function of each layer of the BP neu-
ral network takes the unipolar sigmoid function, that is,

f netð Þ = 1
1 + e−net

: ð9Þ

For the input layer,

Δωjk = ηoj dk − okð Þok 1 − okð Þ: ð10Þ

For the hidden layer,

Δvjk = ηoj 1 − oj
À Á

〠
K−1

k=0
δk

 
ωjkoi: ð11Þ

3.2.3. Limitations and Improvement Methods of BP
Network. The BP network is the most commonly utilized
and has shown to be a worthwhile investment in the field.
There are a slew of issues with the algorithm, though. Par-
ticularly problematic for BP’s network are these five issues,
some of which are quite significant. These five questions
are briefly discussed below.

(1) The problem of convergence speed

The biggest weakness of the BP algorithm is that its
training is difficult to master. Algorithm training takes a
long time, particularly after the network training has prog-
ressed to a certain point; its convergence speed may drop
to a point where it is difficult to grasp, unbearable point.

(2) The BP algorithm employs the steepest descent
approach to solve the local minimum point issue

The slope of the error surface is used to estimate its
training. In a high-dimensional space, the error surface of
a complex network may be exceedingly complicated and
uneven. Many local minimums are disseminated across the
network during training. With the existing approach, it is
very difficult to get out of a local minimum.

(3) The problem of network paralysis

The weight may become very large during training, caus-
ing the neuron’s network input to become very large, caus-
ing the derivative function of its activation function to
have a tiny value at this moment. At this time, the training
step length will change is very small, which in turn causes
the training speed to drop very low, eventually causing the
network to stop converging.

In order to overcome the problems of slow results and
local minima of the BP algorithm, many scholars have
revised the BP algorithm from different aspects. The follow-
ing are some commonly used improved algorithms:

(1) When the traditional BP method updates the
weights, it does so exclusively based on the error’s
gradient descent direction at time t, which may cause
the training process to oscillate and converge slowly
based on the enhanced gradient descent technique.
The improved technique is based on the standard
gradient descent approach, which means that each
time the network weights and thresholds are cor-
rected, the previous learning’s correction amount is
added in a set proportion, accelerating network
learning convergence

(2) The BP algorithm and simulated annealing method
are combined to form a new algorithm. It can not
only take into account the advantages that the
adjustment amount of the connection weight of the
BP algorithm is determined but also take into
account the randomness and heuristics of the adjust-
ment of the connection weight in the simulated
annealing algorithm. As a result, by dividing the
change of a connection weight into two parts, the
BP method can give the direct calculation part, while
the simulated annealing approach can supply the
random component [19]. The connection weight
ωij between the neurons ANi and ANj in the net-
work is adjusted by the following formula:

Δωij = α 1 − βð Þδjoi + βΔωij′
� �

+ 1 − αð ÞΔωij′ ′, ð12Þ

where ωij′ is the adjustment amount of the connection weight
ωij obtained according to the simulated annealing algorithm

and ωij′ ′ is the last modification amount of ωij; α ∈ ð0, 1Þ is
the learning rate. Here, it simultaneously also plays the role

Table 3: Validation data after normalization.

Enter 1 2 3 4 5

X1 0.55 0.68 0.57 0.58 0.96

X2 0.66 0.59 0.72 0.88 0.96

X3 0.78 0.64 0.59 0.96 0.85

X4 0.58 0.75 0.93 0.65 0.68

X5 0.59 0.99 0.55 0.67 0.79

X6 0.57 0.91 0.79 0.82 0.74

X7 0.65 0.58 0.77 0.98 0.66

X8 0.76 0.69 0.52 0.98 0.86

X9 0.68 0.74 0.99 0.56 0.85

X10 0.78 0.95 0.63 0.75 0.58

X11 0.89 0.59 0.95 0.77 0.69

X12 0.67 0.81 0.99 0.72 0.84
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of weight distribution of “direct part” and “random
part”;β ∈ ð0, 1Þ is the impulse coefficient

ωij′ = T tan p Δωð Þð Þ: ð13Þ

pðΔωis randomly selected in the uniform distribution
interval [-0.5, 0.5];Tis annealing temperature.

T = T0
1 + t

, ð14Þ
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Figure 6: Comparison of neural network training results and actual evaluation results.
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Figure 7: Test set test results compared to actual evaluation.
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where T is the initial temperature and t is the number of
annealing.

3.3. Teaching Quality Evaluation Model Cased on
Neural Network

3.3.1. Vocational School Teaching Quality Evaluation Index
System. To reflect the scientificity, fairness, and rationality
of teaching quality evaluation, the index system plays a
key role. Different colleges and universities have different
divisions of labor, positioning, and their own characteris-
tics, and different indicators should be used for evaluation.
Therefore, the establishment of a scientific and appropriate
assessment index system for various colleges and institu-
tions is necessary. The so-called scientific principle means
that the established indicators and standards must reflect
the development goals of education and the objective laws
of teaching. Specifically, the evaluation index should be
consistent with the overall goal of education and teaching;
that is, whether the goal is correct or not should be mea-
sured by the correct direction. If the indicators violate the
educational goals, it will lead to inaccurate goals and mis-
takes in decision-making and eventually lead to the wrong
way of teaching. Teaching is guided by the evaluation
index. A teacher’s attention will be focused on what met-
rics are used in evaluations and assessments. Therefore,
the selection and creation of indicators are critical. Reflect-
ing the nature of education and selecting typical and
objective indicators as well as paying attention to the lead-
ership role are all necessary parts of the process. Other-
wise, too simple and excessive indicators will make
teaching evaluation useless.

According to the assessment index method for teach-
ing work level in the normal colleges and universities, this
paper strives to reflect the principles of scientificity, com-
prehensiveness, accuracy, and measurable operability and
designs the index system into the following 12 indicators.
Table 1 shows the index system that defines the network
structure of the model for evaluating teaching quality.

3.3.2. Normalization of Input Indicators. Since the input of
each indicator is obtained by students’ scoring using the per-
centage system, the magnitude of each component’s value is
vastly different from the next. One possible consequence of
using raw data directly is that the neuron’s effective processing
range may be exceeded due to the so-called “saturation phe-
nomenon,” which occurs when an amount of raw input is
applied without any treatment. Even though the total value
of the original data is not excessive, the network’s influence
may be larger than the impact of other components because
of a component’s excessive size, causing other components
to lose control of the network. The neural network’s input
samples must, therefore, be normalized. For the neural net-
work, the input should be normalized to [0, 1]. Because sig-
moid function is a linear transformation of data processing,
the maximum-minimum approach is adopted in this work
for normalizing because it can better keep its original meaning

and will not cause information loss. In this work, the input
normalization formula is as follows:

X = I − Imin
Imax − Imin

: ð15Þ

3.3.3. Evaluation Model Based on Improved BP Neural
Network. The BP neural network has the following
characteristics:

(1) The advantage of the neural network is that it has the
ability to simulate multiple variables without making
complicated correlation assumptions about the input
variables

(2) One hidden layer is all that is needed to estimate any
continuous function on an enclosed area with any
degree of accuracy if the number of hidden nodes
is enough

(3) The generalization ability of BP neural network.
After the neural network is trained, it does not
respond to small changes in the input, which reflects
the inaccuracy of its operation. An inaccuracy is a
flaw, yet in certain instances, the system’s perfor-
mance may benefit from it. The purpose of this
research is to develop a model for evaluating the
quality of teaching by including the BP neural net-
work [20, 21]

The challenge of determining the best model structure
design is critical. The number of network trainings may be
reduced, and the accuracy of network learning can be
improved by making the right decision. This covers the kind
of connection, the network level, and how many nodes are in
each tier (that is, to determine the number of neurons in the
input layer, hidden layer, and output layer). A nonlinear
mapping between input (teaching quality evaluation index)
and output (final assessment result of instructors’ teaching
quality) may be used to describe the challenge in teaching
quality evaluation. If you want the most accurate approxi-
mation possible, a three-layer BP network topology is the
best choice for this study. Figure 3 shows the BP neural net-
work model for the teaching quality evaluation system,
which may be summarized as follows. The realization pro-
cess of the whole system is shown in Figure 4.

4. Experiment and Analysis

4.1. Determination of the Number of Neurons in Each Layer.
Determination of the number of neurons in the input layer:
The number of secondary indicators in the theoretical teach-
ing quality evaluation system is 12, so the number of neu-
rons in the input layer is set to 12. In the determination of
the number of neurons in the hidden layer: calculated
according to the empirical formula, when the initial number
of nodes in the hidden layer is 5, multiple network structures
are set up, and the number of nodes in the hidden layer of
each network is increased by 1. The experimental results
are shown in Figure 5; it can be seen that when the number
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of hidden layer nodes is 5, the error is the smallest, so the
number of hidden layer nodes of the BP neural network is
set to 5. In the determination of the number of neurons in
the output layer, the output target is the teaching quality
evaluation result, so the output the layer node is 1.

4.2. Preparation and Training of Sample Library. It is critical
to have samples accessible when training an artificial
neural network. The quality of the sample selection has a
direct impact on the neural network’s training results.
The selection of samples should be based on representative
samples based on summing and analysis. Students in the
classroom are given a questionnaire based on the teaching
quality assessment indicators, which allows them to choose
and rate different aspects of their instructors’ performance.
It is like having a lot of judges in each classroom since
there are so many kids. The average value of the instruc-
tor’s 12 input indications is calculated using the five high-
est and the five lowest scores, so that certain students’
unreliable evaluations of the teacher may be discarded.
Rather on relying on a predetermined set of output indica-
tors, this study relies on data from actual classes to train a
neural network using evaluations from the teacher over-
sight group. Although the students write out the teacher’s
indications, the ultimate assessment outcome reflects the
evaluation thoughts of specialists in the supervisory team’s
group.

The obtained data is standardized using the index sys-
tem’s standardization process. The neural network will be
able to handle these data more easily if they are converted
to binary data. Tables 2 and 3 show the results of the data
processing on the samples. Use the training data in Table 2
and the verification data in Table 3 to check the neural net-
work model’s prediction results.

4.3. Simulation Experiments and Results. MATLAB’s neural
network toolbox offers implementations of different neural
network algorithm applications. The initialization of a BP
neural network for Matlab typically consists of four steps:
The establishment of the network is the next step. The
third step is a network simulation. The network must be
trained as a fourth step. An example of a simulation
would be to read in the training data, create an appropri-
ate neural network model using the above-mentioned
model structure, and then begin training the model using
these parameters. A neural network model is created, val-
idation data is read in, and the predicted value is pro-
duced by the network computation when the training is
complete.

After the network training, the simulation results were
evaluated and the expert results of the five test sets were
evaluated (see Figures 6 and 7). All of the training samples
were found to be extremely near to expert assessment
findings, as shown in Figures 6 and 7, and this was also
true for the five simulated test sets. Experimental evidence
shows that the BP neural network-based model for evalu-
ating vocational education quality has training and predic-
tion accuracy that is totally acceptable and that the model
is a sensible and viable one.

5. Conclusion

Because of its great nonlinear learning ability and fault toler-
ance to noisy input, the BP neural network is the most
extensively used artificial neural network method in data
mining applications. This paper incorporates the theory of
artificial neural networks into the quality evaluation of voca-
tional education and teaching reform, based on extensive
research on artificial neural network algorithms. The charac-
teristics of this system are as follows: a comprehensive over-
view of several commonly used artificial neural network
algorithms and a focus on the BP network model structure
and learning algorithm; an upgraded version of the BP neu-
ral network is proposed in this research to address the issues
of poor convergence speed and local minimum points and is
used to combine the BP algorithm with the simulated
annealing method to form a new algorithm. It can take into
account not only the benefits of determining the connection
weight adjustment amount in the BP algorithm but also the
randomness and heuristics of determining the connection
weight adjustment (amount) in the simulated annealing
approach. Students of different majors have varied inclina-
tions for different courses because to the randomization of
students in the process of evaluating teaching, and due to
the involvement of some human variables, students’ scores
cannot really reflect the actual teaching effect. This study
incorporates artificial neural networks into the assessment
of teaching quality by utilizing their nonlinear learning abil-
ity and fault tolerance. An assessment system for vocational
education quality is presented in this research, which shows
how the functions of data collecting and evaluation findings
may be realized. The teaching quality assessment model built
by utilizing neural network gives full play to the benefits of
neural network. It is a new way to measure the quality of
vocational education.
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This paper briefly introduces the concept, classification, and mechanism of action of positive thinking therapy; reviews the
application and research progress of positive thinking therapy in perioperative care of surgical patients at home and abroad;
presents the shortcomings and defects in the development; and aims to provide intervention, reference, and basis for the
development of positive thinking therapy in perioperative care of surgical patients. One hundred and eight patients are
undergoing PCI surgery in our cardiology department; 50 patients undergoing percutaneous coronary intervention were
selected as the control group, and 58 patients undergoing percutaneous coronary intervention were selected as the observation
group. Traditional health education was employed in the control group, while empowerment education based on timing theory
was used in the observation group. The two groups were observed and compared in terms of self-care competence, anxiety and
depression, medication adherence score, and exercise adherence. Conclusion. Empowerment education based on timing theory
can improve self-care ability of PCI patients, reduce patients’ anxiety and depression, and improve patients’ medication and
exercise compliance.

1. Introduction

With the development of modern medical technology, surgi-
cal treatment has become a common method of treatment
for various surgical diseases, and quality perioperative man-
agement provides an important guarantee for the success of
surgery and the patient’s future recovery. Most patients face
surgery with anxiety, fear, and other adverse emotions due
to concerns about the surgical outcome and recovery, caus-
ing adverse reactions of the body such as increased heart
rate, elevated blood pressure, and flushing, thus affecting
the surgical treatment and postoperative recovery [1]. As
the scope of medical exploration continues to expand, “pos-
itive thinking intervention,” which is an extension of psy-
chology, has been gradually used in clinical research. In
recent years, interventions based on positive thinking, such
as meditation and stress reduction, have been used in the
perioperative period to guide patients to face negative emo-
tional disturbances objectively, relieve psychological stress,
and reduce postoperative pain, which play an important role
in the operation and postoperative recovery [2]. In this

paper, we review the relevant studies at home and abroad
and aim to provide reference for the future application of
positive thinking therapy in the perioperative period.

Since the introduction of positive thinking, psychologists
and medical doctors have removed its religious components
and applied it to clinical practice. Among them, MBSR and
MBCT are the most commonly used, and MBSR and MBCT
are currently the most mature and systematic positive think-
ing interventions [3]. Overseas traditional MBSR and MBCT
are group training courses, mostly using the intervention
method created by Kabat-Zinn that has a strict training cycle
and training courses, the training cycle is generally 8 weeks,
once a week, 2.5~3h each time, and each week there are dif-
ferent types of training methods and coursework, and
requires the course instructor to have professional knowl-
edge and skills [4]. In recent years, China has introduced
positive thinking into the medical field, in cardiovascular
disease, diabetes, cancer, and other clinical diseases to
explore, but its adopted treatment is slightly different from
foreign countries; the whole course of treatment is 8 weeks,
once a week, each time 2.5-3.5 h, requiring 45min of formal
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practice and about 10min of informal practice every day,
and in the 6th week a full day retreat (7.5 h). With the con-
tinuous improvement of the concept of positive thinking,
DBT and ACT have been gradually promoted in clinical
practice in recent years and are now mainly used in the
treatment of patients with psychiatric disorders such as bor-
derline personality disorder. DBT and ACT can help them to
improve their tolerance of negative feelings, reduce behav-
ioral impulses, and enhance their ability to cope effectively
with illness [5]. As an important method of psychological
treatment for psychological disorders, positive thinking ther-
apy has also played a key role in promoting patients’ physi-
cal and mental health in clinical practice [6]. Domestic and
international studies have shown that the interventions of
positive thinking therapy in hypertension, diabetes, chronic
pain, cancer, chronic inflammation, and perioperative
patients can effectively relieve patients’ physical pain,
improve patients’ emotional disorders, reduce psychological
stress, and improve the quality of daily life, which have
shown good results in clinical application [7].

Surgery is an invasive treatment, and as a serious source
of psychological stress, it can adversely affect the patient’s
nervous system, endocrine system, and circulatory system,
etc. The preoperative stress and anxiety and postoperative
physiological trauma can also directly affect the patient’s
normal physiological activities [8, 9]. In order to solve the
psychophysiological problems of patients, clinical workers
need to adopt various ways to alleviate the various adverse
reactions of patients in the perioperative period [10]. Cur-
rently, positive thinking therapies are implemented in the
perioperative period in the form of body scans, positive
breathing, positive meditation, walking meditation, and pos-
itive yoga. Most patients experience anxiety and depression
as a result of the invasive nature of surgery and their own
stress reactions. Some studies have found that anxiety and
depression can increase sympathetic nerve tone and cate-
cholamine secretion, which can cause palpitations, chest
tightness, and even a sense of dying, which can seriously
affect the operation and postoperative recovery [11]. In
recent years, positive thinking therapy has been gradually
applied to the guidance of perioperative management of sur-
gical patients. In [12], an 8-week course of standard positive
mindfulness stress reduction (tmbsr) was applied to patients
awaiting renal transplantation via teleconferencing, and the
results showed that TMBSR was effective in helping patients
to reduce their preoperative anxiety and discomfort. In a
controlled trial of perioperative orthostatic stress reduction
therapy in 200 patients undergoing elective surgery, [13]
showed that the preoperative systolic blood pressure and
heart rate were more stable in the observation group (102
patients) than in the control group (98 patients), and the
preoperative anxiety and depression scores in the observa-
tion group were significantly lower than those in the control
group, which is consistent with the study by [14] and others.

The team of [15] used positive meditation training com-
bined with guided psychology on perioperative patients in
general surgery and found that the positive meditation train-
ing improved the positive thinking ability and positive
thinking state of perioperative patients in general surgery,

allowing them to better control their negative emotions
and psychological reactions. Positive meditation therapy
can improve negative psychology and regulate body state
for preoperative patients, according to the findings of the
above study [16]. At present, China is facing the problems
of large medical population, shortage of medical resources,
shortage of medical and nursing staff, lack of comprehensive
attention to patients’ psychological problems, etc. Positive
thinking therapy is simple, green, and can compensate for
the shortage of medical and nursing staff to a certain extent
and can improve the psychological intervention of medical
and nursing staff to patients, which has good clinical feasibil-
ity [17]. However, the sample size of current studies is gen-
erally small, and there is a lack of high quality and
standard randomized controlled trials, and the effectiveness
of orthomolecular therapy for different surgical diseases
remains to be investigated.

The research is organized as follows: the optimization
algorithms are presented in Section 2. Section 3 analyzes
some of the linear optimization problem. Section 4 discusses
the study subjects. In Section 5, results and discussion were
explored in depth. Section 6 proposed the discussion.
Finally, in Section 7, the research work is concluded.

2. Optimization Algorithms

2.1. Standard Particle Swarm Algorithm. Let the current
position and velocity of the ith particle of population size
N be Xi = ðxi1, xi2,⋯, xiDÞ and aj ≤ bj, Vi = ðvi1, vi2,⋯, viDÞ,
respectively, and the best position of its current search is
pbest, and the best position of all subcurrent searches is gbest.
The jth dimensional state ð1 ≤ j ≤ nÞ of the k + 1th iteration
of particles is updated according to the following formula:

vk+1ij = ωvkij + C1R1 pbest − xkij
� �

+ C2R2 gbessi j − xkij
� �

, ð1Þ

xk+1ij = xkij + vkij, ð2Þ

vk+1ij = vmax, if vk+1ij > vmax,

vk+1ij = −vmax, if vk+1ij <−vmax,

8<
: ð3Þ

xij
k+1 = aj, if xijk+1 < aj,

xij
k+1 = bj, if xijk+1 > bj,

8<
: ð4Þ

where i = 1, 2,⋯N , j = 1, 2,⋯D.
Parameter description ω is called the inertia weight,

which determines the influence of the particle historical
velocity information current velocity information. C1, C2 is
called the learning factor, which indicates the degree to
which the particle is influenced by individual cognition
and social cognition, and is usually set to C1 = C2 = 2. R1,
R2 indicates a random number uniformly distributed
between [0.1]. In addition, the particle i is constantly adjust-
ing its position according to the velocity and is limited by the
maximum velocity vmax which is usually set to 10%-100% of
the variation range per dimension.
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2.2. Monte Carlo Algorithm. The Monte Carlo approach, also
known as random simulation (Randulation), is a series of
numerical methods for solving nonlinear problems. It is
derived from the random process of roulette and coin tos-
sing. The principle of Monte Carlo algorithm is as follows:
statistical experiments and random simulation as a means,
from the probability distribution of random variables
through the method of randomly selected numbers, to pro-
duce a random sequence of numbers consistent with the
characteristics of the probability distribution of the random
variables, as the infant sequence for simulation.

3. Linear Optimization Problem

The first and second steps of the calibration of the nonlinear
visual model are performed separately for the linear initial
value solution and the initial nonlinear optimization of the
NIE model, respectively. The parameters of the calibration
are optimized in the process. According to the camera
model, from the known object feature points projected onto
the image plane, the model image coordinates of the feature
pointsðUi, ViÞ, the model image coordinatesðUi, ViÞand the
actual camera detected image coordinates, and there are
residuals; the purpose of nonlinear optimization is to mini-
mize this residual, so that the parameters minimize the
residuals for the camera parameter values. The analytical
expression of the objective function of the optimization is

F =min 〠
n

i=1
〠
n

j=1
d Q aj, bj

� �
, xij

� �2, ð5Þ

where xij denotes the 2D image point coordinates of the i
th spatial point on the first picture, which is extracted
directly from the image. Qðaj, bjÞ is the projected coordi-
nates obtained by taking the known 3D point scale and the
external parameter values, according to the projection rela-
tion. aj denotes the first picture, and bj denotes the coordi-
nates of the ith 3D point. dðx, yÞ denotes the Euclidean
distance of these two x, y vectors. The goal of the optimiza-
tion is to minimize the residuals of the 2D coordinates
obtained by these two different paths.

3.1. Algorithm Flow. The MPSO algorithm steps are as fol-
lows: the algorithm uses linear decreasing weight particle
swarm for rough search at the early stage of evolution and
improves the solution accuracy by using Monte Carlo algo-
rithm for random search at the later stage.

Step 1. The particle population (population size in N) for
each particle in the initialization range for the speed and
position of random initialization to ensure population vari-
ety, all particle positions uniformly distributed in the search
area particle positions are initialized according to the follow-
ing formula:

xij = aj + i − 1ð Þ × bj − aj
� �

/N + bj − aj
� �

/N
� �

× R, ð6Þ

where R is the random number i = 1, 2,⋯,N , j = 1, 2,
⋯D evenly distributed between [0,1].

Step 2. Calculate the adaptation values of all particles.

Step 3. Update the best position pbest experienced by each
particle and the best position gbest experienced by all parti-
cles according to the current state of the particle population.

Step 4. Calculate the inertia weights according to equation
(7) to update the velocity and position of particles according
to equations (8) and (2), and use equations (3) and (4) to
cross the boundary.

ωk = ωmax − ωmax − ωminð Þ/itmaxð Þ × k, ð7Þ

vij
k+1 = ωkvij

k + C1R1 pbertij − xij
k

� �
+ C2R2 gbest ij − xij

k
� �

:

ð8Þ
Step 5. When the number of iterations does not reach the
maximum number of iterations itmax, then go to Step 2; if
it reaches the maximum number of iterations, then go to
Step 6.

Step 6. Make j = 1 and j < 104, k = 1,m1 =m2 =⋯mD = 1,
xj = gbest = ðxj1, xj2,⋯, xjdÞ, Bi = ðbðiÞ − aðiÞÞ, i = 1, 2,⋯,D,
F1 = f ðxjÞ.

Step 7. mk =mk + 1, if mk > 105,and Bk > ε, so that Bk = Bk/
2,mk = 0.

Step 8. Generate a random number xjk = xj−1k + r jk, F2 ≥ F1 =
FðxjÞ according to uniform distribution on ð−Bk, BkÞ, make
xjk = xj−1k + rjk, and calculate F2 = FðxjÞ; ifF2 ≥ F1, make xjk
= xjk − r jk,, and return to Step 7; otherwise, make F2 = F

,k = k + 1; if K >D, make k = 1, j = j + 1, xjk = xj−1k , k = 1, 2,
⋯,D.

Step 9. Check whether the preset precision ε and the maxi-
mum number of iterations are reached, if not, and j < 104,
then return to Step 7; otherwise, xj = ðxj1, xj2,⋯, xjDÞ will be
the final value of F solution.

4. Study Subjects

Patients undergoing percutaneous coronary intervention in
the cardiology department of our hospital were selected as
the study subjects. Inclusion criteria are as follows: (1) con-
firmed diagnosis of coronary artery disease, (2) good under-
standing and communication skills, and (3) informed
consent of the patients and their families and willingness
to cooperate with this study. Exclusion criteria are as follows:
(1) combined with other cardiac diseases other than coro-
nary heart disease; (2) suffering from cognitive dysfunction
or psychological or psychiatric diseases; (3) combined with
other serious physical diseases such as tumor, liver, and
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kidney insufficiency; and (4) patients with joint, muscle,
neurological, and other diseases that cannot cooperate with
exercise rehabilitation. Exclusion criteria are as follows: (1)
only contrast surgery that was performed on patients who
did not fit the criteria for PCI procedure; (2) postoperative
complications such as bleeding, restenosis, and occlusion
of the implanted stent after PCI; and (3) patients who with-
drew voluntarily. The final 108 patients were included in the
study, 50 patients with percutaneous coronary intervention
in March-May 2019 as the control group and 58 patients
with percutaneous coronary intervention in June-August
2019 as the observation group. There was no statistically sig-
nificant difference between the general data of the 2 groups
such as gender, age, education, smoking history, drinking
history, and number of stents (P > 0:05). The details are
shown in Table 1.

4.1. Methods. A total of four face-to-face health education
sessions were conducted during hospitalization, each for
about 30min. They were carried out by charge nurses with
clinical experience and were identical to those in the obser-
vation group. Patients and family members received infor-
mation regarding coronary heart disease and general health
education materials on the day of admission; 1 day before
surgery, the process and preoperative preparation were
explained, and patients were taught psychological relaxation
techniques; on the day after surgery, skin care at the punc-
ture site, the importance of postoperative medication; the
effects of aspirin, clopidogrel, and other drugs; and the
observation and treatment of adverse reactions were intro-
duced; 1 d before discharge, a manual on rehabilitation exer-
cises was distributed. Patients were followed up by telephone
once a month for 3 months. The follow-up included the
implementation of rehabilitation exercises, diet, medication
standardization, and self-monitoring of diseases such as
blood pressure and blood glucose.

4.2. Observation Group. Empowerment education research
group was established including the director of the cardiol-
ogy department (professor and master’s supervisor), the
head nurse (supervising nurse with more than 20 years of
clinical work experience), 3 charge nurses (with more than
10 years of cardiology nursing experience), 2 nurses of the
cardiac rehabilitation center (with provincial specialist nurse
certificate), 2 nursing master students, and 1 psychological
counselor (with national level 2 psychological counselor cer-
tificate). All team members underwent standardized training
and passed the examination and were proficient in the inter-
vention process.

The timing theory illness stage division was used as a ref-
erence in this investigation. To establish the intervention
strategy for this study, the team members conducted a local
and international literature search, clinical investigation with
the features of PCI patients, expert consultation, and preex-
perimentation. This includes (1) the division of disease
stages: diagnostic period (from disease onset to definite diag-
nosis), PCI perioperative period (patient’s decision to oper-
ate to postoperative stabilization), discharge preparation
period (patient’s treatment is about to end to discharge),

adjustment period (after discharge to 1 month), and adapta-
tion period (1 month to 3 months after discharge). (2)
Determining the content of empowerment education
includes as follows: (a) For question identification, the inter-
ventionist uses in-depth conversation with the patient using
empathy and emotional support, asks the patient targeted
questions, and understands the patient’s current needs based
on the patient’s responses. (b) For emotional expression,
start with an open-ended topic, induce the patient to tell
or vent his emotions, do not interrupt the patient easily,
pay attention to listening and responding at the right time,
and explore the patient’s innermost emotions. (c) For goal
setting, group members act as a supporting role, actively
provide medical information to support the patient, and
the patient proposes goals. Team members help analyze
the feasibility of the goals according to the patient’s actual
situation and make adjustments if necessary. (d) Develop a
plan, in which the researcher helps the patient to develop a
health promotion plan based on the set goals, and the
patient chooses the method that meets his or her wishes.
The main purpose of the program is to teach the researcher
the relevant knowledge, the patient’s participation in the dis-
cussion, and the training of relevant coping skills. (e) Behav-
ioral assessments were carried out on a regular basis to track
the improvement of patients and their families. If the goals
are not met, actively seek out the reasons and make changes
as soon as possible to boost the patient’s self-esteem and
treatment compliance.

The intervention was carried out by the investigator her-
self and a uniformly trained specialist nurse from the study
team, with team members supervising throughout. The
intervention was divided into in-hospital interventions: the
diagnostic period, the PCI perioperative period, and the dis-
charge preparation period. The intervention time was
mainly focused around 20 : 00. The interventions were con-
ducted 1 to 2 times per phase, each time for 30 to 45min.
The interventions were conducted in a face-to-face one-to-
one format, mainly in the departmental demonstration
room. Out-of-hospital interventions include adjustment
and adaptation periods. The intervention time was agreed
with the patient in advance, with one telephone follow-up
intervention and one home visit per phase. Each visit was
15-30min.

4.3. Observation Index. The Exercise of Self-Care Agency
(ESCA) scale was developed by the American scholars Kear-
ney and Fleischer in 1979 and is now widely used to test the
self-care ability of patients with coronary heart disease in
China. Self-concept, self-care responsibility, self-care abili-
ties, and health knowledge are among the 43 items and four
dimensions. A 5-point Likert scale was utilized, with a score
ranging from “extremely unlike me” to “quite like me.” The
higher the total score, the better the patient’s ability to care
for themselves. The Cronbach α coefficient of the English
version of the scale was 0.862, which was translated into
Chinese by Hsin-Hung in Taiwan. Its Cronbach α coefficient
was 0.83-0.98. It was assessed before the intervention, at the
time of discharge, at the end of 1 month after discharge, and
at the end of 3 months after discharge.
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The Self-Rating Anxiety Scale (SAS) and the Self-Rating
Depression Scale (SDS) developed by Zung et al. were used
to assess the subjective feelings of individuals with anxiety/
depression tendencies. The 4-point Likert scale was used
for both the SAS and the SDS.

4.3.1. Medication Adherence. The Morisky Medication
Adherence Questionnaire was developed by Prof. Morisky.
This questionnaire was used to measure medication adher-
ence in patients with chronic diseases. There are 8 items,
including whether patients forget to take their medication,
whether they stop taking their medication or reduce their
dose, and whether they carry their medication with them
when they go out for a long period of time. A dichoto-
mous scale was used, with a “1/0” score for each “yes/
no” answer and a total score of 0 to 8. The higher the
score, the better the patient’s medication adherence, and
the Cronbach α coefficient of the scale was 0.72. At dis-
charge, at the end of the first month after discharge, and
at the end of the second month after discharge. The
assessment was performed at the time of discharge, at

the end of 1 month after discharge, and at the end of 3
months after discharge.

4.3.2. Exercise Compliance. According to the expert consen-
sus on exercise rehabilitation after PCI, patients were
emphasized to exercise at least 3 times per week for at least
30min each time for 3 months. Patients were considered
to be in good compliance if they completed 80 percent or
more of the total weekly recommended exercise time, good
compliance if they completed 60 percent or more of the total
weekly recommended exercise time, and poor compliance if
they completed less than 60 percent of the total weekly rec-
ommended exercise time. The assessment was recorded at
the completion of the intervention.

4.3.3. Data Collection Method. The data were collected by
the investigator himself, and the baseline data were collected
face-to-face on the day of admission for both groups of
patients. The patients’ self-care scores, anxiety-depression
scores, and medication adherence scores were collected
again on the day of discharge, and the patients’ self-care

Table 1: Comparison of general information of patients in 2 groups with percutaneous coronary intervention.

Group Observation group (n = 58) Control group (n = 50) Statistic P

Age (X+S years) 61:33 ± 869 60:92 ± 8:05 t = 0:101 0.919

Gender 31 28 x2 = 0:015 0.904

Male 27 22

Female

Educational level 46 41 x2 = 0:749 0.402

High school or below 14 7

College or above

Course of disease (years) x2 = 0:588 0.445

≤5 38 38

>5 18 14

Disease type x2 = 0:521 0.482

Angina pectoris 27 18

Myocardial infarction 31 32

Disease severity x2 = 0:199 0.651

Mild 35 28

Moderate and severe 24 21

Number of implanted stents x2 = 0:259 0.611

≤3 33 27

>3 23 25

Body mass index x2 = 0:071 0.794

<24 15 10

≥24 45 38

Smoking history x2 = 0:028 0.871

Yes 37 33

No 19 19

Drinking history x2 = 0:471 0.497

Yes 26 21

No 32 29
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scores, anxiety-depression scores, and medication adherence
scores were collected by micromail or home visits at 1
month and 3 months of discharge, respectively; and the
patients’ exercise adherence was evaluated by the exercise
diary filled by the patients at 3 months of discharge.

5. Results

5.1. Comparison of Self-Care Competency Scores. Using
repeated measures ANOVA, spherical tests were performed
for self-concept, self-care responsibility, self-care skills and
health knowledge, and total scores of PCI patients
(W = 0:232, 0.193, 0.155, 0.205, and 0.039, P < 0:001),
respectively. Geisser corrected the results, and the patients
in the observation group had higher scores on all dimen-

sions and total scores than the control group (F = 27:337,
28.998, 14.424, 18.651, and 88.001, P < 0:001). The differ-
ences in the scores and total scores of the dimensions of
self-care competency at different time points were statisti-
cally significant (F = 242:119, 288.911, 1288.541, 355.205,
and 293.233, P < 0:001); there was a more reciprocal effect
between groups and time (F = 109:131, 55.055, 183.819,
101.567, and 70.606, P < 0:001). There was no statistically
significant difference between the scores and total scores of
self-care ability of the two groups before the intervention
(P > 0:05); there was a statistically significant difference
between the scores and total scores of self-care ability of
the two groups at discharge, at the end of 1 month after dis-
charge, and at the end of 3 months after discharge (P < 0:05).
The details are shown in Table 2.

Table 2: Comparison of self-care ability scores of patients with percutaneous coronary intervention in 2 groups (�X ± S, points).

Group n
Before

intervention
At the end of
discharge

One month
after discharge

Three months after
discharge

Total F P

Self-concept

Observation group 58 14:91 ± 1:60 16:60 ± 1:99 18:23 ± 2:14 19:11 ± 2:08 18:01 ± 1:91 259.382 <0.001
Control group 50 15:63 ± 2:22 15:77 ± 3:14 15:78 ± 3:26 15:29 ± 1:88 15:05 ± 1:04 38.839 <0.001
Total 14:69 ± 2:01 16:07 ± 2:11 17:02 ± 2:63 17:33 ± 2:73 16:51 ± 2:14 242.119 <0.001#

F 0.933 2.951 6.190 9.651 27.337 109.131 <0.001∗
P 0.361 0.004 <0.001 <0.001 0.001#

Sense of self-care responsibility

Observation group 58 11:52 ± 1:22 13:12 ± 1:02 14:03 ± 1:13 12:09 ± 1:16 10:97 ± 1:36 286.991 <0.001
Control group 50 9:69 ± 1:96 10:13 ± 1:52 10:91 ± 1:41 11:65 ± 1:55 10:69 ± 1:55 48.851 <0.001
Total 9:55 ± 2:12 11:01 ± 1:51 12:09 ± 1:63 12:93 ± 1:86 11:53 ± 1:23 288.911 <0.001#

F 1.179 5.251 9.335 9.324 28.998 55.055 <0.001∗
P 0.240 <0.001 <0.001 <0.001 0.001#

Self-care skills

Observation group 58 21:61 ± 3:40 23:78 ± 3:01 25:39 ± 4:11 26:51 ± 3:39 24:88 ± 2:57 2829.799 <0.001
Control group 50 21:03 ± 2:38 22:11 ± 2:91 23:19 ± 2:85 23:09 ± 2:85 22:11 ± 2:85 151.737 <0.001
Total 21:41 ± 2:78 22:97 ± 3:11 24:48 ± 3:09 24:93 ± 3:26 23:57 ± 3:02 1288.541 <0.001#

F 1.132 2.855 4.384 6.381 14.424 183.819 <0.001∗
P 0.261 0.049 <0.001 <0.001 0.001#

Health knowledge level

Observation group 58 25:71 ± 2:21 27:53 ± 2:36 29:37 ± 2:59 30:69 ± 2:81 28:35 ± 2:31 464.733 <0.001
Control group 50 25:37 ± 2:13 25:81 ± 2:13 27:21 ± 2:69 26:45 ± 2:56 26:31 ± 2:51 52.451 <0.001
Total 25:57 ± 3:01 26:39 ± 2:39 28:39 ± 2:89 28:39 ± 3:26 12:36 ± 2:63 355.205 <0.001#

F 0.743 4.143 4.186 7.222 18.651 101.567 <0.001∗
P 0.459 <0.001 <0.001 <0.001 0.001#

Total score

Observation group 58 71:89 ± 3:86 79:81 ± 6:23 86:53 ± 4:28 89:79 ± 4:25 82:19 ± 4:21 353.555 <0.001
Control group 50 71:23 ± 3:49 74:19 ± 6:11 77:39 ± 5:19 76:87 ± 5:22 77:81 ± 4:96 37.062 <0.001
Total 71:69 ± 3:69 77:14 ± 6:35 82:22 ± 6:59 83:71 ± 7:78 78:39 ± 6:31 293.233 <0.001#

F 0.888 4.985 10.312 14.711 88.001 170.606 <0.001∗
P 0.441 <0.001 <0.001 <0.001 0.001#

Note: # indicates the main effect; ∗ indicates the interaction effect.
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5.2. Anxiety and Depression Scores. Anxiety and depression
scores of patients are undergoing percutaneous coronary
intervention in 2 groups.

The Chinese adult anxiety normative score was 28:88 ±
10:19, and the Chinese adult depression normative score
was 33:51 ± 8:62, which were lower than the anxiety and
depression scores of patients in the 2 groups in this study
at each time point, and the differences were statistically sig-
nificant (P < 0:001). See Table 3.

5.3. Comparison of Anxiety and Depression. The comparison
of anxiety and depression scores between 2 groups of
patients is undergoing percutaneous coronary intervention.

First by spherical test (W = 0:026 and 0.030, P < 0:001),
the spherical test was not satisfied (P < 0:10). After using
the Greenhouse-Geisser correction, the SAS and SDS scores
were higher in the observation group than in the control
group (F = 22:751 and 34.351, P < 0:001). The differences
in SAS and SDS scores at different time points were

Table 3: Comparison of the anxiety-depression scores of patients with percutaneous coronary intervention in 2 groups with the Chinese
adult normative score (�X ± S, points).

Group n Before intervention At the end of discharge One month after discharge Three months after discharge

Anxiety score

Observation group 58 57:44 ± 4:33 55:25 ± 5:29 50:33 ± 5:17 46:61 ± 5:83
Control group 50 57:67 ± 4:32 56:89 ± 3:31 55:69 ± 3:31 53:19 ± 4:38
Norm 1168 28:88 ± 10:19 28:88 ± 10:19 28:88 ± 10:19 28:88 ± 10:19
t1 30.901 24.798 20.612 16.011

P1 <0.001 <0.001 <0.001 <0.001
t2 32.001 32.659 30.712 27.123

P2 <0.001 <0.001 <0.001 <0.001
Depression score

Observation group 58 56:39 ± 4:19 54:44 ± 4:32 50:31 ± 4:50 47:98 ± 4:69
Control group 50 56386 ± 4:23 58:03 ± 3:37 56:07 ± 3:34 55:51 ± 3:27
Norm 1355 33:51 ± 8:62 33:51 ± 8:62 33:51 ± 8:62 33:51 ± 8:62
t3 22.601 19.333 15.991 13.159

P3 <0.001 <0.001 <0.001 <0.001
t4 22.687 25.123 23.512 21.457

P4 <0.001 <0.001 <0.001 <0.001
Note: t1, t2 indicates the comparison of SAS observation group and control group with the Chinese adult norm; t3, t4 indicates the comparison of SDS
observation group and control group with the Chinese adult norm.

Table 4: Comparison of anxiety and depression scores between the 2 groups of patients undergoing percutaneous coronary intervention
(�X ± S, points).

Group n Before intervention
At the end of
discharge

One month
after discharge

Three months
after discharge

Total F P

Anxiety score

Observation group 58 57:41 ± 4:21 55:12 ± 5:22 50:32 ± 5:33 47:11 ± 5:69 53:09 ± 5:41 209.123 <0.001
Control group 50 57:99 ± 3:98 57:01 ± 3:19 55:63 ± 3:49 54:11 ± 4:31 55:99 ± 5:39 35.889 <0.001
Total 57:59 ± 4:31 55:50 ± 4:61 52:88 ± 5:31 49:68 ± 6:19 54:01 ± 1:13 206.228# <0.001#

F 0.599 2.858 6.085 6.940 22.751# 36.111∗ <0.001∗
P 0.539 0.049 <0.001 <0.001 0.001#

Depression score

Observation group 58 56:29 ± 4:11 54:44 ± 4:29 50:39 ± 4:50 48:11 ± 4:63 52:33 ± 3:39 1104.007 <0.001
Control group 50 57:09 ± 4:26 58:13 ± 3:41 56:08 ± 3:21 54:26 ± 3:30 57:01 ± 3:54 84.001 <0.001
Total 56:66 ± 4:13 55:51 ± 3:39 52:21 ± 5:51 50:82 ± 5:21 54:00 ± 4:13 829.213# <0.001#

F 0.719 6.342 7.349 8.999 34.351# 223.733∗ <0.001∗
P <0.001 <0.001 <0.001 <0.001 0.001#

Note: # indicates the main effect; ∗ indicates the interaction effect.

7Computational and Mathematical Methods in Medicine



statistically significant (F = 206:228 and 829.213, P < 0:001);
there was an interaction between group and time
(F = 36:111 and 223.733, P < 0:001). There was no statisti-
cally significant difference between the SAS scores and SDS
scores of the 2 groups before the intervention (P > 0:05).
There was a statistically significant difference between the
self-SAS and SDS scores of the two groups at discharge,
one month after discharge, and three months after discharge
(P < 0:05). Details are shown in Table 4.

The sphericity test was first tested (W = 0:746, P < 0:001
), and the sphericity test was not satisfied (P < 0:10). The
results were corrected using the Greenhouse-Geisser correc-
tion, and the patients in the observation group had higher
medication adherence than the control group (F = 12:235,
P < 0:001). The difference in scores at different time points
was statistically significant (F = 58:232, P < 0:001); group
and time had a more reciprocal effect (F = 38:713, P <
0:001). There was no statistically significant difference
between the scores of the 2 groups at the time of discharge
(P > 0:05); at the end of 1 month after discharge and at the
end of 3 months after discharge, there was a statistically sig-
nificant difference between the scores of the 2 groups
(P < 0:05). Details are shown in Table 5.

The comparison of exercise compliance between the 2
groups of patients is undergoing percutaneous coronary
intervention. The differences in exercise compliance between
the 2 groups of patients were statistically significant
(P < 0:05), as shown in Table 6.

6. Discussion

In postoperative patients, wound pain, tubing restrictions,
and concerns about recovery can affect the psychological,
physical, and social recovery of patients. The application of
positive thinking therapy and progressive muscle relaxation
training to postoperative rehabilitation of patients undergo-
ing cardiothoracic surgery was found to be effective in
reducing postoperative physical and psychological problems,
as well as improving the quality of sleep and psychological
mood of patients, according to a study by [18]. In a study
by [19], it was concluded that positive stress reduction ther-
apy was effective in reducing perceived stress levels in post-
operative breast cancer patients, and [20] confirmed the
long-term effects of positive stress therapy in improving
postoperative anxiety and depression in breast cancer

patients up to 1 year after the intervention. Furthermore, a
number of studies have found that incorporating orthomo-
lecular therapy into the postoperative care of patients
undergoing surgical procedures such as hip replacement,
cranial surgery, and radical esophageal cancer improves
patients’ perception and orthomolecular level, improves
their pain experience, and promotes wound healing, all of
which have a positive effect on their recovery. This may be
related to the neuromodulation mechanism of orthomolecu-
lar therapy, but the details need to be further investigated.
The above results suggest that positive thinking therapy
has positive significance in promoting postoperative recov-
ery, not only reducing body pain and relieving postoperative
psychological stress, but also improving patients’ quality of
life. However, in most of the studies, the implementers did
not receive systematic training in orthomolecular therapy
and did not obtain the corresponding qualification, and
there is a lack of unified protocols and consistent evaluation
indexes in each region and hospital, so it is impossible to
accurately understand the patient’s compliance and inter-
vention effect [21–24].

7. Conclusion

Positive thinking therapy, as a new psychological interven-
tion, has played a positive role in promoting perioperative
surgery and postoperative recovery. However, due to the
small sample size, most of the studies in China are
cross-sectional studies with small samples, and there is a
lack of postintervention evaluation tools and long-term
postoperative follow-up of the patients, which makes it
impossible to comprehensively evaluate the intervention
effects. Furthermore, the current study’s participants were
mostly adults, and more research is needed to see if the

Table 5: Comparison of medication adherence scores between the 2 groups of patients undergoing percutaneous coronary intervention
(�X ± S, points).

Group n At the end of discharge
One month after

discharge
Three months after

discharge
Total F P

Observation
group

58 6:44 ± 0:79 6:69 ± 0:83 6:37 ± 0:88 6:56 ± 0:81 18.537 <0.001

Control group 50 6:51 ± 0:87 6:17 ± 0:99 5:35 ± 0:73 6:04 ± 0:87 51.001 <0.001
Total 6:47 ± 0:86 6:55 ± 0:94 5:91 ± 0:93 6:18 ± 0:99 58.232∗ <0.001#

F 0.423 3.129 7.311 12.235# 38.713∗ <0.001∗
P <0.001 <0.001 <0.001 0.001#

Note: # indicates the main effect; ∗ indicates the interaction effect.

Table 6: Comparison of exercise compliance levels between the 2
groups of patients undergoing percutaneous coronary
intervention (cases).

Group n Good Excellent Bad

Observation group 58 29 20 9

Control group 50 21 12 17

Z 2.089

P 0.037
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positive thinking intervention strategy can be used with
youngsters. Future studies should increase the sample size and
strengthen the follow-up, and we should combine it with the
“clown boil method” to conduct trials in children. We should
also cultivate a specialized positive thinking intervention team,
establish specific local measurement criteria based on the
domestic environment, follow up the patients, and evaluate
the intervention effect. It should also be fully integrated with
the characteristics of hospital departments and patient care in
China and be used as a powerful intervention tool to promote
the development of positive thinking intervention in clinical
practice.
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Chloasma is a prevalent clinical hyperpigmentation skin disorder that causes symmetrical brown to tan patches on the cheeks, as
well as the neck and forearms on rare occasions. The pathophysiology of this condition is complicated, and there is now no cure.
Under the light microscope, the full-thickness melanin of the epidermis in the skin lesions was increased, and the dermal
chromophages increased. At present, the treatment of melasma mainly includes topical drugs, chemical peels, systemic drugs,
laser therapy, and traditional Chinese medicine. With the development of medical technology, intense pulsed light and Q-
switched laser have been widely used in the treatment of melasma, which can emit laser beams to penetrate the dermis
uniformly to treat deep pigmented lesions in the dermis. After a stable treatment outcome for melasma is achieved, it is
important to minimize side effects such as postinflammatory hyperpigmentation and skin irritation. Therefore, this paper uses
a reflection confocal microscope to establish an evaluation index system and then uses a neural network to evaluate the
treatment effect. The work of this paper is as follows: (1) this paper introduces various methods of treating melasma at home
and abroad and focuses on the application of intense pulsed light therapy and low-energy Q-switched Nd: YAG laser in the
treatment of melasma. (2) In this paper, the case data samples are trained with the designed BP network to obtain a reliable
evaluation network model. (3) The results and mistakes of the evaluation are produced by training the genetic algorithm
optimized backpropagation (GA-BP) network structure model to evaluate the treatment effect of chloasma. Finally, it has been
demonstrated that the GA-BP network has great accuracy and stability.

1. Introduction

Chloasma is a pigmented skin disease. The pigmented spots
are usually light brown or dark brown and distributed sym-
metrically on the cheekbones, forehead, and eyebrows and
around the eyes and can also involve the dorsum of the nose,
the alars of the nose, and the upper lip and lower whiskers.
The border of the stain is clear or diffuse, the surface is free
of inflammatory dandruff and flat to the skin surface, and
most patients do not have any symptoms. Chloasma is more
common in young and middle-aged women with darker skin
and less common in men. Modern medicine believes that the
pathogenesis of chloasma is extremely complex, and the lat-
est research shows that the formation of chloasma may be
related to local inflammation. Chloasma is characterized by
an increase in melanin in the basal layer and acanthus layer

of the epidermis, the number of melanocytes is normal or
increased, the cell body is enlarged, the dendrites are obvi-
ous, and pigmented disease is characterized by histological
features of free melanin granules in the upper dermis or
phagocytosis by melanophagocytes. UV rays, hereditary fac-
tors, endocrine factors, cosmetics, uterine and ovarian ill-
nesses, hepatitis A and B, oral contraceptives, and
phototoxic medicines are the most common causes of
chloasma. UV radiation, hereditary factors, endocrine fac-
tors, and cosmetics are the most important among these fac-
tors [1]. At present, the methods of treating melasma mainly
include topical depigmentation agents, oral drugs, chemical
peeling, and traditional Chinese medicine treatment. In
recent years, technologies such as laser, intense pulsed light,
microneedle introduction, and radio frequency technology
have been increasingly applied to the treatment of melasma,
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and good results have been achieved [2]. Intense pulsed light
is a broad-spectrum light in the 500-1200 nm band. Accord-
ing to selective photothermolysis theory, the pigment
agglomeration preferentially absorbs laser energy after being
irradiated with a specific wavelength of laser light, which can
cause a blasting effect quickly, and then changes. The super-
ficial ones are excreted with the skin flakes, and the deep
ones are transported away with the lymphatic/blood circula-
tion, so that they can be used to treat pigmented diseases [3].
However, the absorption of light by melanin is not limited to
a single wavelength: in the wavelength range of 500-
1200 nm, structures containing melanin can absorb the
energy of light and cause photothermal decomposition [4].
However, since melasma melanocytes are unstable, it is an
unstable disease, and any stimulation may aggravate the
melasma, so the treatment of melasma needs to be gentle.
The pulse width of the Q-switched laser is as short as nano-
seconds, which is smaller than the thermal relaxation time of
the melanin particles. The extremely high peak power can
cause the melanin particles to be heated and exploded
instantaneously. The treatment of sexually enhanced skin
disease provides a new idea [5]. It avoids uneven distribution
of energy, the treatment is relatively gentle, and the postop-
erative inflammatory response is mild. Therefore, the Q-
switched ruby laser in the fractional mode is relatively safe
for the treatment of melasma, and the incidence of side
effects such as erythema, hyperpigmentation, and hypopig-
mentation is low [6]. In order to confirm the efficacy and
safety of intense pulsed light and Q-switched laser in the
treatment of melasma and to further explore its effects on
melanocytes and melanin granules. In this paper, the RCM
is used for postoperative observation. It has the characteris-
tics of instant, noninvasive, and dynamic, and the detection
depth can reach 300-500μm. The imaging resolution is high,
and the epidermis and superficial dermis can be clearly
observed. Then, use the neural network to analyze the
obtained data, and finally, output the predicted value of the
treatment effect of the Q-switched laser combined with the
intense pulsed laser on melasma.

The application of intense pulsed light therapy and low-
energy Q-switched Nd: YAG laser in the treatment of melasma
is the emphasis of this paper, which introduces several methods
of treating melasma at home and abroad. To obtain a reliable
diagnosis and evaluation networkmodel, the reliable diagnostic
and evaluation case data samples are trained with the designed
backpropagation neural network (BPNN) in this paper.

The paper arrangements are as follows: Section 2
describes the related work. Section 3 defines the various
methods. Section 4 analyzes the experimental analysis. Sec-
tion 5 concludes the article.

2. Related Work

The pulse width of the Q-switched laser is nanoseconds.
Since its wavelength is within the wavelength range absorbed
by melanosomes and the pulse width is smaller than the
thermal relaxation time of melanosomes, melanosomes
selectively absorb light instantaneously. It can be raised to
a very high temperature, and then, the melanin particles

are smashed and disintegrated under the action of strong
mechanical waves and are swallowed by macrophages, and
the surrounding healthy tissues are not damaged. Q-
switched laser is a classic laser for the treatment of pigmen-
ted diseases. There are many studies at home and abroad, but
it also has a series of shortcomings, such as easy to cause pig-
mentation and hypopigmentation. Large-spot, low-energy,
long-wavelength O-switched lasers have been utilized to treat
pigmented illnesses in recent years to avoid the emergence of
negative effects. The researchers applied a Q-switched frac-
tional ruby laser with an energy of 2-3 J/cm2 to Asian female
patients for 6 treatments at two-week intervals and concluded
that a large-spot, low-energy Q-switched fractional ruby laser
can effectively treat yellow for chloasma; from the histopathol-
ogical point of view, the epidermal pigmentation was reduced
after treatment, and the pigment content in the basal layer of
the epidermis was reduced [7].

Reference [8] used the same kind of laser treatment, the
energy was 4-8 J/cm2, and the subjects were all Caucasians,
and the study showed that the treatment consequence was
remarkable. However, its exact mechanism of action remains
to be further explored. In addition, the high recurrence rate
after laser treatment is an urgent problem to be solved. The
curative effect of Q-switched 1064 nm laser and fractional
1064 nm laser was compared and it was concluded that there
was no significant difference in the total effective rate of the
two groups in the treatment of melasma, and the recurrence
rate was low during the 1-year follow-up. Among them, the
skin reaction after fractional 1064nm laser treatment is
mild, has less complication, has high comfort, and has a
good application prospect. Reference [9] divided the subjects
into 3 groups. The first group applied low-energy Nd: YAG
laser once a week. The second group was treated with fruit
acid once every 2 weeks, and the third group was treated
with high-energy Nd: YAG laser once every 2 weeks. The
results showed that the treatment effect of the first group
was the best, followed by the second group, and finally the
third group. Low-energy Nd: YAG laser is safe and effective
in the treatment of melasma. Reference [10] treated mel-
asma with a high-energy Nd: YAG laser, which resulted in
increased pigmentation and new pigmentation. In reference
[11], in order to explore the freckle removal mechanism of
Nd: YAG laser, before treatment, after 5 times of treatment,
and after 9 times of treatment, the pigmented skin was
observed by an in vivo confocal microscope, which clearly
and intuitively showed the mechanism of action. Strong light
therapy for chloasma has been widely used in clinical prac-
tice. It is a broad-spectrum visible light with relatively con-
centrated wavelength and adjustable pulse width. The
continuous wavelength is 500-1200 nm. Melanocytes in skin
lesions selectively absorb some wavelengths of strong light.
The photothermal effect is generated after the light is
exposed, and it is broken and necrotic. The superficial pig-
ment tissue is damaged and necrotic, and phagocytes phago-
cytose and expel the deep pigment. After severe light
exposure to pigmentation, immediate deepening of the pig-
mentation and localized skin erythema appear. Strong light
and Q-switched lasers were examined for their effectiveness
in the treatment of melasma. Patients with melasma were
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treated using a combination of a bright light and a Q-
switched laser. There was a statistically significant difference
in the overall effectiveness of therapy between the bright light
andQ-switch groups, but there was no significant difference in
postoperative recurrence rates between the two groups,
according to the data. Epidermal pigmentation and vascular
disease can be effectively treated with bright light, although
the impact on dermal pigmentation is minimal [12]

Treatment with the Q-switched Nd: YAG laser is the gold
standard for chloasma; however, it is time unbearable and tax-
ing on patients. Combining these two lasers to remove mel-
asma can enhance the consequence. The experiment of
reference [13] confirmed this point. The researchers first per-
formed a bright light treatment on the subjects and then started
the Q-switched Nd: YAG laser treatment two weeks later, a
total of 4 times, with an interval of one week. The results
showed that the curative effect was significant and the recur-
rence was effectively suppressed. It was concluded that the
combination of the two and a single treatment was safe and
effective with minimal adverse effects and that the Q-
switched Nd: YAG laser paired with powerful pulsed light is
worthy of promotion. Q-switched Nd: YAG laser and nonabla-
tive fractional 1550nm laser were used for the treatment of
freckles. Nonablative fractional laser was not found to have
an auxiliary effect when Nd: YAG laser was used to treat mel-
asma, and the effect of combined treatment was not signifi-
cantly different from that of Nd: YAG laser treatment alone,
according to the subjects [14]. Although laser treatment of mel-
asma is effective, it also has different degrees of side effects. The
recurrence rate of strong light therapy is relatively low, the
recurrence rate of Q-switched laser is high, and it is easy to pro-
duce pigmentation. Fractional laser therapy has a high proba-
bility of postinflammatory pigmentation, and the pain is
severe during treatment. In general, laser therapy is safer and
more effective for light-skinned patients, but it should be used
with caution in dark-skinned patients.With the introduction of
new treatment theories and the emergence of new treatment
instruments, laser treatment of melasma will become more
and more important [15–18]. The organic and reasonable
combination of various instruments will further improve the
efficacy of the laser and reduce the side effects of laser treat-
ment. Different pathological types and different skin types have
different optimal responses to the instrument, and the optimal
therapeutic parameters of various instruments for treating mel-
asma in different periods are also different.

3. Method

This section discusses the BP neural network and defines the
improvement of BP algorithm. They examine the treatment
effect evaluation index system.

3.1. BP Neural Network. They discuss the establishment of
the BP network model.

3.1.1. BP Neural Network Model. The learning of the BP net-
work in the ANN uses the error backpropagation algorithm,
which is one of the most mature and perfect artificial neural
networks at present. It is categorized by a simple structure

and self-learning and parallel processing abilities; because it
belongs to the classifier, it can form any decision-making area.
The commonly used BP network is a three-layer structure. For-
ward propagation and backpropagation constitute the learning
process of the BP network, each layer of the network has one or
more neuron nodes, and the information is composed of the
input layer which is passed to the output layer through each
hidden layer, and the connection weight is used to represent
the strength of the connection between the layers. The back-
propagation learning method, or BP algorithm, may be used
to alter the network’s link weight such that the mapping rela-
tionship between the provided input and output of the network
can be determined. There is no longer any room for mistake.
The following relationship applies to the output layer:

Ok = f neLkð Þ, k = 1, 2,⋯, l, ð1Þ

neLk = 〠
m

j=1
wjkyj, k = 1, 2,⋯, l: ð2Þ

For the hidden layer, there are the following relationships:

yj = f neLj

� �
, j = 1, 2,⋯,m,

neLj = 〠
n

i=1
vijxj, j = 1, 2,⋯,m:

ð3Þ

In the above two formulas, let the transition number f ðxÞ
be a unipolar sigmoid function:

f xð Þ = 1
1 + e−x:

ð4Þ

Formulas (1)–(4) together constitute the mathematical
model of the three-layer perceptron.

3.1.2. The Learning Process of the BP Network. The primary
goal of the BP training procedure is to provide a certain
input sample and get a specific output. Until a predefined
error value is reached, the weights are modified based on
the difference between the actual and predicted output
values. The method is based on continuously modifying
the threshold’s weights and network parameters by propa-
gating the error on one side and correcting the error on
the other. For each training, it executes two propagation
computations. The specific process is shown in Figure 1.

If the network output is not equal to the expected output,
there will be an output error E, which is defined as follows:

E = 1
2 b −Oð Þ2 = 1

2〠
l

k=1
bk −Okð Þ2: ð5Þ

Expand the above error definition to the hidden layer;
then,

E = 1
2〠

l

k=1
bk − f 〠

m

j=0
wjkyj

 !" #2
: ð6Þ
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Expanding further to the input layer, then

E = 1
2〠

l

k=1
bk − f 〠

m

j=0
wjk f 〠

m

j=0
vijxi

 ! " #( )2

: ð7Þ

This shows that the network error depends on the
weights of each layer; hence, modifying the weights may
affect error. Adjusting the weights is a continuous process
of reducing the error; hence, the weight adjustment should
be proportionate to the error gradient:

Δwjk =
−μ∂E

∂wjk
, j = 0, 1, 2,⋯,m, k = 1, 2,⋯, l,

Δvij =
−μ∂E

∂vij
, i = 0, 1, 2,⋯, n, j = 1, 2,⋯,m,

ð8Þ

where − represents the gradient descent and the constant n
belongs to the number between (0, 1).

3.1.3. The Establishment of the BP Network Model. It is pos-
sible to choose the number of hidden layers and neurons at
random in principle, but in practice, it is best to base this
decision on the specifics of the problem at hand. For net-
works with a large number of hidden layers, training time
is required since they are more likely to fall into a local min-
imum during training. After multiple testing, however, it
was discovered that using a three-layer neural network was
more accurate. Second, estimate the number of neurons in
the output layer and input layer based on the data to be col-
lected and the important elements influencing this layer as
well as the feasibility of acquiring these influencing factor
data. The hidden layer nodes may be identified without rules
by counting the input and output nodes. Input nodes are the
patient’s important data, output nodes are the evaluation

Initialization

Given an input vector
and a target vector

Find hidden layer and
output layer nodes

Deviation between
target value and output

E meets the
requirements

Calculate the hidden
layer unit error

Calculate the error speed

Weight learning

FinishYes

No

Figure 1: Network error definition and weight adjustment ideas.
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result, and hidden layer nodes can be identified without rules
by counting the input and output nodes. The following for-
mula may be used to determine the implicitly three-layer
network according to the Kolmogorov theorem:

H =
ffiffiffiffiffiffiffiffiffiffiffiffi
m + n

p
+ a, ð9Þ

where H represents the number of neurons in the hidden
layer,m represents the number of neurons in the input layer,
n is the number of neurons in the output layer, and a is a
constant ranging from 1 to 10.

3.1.4. Processing the Input Data of the BP Network. Due to
the characteristics of the BP network itself, the selection of
sample data has a great influence on the convergence speed
and prediction accuracy. The saturation of the output func-
tion curve is caused by too large or too small input, so, in
order to avoid the saturation area at both ends of the func-
tion and make the input play a strong role, it is necessary
to normalize the input of the network. The formula for pro-
cessing is as follows:

X = I − Imin
Imax − Imin

, ð10Þ

where I represents the unprocessed neural network input
value; X represents the smoothed neural network input
value; and Imax and Imin are the maximum and minimum
input values of the network input, respectively.

3.1.5. Select the Learning Rate. Training weight changes are
dictated by the learning rate: a low learning rate may lead to
a lengthy training period and an inefficient convergence rate,
while a high learning rate may cause the system to malfunc-
tion. As a result, a low learning rate is often used in order to
maintain system stability. There is a choice of a learning rate
ranging from 0.01 to 0.7. The learning rate of 0.2 is chosen
in this study based on the actual training circumstances

3.2. Improvement of the BP Algorithm. Although the BP neu-
ral network has many remarkable features, it also has certain
limitations: the hypersurface of multiple local minimum
points constitutes the connection weight space formed by
the global error E of the BP network, but the essence of the
training method currently used by the BPNN is as follows:
the method to search for the optimal connection weight in
the connection weight space formed by the global error E
is a point-to-point search. Because the network structure
parameters at the start of the BPNN training are randomly
assigned values, the BPNN cannot avoid slipping into a local
minimum. Therefore, in the search process, it is very impor-
tant to determine the position of the starting point. To elim-
inate the shortcoming that BPNN is easy to fall into local
minima, it is necessary to improve the training method of
BPNN, overcome the blindness and randomness of network
structure parameters given at the beginning of network
training, and let BPNN training start at the beginning. The
weight falls on the global optimal peak area in the connec-
tion weight space formed by the global error E. When the

BPNN is used for diagnosis and evaluation, the parameters
of the obtained problem network model are easy to fall into
local minima, and the network diagnosis and evaluation
model cannot achieve satisfactory diagnosis and evaluation
results every time, so it is necessary to improve the short-
comings of the BPNN that is easy to fall into local minima.

3.2.1. Genetic Algorithms. Genetic algorithm (GA) is a global
optimization algorithm. Its objective function does not need
to be continuous or differentiable. It is different from the
single-point search method in that it uses a method of paral-
lel processing of multiple individuals in the search space. It
has good global search performance and can effectively
reduce the possibility of falling into local minima. It is
mainly used in three aspects of neural network: optimization
of connection weights, optimization of learning rules, and
optimization of network structure, and the most important
one is the weight of training neural network. In essence,
genetic algorithms are used to replace some classic learning
algorithms. The neural network’s connection weights are
where all of the system’s knowledge is spread. Using a cer-
tain weight change rule is the traditional method to obtain
the weights. The training process of the BPNN is as follows:
continuously adjust the weights during training, and finally,
get a good weight distribution, but if the training time is too
long, it may fall into a local minimum value, so that a suit-
able weight distribution cannot be obtained. To solve this
problem, GA can be used to optimize the connection weight.
The process of combining GA and BP algorithm for neural
network training is as follows: the algorithm parameters
used in the training process are very sensitive to the results
of BP algorithm and GA, and the result of BP algorithm is
the same as the initial state of the network. At the beginning
of the genetic algorithm, the optimal weight distribution
range of the network is obtained by searching the weight
space formed by the global error E of the BPNN, and then,
the BP algorithm is used to find the optimal solution in
the optimal weight distribution range. Finally, it is con-
cluded that the combination of BP algorithm and GA is a
feasible way for the hybrid training of neural network, and
the combined algorithm is called GA-BP algorithm.

3.2.2. Design of the GA-BP Algorithm. The main idea of
using genetic algorithm to optimize the diagnosis and evalu-
ation model of BPNN is as follows; based on BNN, the input
and expected output of BPNN are normalized data. In this
process, the BP algorithm is combined with the GA, and
the gradient information of the BP algorithm, the advantages
of strong local search ability, and the characteristics of the
GA with high search efficiency and global search ability are
used to train the neural network, so as to eliminate the
BNN. In lattice training, the drawback is that it is simple
to slip into the minimal value. Figure 2 depicts the GA-
functional BP’s modules. It is made up of four essential com-
ponents: input parameter preprocessing, output data resto-
ration, neural network subfunction module, and GA-
BPNN learning algorithm. The parameters of the grid model
are continuously changed by training with known samples,

5Computational and Mathematical Methods in Medicine



and the model can be used to diagnose and evaluate the ther-
apy effect of unknown disorders.

The stages of genetic algorithm optimization of neural net-
work connection weight are as follows: (1) for a set of ran-
domly generated distribution weights, for each weight (or
threshold) in this group, use the coding scheme to encode,
so as to build each code chain; for the case where the training
rules and network structure have been determined, this code
chain corresponds to a neural network whose weights and
thresholds take specific values. (2) Calculate the neural net-
work’s error function and its fitness function value. The less
fit you are, the greater the mistake you make. (3) Next gener-
ation inherits a fitness function value from the greatest person.
(4) In order to create the next generation of organisms, genetic
operators such as crossover and mutation are utilized. (5)
Repeat the above process to continuously evolve the initially
determined set of weight distributions until the training target
meets the requirements.

3.2.3. Implementation of GA-BP Algorithm Neural Network

(1) Coding of network structure parameters: the GA is used
to improve the BP algorithm, but the network structure
parameters are dry. Genetic operations cannot directly
deal with it, so it is necessary to encode the network
structure parameters before training to convert it into
the genes of chromosomes composed of a certain struc-
ture. The real number encoding scheme and the binary
encoding scheme are mostly these two procedures to
encode the weights and thresholds in the network.
Although the binary encoding is simple and common,
its disadvantages are as follows: low precision, encoding
strings is very long, and the real encoding scheme does
not have this disadvantage; it is intuitive. There will be
no situation of insufficient precision, and it needs a spe-
cial genetic operation design for one-dimensional real
numbers. This design chooses the real number coding
scheme, which can speed up the evolution

(2) Select the fitness function: most of the genetic algo-
rithm searches do not need external information, as
long as the fitness function is used as the basis; the fit-
ness value of each individual in the population is used
to search. The fitness function used in this study is

f = 1
E
, ð11Þ

where E is the global error. From formula (11), it can
be known that the smaller the global error E is, the
stronger the adaptability is

(3) Selection operator: evaluate each weight and thresh-
old, and select the probability Pi as follows:

Pi =
f i

∑m
i=1 f i

, ð12Þ

where f i represents the fitness value of the individual

(4) Crossover and mutation operation: these two factors
have a great influence on the running performance
of heredity, and a relatively small crossover rate is
selected. And the mutation rate can increase the
chance of individuals to transfer to the next genera-
tion. This choice is used for solutions with high ability,
conversely, to eliminate solutions of individuals with
low fitness ability. It is necessary to choose a relatively
high crossover rate and mutation rate. The operation
methods of the adaptive crossover rate Pc and muta-
tion rate Pm used in this design are as follows:

Pc =
C

fmax − f a
,

Pm = d
f max − f a

, ð13Þ

where c and d are constants less than 1, fmax is themax-
imum fitness value, and f a is the average fitness value

(5) Determine genetic manipulation control parameters:
mutation probability, crossover probability, and
population size are three parameters to be controlled
by the genetic algorithm. The setting of the values of
these three parameters has a direct effect on the

Neural network
sub-function

module
Data restore processing

GA-BP learning
algorithm

Data preprocessingX Y

Figure 2: GA-BP neural network model structure diagram.

Table 1: Range of MASI reduction rate and treatment effect.

Treatment effect MASI decline rate range

Basically healed MASI decline rate ≥ 90%
Effective MASI decline rate 50%~89%
Get better MASI decline rate 10%~49%
Invalid MASI decline rate < 10%
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execution result of the genetic algorithm. For the size
of the group; if the size is larger, the diversity of indi-
viduals in the group will be more, so although it is
easy to find the global optimum, if it is too large, it
will increase the calculation and cause the speed of
finding the global optimum to be very slow. If the
population size is too small, the search space range
of the GA will be limited, which will lead to prema-
ture convergence. The population is estimated to be
in the range of 20 to 100 people. The chosen group
size is 20 since it meets the requirements of this
design. If the crossover probability is very high, the
individual structure of high fitness will be destroyed;
if the crossover probability is too low, global search
will be difficult. The crossover probability should,
in general, be between 0.4 and 0.99; in this example,
it is set to 0.5. For mutation operators, if the muta-
tion probability is too high, the grid’s evolutionary
algorithm will fail, and the network will devolve into
a pure random search; if the mutation probability is
too low, new mutations will be difficult to generate

3.3. Treatment Effect Evaluation Index System

(1) MASI scoring method. According to the MASI inter-
national evaluation standard, the facial skin is divided
into four areas, namely, the forehead, right cheek, left
cheek, and mandible; the three indicators for evaluat-
ing the severity of skin lesions are skin lesion area per-
centage, color, and consistency of color distribution

M = 0:3 DF +HFð ÞAF + DMR +MRð ÞAMR½
+ DML +HMLð ÞAML� + 0:1 DC +HCð ÞAC,

ð14Þ

where M is MASI, D is color, H is consistency, A is
area, F is forehead,MR is right cheek,ML is left cheek,
and C is jaw.

MASI reduction rate = Vb −Va
Va

, ð15Þ

Table 2: Scoring criteria of each parameter of RCM.

Parameters 1 2 3 4

Epidermal pigmentation <25.0% 26.0%-50.0% 51.0%-75.0% 76.0%-100%

Dendritic cells None ≤5 ≤15 >15
Melanophages None ≤5 ≤10 >10
Solar elastosis Normal Mild Moderate Serious

Vascularity Normal Mild Moderate Serious
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Figure 3: When the training curve is 138 steps, the convergence reaches the set accuracy.
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where Vb is value before treatment and Va is value
after treatment. See Table 1 for details.

(2) RCM scoring method. The laser beam scans from
the spinous layer to the basal layer, mainly to observe
the pigment density, cell brightness, and cell mor-
phology; scans to the epidermis junction to observe
the brightness of the pigment ring; and scans to the
superficial dermis to observe inflammatory cells
and melanocytes, elastic fibers, and blood vessels.
Before treatment, the values were calculated after 2,
5, and 10 treatments. This experiment mainly
observed 5 items of epidermal pigmentation density,
number of dendritic cells and melanophages, elastic
fibrosis, and vascular proliferation. The specific scor-
ing standards are shown in Table 2

In this paper, the five indicators of RCM score are
selected as input, and the treatment effect of four grades is
used as output.

4. Experiment and Analysis

Here, the experimental results of BP algorithm are discussed,
and the GA-BP algorithm experimental results are defined.

4.1. Experimental Results of the BP Algorithm. Valuable sam-
ples were formed through case records of dermatological
patients in a tertiary hospital. From the 240 samples of reli-
ably diagnosed cases, 200 were randomly selected as training
samples and the remaining 40 as test samples. After 1000
iterations of BP neural network learning, the network per-
formance target is set to 0.001, and the learning rate is set
to 0.2. After training the BP network with the training sam-
ples, the test sample results are shown in Figure 3.

From the comparison error output in Table 3, it can be
seen that most of the errors between the actual value of the
patient’s condition and the diagnostic value are not large,
and one of the errors is large because a minimum value
appears during network training. A small amount of error
may be largely affected by the number of selected learning
samples. In general, the construction and training of this
BP network are feasible.

4.2. GA-BP Algorithm Experimental Results. The parameters
of the genetic algorithm are selected as follows: the number
of iterations is 40, the population size is 20, the crossover
probability is 0.3, and the mutation probability is 0.01. First,
randomly produce an initial population with an individual
code length of 100; then, use the genetic algorithm to iterate
40 times to attain excellent individuals according to the
modifications in the fitness function; decode the best indi-
vidual found and assign it to the BP network; use the train
function to train the network; and then, input the normal-
ized test data into the trained network. Using the sim func-
tion for prediction, the normalized diagnostic values of 10
test samples will be obtained, which can be denormalized
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Figure 4: Variation of fitness curve when the genetic algorithm
optimizes neural network.

Table 3: Validation results of the BP network model.

Sample Expected output BP model output Error

1 0.151 0.125 0.024

2 0.243 0.273 0.033

3 0.060 0.092 0.032

4 0.192 0.214 0.024

5 0.533 0.483 0.046

6 0.582 0.561 0.018

7 0.422 0.442 0.022

8 0.3704 0.451 0.081

9 0.450 0.472 0.022

10 1.161 0.127 1.032
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Figure 5: Comparison between the output of different models and
the expected output.
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by mapminmax. Figure 4 shows the fitness change curve
when the genetic algorithm optimizes the neural network.
It can be found from the figure that the 6th generation is a
turning point of the fitness curve, from the initial fitness
value of 55 to 30, indicating that after 6 generations of evo-
lution, the GA-BP network has acquired better individuals.

It can be seen from Figure 5 that the optimized GA-BP
network is superior to the traditional BPNN under the same
training conditions. The output of the BPNN is always
changing, and the output of the GA-BP network, on the
other hand, is rather steady despite the outcomes of repeated
tests. GA-BP network output is less volatile and stable com-
pared to the classic BP. The BP network has an average error
of 0.325, whereas the GA-BP network has an average error
of 0.156. The GA-BP network is shown to be more accurate
than the BP network. It can be seen from the above analysis
that compared with the traditional BPNN, the use of the
GA-BP network to establish a diagnostic model overcomes
the inherent defects of the traditional BPNN and has the
advantages of higher accuracy and better stability. Therefore,
the GA-BP network can be used to evaluate the effect of laser
treatment of melasma.

5. Conclusion

There are different forms of face pigment spots induced by
various lasers, including chloasma, freckles, black spots,
and sequelae, with chloasma being the most prevalent.
Chloasma is a light brown to dark brown hyperpigmented
skin illness with well-defined patches that are symmetrically
distributed over the forehead, neck, around the eyes, around
the lips, and other areas and vary in size and shape. It has no
inflammatory manifestations, no dandruff, and no symp-
toms. Chloasma is more common in middle-aged persons,
particularly women, and it lasts an average of 96.3 months.
There are many ways to treat melasma: such as drug treat-
ment, laser treatment, and Chinese medicine treatment.
Among them, intense pulsed light therapy and low-energy
Q-switched Nd: YAG laser have been widely used in the
treatment of melasma, which can emit laser beams to pene-
trate the dermis uniformly to treat deep pigmented lesions in
the dermis. After a stable treatment outcome for melasma is
achieved, it is important to minimize side effects such as
postinflammatory hyperpigmentation and skin irritation.
Therefore, this paper uses RCM to establish an evaluation
index system and then uses a neural network to evaluate
the treatment effect. The work of this paper is as follows:
(1) this paper introduces various methods of treating mel-
asma at home and abroad and focuses on the application
of intense pulsed light therapy and low-energy Q-switched
Nd: YAG laser in the treatment of melasma. (2) In this
paper, the reliable diagnosis and evaluation case data sam-
ples are trained with the designed BPNN to obtain a reliable
diagnosis and evaluation network model. (3) By training the
GA-BP network structure model to evaluate the treatment
effect of chloasma, the results and errors of the evaluation
are obtained. Finally, it is proved that the GA-BP network
has the advantages of high precision and good stability, so

it can be used to evaluate the effect of laser treatment of
melasma.
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Objective. The objective of this study is to explore the effects of knee debridement with flurbiprofen on the knee function,
inflammatory levels, and bone metabolism activity in patients with knee osteoarthritis. Methods. 110 patients with knee
osteoarthritis who underwent arthroscopic debridement in our hospital from 2020.01 to 2022.01 were selected for retrospective
analysis. Based on whether or not flurbiprofen was used in combination during the perioperative phase, the patients were
divided into the control group (only arthroscopic debridement of the knee) and the research group (flurbiprofen with
arthroscopic debridement of the knee), with 55 cases in each group. The indexes such as knee function, inflammatory levels,
and bone metabolism activity of the two groups were analyzed. Results. According to hospital for special surgery (HSS)
evaluation for knee function, most patients in the control group were assessed as “moderate,” while patients in the research
group were mainly focused on “excellent” and “good,” and their excellent and good rates were remarkably higher than those in
the control group (P < 0:05). There were no significant variations in bone metabolism indices such as osteoprotegerin levels
(OPG), insulin-like growth factor-1 (IGF-1), β-isomerized C-terminal telopeptide (β-CTX), and receptor activator of nuclear
factor-κB ligand (RANKL) before treatment between both groups (P > 0:05), with higher OPG, IGF-1 levels, and remarkably
lower β-CTX, RANKL levels in the research group than those in the control group after treatment (P < 0:05). There were no
remarkable differences in pain between both groups before treatment (P > 0:05), while at 24 h and 48 h after surgery, the VAS
scores in the research group were remarkably lower than those in the control group (P < 0:05). In terms of inflammatory
factors, the levels of interleukin-1β (IL-1β), tumor necrosis factor-α (TNF-α), and cyclooxygenase-2 (COX-2) in the research
group were remarkably lower than those in the control group after treatment (P < 0:05). Conclusion. Arthroscopy coupled with
flurbiprofen provides a good analgesic effect in the therapeutic treatment of patients with knee osteoarthritis, which contributes
to the recovery of knee function with definite results. Its mechanism may be associated with the control of inflammatory
response and the regulation of bone metabolism disorder.

1. Introduction

Knee osteoarthritis is a chronic join disease of the knee
where the inflammation progresses slowly, and symptoms
such as knee pain, swelling, stiffness, and deformity gradu-
ally develop, which affect the daily activities of patients and
may render them completely immobile in the worst-case
scenario [1–3]. Currently, the treatment of knee osteoarthri-
tis is aimed at relieving pain, delaying disease progression,
correcting deformities, improving or restoring joint func-

tion, and improving patients’ quality of life. In clinical prac-
tice, laddering, personalized, and comprehensive treatments
are taken as the leading treatment protocols, including four
levels of basic, pharmacological, restorative, and reconstruc-
tive treatment [4–6]. Basic treatment, which is suitable for
all patients with knee osteoarthritis, is only required by very
few patients in the early stages with mild symptoms in the
form of health education, exercise, and physical therapy.
Most patients with clinical diagnosis need to receive phar-
macological, restorative, or even reconstructive treatment.
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Pharmacological treatment includes many types such as
external use, oral administration, intravenous infusion, and
intraarticular injection, for the main purpose of analgesia
and symptom relief. Restorative treatment like arthroscopic
debridement can remove many pain-causing factors, control
the disease, prolong the use of joints, and avoid premature
joint replacement surgery [7–9]. However, knee debridement
cannot not cure the disease, and many patients still have
obvious joint swelling and pain after surgery. Since knee
debridement is performed under local anesthesia, the periop-
erative analgesic management of such patients is particularly
important for the prognosis and has always been a major
clinical research challenge. Flurbiprofen is a nonsteroidal
anti-inflammatory analgesic drug with certain targeting
effects, and several studies have shown its good efficacy on
the pain after orthopedic surgery [10, 11]. It can be used for
preemptive analgesia or postoperative analgesia, but there
are few studies on flurbiprofen-assisted arthroscopic debride-
ment for knee osteoarthritis. This study intends to observe
the effects of flurbiprofen on knee function and bone metab-
olism indexes in patients with knee osteoarthritis during the
perioperative period of arthroscopic debridement.

The paper’s organization paragraph is as follows: The
materials and methods are presented in Section 1. Section
2, discusses the experiments and results. Finally, in Section
3, the research work is concluded with discussion.

2. Materials and Methods

2.1. Inclusion and Exclusion Criteria. Inclusion criteria are as
follows: ① The patients met the therapeutic indications of
knee arthroscopic debridement; ② the patients were aged
≥50; ③ the patients had no contraindications to flurbipro-
fen; ④ the patients were ranked in class I-II by ASA; ⑤
the patients had no peripheral neuropathy; ⑥ the patients
had no history of peptic ulcer; and ⑦ the patients and their
family members knew the study protocol and signed the
consent form.

Exclusion criteria are as follows: ① patients with abnor-
mal coagulation function; ② patients with cardiac or renal
insufficiency;③ patients with immune or infectious diseases;
④ patients with cognitive impairment or psychiatric dis-
eases; ⑤ patients who dropped out after surgery; ⑥ patients
with a history of allergy to nonsteroidal anti-inflammatory
drugs; and ⑦ patients with long-term preoperative use of
other analgesic drugs.

2.2. Selection and Grouping of Patients. The research objects
were selected from the patients with knee osteoarthritis who
underwent arthroscopic debridement in our hospital from
2020.01 to 2022.01, with the total sample size of 110 cases.
The patients were grouped according to whether flurbipro-
fen was used in combination during the perioperative
period. In other words, the patients who underwent arthro-
scopic debridement of the knee only were placed in the con-
trol group, and those who also received flurbiprofen
treatment were placed in the research group, with 55 cases
in each group. The study conformed to the ethical and moral

standards of our hospital and was approved by the Ethics
Committee.

2.3. Method

2.3.1. Arthroscopic Debridement. Continuous epidural anes-
thesia or subarachnoid block anesthesia was administered,
and balloon tourniquets (37.2-43.9 kPa) were used. The
approaches for knee followed Jackson’ s standard. Arthro-
scope and surgical instruments were placed medially and
laterally under the patella, and 1L of 0.1% epinephrine injec-
tion and 3000ml of normal saline were perfused through the
suprapatellar lateral incision. The intraarticular conditions
were explored under an arthroscope, with several treatments
as follows: ① Treatment of cartilage injury. Cartilage injury
was graded by Outerbridge scale. Injury of grade 1 was not
treated specially; injury of grades 2-3 was trimmed with a
cartilage shaver and treated with radiofrequency and gasifi-
cation; grade 4 injuries were treated with a curette or nucleus
pulposus clamp to remove the unstable cartilage edge,
followed by radiofrequency, gasification, and solidification.
② Treatment of lateral patellar retinaculum. The patients
who had obvious patellar subluxation or lateral tilt, and
reduced mobility with obvious tenderness over lateral reti-
naculum by preoperative axial X-ray, and had degeneration
of the lateral cartilage with intact medial cartilage according
to arthroscopy, were treated with lateral retinacular release.
③ Treatment of osteophytes. Osteophytes that blocked flex-
ion and extension of joints and caused frictional damage on
articular cartilage surface were removed by grinding. ④
Treatment of hyperplastic synovium. Severely congested
and edematous synovium, significantly thickened infrapatel-
lar fat pad, and fat pad or synovium that affected joint flex-
ion and extension and had obvious tenderness before
surgery were moderately shaved and resected. ⑤ Treatment
of meniscus injury. Partial or subtotal resection was con-
ducted in the patients who had degenerative meniscus tears,
trying to retain the anterior horn and removing the free
body and debris. After cleaning, the joint cavity was repeat-
edly flushed with plenty of normal saline, and the knee joint
was bandaged. All patients received arthroscopic debride-
ment of the knee by the same group of physicians.

2.3.2. Flurbiprofen. 50mg of flurbiprofen was intravenously
injected before surgery (specification. 5ml: 50mg, Beijing
Tide Pharmaceutical Co., Ltd., NMPA Approval No.
H20041508) for analgesia. For 24-h postoperative continu-
ous analgesia, the analgesic pumps were given 100mL of
0.2% ropivacaine, and flurbiprofen was injected intrave-
nously once every 12 h, with 50mg each time.

2.4. Observation Indexes

2.4.1. General Data. Age, BMI, gender, affected side, under-
lying diseases (diabetes, hypertension, and hyperlipidemia),
ASA classification, and K-L classification were the main sta-
tistical data.

2.4.2. Knee Function. After treatment, the patients’ knee
function was evaluated according to the hospital for special
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surgery (HSS) scoring system, where the six evaluation
dimensions included pain (30 points), function (22 points),
range of motion (18 points), muscle strength (10 points),
knee flexion deformity (10 points), and knee instability (10
points). Knee function was graded and scored by the clinical
efficacy, with 85 points or more as excellent; 70-84 as good;
60-69 as moderate; and below 59 as poor.

3ml fasting venous blood of the patients was taken in the
early morning. The levels of interleukin-1β (IL-1β), tumor
necrosis factor-α (TNF-α), cyclooxygenase-2 (COX-2),
insulin-like growth factor-1 (IGF-1), osteoprotegerin
(OPG), and receptor activator of nuclear factor-κB ligand
(RANKL) were detected based on enzyme-linked immuno-
sorbent assay. The level of β-isomerized C-terminal telopep-
tide (β-CTX) was detected by electrochemiluminescence
immunoassay.

2.4.3. Pain. The patients’ degree of pain was evaluated by
visual analog scale (VAS) which uses a 10-cm-long straight
line or ruler with 0 reflecting “no pain” and 10 reflecting
the “worst pain” at either end. The patients marked the
numbers on the straight line according to the pain they felt
to indicate the intensity of pain and the degree of psycholog-
ical displeasure, with 0 as no pain, 1-3 as mild pain, 4-6 as
moderate pain, 7-9 as severe pain, and 10 as intolerable pain,
i.e., severe pain.

2.5. Statistical Disposal. In this study, the differences between
both groups were calculated by SPSS20.0, with the images
edited based on GraphPad Prism 7 (GraphPad Software,
San Diego, USA). The research data consisted of count data
and measurement data, which were expressed as [n (%)] and
(−x ± s) and tested by X2 and t tests. The differences were
statistically remarkable when P < 0:05.

3. Results

3.1. General Data. There is no remarkable difference in the
data such as mean age, BMI, gender, affected side, underly-
ing diseases (diabetes, hypertension, hyperlipidemia), ASA
classification, and K-L classification between both groups
(P > 0:05), which was detailed in Table 1.

3.2. Knee Function. According to the HSS evaluation for
knee function, most patients in the control group are
assessed as “moderate,” while patients in the research group
are mainly focused on “excellent” and “good,” and their
excellent and good rates are remarkably higher than those
in the control group (P < 0:05), which is detailed in Table 2.

3.3. Bone Metabolism. There is no remarkable difference in
the levels of bone metabolism indexes such as OPG, IGF-1,
β-CTX, and RANKL between both groups before treatment
(P > 0:05), with higher OPG, IGF-1 levels, and remarkably
lower β-CTX, RANKL levels in the research group than
those in the control group after treatment (P < 0:05), which
is detailed in Table 3.

3.4. Pain. There are no remarkable differences in pain
between both groups before treatment (P > 0:05), while at

24 h and 48h after surgery, the VAS scores in the research
group are remarkably lower than those in the control group
(P < 0:05), which is detailed in Figure 1.

3.5. Inflammatory Factor Levels. In terms of inflammatory
factors, the levels of IL-1β, TNF-α, and COX-2 in the
research group are remarkably lower than those in the con-
trol group after treatment (P < 0:05), with statistically
remarkable differences, which is shown in Table 4.

4. Discussion

Arthroscopic debridement has the advantages of minimal
invasion, rapid postoperative recovery, and low cost, making
it one of the common treatments for knee osteoarthritis. But
the invasive nature of arthroscopic debridement inevitably
leads to the intraoperative damage of intraarticular tissues
which induces local swelling, adhesions, and inflammatory
reactions. Furthermore, arthroscopic debridement, which is
frequently accompanied with medicines for total treatment
in clinic, is often challenging for patients with severe knee
osteoarthritis to achieve excellent results [12–14]. In addi-
tion, perioperative analgesia for such patients is also an
important way to alleviate postoperative pain and guarantee
that the early postoperative functional exercise goes through
smoothly. According to relevant reports, most patients with
knee osteoarthritis show obvious local inflammatory injury
and severe postoperative pain after arthroscopic debride-
ment, which is attributed to intraoperative tissue damage

Table 1: Comparison of general data (n = 55).

Observation
indexes

Control
group

Research
group

X2/t P

Age (years) 62:20 ± 4:70 61:95 ± 4:57 0.283 0.778

BMI (kg/m2) 23:15 ± 3:01 23:26 ± 3:04 0.191 0.849

Gender 0.334 0.563

Male 25 (45.54) 22 (40.00)

Female 30 (54.55) 33 (60.00)

Affected side

Left side 21 (38.18) 17 (30.91) 0.643 0.423

Right side 27 (49.09) 30 (54.55) 0.328 0.567

Both sides 7 (12.73) 8 (14.55) 0.077 0.781

Underlying
diseases

Diabetes 27 (49.09) 25 (45.45) 0.146 0.702

Hypertension 29 (52.73) 30 (54.55) 0.037 0.848

Hyperlipidemia 24 (43.64) 23 (41.82) 0.037 0.847

ASA classification 0.334 0.563

Class I 22 (40.00) 25 (45.45)

Class II 33 (60.00) 30 (54.55)

K-L classification

Class II 24 (43.64) 26 (47.27) 0.147 0.702

Class III 25 (45.45) 24 (43.64) 0.037 0.848

Class IV 6 (10.91) 5 (9.09) 0.101 0.751
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and inflammatory response. Flurbiprofen is a nonselective,
nonsteroidal anti-inflammatory drug that targets injury sites
of tissues and vessels, selectively reduces the level of inflam-
matory factors in the blood circulation, and has certain tar-
geted anti-inflammatory and analgesia effects which have

been demonstrated in several postoperative analgesia studies
[15–17]. In this study, patients with knee osteoarthritis in
our hospital were chosen as the subjects for research, in
order to further explore the effects of arthroscopic debride-
ment with flurbiprofen on keen function and bone metabo-
lism indexes and its mechanism.

During the perioperative period of arthroscopic debride-
ment, the patients in the research group were given flurbipro-
fen. There were no remarkable differences in pain between
both groups before treatment (P > 0:05), while at 24 h and
48 h after surgery, the VAS scores in the research group were
remarkably lower than those in the control group (P < 0:05),
which was consistent with the report of Nichilas Bene et al.
[18]. As a nonsteroidal anti-inflammatory analgesic, flurbi-
profen can reduce prostaglandin production by inhibiting
central and peripheral cyclooxygenase, achieving analgesic
effects, and reducing nociceptive sensitivity caused by surgi-
cal stimulation, as well as suppressing the release of inflam-
matory factors. Subsequently, this study found that the
levels of inflammatory factors such as IL-1β, TNF-α, and
COX-2 were remarkably lower in the research group than
in the control group after treatment (P < 0:05). The occur-
rence of knee osteoarthritis is mainly related to degenerative
joint lesions or metabolic disorders, while inflammatory fac-
tors also play an important role in it. TNF-α is a pro-
inflammatory cytokine that can increase osteoclast activity
and inhibit osteoblast activity, inhibit the synthesis of proteo-
glycans and cartilage collagen, and is involved in the occur-
rence and development of knee osteoarthritis. IL-1β is a
hormone-like peptide inflammatory factor, which also par-
ticipates in the process of cartilage apoptosis. COX-2 is a

Table 2: Results of HSS evaluation.

Groups Excellent Good Moderate Poor Excellent and good rate

Control group 8 (14.55) 11 (20.00) 25 (45.45) 11 (20.00) 19 (34.55)

Research group 19 (34.55) 22 (40.00) 10 (18.18) 4 (7.27) 41 (74.55)

X2 17.747

P <0.001

Table 3: Results of bone metabolism indexes.

Indexes Control group Research group t P

OPG (pg/ml)

Before treatment 3:12 ± 0:71 3:16 ± 0:82 0.273 0.785

After treatment 4:63 ± 0:72 5:41 ± 0:66 5.922 <0.001
IGF-1 (μg/L)

Before treatment 75:56 ± 6:32 75:82 ± 6:50 0.213 0.832

After treatment 86:25 ± 7:91 92:03 ± 8:01 3.808 <0.001
β-CTX (pg/ml)

Before treatment 0:92 ± 0:25 0:93 ± 0:24 0.214 0.831

After treatment 0:75 ± 0:21 0:45 ± 0:12 9.199 <0.001
RANKL (pg/ml)

Before treatment 48:75 ± 4:15 48:62 ± 4:08 0.166 0.869

After treatment 38:56 ± 3:15 30:01 ± 2:43 15.938 <0.001
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Figure 1: Results of VAS scores. Notes: The transverse axis was
time points, and the longitudinal axis was the VAS score (points).
The VAS scores in the control group before surgery, 24 h after
surgery, and 48 h after surgery were (6:07 ± 1:09) points,
(4:82 ± 0:81) points, and (3:73 ± 1:02) points, respectively. The
VAS scores in the research group before surgery, 24 h after
surgery, and 48 h after surgery were (6:07 ± 1:04) points,
(2:95 ± 0:62) points, and (1:87 ± 0:74) points, respectively. ∗
suggested remarkable differences in the VAS scores at 24 h after
surgery between both groups (t = 13:596, P < 0:001). ∗∗ suggested
remarkable differences in the VAS scores at 48 h after surgery
between both groups (t = 10:946, P < 0:001).
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rate-limiting enzyme synthesized by prostaglandins, which is
highly expressed under the induction of IL-1, TNF-α, or
other cytokines. Some studies have found that the high
expression of COX-2 in local joint is an important factor
leading to knee osteoarthritis, whose progression is also
accompanied by the further increased expression level of
COX-2 [19–21]. As a result, the findings suggest that com-
bining flurbiprofen perioperatively with arthroscopic
debridement in individuals with knee osteoarthritis is help-
ful, especially for reducing the expression of IL-1β, TNF-α,
COX-2, and other inflammatory factors. In addition, the
imbalance of bone metabolism is also an important aspect
reflecting local bone destruction and systemic bone loss in
patients with osteoarthritis. Osteogenesis-osteolysis imbal-
ance is mainly manifested as bone reconstruction, abnor-
mal activation of osteoclasts, and imbalance of bone
resorption and bone formation, and thus, the levels of
OPG, IGF-1, β-CTX, RANKL, and other bone metabolism
indexes in peripheral serum will change abnormally. This
study found that the levels of OPG and IGF-1 were higher
(P < 0:05), and the levels of β-CTX and RANKL were
remarkably lower (P < 0:05) in the research group than in
the control group after treatment. β-CTX is a bone resorp-
tion marker and shows a remarkable positive correlation
with the degree of joint pain and swelling in patients.
IGF-1 can reflect the activity of osteoblasts and has a signif-
icant role in the repair of damaged cartilage. OPG can
block the binding of RANKL to RANK, inhibit osteoclast
differentiation and maturation, and thus inhibit bone
resorption [22–25]. The findings show that flurbiprofen
combined with arthroscopic debridement is more effective
in managing bone metabolism abnormalities and enhanc-
ing knee function recovery in patients with knee osteoar-
thritis. Then, according to the HSS evaluation for knee
function, it was found that most patients in the control
group were assessed as “moderate,” while patients in the
research group were mainly focused on “excellent” and
“good,” and their excellent and good rates were remarkably
higher than those in the control group (P < 0:05). It sug-
gested that flurbiprofen combined with arthroscopic
debridement is effective in patients with knee osteoarthritis
and has a greater potential application for their prognostic
recovery.

To sum up, for patients with knee osteoarthritis, flurbi-
profen combined with arthroscopic debridement is effective
and has good analgesic effect, which contributes to the
recovery of knee function. Its mechanism may be associated
with the control of inflammatory reaction and the regulation
of bone metabolism disorder.
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Good nutrition is essential for human growth, wound healing, and spiritual vitality. However, some individuals are unable to eat
or experience gastrointestinal problems such as severe diarrhea, vomiting, gastric retention, and even gastrointestinal bleeding for
a variety of causes. Therefore, it has important clinical significance to provide patients with required nutrients and maintain the
integrity of the body’s tissues and organs through enteral nutrition. Based on this, this work uses a dual carrier of polylactic acid
(PLA) and polyvinyl alcohol (PVA) to carry marine biopolysaccharides combined with sodium alginate (PSS) and successfully
obtains the intestinal tract based on marine bioactive polysaccharides. Nutritional oral biological preparations (PSS-PLA/PVA)
also cooperate with enteral nutritional suspension (diabetes) (TPF-DM) and Nutrison fibre to provide enteral nutritional
support for critically ill patients. PSS-PLA/PVA has been shown in clinical studies to increase the effect of enteral nutrition
support, the function of intestinal T lymphatic tissue, and the ability to control immunological function, indicating that it is
worthy of further clinical development.

1. Introduction

As a disease with high mortality and disability rate among
middle-aged and elderly people, the incidence rate of
neurocritical disease, with the development of population
aging, is gradually increasing. The main clinical features
are impaired cognitive function, central fever, dysphagia,
and limb dysfunction. In addition, neurocritical illness is
prone to induce severe stress reactions, accelerates the
body’s metabolic decomposition, and causes complications
such as malnutrition and hypoproteinemia in patients,
which are the primary factors restricting the prognosis
and survival rate of patients. Compared with other dis-
eases, critically ill patients are susceptible to the effects of
drugs and stress reactions, leading to impaired gastrointes-
tinal function, leading to diarrhea, vomiting, gastric reten-
tion, and even gastrointestinal bleeding [1, 2]. Therefore,

nutritional support is necessary to regulate the immune
function of the patient’s body and maintain the functional
integrity of the body’s tissues and organs [3–6].

Nutritional support can be divided into two types,
enteral and parenteral [7]. Vitamins, calories, electrolytes,
amino acids, and trace elements are delivered to patients
via intravenous channels through parenteral nutrition
[8–11]. However, using parenteral nutrition exclusively will
make it more difficult to maintain patients’ nutritional status
and raise the risk of problems [12–15]. Enteral nutrition
(EN) is a way to provide patients with required nutrients
through the gastrointestinal route [16, 17]. In the early
stages of neurocritical patients, enteral nutrition can better
maintain the integrity of the body’s tissues and organs than
parenteral nutrition and has a nonnegligible impact on the
prognosis of patients [18]. In addition, enteral nutrition in
the early stage of the patient can effectively increase the
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blood flow of the gastric mucosa and maintain the barrier
function of the gastrointestinal mucosa. At the same time,
food entering the gastrointestinal tract can also stimulate
the body’s advocacy-neuro-endocrine immune axis, effec-
tively preventing the liver cholestasis situation. In addition,
enteral nutrition can slow down the body’s stress response,
maintain the function of the intestinal mucosa, and reduce
the occurrence of side effects such as gastrointestinal bleed-
ing [19]. Enteral nutritional suspension (diabetes) (TPF-
DM) and Nutrison fibre are commonly used clinical enteral
nutrition drugs. In addition to supplying energy to the body,
they can also control the patient’s blood sugar and blood
lipids and have a better therapeutic effect on critically ill
patients. However, the use of TPF-DM and Nutrison fibre
alone can easily produce side effects such as abdominal dis-
tension, diarrhea, and malabsorption. Therefore, how to
improve this phenomenon is a hot issue of current research.

According to various sources, marine biological
polysaccharides can be classified as marine plant polysac-
charides, marine animal polysaccharides, and marine
microbial polysaccharides [20–22]. The most researched
marine polysaccharides include algae polysaccharides, scal-
lop glycosaminoglycans, mussel polysaccharides, abalone
polysaccharides, and YCP polysaccharides extracted from
the mycelium of marine fungus Ys4108. Because of its
unique chemical composition and structure, marine biopo-
lysaccharides usually have antioxidant, antithrombotic,
immune regulation, cholesterol-lowering, and antitumor
effects [23–25]. It possesses dietary fibre qualities, and as
an EN preparation, it can aid in the absorption of carbs,
lipids, vitamins, and minerals by the body. At the same
time, by increasing the activity of immune cells, marine
polysaccharides can increase the secretion of cytokines,
causing the body to manufacture antibodies to improve
immunological function. In addition, the dietary fibre
components contained in marine biopolysaccharides can
effectively control the increase in blood sugar and improve
glucose tolerance and cholesterol content. Therefore, in
this work, sodium alginate (PSS) was selected as the main
component of marine biobased active polysaccharide
enteral nutrition preparation, and polylactic acid (PLA)
and polyvinyl alcohol (PVA) were used as drug carriers
to prepare a new type of marine organism. Active polysac-
charide oral preparation was used in combination with
TPF-DM and Nutrison fibre, in order to improve the side
effects of TPF-DM and Nutrison fibre as enteral nutrition
preparations and to investigate its application effect in
neurocritical patients.

The paper is organized as follows: the materials and
methods are presented in Section 2. Section 3 discusses the
experimental analysis and results of the proposed concepts.
Finally, in Section 4, the research work is concluded.

2. Materials and Methods

In this section, we define the reagents, instruments, prep-
aration of PSS-PLA/PVA, analysis of PSS-PLA/PVA drug
release ability in vitro, clinical research, and statistical
analysis in detail.

2.1. Reagents. PSS was purchased from Shanghai Fusheng
Industrial Co., Ltd. (Shanghai, China). PLA and PVA are
provided by Wuhan Haishan Technology Co., Ltd. (Hubei,
China). Dichloromethane, hydrochloric acid, potassium
dihydrogen phosphate, and sodium hydroxide were
purchased from Jinan Chuangshi Chemical Co., Ltd.
(Shandong, China). Trypsin and pepsin were produced by
Wuhan Zeshancheng Biomedical Technology Co., Ltd.
(Hubei, China). TPF-DM and Nutrison fibre were provided
by Nutricia Pharmaceutical (Wuxi) Co., Ltd. (Jiangsu,
China).

2.2. Instrument. The KQ-500E ultrasonic cleaner was
purchased from Kunshan Ultrasonic Instrument Co., Ltd.
(Jiangsu, China). The micro high-speed refrigerated centri-
fuge C1650R-230V was provided by Lepto Scientific
Instruments (Beijing) Co., Ltd. (Beijing, China). Carl Zeiss
provided the SIGMA 500 field emission scanning electron
microscope (Oberkochen, Germany). Particle Sizing Sys-
tems sold the AccuSizer780 AD multipurpose automatic
counting particle size detector (Florida, USA). An Oulaibo
constant temperature oscillator OLB-100B was purchased
from Jinan Oulaibo Scientific Instrument Co., Ltd. (Shan-
dong, Jinan).

2.3. Preparation of PSS-PLA/PVA. PSS-PLA is prepared by a
double emulsification solvent evaporation method. 50mg of
PSS was dissolved in 1.0mL of double-distilled water to pre-
pare the PSS solution. Prepare a PLA solution with a con-
centration of 40mg/mL using dichloromethane as the
solvent. And use double-distilled water to prepare 4.0mg/
mL and 1.0mg/mL PVA solutions. The PSS solution was
progressively dripped into the PLA solution under ultraso-
nography in an ice bath to obtain a uniformly dispersed
emulsion. Under the same conditions, it was slowly added
to the 4.0mg/mL PVA solution and added to 1.0mg/mL
PVA solution under the condition of stirring in the ice bath.
Stir overnight, then freeze centrifugation at 12,000 rpm for
20min, discard the supernatant, wash the precipitate with
double-distilled water, and freeze-dry to obtain the PSS-
PLA/PVA oral preparation. And use the field emission scan-
ning electron microscope SIGMA 500 to characterize it.

2.4. Analysis of PSS-PLA/PVA Drug Release Ability In Vitro.
The artificial gastric juice is prepared by adding 8.2mL of
dilute hydrochloric acid and 5.0 g of pepsin to 400mL of
double-distilled water. After stirring, add double-distilled
water and dilute to 500mL. The artificial intestinal juice is
prepared by dissolving 3.9 g of potassium dihydrogen phos-
phate in 250mL of double-distilled water, using 0.1mol/L
sodium hydroxide to adjust the pH = 6:8, and dissolving
another 5.0 g of trypsin in double-distilled water. After mix-
ing the two solutions, dilute to 500mL with double-distilled
water to obtain artificial intestinal juice. Place the PSS-PLA/
PVA preparation in 10mL of artificial gastric juice or artifi-
cial intestinal juice, and oscillate at a speed of 150 rpm in a
constant temperature shaker at 37°C. Take out 1.0mL of
artificial intestinal juice or gastric juice at 120, 240, 480,
and 720min, and centrifuge at 12,000 rpm. Take the
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supernatant to detect its absorbance at 490nm, and calculate
the PSS-PLA/PVA preparation in the artificial gastric juice
and cumulative release rate in intestinal juice.

2.5. Clinical Research. In this section, we define the general
data analysis, treatment method, and observation index in
detail.

2.5.1. General Data Analysis. A total of 323 neurocritical
patients who were treated in our hospital from December
2019 to February 2021 were selected, including 219 male
patients and 104 female patients, with an average age of
63:4 ± 14:6 years. The specific patient information is
recorded in Table 1.

Before the patients receive enteral nutrition support, use
the Acute Physiology and Chronic Health Score II
(APACHE II) to make a comprehensive assessment of their
vital signs, oxygenation, whether there is chronic organ dys-
function, whether they are in a state of immunosuppression,
etc., where APACHE II score ≥ 16 points can be included in
the observation. In addition, patients with severe heart dis-
ease, digestive system disease, endocrine disease, liver and
kidney dysfunction, and unstable vascular dynamics besides
neurocritical disease were not included in the observation.
Relevant clinical treatments in this study have been
approved by the hospital ethics committee, and all patients
and their families have signed an informed consent form.

2.5.2. Treatment Method. All patients were divided into four
groups according to the nutritional risk screening score

before enteral nutrition support (NRS2002) and different
nutritional support methods, and the total calories of enteral
nutrition was 25 kcal/(kg·d), with continuous treatment for 7
days. Among them, the group with the NRS2002 score < 3
points and two enteral nutrition suspensions (TPF-DM
and Nutrison fibre) is low-risk group 1, and two enteral
nutrition suspensions plus PSS-PLA/PVA oral preparations
are used. The second group is the low-risk group; the group
with NRS2002 score ≥ 3 and two enteral nutrition suspen-
sions is high-risk group 1, and the group is treated with
two enteral nutrition suspensions plus PSS-PLA/PVA oral
preparations. Its treatment mechanism for patients is shown
in Figure 1.

2.5.3. Observation Index. Before and after the nutritional
support was given, the patient’s albumin (ALB), prealbu-
min (pre-ALB), and hemoglobin (HB) were tested for
biochemical indicators used to evaluate the patient’s nutri-
tional support. Also, the total number of T lymphocytes
(TLC) levels is used to evaluate the effect of enteral nutri-
tion on lymphocyte function, and the levels of IgA, IgG,
and IgM are used to evaluate the effect of enteral nutrition
on the immune function of critically ill patients. Further-
more, gastrointestinal symptoms such as gastrointestinal
haemorrhage, diarrhea, constipation, lung infection, vomit-
ing, and stomach retention were recorded.

2.6. Statistical Analysis. Use SPSS 22.0 to process and analyze
the data involved in this research. Quantitative variables are
expressed as mean ± standard deviation, and qualitative

Table 1: General data analysis.

Group
Low risk 1 (n = 94) Low risk 2 (n = 85) High risk 1 (n = 77) High risk 2 (n = 77)

Sex

Male 58 61 52 48

Female 26 24 25 29

Age (years) 55:44 ± 11:52 57:63 ± 10:69 72:17 ± 11:68 71:56 ± 11:68
NRS2002 score 2 2 3:25 ± 0:62 3:56 ± 0:73
NIHSS score 8:89 ± 5:30 8:67 ± 4:28 13:56 ± 10:74 13:68 ± 9:84
GCS score 11:64 ± 3:44 12:65 ± 3:39 10:36 ± 4:37 10:68 ± 4:59

Enteral nutrition

Enteral nutritional
suspension

Polysaccharide-sodium
alginate-polylactic

acid/polyvinyl alcohol (PSS-
PLA/PVA)

Nutrison fibre

Mass release

Small release

Figure 1: Enteral nutrition administration and absorption route.
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variables are described by frequency distribution and per-
centage (%). The t-test is used for the analysis of quantitative
variables, and the analysis of qualitative variables uses the χ2

test. P < 0:05 indicates statistical significance.

3. Results and Discussion

3.1. PSS-PLA/PVA Morphology Characteristics. The mor-
phology of the marine biobased active polysaccharide pre-
paration—PSS-PLA/PVA preparation—was characterized
by scanning electron microscopy. Figure 2 shows that the
whole of PSS-PLA/PVA is spherical and evenly dispersed.
The particle size distribution results show that the average
particle size of PSS-PLA/PVA is 173:52 ± 23:69 nm, and
the average potential is −19:63 ± 3:62mV. Its small particle
size can be effectively absorbed by the body and improve
the effect of enteral nutrition.

3.2. In Vitro Release Effect of PSS-PLA/PVA. In order to sim-
ulate the release of PSS-PLA/PVA in the body, the cumula-
tive release rate of PSS-PLA/PVA in artificial gastric juice

and artificial intestinal juice was investigated, respectively
(Figure 3). The results show that the drug release rate of
PSS-PLA/PVA is faster at 0−60min and then tends to be
flat, and the cumulative release of PSS-PLA/PVA in artificial
gastric juice at 720min is only 26.31%, while at 720min, the
cumulative release amount in artificial intestinal fluid was
69.62%. This result proves that compared with gastric juice,
PSS-PLA/PVA is easier to release in the intestine and can
meet its enteral nutrition standard.

3.3. Evaluation of the Effect of Enteral Nutrition. In order to
evaluate the effects of PSS-PLA/PVA oral preparations on
enteral nutrition, ALB, HB, and pre-ALB were used as nutri-
tional evaluation indicators to investigate their therapeutic
effects on patients with different risk levels (Figure 4). The
treatment results showed that each group of drugs had a sig-
nificant therapeutic effect on neurocritical patients (P < 0:05
). In addition, the same drug has different effects on the low-
risk group and the high-risk group, and it has a better ther-
apeutic effect on patients in the high-risk group. In addition,
compared with only using TPF-DM and Nutrison fibre, the
addition of PSS-PLA/PVA oral preparations can improve
the patient’s enteral nutrition absorption.

3.4. T Lymphocyte Function Evaluation. TLC is employed as
an evaluation index to evaluate the impact of different
medicines on the T lymphatic function of neurocritical
patients with varied risks, because enteral nutrition can
sustain the function of the intestinal lymphatic tissue of
patients (Figure 5). The results showed that compared with
before treatment, the number of TLC in neurocritical
patients with different risk levels increased after different
drug treatments (P < 0:05). And compared with only using
TPF-DM and Nutrison fibre, the combination of TPF-DM
and Nutrison fibre with PSS-PLA/PVA oral preparation
has better therapeutic effect.

3.5. Patient’s Immune Function Regulation. IgA, IgG, and
IgM are all types of immunoglobulins. Therefore, this
study used the levels of IgA, IgG, and IgM in neurocriti-
cally ill patients as indicators to investigate the effect of
enteral nutrition on the immune function of patients
(Figure 6). The findings revealed that after therapy, the
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Figure 2: Characterization of a novel oral preparation of marine biologically active polysaccharide-sodium alginate-polylactic acid/polyvinyl
alcohol (PSS-PLA/PVA): (a) electron microscopy characterization diagram; (b) graph of particle size distribution.
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immunoglobulin levels of patients in each group increased
(P < 0:05), with the increase being more pronounced in
the high-risk group. In addition, the addition of PSS-
PLA/PVA oral preparations can improve the regulatory
effect of TPF-DM and Nutrison fibre on immune function.

3.6. Incidence of Gastrointestinal Reactions in Patients. As
neurocritical patients are prone to adverse reactions such
as diarrhea, constipation, vomiting, lung infection, gastroin-
testinal bleeding, gastric retention, and even death after
treatment, the influence of enteral nutrition on the incidence
of adverse reactions was investigated (Figure 7). The results
show that the addition of PSS-PLA/PVA oral preparations
can reduce the occurrence of adverse reactions.

3.7. Discussion. In the care of critically ill patients, malnutri-
tion usually leads to reduced efficacy of drug treatment and
some side effects. Therefore, strengthening the nutritional
support for critically ill patients is essential. Studies have
found that enteral nutrition can effectively improve the met-
abolic abnormalities of critically ill patients and reduce the
risk of complications during treatment [26], especially in
patients with neurological diseases such as stroke and
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cells (TLC) in patients with different degrees of risk.
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dementia and patients who require mechanical ventilation
[27–29]. Enteral nutrition can be divided into two types: oral
and via catheter. Oral administration is typically utilised for
patients who are able to swallow on their own, whereas
transcatheter infusion is separated into a nasogastric tube
and oral feeding tube. Patients who require short-term
enteral nutrition support should use a nasogastric tube,
whereas patients who require long-term enteral nutrition
support should use an oral feeding tube. It is suitable for
patients who have undergone partial or complete gastrec-
tomy and who are at risk of aspiration.

In this work, two types of enteral nutrition were used
to provide nutritional support to patients undergoing neu-
rocritical treatment. One of the enteral nutrition support
methods is the combined use of TPF-DM and Nutrison
fibre, and the other enteral nutrition support method is
the use of Nutrison fibre and TPF-DM in combination
with a marine biobased active polysaccharide prepara-
tion-PSS-PLA/PVA oral preparation. According to the
NRS2002 score, patients were divided into low-risk and
high-risk groups. Nutrition evaluation indicators such as
ALB, pre-ALB, HB, TLC levels, and IgA, IgA, and IgA
used to evaluate the regulatory effects of enteral nutrition
on the immune function of critically ill patients were used.
The detection results of IgG and IgM levels can find that
each group of drugs has a significant therapeutic effect
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on neurocritical patients (P < 0:05). And the same drugs
are more effective in treating patients in the high-risk
group. Furthermore, when compared to only using TPF-
DM and Nutrison fibre, adding PSS-PLA/PVA oral prepa-
rations can improve the patient’s enteral nutrition support
effect, maintain the function of intestinal T lymphatic
tissue, and regulate the immune function of critically ill
patients. In addition, the addition of PSS-PLA/PVA oral
preparations can also effectively reduce the incidence of
gastrointestinal reactions such as gastrointestinal bleeding,
diarrhea, constipation, lung infection, vomiting, and gastric
retention. This discovery provides a new way of enteral
nutrition support for clinically critically ill patients.

4. Conclusion

PSS was used as the principal component of a marine bioac-
tive polysaccharide enteral nutrition preparation in this
work, with PLA and PVA serving as drug transporters to
create a new form of marine bioactive polysaccharide oral
preparation. The results show that compared with the com-
bined effect of TPF-DM and Nutrison fibre, the addition of
PSS-PLA/PVA has better enteral nutrition support effect
for patients with different risk levels of neurocritical patients,
maintaining the function of intestinal T lymphatic tissue and
regulating the immune function of neurocritical patients. It
is worthy of further clinical promotion and use.
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Objective. To explore the application influence of dexmedetomidine (DEX) and dezocine in patients undergoing lung cancer
surgery under general anesthesia and analysis of their roles in recovery time and cognitive function. Methods. A total of 120
patients who accepted thoracoscopic pulmonary wedge resection in our hospital from November 2021 to April 2022 were selected
and randomly divided into group A (n=60) and group B (n=60). DEX combined with dezocine-assisted anesthesia was performed
to group A, and the equal dose of normal saline was administered to group B, so as to compare their inflammatory influence level,
brain function, arterial blood gas index, and cognitive function. Results. Compared with group B, group A obtained significantly
lower intraoperative and postoperative inflammatory factor levels (P < 0:001), better postoperative brain function and arterial
blood gas index (P < 0:001), and lower Loewenstein Occupational Therapy Cognitive Assessment (LOTCA) scores after surgery
(P < 0:001). Combining DEX with dezocine-assisted general anesthesia can improve the inflammatory factors level of patients
undergoing lung cancer surgery and maintain their brain function and oxygen saturation, so that they have better postoperative
cognitive function. Therefore, such anesthesia modality should be promoted in practice.

1. Introduction

Lung cancer is one of the most lethal malignancies, and in cur-
rent practice, the prognosis of early-stage patients is improved
mostly by thoracoscopic pulmonary wedge resection. However,
surgical treatment involves general anesthesia, which can easily
lead to immune response, stress reaction, and significant mod-
ification in hemodynamics during surgery, and in severe cases,
hypoxaemia may even occur, causing injury in multiple organs
such as the lung and brain and threatening patients’ prognosis
[1–3]. Administrating safe and effective adjuvant anesthetic
drugs is an important measure to reduce intraoperative stress
in patients, but studies have shown that drugs such as fentanyl
can cause neuronal apoptosis in encephalic region [4], while
isoflurane, etc. may affect the cognitive function [5], resulting
in perioperative delirium; hence, with such limited function
of the said drugs, the cardiocerebral vascular system of patients

cannot be adequately protected. Dexmedetomidine (DEX) is a
recent research hotspot in anesthesia, because it can not only
alleviate vasoconstriction and blood pressure fluctuation
induced by α1 epinephrine and improve the oxygen saturation
for patients undergoing one-lung ventilation [6, 7], but also
suppress the secretion frequency of noradrenaline by virtue of
its high α2 epinephrine affinity, impair the stress response,
and then protect the cardiocerebral vascular system in patients
[8, 9]. On the basis of DEX, additionally administrating dezo-
cine, a mixed opiate receptor agonist-antagonist, can have the
effect of postoperative analgesia and lower the possibility of
cognitive dysfunction.

There have been previous studies combining DEX with
dezocine, but most attentive on their analgesic and sedative
functions [10, 11], and none has explored their protective effects
in assisting anesthesia on organ function in lung cancer patients
who accepted surgery. Based on this, the actual application
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consequence was investigated in this study, with the results
reported below.

The occurrence of cognitive dysfunction is related tomany
influences, and analysis of the mechanism of DEX combined
with dezocine on cognitive dysfunction revealed that such
combination can decrease the inflammatory response, protect
multiple organs and systems, and greatly improve the brain
function, lung function, cardiovascular system, and CNS.

2. Materials and Methods

2.1. General Information. 120 patients who recognized thor-
acoscopic pulmonary wedge resection in our hospital from
November 2021 to April 2022 were nominated and equally
divided into group A and group B by random number
way. No statistical differences were presented in the compar-
ison of their general information (P > 0:05), see Table 1. The
study was approved by the ethics committee of Fudan Uni-
versity Shanghai Cancer Center (approval No. 2111246-14;
clinical trial registration No. ChiCTR2200056217).

2.2. Inclusion Criteria. The inclusion criteria of the study
were as follows.

(1) The patients, who had lung cancer and underwent
endoscopy, signed the informed consent

(2) The patients were at least 50 years old

(3) The patients’ physical status was class I-II according
to the American Society of Anaesthesiologists (ASA)
classification [12]

(4) The patients’ heart function was class I-II according
to the New York Heart Association (NYHA) Func-
tional Classification [10] and

(5) The patients’Child-Pugh scores were class A and B [13]

2.3. Exclusion Criteria. The exclusion criteria for the patients
of the study were as follows.

(1) Age<50 years
(2) BMI<18.5 or >40 kg/m2 [14]

(3) Preoperative disturbance of consciousness and cog-
nitive dysfunction

(4) Coronary heart disease, severe arrhythmia, cardiore-
spiratory dysfunction, and cerebrovascular accidents

(5) Anemia

(6) Hyperglycemia

(7) Liver and kidney dysfunction

(8) Asthma, COPD, or presence of above moderate ven-
tilatory dysfunction according to the lung function
test results and

(9) Speech disorder, seeing-hearing dysfunction

2.4. Methods. After entering the operating room, all patients
were noticed for mean arterial pressure (MAP), heart rate
(HR), electrocardiogram (ECG), and oxygen saturation,
their vein passages were established, and a face mask was
put on for oxygen inhalation. For patients in group A before
surgery, 0.1mg/kg of dezocine (manufacturer: Yangtze River
Pharmaceutical (Group) Co., Ltd.; NMPA Approval No.
H20080329) was diluted to 6ml with normal saline and
infused within 3 minutes, then the loading dose of 0.7μg/
kg of DEX (manufacturer: Cisen Pharmaceutical Co., Ltd.;
NMPA Approval No. H20130027) was diluted to 20ml with
normal saline and infused intravenously for 10 minutes.
After the beginning of surgery, 0.3μg/(kg•h) of DEX was
pump-injected at a constant rate to patients in group A,
and at the same time, equal volume of normal saline was
administered to patients in group B. For anesthesia induc-
tion of patients in the two groups, 0.03mg/kg of midazolam
(manufacturer: Jiangsu Nhwa Pharmaceutical Co., Ltd.;
NMPA Approval No. H10980026), 0.3μg/kg of sufentanil
(manufacturer: Yichang Humanwell Pharmaceutical Co.,
Ltd.; NMPA Approval No. H20054171), TCI 3~4μg/ml of
propofol (manufacturer: Jiangsu Nhwa Pharmaceutical Co.,
Ltd.; NMPA Approval No. H20123138), and 0.6mg/kg of
rocuronium (manufacturer; Zhejiang Xianju Pharmaceutical
Co., Ltd.; NMPA Approval No. H20123188) were adminis-
tered. And for intraoperative anesthesia maintenance, 2.5-
4μg/ml of propofol and TCI 2-4 ng/ml of remifentanil were
administered, and additional 0.2mg/kg of rocuronium could
be given as needed.

Intraoperative parameters: tidal volume was 6ml/kg, PEEP
was 3-5mmHg, air/oxygenmixture was given, oxygen flow rate
was 2L/min, EtCO2 was maintained at 35~45mmHg, and
Narcotrend was 40~60.

2.5. Observation Criteria.

(1) Inflammatory factor level. Before surgery (T1), dur-
ing surgery (T2), at the end of surgery (T3), and 1 d
after surgery (T4), 20ml of vein blood was strained
from the patients to extent the levels of interleukin-
1β (IL-1β), interleukin-6 (IL-6), interleukin-10 (IL-
10), and tumor necrosis factor-α (TNF-α) with the
ELISA method (kits manufactured: Beijing Kewei
Clinical Diagnostic Reagent Inc.; NMPA Approval
No. S20060028)

(2) Brain function. At T1, T3, and T4, 15ml of vein
blood was drawn from the patients to measure the
levels of serum S100β protein and neuron-specific
enolase (NSE) with the ELISA method, and their
cerebral extraction of oxygen (CEO2) at the same
moments was detected with the blood gas analyzer
(GEM3000, Beckman Coulter Life Science, IN,
USA; NMPA (I) 20082401894)

(3) Arterial blood gas indexes. At T1, T3, and T4, the
oxygen partial pressure (PaO2), carbon dioxide par-
tial pressure (PaCO2), and lactate level (LAC) in
patients were measured

2 Computational and Mathematical Methods in Medicine

http://www.chictr.org.cn/showproj.aspx?proj=146791


(4) Cognitive function. The cognitive function in
patients at T1 and T4 was evaluated and compared
with the Loewenstein Occupational Therapy Cogni-
tive Assessment (LOTCA) [15, 16], which covered
orientation (1-8 points), awareness (1-4 points),
visuomotor construction (1-4 points), and thinking
operations (1-4 points) and contained 20 items.
The lower scores denoted that the patients’ cognitive
function was better

2.6. Statistical Processing. In this study, the data processing
software was SPSS20.0, the picture drawing software was
GraphPad Prism 7 (GraphPad Software, San Diego, USA),
items included were enumeration data and measurement
data, methods used were X2 test and t-test, and differences
were considered statistically significant at P < 0:05.

3. Results

3.1. Comparison of Inflammatory Factor Levels. Group A
obtained expressively lower intraoperative and postoperative
inflammatory factor levels than group B (P < 0:001), see Figure 1.

Figure 1(a) shows the serum IL-1β level. At T1, the IL-1β
levels of both groups were not significantly different (6.01
± 0.98 vs 6.00± 0.89, P > 0:05); at T2, T3, and T4, the IL-1β
levels of group A were remarkably lower than those of group
B (9.54± 1.10 vs 14.65± 1.26, 6.98± 0.87 vs 9.10± 0.95, 6.75
± 0.68 vs 8.65± 0.99, P < 0:001).

Figure 1(b) shows the serum IL-6 level. At T1, the IL-6
levels of both groups were not significantly different (59.65
± 6.87 vs 59.21± 5.88, P > 0:05); at T2, T3, and T4, the IL-6
levels of group A were remarkably lower than those of group
B (120.65± 12.98 vs 160.98± 15.98, 105.69± 8.65 vs 145.68
± 12.68, 89.98± 5.87 vs 139.98± 10.65, P < 0:001).

Table 1: Comparison of patients’ general information.

Group Group A (n=60) Group B (n=60) X2/t P

Gender 0.03 0.85

Male 35 36

Female 25 24

Age (years old)

Range 60-76 60-74

Mean age 68.26± 5.54 68.52± 5.21 0.26 0.79

Mean body weight (kg) 54.98± 2.65 54.54± 2.57 0.92 0.36

Complications

Chronic bronchitis 8 9 0.07 0.79

Chronic obstructive pulmonary disease 10 9 0.06 0.80

Mean duration of disease (years) 4.21± 0.68 4.10± 0.56 0.97 0.33

Anesthesia grade 0.04 0.85

I 38 39

II 22 21

Tumor stage

II 21 22 0.04 0.85

III 25 24 0.03 0.85

IV 14 14 0.00 1.00

Mean BMI (kg/m2) 22.65± 2.51 22.68± 2.50 0.07 0.95

Place of residence 0.04 0.85

Urban area 40 41

Rural area 20 19

Monthly income (yuan) 0.04 0.85

≥4,000 38 37

<4,000 22 23

Living habit

Smoking history 42 40 0.15 0.69

Drinking history 35 34 0.03 0.85

Educational degree 0.14 0.71

Senior high school and below 23 25

College and above 37 35
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Figure 1(c) shows the serum IL-10 level. At T1, the IL-10
levels of both groups were not significantly different (29.98
± 2.15 vs 29.32± 2.44, P > 0:05); at T2, T3, and T4, the IL-
10 levels of group A were remarkably lower than those of
group B (50.68± 3.68 vs 62.98± 4.56, 37.21± 3.58 vs 45.68
± 5.98, 34.21± 2.65 vs 41.65± 3.58, P < 0:001).

Figure 1(d) shows the serum TNF-α level. At T1, the
TNF-α levels of both groups were not significantly different
(12.54± 1.26 vs 12.65± 1.22, P > 0:05); at T2, T3, and T4, the
TNF-α levels of group A were remarkably lower than those
of group B (30.65± 3.68 vs 49.65± 4.98, 20.21± 1.68 vs
27.98± 2.10, 16.98± 1.11 vs 22.68± 1.24, P < 0:001).

3.2. Comparison of Brain Function. After surgery, the brain
function of group A was clearly better than that of group B
(P < 0:001), see Figure 2.

Figure 2(a) shows the serum S100β level. At T1, the
S100β levels of both groups were not significantly different
(0.49± 0.10 vs 0.48± 0.09, P > 0:05); at T3 and T4, the
S100β levels of group A were remarkably lower than those
of group B (1.10± 0.11 vs 1.89± 0.21, 0.76± 0.05 vs 1.54
± 0.20, P < 0:001).

Figure 2(b) shows the serum NSE level. At T1, the NSE
levels of both groups were not significantly different (5.12
±0.32 vs 5.11±0.28, P > 0:05); at T3 and T4, the NSE levels of
group A were remarkably lower than those of group B (12.98
±2.54 vs 19.65±2.58, 15.11±3.58 vs 18.26±4.21, P < 0:001).

Figure 2(c) shows the CEO2 level. At T1, the CEO2 levels
of both groups were not significantly different (36.54± 5.65

vs 36.98± 5.26, P > 0:05); at T3 and T4, the CEO2 levels of
group A were remarkably lower than those of group B
(38.21± 5.14 vs 49.65± 5.32, 41.98± 4.68 vs 48.99± 4.41, P
< 0:001).

3.3. Comparison of Arterial Blood Gas Indexes. The postop-
erative arterial blood gas indexes of group A were signifi-
cantly better than those of group B (P < 0:001), see Figure 3.

Figure 3(a) shows the PaO2 level. At T1, the PaO2 levels
of both groups were not significantly different (100.56
± 10.65 vs 101.98± 11.26, P > 0:05); at T3 and T4, the PaO2
levels of group A were remarkably higher than those of
group B (380.65± 20.68 vs 328.98± 26.68, 100.23± 11.24 vs
82.65± 10.68, P < 0:001).

Figure 3(b) shows the PaCO2 level. At T1, the PaCO2
levels of both groups were not significantly different (43.65
± 3.68 vs 43.96± 3.55, P > 0:05); at T3 and T4, the PaCO2
levels of group A were remarkably higher than those of
group B (39.24± 3.21 vs 30.68± 2.88, 42.10± 2.65 vs 36.98
± 3.54, P < 0:001).

Figure 3(c) shows the LAC level. At T1, the LAC levels of
both groups were not significantly different (0.87± 0.10 vs
0.89± 0.09, P > 0:05); at T3 and T4, the LAC levels of group
A were remarkably lower than those of group B (1.32± 0.11
vs 1.42± 0.10, 0.99± 0.10 vs 1.20± 0.15, P < 0:001).

3.4. Comparison of Cognitive Function. After surgery, group
A obtained significantly lower LOTCA score than group B
(P < 0:001), see Table 2.
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Figure 1: Comparison of inflammatory factor levels (�x ± s). Note: In Figure 1, the horizontal axis from left to right showed T1, T2, T3, and
T4, the lines with dots denoted group A, and the lines with blocks denoted group B.
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4. Discussion

Surgery can efficiently resect tumor tissue and dissect meta-
static lymph nodes in lung cancer patients, but it is moder-
ately traumatic and can trigger nonspecific reactions in the
body, resulting in hemodynamics changes and fluctuating
vital signs in patients, and even convincing ischemic damage
in severe cases, which in turn elevates the inflammatory level
and makes patients experience multiple complications such
as organ dysfunction. Cognitive dysfunction is one of the
most common postoperative complications of lung cancer
[17], which increases the late mortality of patients. Factors
such as stress reaction, surgical trauma, deterioration of
cerebrovascular microcirculation, and hypoxemia can raise
the possibility of cognitive dysfunction [18]. Anesthetic
drugs can directly affect this complication by acting on the
central nervous system (CNS) [19], so selecting suitable
anesthetic adjuncts is beneficial to reduce the odds of cogni-
tive dysfunction and improve patient outcomes.

The anesthetic drugs selected in this study were DEX, a
widely used sedative agent in the clinic with significant effi-
cacy in sedation, analgesia, and reducing stress reactions,
and dezocine, a strong analgesic [20]. The study results
showed that after surgery, group A obtained lower scores
on LOTCA (with additional items such as spatial perception
and thinking operations compared with the mini-mental
state examination (MMSE)) than group B (P < 0:001), fully

demonstrating that the cognitive function of group A was
more ideal. Based on the results, it could be estimated that
the mechanisms of lowering the odds of cognitive function
by combining DEX with dezocine were as follows.

(1) DEX, an α2-adrenoceptor agonist, could suppress the
sympathetic nerve impulse in CNS and lift the activ-
ity of vagus nerve, thereby lowering the odds of
hypotension while maintaining the cerebral oxygen
metabolism, alleviating cerebral perfusion damage,
and then protecting the brain function. The S100β
(a nerve cell injury marker) and NSE (a soluble plas-
mosin) selected in this study could enter the periph-
eral blood when the nerve cells were injured. The
results presented that the postoperative brain func-
tion indexes of group A were significantly better than
those of group B (P < 0:001), denoting that DEX
well-protected the brain function

(2) When activating the α2 adrenergic receptor agonist,
DEX could lower the secretion frequency of nor-
adrenaline and control the autonomic nervous reflex,
while dezocine, the opiate receptor agonist-antago-
nist, could maintain stable hemodynamics, so com-
bining the two could sufficiently alleviate the
perioperative stress response of lung cancer patients
and lower their angiotensin II level [21]
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Figure 2: Comparison of brain function (�x ± s). Note: In Figure 2, the horizontal axis showed T1, T3, and T4, the black areas denoted group
A, and the gray areas denoted group B.
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(3) Surgical stress caused the release of TNF-α and other
inflammatory factors and inflammatory reactions
could damage the cardiocerebral vascular system in
patients and trigger astrocyte activation in the CNS.
Moon T and other scholars found that TNF-α could
worsen cognitive function in patients [22], while the
study by scholars Gao S et al. showed that DEX
reduced the release of inflammatory mediators in
toxin-induced shock rats [23], decreased the level
of TNF-α and other inflammatory factors, and
avoided mediating the memory loss reactions in
CNS. This study also presented that group A
obtained significantly lower intraoperative and post-
operative inflammatory factor levels than group B

(P < 0:001), which was consistent with the general
findings in academia

(4) Lung cancer surgery required one-lung ventilation
with endotracheal intubation, which impaired the
patients’ intra-pulmonary gas diffusion function and
reduced the gas exchange capacity between pulmo-
nary alveolar and pulmonary capillary, so the patients
were prone to hypoxaemia triggered by oxygenation
decline. Scholar S. L. Zong research found that DEX,
which had a slight effect on the respiratory center,
was able to improve the arterial blood gas indicators
and alleviate pulmonary infection in patients [24],
and the respiration would not be inhibited by low-
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Figure 3: Comparison of arterial blood gas indexes (�x ± s). Note: In Figure 3, the horizontal axis from left to right indicated T1, T3, and T4,
the lines with dots denoted group A, and the lines with blocks denoted group B.

Table 2: Comparison of LOTCA scores (�x ± s, points).

Category Group A Group B t P

LOTCA T1 79.65± 5.98 T1 79.54± 5.24 0.11 0.92

T4 48.65± 5.62 T4 60.11± 5.36 11.43 < 0.001

t 29.261 t 20.078

P < 0.001 P < 0.001
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dose dezocine, so the combination of the two drugs
could effectively maintain respiratory movement, alle-
viate lung injury, and improve lung and brain micro-
circulation with better CeO2; accordingly, the rate of
cognitive impairment was reduced

The occurrence of cognitive dysfunction is related to
many factors, and analysis of the mechanism of DEX com-
bined with dezocine on cognitive dysfunction revealed that
such combination can reduce the inflammatory response,
protect multiple organs and systems, and greatly improve
the brain function, lung function, cardiovascular system,
and CNS. At present, most Chinese lung cancer patients
are elderly who have poor body organs combined with mul-
tiple complications and are extremely prone to postoperative
cognitive dysfunction and organ dysfunction. With DEX
and dezocine-assisted anesthesia, the odds of postoperative
complications can be efficiently reduced and the long-term
prognosis of patients can be guaranteed. It should be noted
that no adverse consequence-related research was done in
this study, and general findings in academia showed that
the combination did not increase the chance of adverse
effects, but whether the applied dose of DEX and dezocine
could affect the safety needs to be further explored.

5. Conclusion

Combining DEX with dezocine-assisted anesthesia can
lower the perioperative inflammatory factor level, guarantee
the brain function and oxygen saturation, and ensure better
postoperative cognitive function in lung cancer patients
undergoing surgery, which should be promoted in practice.
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Tumour necrosis factor (TNF) levels are higher in patients who have experienced an acute ischemic stroke. Greater levels of TNF
may not be linked to an increased risk of recurrent coronary events in the stable phase after myocardial ischemia (MI). Coronary
atheroma is connected to endothelial and smooth muscle cells, as well as macrophages that emit the multifunctional cytokine
tumour necrosis factor (TNF). Transplanted tumours become more vulnerable when TNF-α was first recognized to have a
function in hemorrhagic necrosis. TNF-α has been demonstrated to induce heart failure, pulmonary edoema, and
cardiomyopathy in people with advanced heart failure when it is elevated in the bloodstream. It has been postulated that
prolonged overexpression of TNF-α after ischemia may contribute to poor cardiac outcomes by increasing TNF-α when the
myocardium undergoes both temporary ischemia and reperfusion. A rise in TNF levels has been seen after a myocardial
infarction, but it is unclear if these higher levels, found months after the initial event, are associated with an increased risk of
subsequent heart attacks. We looked at TNF levels in the blood of 270 patients with coronary heart disease in the Chinese
Hypertension League’s Cholesterol and Recurrent Events (CARE) experiment to see if this notion held true. Recurrent
coronary syndrome and coronary mortality were monitored prospectively in the participants. The min max imbalance
normalization can be used to assess a patient’s baseline characteristics, including hormone and cholesterol test results. Type 2
stimulant connection to aggregate the TNF-signaling qualities and fuzzy techniques was applied. There may now be enough
preliminary evidence from the crucial bundle neural network analysis to identify the risk of coronary heart disease associated
with TNF pregeneration studies. The tests were assessed using a variety of methods and performance metrics in a Matlab
environment.

1. Introduction

In addition to hypertension, dyslipidemia, diabetes, ischemic
heart disease, postpartum cardiomyopathy, and congenital
defects, a number of variables contribute to the onset of
acute coronary syndrome. Heart tissue injury may be refur-
bished by activating the heart’s innate immune system.
Innate immunity is activated following heart damage, as
shown by an increase in the repertory of proinflammatory
cytokines. Heart stress is associated with the production of
proinflammatory cytokines, such as TNF-α, TGF-β, and
the interleukin (IL) family, which includes IL-1, 12, 8, and
18. Proinflammatory cytokines, which have been demon-

strated to have beneficial effects on tissue repair, play a role
in cardiac remodeling. An injury’s anti-inflammatory
response occurs after the initial proinflammatory stage,
which is becoming more obvious. Localized smooth muscle
injury and increased leukocyte extravasation prolong the
proinflammatory cycle because of the diverse and unique
nature of cardiac stress, which increases the proinflamma-
tory response. Chronic inflammation, which is aggravated
by diseases like hypertension, diabetes, and other comorbid-
ities, may result if the proinflammatory process is allowed to
continue unchecked. A supply of proinflammatory cytokines
must be established in heart tissue by macrophages in order
to sustain chronic inflammation. Excessive production and
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discharge into the circulation of cytokines put other organs
at danger. TNF-α and IL-6 have been suggested as potential
markers of heart failure in a number of studies. Further-
more, endothelial and smooth muscle cells, as well as macro-
phages, generate tumour necrosis factor- (TNF-α), a
multifunctional circulating cytokine, which is associated
with coronary atherosclerosis. When TNF-α was originally
recognized to have a role in hemorrhagic necrosis, trans-
planted tumours were shown to be more vulnerable. TNF-
α, for instance, is elevated in severe heart failure and may
induce pulmonary edoema, left ventricular dysfunction,
and cardiomyopathy in experimental settings. TNF-α over-
expression during ischemia has been hypothesized to con-
tribute to poor cardiac outcomes. Both transient cardiac
ischemia and reperfusion cause an increase in TNF-α level
in the myocardium. However, it is not known whether
higher TNF-α levels discovered months after a MI are con-
nected to an increased risk of recurrent coronary events.
This has been seen in several studies. This hypothesis was
tested by including patients with increased levels of TNF-α
in the Cholesterol and Recurrent Events (CARE) experi-
ment. The goal of this study was to identify recurrences of
MI and cardiac death in patients with acute coronary syn-
dromes. To identify patients who had recurrent coronary
episodes and those who did not, we examined post-MI
TNF-α level in nested case-control analysis using the para-
mount bundle neural network (PBNN).

The paper’s arrangement is as follows: Related work is
summarized briefly in Section 2. Problem statement is
described in Section 3. The implemented methods for per-
formance analysis are presented in Section 4. Section 5 con-
cludes the paper.

2. Related Works

More research on TNF production and its link to cardiovas-
cular disease has been published by other authors. The
author of [1] looked into these abnormalities in metabolism
and fibrinolysis to see if TNF was involved. TNF levels were
measured in 45-year-old male postinfarction patients and
matched population-based controls. Patients had greater
TNF plasma levels (4.1-4.6) than healthy controls (2.5-
0.4 pg/mL). People with hyperlipidemia were shown to have
higher levels of TNF-α, which was associated to higher levels
of VLDL triglyceride and HDL cholesterol. This medication
lowered VLDL triglyceride levels and elevated HDL choles-
terol, but it had no impact on TNF-α concentrations. TNF
concentrations were connected to glucose and proinsulin
levels before and after glucose ingestion, as well as glucose
and proinsulin levels after glucose consumption. In [2], this
study employed CTRP 9 as well as pentraxin 3 (PTX3) to
examine the diagnostic and prognostic value of C1q/tumour
necrosis factor-related protein 9 in patients with acute coro-
nary syndromes (ACS). A total of 137 people were found to
have heart disease or chest pain. We divided those with ACS
into one group and those with noncardiac chest pain
(NCCP) into another group as “controls.” An ELISA test
was performed to check the blood levels of CTRP9 and
PTX3 to see how they compare to other ACS-related indices

and whether or not they may be utilized to diagnose ACS
and predict a poor prognosis. In [3], lncRNA MALAT1
and miR-125b were examined in connection to coronary
heart disease risk, severity, and prognosis in order to assess
the association between these two genes (CHD). In [4],
among individuals from the Saudi population, the author
found a link between serum tumour necrosis factor- (TNF-
) alpha and metabolic syndrome (MetS) components. In
[5], the author examined the expression of lncRNA-FA2H-
2 and its association with inflammatory markers in individ-
uals with coronary heart disease (CHD). In [6], TNF-α
expression in SCAD was investigated using metabolic,
inflammatory, and microRNA (miRNA) markers.
Researchers enlisted patients with SCAD, who were then
tested for their metabolic and inflammatory profiles. To
determine the presence of TNF, an enzyme-linked immuno-
sorbent assay was performed. The relative levels of expres-
sion of MiRNAs associated with inflammation and/or
atherosclerosis were assessed. In [7], a biomarker for distin-
guishing ACS-related chest pain from non-ACS-related
chest pain may be plasma sTREM-1, according to the
author. To see whether plasma sTREM-1 levels might be
used to predict 30-day and six-month cardiovascular out-
comes in patients with early-stage ACS, the researchers set
out to do this study. In [8], swine farm workers who smoke
may be affected by TNF gene polymorphisms, the study’s
author claims. Researchers in Saskatchewan polled more
than 400 full-time swine farm workers and 411 nonfarming
rural inhabitants. As part of the trial, researchers collected
information about participants’ demographics and lifestyle,
as well as lung function and blood samples. Several linear
regressions were used in the statistical analysis. Polymor-
phisms in the promoter of the TNF gene were investigated
for three different variations. In [9], patients with acute
myocardial infarction (AMI) who has periodontitis and sys-
temic inflammation are examined by the author for their
relationship to a variety of indications of heart disease. In
[10], molecular targets for heart disease and the molecular
mechanisms that underpin it are the focus of this research.
The GSE66360, GSE19339, and GSE97320 array datasets
were obtained from individuals with CAD. Gene expression
profiles were generated and important modules associated
with coronary heart disease were revealed by weighted gene
coexpression network analysis using normalizing and
decreasing inconsistencies between the three datasets
(WGCNA). DAVID’s database for annotating, visualizing,
and integrating discovery (GO) functional and KEGG path-
way enrichment studies was used to identify statistically sig-
nificant genetic clusters. In [11], the author’s purpose was to
employ intravascular ultrasound (IVUS) images and deep
learning convolutional neural networks to analyze the risk
factors for adverse cardiovascular events (ACVEs) in elderly
patients with coronary heart disease (CHD) following percu-
taneous coronary intervention (PCI) (CNNs). In [12], psori-
asis patients on TNFi therapy may be at decreased risk of
suffering a significant adverse cardiovascular event, accord-
ing to the author’s research (MACE). In their retrospective
cohort study using the KPSC health plan, they found at least
three ICD-9 psoriasis diagnoses but no preceding MACE
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codes. In the study population, multivariable Cox regression
was utilized to investigate the hazard ratios (HR) of MACE
associated with TNFi use. In [13], meta-analysis was under-
taken by the author to examine the risk of MACEs in adult
plaque psoriasis patients who are exposed to biologic thera-
pies. In [14], the author assessed the prognostic importance
of EAT volume and attenuation values derived from non-
contrast cardiac computed tomography. In [15], in this
study, the CT plaque characteristics of ACS patients were
analyzed to identify possible culprit lesions (CLs) [16]. The
level of platelet activation and inflammatory reaction in cor-
onary artery lesions in acute coronary syndrome could be
predicted by serum PDGF contents in peripheral blood as
well as coronary arteries, according to research findings. In
patients with acute myocardial infarction, coronary sinus
Ang-1 amounts may represent the seriousness of lesions.
PDGF as well as Ang-1 could be designed to estimate the
degree and prognosis of acute coronary syndrome patients
[17]. Via many points of system interaction for miRNA con-
trol, circRNAs were implicated in the formation and progres-
sion of ACS. They believe that circRNAs could be used as a
therapeutic avenue for a pathophysiological process of ACS,
and that they could possibly be used as diagnosis and therapy
biomarkers. They shall conduct in vitro and in vivo experi-
ments in the long term to confirm the role of circRNAs
throughout the atherosclerotic process of ACS [18]. In China,
the most common way for treating CHD would be to accu-
rately diagnose the condition utilizing contemporarymedicine
to assess syndrome distinction and then combining that with
TCM. circRNAs as well as miRNAs were involved in the con-
trol of AS genesis and growth in various studies. CircRNA and
miRNA are essential regulators of vascular function and struc-
ture, including in the development of CHD and AS [19].
Recurrent CV incidents, DR, and DN have all been highly
linked with the duration of T2DM in a group with current
ACS and T2DM. The existence from either DR or DN has
been implicated as the cause of recurring CV incidents.
Because the length of T2DM, although maintained a strong
independent indicator of recurrent CV incidents, was adjusted
out of the equation, the link with DR and/or DN and all these
incidents were unlikely to be causal [20]. In ACS, there may be
a great desire for a consistent, available, noninvasive, and
hematological prognostic marker that may detect individuals
with high cardiovascular disease risk and adapt treatment to
particular requirements in prevention [21]. The chances of
having UGIB paired with ACS were higher throughout the
corresponding time while hospitalized, according to this
report. Raised fibrinogen and RDW, in association with fun-
damental heart attacks, syncope, a large reduction in haemo-
globin, and high total bilirubin levels, may alert individuals
to the possibility of ACS. Individuals with UGIB can then
use the Rockall rating and the Glasgow Blatchford rating to
forecast the danger of UGIB paired with ACS in a timely way.

3. Problem Statement

Congestive heart failure is associated with an increased pro-
duction of proinflammatory cytokines. TNF is an important
proinflammatory cytokine that causes heart failure by sup-

pressing the body’s natural anti-inflammatory responses
and disrupting the homeostatic system. In this review, we
lay forth the current understanding of how TNF causes heart
failure. TNF and IL-6 biomarkers have been connected to
the severity of heart failure, suggesting that they could be
employed as biomarkers in the future. The mechanisms
by which TNF leads to cardiac dysfunction and failure
have been the subject of recent research. However, the
algorithm’s participation in the current technique was lit-
tle, and it will take longer to complete the procedure.
Thus, an effective technique is needed to address all of
the current research gaps.

3.1. Proposed Methodology. To better understand the rela-
tionship between TNF and heart failure, researchers have
examined the cytokine’s potential therapeutic uses and as a
biomarker for the disease. TNF-α signalling in cells is medi-
ated in part by NF-B, highlighting the dual function of TNF-
α in cardiac physiology and disease once again. Two cognate
receptors, TNF receptor 1 or 2, mediate TNF’s biological
actions farther down the line (TNFR1 or 2). TNF-induced
TNFR1 activation is supposed to be harmful, whereas
TNFR2-induced activation is thought to be beneficial, and
the relative ratio of their expression in a given tissue system
may alter phenotypes.

The TNF production process is depicted in Figure 1. It is
also known that various cells can shed soluble TNFR1 or
TNFR2 to produce TNFR1 or TNFR2 signalling molecules
(sTNFRs). As a result, the pool of TNF accessible for binding
and activating cell membrane TNFRs may be depleted. The
importance of these sTNFRs in overall cardiac pathophysiol-
ogy, however, has yet to be determined. TNF-α is an inflam-
matory ligand that comes in two forms: membrane-bound
and secreted. This further complicates pathophysiology
development. Even while TNF signalling is complicated, sev-
eral studies have demonstrated that cardiomyocyte-specific
production of TNF causes in reduced cardiac function that
is dose dependent on the genetic. It will be mentioned later
in the review how studies have consistently established that
TNF-α exerts unfavourable inotrope effects in vitro and
in vivo. Evidence like this suggests that TNF’s proinflamma-
tory effects on the beta-adrenergic receptor (AR) system may
be the cause of the adverse inotropic phenotype associated
with acute coronary syndrome. The overall representation
of the suggested framework is illustrated in Figure 2.

3.1.1. Dataset. The CARE trial, which assessed the efficiency
of 40mg of pravastatin daily in the secondary prevention of
cardiovascular disease, was utilized by the researchers for
this investigation, which included 4159 persons who previ-
ously had a MI. Double-blind placebo control was used in
the experiment’s design. Ejection fraction of at least 25%
and absence of clinical signs of congestive heart failure made
post-MI patients between the ages of 21 and 75 years eligible
for CARE if the qualifying index event occurred between 3
and 20 months before randomization. In this investigation,
death from cardiovascular disease was the primary metric
of interest. It was required that participants in the CARE
study have an LDL cholesterol level between 115 and
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175mg/dL to be eligible for randomization. Prerandomiza-
tion visits were used to collect blood samples. For the dura-
tion of the testing process, samples were stored at 80°C. Prior
to randomization, the cytokine TNF-α was examined in
CARE study participants with recurrent MI or death from
coronary heart disease during a 5-year follow-up period
(cases) and 272 age- and sex-matched study participants
who had no recurrent coronary events throughout the pre-
randomization period (controls). Each case and control per-

son’s frozen plasma was tested for TNF using commercially
available quantitative enzyme immunoassays. TNF concen-
trations as low as 0.1 pg/mL have been detected, with a coef-
ficient of variance ranging from 5% to 8%. Blood samples
were evaluated in pairs in order to reduce inter-assay vari-
ability and eliminate systematic bias. The lab staff had no
idea whether the samples were from a case or a control
group. TNF-α, total lipid, blood pressure, and future TNF-
α production variations between case and control
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individuals were assessed using the critical bundle neural
network. Based on their medical histories, the patients were
divided into two groups: A (136) and B (64). A greater num-
ber of abnormal coronary events or symptoms were seen in
group A, whereas a greater number of abnormal coronary
events or symptoms were observed in group B. The patient
characteristics are represented in Table 1.

3.1.2. Preprocessing. Sizing distance and error analysis are
two primary preprocessing theories that are used to establish
relationships that allow accurate predictions to be made
from data collected on processes or models, as well as to
determine the type of relationship between each piece of
information in order to collect the most relevant data for
analysis. The data dimensions in which each relevant quan-
tity involved in phenomena is represented provide the basis
for error analysis. Because of this, one of the primary pur-
poses of employing min max imbalance normalization is to
produce an ordered errorless result from dimensionless
words that can be analyzed. It was necessary to first set up
the dimensionless variables in this example by,

Ord≔O A Qð Þ = + Q Tð Þ =wjð Þ −O A Qð Þ = + Q Tð Þ = bjð Þ,
ð1Þ

where A=order function, q is the iterative error, w is the
data variation, T is the dimensionless terms, and b is the
backorder error.

Equation (1) can be re-arranged as follows,

ord Dð Þ≔ Q ∈D Q Tð Þ =w,Q Classð Þ = +jf gj j
Q ∈D Q Tð Þ =wjj j

−
Q ∈D Q Tð Þ = b,Q Classð Þ = +jj j

Q ∈D Q Tð Þ = bjj j :

ð2Þ

Once the similitude distance between the two sets of data
has been determined, the similarity between them may be
calculated,

dis aT=bð Þ A,Dð Þ≔ Q ∈D Q Tð Þ =w, A Qð Þ = +jj j
Q ∈D Q Tð Þ =wjj j

−
Q ∈D Q Tð Þ = b, A Qð Þ = +jj j

Q ∈D Q Tð Þ = bjj j :

ð3Þ

To arrange the equation in a proper format, there is a
need to calculate the hat matrix,

�q1 − q2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t21/n1
� �

+ t22/n2
� �q =

disAhat=gffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t21/n1
� �

+ t22/n2
� �q ∗

�q1 − q2 − d0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t21/n1
� �

+ t22/n2
� �q ,

ð4Þ

where

�q1 ≔ Q ∈D Q Tð Þ = bjf g,
�q2 ≔ Q ∈D Q Tð Þ =wjf g:

ð5Þ

Finally, the ordered equation was in the form of,

acc APerf
� �

− acc Að Þ = min db, dwð Þ
d

2 db
d
dw
d

disc APerf
� �

− disc Að Þ
� �

,

ð6Þ

where

acc Að Þ = to + tn
d

= tob + tnb + tow + tnw
d

,

dist Að Þ = tow + gow
dw

−
tob + gob

do
:

ð7Þ

3.2. Feature Grouping. Let us assume that A is a discrete ran-
dom variable that can take one of b1⋯ bn values from the
set of classes. In this example, assume that W is a random
variable that spans throughout the set of words W =W1
⋯Wn. It is possible to estimate the joint distribution pðj,
WÞ using the training dataset. There are k clusters W 1,⋯
,Wn of TNF signalling characteristics data. We employed
stimulation type 2 links fuzzy to reduce the number of sig-
nals and the size of the model. W should be given a random
range of values.

A
!= c!:P∗! jð Þ − P

!
jð Þ,

P
!

j + 1ð Þ =P∗! jð Þ − a!:E
!
:

ð8Þ

We employ a fuzzy measure approach to match the
characteristics of clusters. Although it is ideal to conserve
all mutual information when building clusters of signalling
features, this is impossible since a clustering inevitably
reduces mutual information. If the amount of data clusters
is known, then we should try to identify a grouping that
reduces signalling information as little as possible.

P
!= 2:r1!,

A
!
= 2d
!
:r2
!− d

!
:

ð9Þ

Our algorithm explicitly minimizes the objective func-
tion,

tob + nb − gobð Þ + tow + nw − gowð Þ
d

= dist Að Þ
0 ≤ tob ≤ ob

0 ≤ tob ≤ nb

0 ≤ tow ≤ ow

0 ≤ tow ≤ nw

:

8>>>>>>>>><
>>>>>>>>>:

ð10Þ

There are two kinds of distances that must be calculated
for each candidate: minimum and maximum. For any pair of
clusters, the inter-cluster distance between them may be
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determined.

Cluster = kA = 2 log2
dist Að Þ
amð Þ1/c

� �
: ð11Þ

Features that may be included include pruning with a
minimum distance larger than feature distance,

c =min
k

σ
dis

m × kc

	 
� �
: ð12Þ

If any data prototype may possibly be closer to a given
subspace than any other data prototype, the above technique
ensures that no feature is trimmed.

cUs = C:RT^2 1
uck

: ð13Þ

The algorithm iterates until a termination condition is
reached, at which point it ceases to operate. The number of
points, the linear sum of the points, and the square sum of
the points are maintained for each cluster. It is now in the
form of a grouping equation,

Cluster features = c ×m × kc + ζ: ð14Þ

Finally, the features can be clustered together and form
new signaling feature centroid.

3.3. Risk Evaluation. This is the last stage of the process in
which the TNF-α. After extraction of the features, depending
upon the presignaling factor, the level of the production
probability of the TNF-α can be calculated. It determines

the optimal value for each cluster unit,

g1 sð Þ =
∑i∈Cs

PBNN!
GCθq

qið Þ
n o

⨁PBNN 
GCθq

qið Þ
n oh i

Csj j
:

ð15Þ

All points in the hyperplane fulfil the equation g1(s)=0
that forms the decision boundary between the two classes,

Zigi = σ ℧zGCθq
qið Þ +Wzti−1 + bgbz

� �
: ð16Þ

Let Zigi be the hyper planes which will form a planar
area over angle separation,where

zi = σ ℧oGCθq
qið Þ +Woti−1 + bo

� �
,

Ẑi = tant ℧cGCθq
qið Þ +Wcti−1 + bc

� �
:

ð17Þ

The output ci may be determined by using the sigmoid
function, which computes the output of a neuron.

ci = gi
°ci−1 + zi

°ĉi: ð18Þ

After the feed-forward process is completed, the back-

propagation process starts. Let Y
!
represent the error-

sensitivity and to represent the desired output of a neuron
in the output layer. Thus,

Y
!

t + 1ð Þti = tant cið Þ°oi: ð19Þ

Table 1: Patient characteristics.

Total number of cases
(n=272)

Control patients
(n=272)

Value of P

Age in years 50.11± 10.80 60.00± 9.44 …

Sex 82.90 79.82 …

Smoking status,% _ _

Never 20.44 20.72 0.09

Past 54.62 65.91 _

Current 18.61 14.22 _

Level of diabetes 30.11 20.44 0.004

Body metabolic index, kg/m2 26.72± 5.93 28.55± 7.22 0.01

Amount of the blood pressure, mm, hg _ _ _

Systolic pressure 126.61± 18.52 127.90± 17.63 0.80

Diastolic pressure 89.11± 11.00 79.44± 18.62 0.92

Lipid fractions level, mg/dL _ _ _

Total cholesterol level 209.82± 17.81 207.44± 18.44 0.44

LDL cholesterol 140.33± 14.92 139.33± 12.92 0.43

HDL cholesterol 38.22± 8.71 39.22± 8.55 0.44

Triglycerides 146.55± 18.44 149.62± 69.55 0.40
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After Y
!
is computed, the weights and biases of each neu-

ron are tuned into backpropagation process by using

max
U

imize 〠
j

〠
i,i′
si,i′ ,jUi,i′

( )
subject to〠

i,i′
U2

i,i′ ≤ 1,

max
w,U

imize 〠
j

wj〠
i,i′
si,i′ ,jUi,i′

( )
subject to〠

i,i′
U2

i,i′ ≤ 1, tk k2 ≤ 1, Wk k1

≤m,wj ≥ 0∀j:
ð20Þ

As soon as the first input vector has finished fine-
tuning the network, the next round of input vectors is
ready to be run. Until the network is satisfied with a single
output or numerous outputs, the input continues training
the networks. Finally depending upon the feature
extracted, the TNF_α production can be predicted and
its severity level can be determined. Depending upon the
risk evaluated, it was revealed that the person having the
elevated level of the TNF_α has the increase risk of coro-
nary syndrome and also those persons have higher risk of
getting abnormal hear events in the future due to the ele-
vated upregulated TNF_α which was evaluated using the
paramount bundle neural network.

4. Performance Analysis

In this section, the overall TNF-α and lipid levels among
study participants were normally evaluated to illustrate their
future risk over abnormal coronary events.

Acute coronary syndrome patients were separated into
two groups, and their data was collated. Two groups of
patients may be shown in Figure 3 with a significant difference
in average age and blood pressure. Patients in groups A and B
had similar systolic blood pressure readings (58.2mmHg and
52mmHg, respectively), as shown by their similar ages.

Figure 4 shows cardiac activity. According to the find-
ings of the research, some people developed heart failure, a
myocardial infarction, typical angina, and sudden cardiac
death. Heart failure and myocardial infarction were the sec-
ond and third most prevalent conditions, respectively.

According to the findings, HDL C content was low in
both groups A and B before the formation of the coronary
syndrome, but it increased considerably following these car-
diac events (as shown in Figure 5).

TNF levels were low in both groups before the onset of
the cardiac syndrome; however, following the occurrence
of the cardiac events, TNF levels increased (Figure 6).

Detection rates for eccentric plaques were compared, as
seen in Figure 7. The comparison data indicated that
55.9% and 40.1 percent of the patients in groups A and EB
had eccentric plaques.

Input: Testing set g1ðsÞ
Output: Feature subset Y

!ðt + 1Þti
Initialize the parameter

Calculate the optimal val()
If

So g1ðsÞ
g1ðsÞ =∑i∈Cs

½PBNN!fGCθq
ðqiÞg⨁PBNN fGCθq

ðqiÞg�/jCsj
And

Hyper planes (∗∗) cross flg\
Zigi = σð℧zGCθq

ðqiÞ +Wzti−1 + bgbzÞ
Else

Propagation process
update

Y
!ðt + 1Þti = tantðciÞ°oi

Else if
return

<planes> variable factor
Value <exceed>
Probability score cal(&∗)

Weight score evaluation
max
U

imizef∑j∑i,i′ si,i′ ,jUi,i′gsubject to∑i,i′U
2
i,i′ ≤ 1:

max
w,U

imizef∑jwj∑i,i′ si,i′ ,jUi,i′gsubject to∑i,i′U
2
i,i′ ≤ 1, ktk2 ≤ 1, kWk1

≤m,wj ≥ 0∀j:
End
end

Algorithm 1: Paramount bundle neural network.

7Computational and Mathematical Methods in Medicine



We can see how different techniques have found dif-
ferent parts of a tumour in Figure 8 (the diameter of the
narrowest section). A and B lesions with 2.4 and 2.5
millimetre diameters were revealed to be the two
narrowest.

Diastolic blood pressure and thyroglobulin (TG) levels
were measured and compared between the two groups (see
Figure 9). There were diastolic blood pressure values of
80.38 8.2mmHg and 84.1 7.8mmHg, respectively, in groups
A and D with TG concentrations of 1.48 and 0.38mmol/L,
respectively. Diastolic blood pressure and serum TG levels
were substantially different between the two groups as a con-
sequence (Figure 10).

Prior to the coronary syndrome, group A and group B
had CRP levels of 58.5mmol/L and 59.3mmol/L, respec-
tively; group B had levels of 70.9 and 78.2. This study found

that CRP levels were significantly higher in both groups of
patients prior to the onset of coronary syndrome.

Figure 11 shows the comparison results of the detection
rate of centripetal plaque. It indicated that the detection
rates in group A (48.2%) were obviously lower than those
in group B (79.1%).

In Figure 12, you can observe a comparison of LDL-C
values in two groups of individuals before and during a cor-
onary syndrome. Before and after the syndrome, LDL-C
levels in groups A and B were 2.76mmol/L and 2.87mmol/
L, respectively; after assessing hormone levels, the probabil-
ity of cytokine synthesis was predicted using the paramount
bundle neural network.

As of from the result obtained from Figure 13, the group
B people have the higher risk over abnormal coronary
events. From the result obtained, the proposed algorithm
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can predict the risk level of the patient and their future TNF
production rate precisely when compared to other existing
mechanisms.

5. Conclusions

Patients with an acute coronary syndrome were the focus of
this investigation. A control group (group A) and an exper-
imental group (group B) were formed by drawing lots from a
hat (group B). These individuals’ diagnoses were aided by
laboratory testing and a thorough learning evaluation. The
accuracy of TNF was compared to traditional methods. For
the detection of TNF, a learning algorithm-based prediction
technique showed high specificity, accuracy, and sensitivity.
Acute coronary syndrome (ACS) may now be clinically
identified and treated as a result of the results of this study.
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Objective. To explore the correlation of inpatients suffering from acute acalculous cholecystitis (AAC) during ICU treatment with
Acute Physiology and Chronic Health Evaluation II (APACHE-II) score, duration of ventilator use, and time on total parenteral
nutrition (TPN). Methods. From March 2016 to March 2022, the clinical data of 47 patients with AAC who received ICU
treatment in our hospital were retrospectively reviewed, and these patients were included in the AAC group. Another 36
patients treated in the ICU in the same period with age and gender matching with those in the AAC group were selected as
the non-AAC group. Patients’ various clinical data were recorded to analyze the correlation of AAC with APACHE-II score,
duration of ventilator use, and time on TPN. Results. The shock time, duration of ventilator usage, and duration of sedative
medicine use were all substantially longer in the AAC group than in the non-AAC group, according to the univariate analysis
(P < 0:05); the amount of norepinephrine used, white blood cell count, C-reactive protein (CRP) amount, and APACHE-II
score were significantly higher in the AAC group than in the non-AAC group (P < 0:05); between the two groups, the time on
TPN and fasting time were different, but with no statistical significance (P > 0:05); after performing Spearman’s correlation
with the significantly between-group different indicators, the result showed that the amount of norepinephrine used, duration
of ventilator use, white blood cell count, and CRP amount were significantly correlated with the occurrence of AAC, and the
correlation was positive (P all <0.001). Conclusion. The APACHE-II score and time on TPN are not significantly correlated
with the occurrence of AAC; and the amount of norepinephrine used, duration of ventilator use, white blood cell count, and
serum CRP are positively correlated with the occurrence of AAC. Measuring the variations in the levels of various markers can
signal the onset of AAC or reflect the state and prognosis, suggesting a possible application in clinic-based targeted prevention
and treatment of AAC.

1. Introduction

Acute acalculous cholecystitis (AAC) is a clinical emergency
with lower morbidity, which tends to occur in critically ill
patients with severe trauma, burns, shock, hypotension, or
after major surgery, is featured with insidious onset, atypical
clinical presentation, and rapid progression of the condition,
and easily causes perforated gangrene and other complica-

tions, leading to a high clinical mortality [1–4]. Most patients
treated in ICU inpatient areas are critically ill with complex
condition and often accompanied by multivisceral dysfunc-
tion, so they are at high risk for AAC; in addition, patients
who undergo the therapeutic means such as sedation and
mechanical ventilation often have disorders of consciousness,
and thus, the condition of AAC is not easily perceived, result-
ing in a prolonged disease course and a high clinical mortality
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rate of 45-50% [5–8]. To enable clinicians to better monitor
patients’ gallbladder changes, control patients’ conditions,
and realize early detection, diagnosis, and treatment of AAC,
a detailed analysis of each risk factor that can easily trigger
AAC is required.

Many reports on AAC in recent years have shown that
the incidence of AAC is clearly increasing, not only in criti-
cally ill patients like trauma and burns but also in patients
with basic diseases like diabetes, hypertension, chronic bron-
chitis, and systemic lupus erythematosus, and that the dis-
ease group is becoming younger and younger [9–11].
However, the current published works on AAC in China
are focused on disease diagnosis and treatment and technol-
ogy update, promoting the development of curation, but
there are few reports on analyzing the risk factors triggering
AAC. To explore the factors that contribute to the develop-
ment of AAC in critically ill patients, the study retrospec-
tively analyzed the patients treated in our ICU to reduce
their length of stay in the ICU and lower the case fatality rate
of AAC in ICU patients.

2. Materials and Methods

2.1. Selection of Study Subjects in the AAC Group

(1) The patients were ICU inpatients and treated in ICU
for more than 24h

(2) The patients met the diagnosis criteria for AAC [12]

(3) The patients were clearly diagnosed with normal
gallbladder on admission and then were diagnosed
with AAC during ICU treatment

(4) The patients were at least 18 years old

(5) The patients did not have severe cirrhosis, liver fail-
ure, acute leukemia, and other diseases

(6) The patients were confirmed to have no cholecysto-
lithiasis and choledocholith after imaging examination

(7) The patients did not have the history of cholecystectomy

(8) The patients had complete clinical data

(9) The patients and their family members understood
the study and signed the informed consent

Finally, 47 AAC patients who were treated in our hospi-
tal from March 2016 to March 2022 and met the study cri-
teria were selected as the AAC group.

2.2. Selection of Study Subjects of the Non-AAC Group

(1) The patients were treated in the ICU in the same
period with age and gender matching with those in
the AAC group

(2) The patients did not have AAC during ICU treatment

The clinical data of 36 non-AAC patients were selected
for the retrospective analysis study and set as the non-
AAC group.

2.3. Ethical andMoral Standards. The study plan was reviewed,
approved, and monitored by the Hospital Ethics Committee;
and the ethical and moral standards met the World Medical
Association Declaration of Helsinki (2013) [13].

2.4. Study Contents

2.4.1. General Data. The age, body mass index (BMI), gen-
der, length of hospital stay, smoking, drinking, nationality,
place of residence, and other general data of patients in the
two groups were recorded to clarify the balance and compa-
rability of the two groups by statistical analysis.

2.4.2. Clinical Data. Based on the early data analysis and sum-
mary of previous studies, the risk factors that might cause
AAC were used for further between-group comparison and
analysis, including the shock time, amount of noradrenaline
used, duration of ventilation use, white blood cell count, C-
reactive protein (CRP), the Acute Physiology and Chronic
Health Evaluation II (APACHE-II) score, time on total paren-
teral nutrition (TPN), length of sedative medication use, and
fasting time.

2.4.3. Correlation Analysis. To clarify the association
between each metric and AAC, the above indicators that
showed significant differences were subjected to correlation
analysis using the statistical tool Spearman. Spearman’s
rank correlation coefficient is a nonparametric measure of
the dependency of two variables, and the correlation of
two statistical variables was evaluated using a monotonic
equation.

2.5. Statistical Processing. In this study, the data processing
software was SPSS 22.0, which was mainly used to calculate
the between-group differences of data, the picture drawing
software was GraphPad Prism 7 (GraphPad Software, San
Diego, USA), the items included were enumeration data
and measurement data, which were expressed by ½n ð%Þ�
and (�x ± s) and examined by X2 test and t-test, respectively,
and met normal distribution, and between-group differences
were considered statistically significant at P < 0:05.

3. Results

3.1. General Data. The patients’ age, BMI, gender, length of
hospital stay, smoking, drinking, nationality, place of resi-
dence, and other general data were not statistically different
between the two groups (P < 0:05), presenting comparabil-
ity. See Table 1 for the specific data.

3.2. Clinical Data. The shock time, duration of ventilator
use, and duration of sedative medication use were signifi-
cantly longer in the AAC group than in the non-AAC group
(P < 0:05); the amount of norepinephrine used, white blood
cell count, CRP amount, and APACHE-II score were signif-
icantly higher in the AAC group than in the non-AAC group
(P < 0:05); between the two groups, the time on TPN and
fasting time were different, but with no statistical signifi-
cance (P > 0:05). See Table 2.
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3.3. Correlation Analysis.After performing Spearman’s correla-
tion with the significantly between-group different indicators,
including the amount of norepinephrine used, duration of ven-
tilator use, white blood cell count, CRP amount, APACHE-II
score, and duration of sedative medication use, it was found
that the amount of norepinephrine used, duration of ventilator
use, white blood cell count, and CRP amount were significantly
correlated with the occurrence of AAC, and the correlation was
positive (P all <0.001). See Table 3 for details.

4. Discussion

In contrast to calculous cholecystitis, AAC has an urgent onset,
atypical symptoms, and rapid disease progression and is often
accompanied by severe complications such as gangrene of gall-
bladder, perforation of gallbladder, and peritonitis, making it

one of the important causes of death in patients [14–16]. Most
ICU patients are acutely and critically ill with multiple organ
dysfunction, making them vulnerable to AAC. These patients
are unable to express their symptoms on their own, which,
when combined with pharmaceutical interventions, examina-
tion limitations, and other factors, leads to delayed diagnosis
and treatment, resulting in a high clinical mortality rate for
AAC patients [17–20]. In recent years, increasing attention
has been paid to AAC in clinic to clarify the potential patho-
genic factors of AAC, and the development of targeted preven-
tive measures for patients at high risk of AAC is urgent.
However, current published works on AAC mostly focus on
disease diagnosis and treatment, and there are still few studies
on risk factors and correlation of AAC incidence. Based on this,
a study of 83 patients admitted to our ICU ward was conducted
with the aim of investigating common risk factors predisposing

Table 1: Between-group comparison of patients’ general data.

Observation indicators AAC group (n = 47) Non-AAC group (n = 36) X2/t P

Age (years) 63:15 ± 13:860 66:56 ± 15:230 1.064 0.290

BMI (kg/m2) 23:97 ± 3:120 24:06 ± 3:150 0.130 0.897

Length of hospital stay (d) 36:91 ± 46:300 22:97 ± 15:560 1.731 0.087

Gender 1.030 0.310

Male 30 (63.83) 19 (52.78)

Female 17 (36.17) 17 (47.22)

Smoking 0.001 0.973

Yes 9 (19.15) 7 (19.44)

No 38 (80.85) 29 (80.56)

Drinking 0.124 0.724

Yes 5 (10.64) 3 (8.33)

No 42 (89.36) 33 (91.67)

Nationality 0.578 0.447

Minorities 3 (6.38) 1 (2.78)

Han 44 (93.62) 35 (97.22)

Place of residence 0.218 0.640

Urban area 25 (53.19) 21 (58.33)

Rural area 22 (46.81) 15 (41.67)

Table 2: Between-group comparison of clinical data.

Observation indicator AAC group Non-AAC group X2/t P

Shock time (d) 2:45 ± 1:07 1:11 ± 0:70 6.517 <0.001
Amount of norepinephrine used (μg/kg) 32:53 ± 9:16 11:25 ± 4:10 12.966 <0.001
Duration of ventilator use (d) 8:81 ± 1:45 2:08 ± 0:64 25.951 <0.001
White blood cell count (×109/L) 13:83 ± 4:34 7:55 ± 2:49 7.753 <0.001
CRP amount (mg/L) 105:40 ± 10:51 30:10 ± 6:81 37.370 <0.001
APACHE-II score 23:55 ± 5:03 18:69 ± 5:66 4.131 <0.001
Duration of sedative medication use (d) 6:83 ± 2:13 3:11 ± 0:97 9.725 <0.001
Time on TPN (d) 3:13 ± 1:23 2:64 ± 1:08 1.895 0.062

Fasting time (d) 4:15 ± 1:60 3:53 ± 1:26 1.914 0.059
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to AAC and the correlation between the occurrence of AAC
and APACHE-II score, duration of ventilator use, and time
on TPN. Clinical data from 44 patients were collected early in
the investigation for a small retrospective analysis, and the link
of parameters including shock duration, norepinephrine dose,
and ventilator use with the development of AAC in ICU
patients was studied for the first time herein.

After further expanding the sample size, it was con-
cluded that according to the univariate analysis, the shock
time, duration of ventilator use, and duration of sedative
medication use were significantly longer in the AAC group
than in the non-AAC group (P < 0:05); the amount of nor-
epinephrine used, white blood cell count, CRP amount,
and APACHE-II score were significantly higher in the
AAC group than in the non-AAC group (P < 0:05); and
between the two groups, the time on TPN and fasting time
were different, but with no statistical significance (P > 0:05
), which was consistent with the previous studies [21]. With
further analysis, the following can be concluded. (1) Patients
with shock are more prone to develop AAC, according to
some published studies, because vasodilation and improved
blood flow result in the reperfusion of blood with many
inflammatory mediators, causing gallbladder injury and
increasing gallbladder inflammation. In the univariate anal-
ysis of the study, the shock time was significantly different
between the two groups, but it was not observed by Spear-
man’s correlation, and it may be that the evaluation of shock
time in patients was biased by drug treatment, and in such
cases, gallbladder monitoring in shock patients should be
enhanced in the clinic, and follow-up studies with larger
sample size are required for verification.

(2) Norepinephrine is one of the common drugs to
correct shock and a necessary drug for patients in ICU to
maintain blood pressure and ensure blood supply to impor-
tant organs. High dosages of norepinephrine will increase
peripheral vascular resistance, constrict the flow of blood
vessels to the gallbladder, create gallbladder blood supply
problems and mucosal ischemia, and worsen gallbladder
inflammation. Spearman’s correlation analysis showed that
norepinephrine dosage was positively associated with AAC,
indicating that norepinephrine dosage is an important risk
factor contributing to the development of AAC, and there-
fore, for ICU patients who need elevation of blood pressure
by drugs such as norepinephrine, dynamic monitoring of
their gallbladder should be enhanced to facilitate early detec-
tion of AAC and to apply targeted control measures.

(3) Although sedation and analgesia are important ther-
apeutic linkages for ICU patients and are advantageous to
their early recovery, sedative medicines have unavoidable

side effects, such as gastrointestinal depression. Decreased gas-
trin can directly lead to insufficient secretion of cholecystokinin,
failure of normal contraction of the gallbladder, bile retention in
the gallbladder, absorption of bile water by gallbladder epithelial
cells, and viscous bile that is difficult to excrete, causing chole-
stasis and aggravating damage to the gallbladder mucosa and
proinflammatory reactions. Spearman analysis indicated that
there was no significant correlation between the sedative drug
dosage and AAC, which may be related to some factors such
as patients’ dosage difference and sample size.

(4) Assisted breathing by mechanical ventilation can cause
increased intra-abdominal pressure, while continuous intra-
abdominal hypertension can affect the blood supply to the
intestine, causing ischemia and hypoxia of the intestinal mucosa
and mucosal necrosis and sloughing and disrupting the intesti-
nal mucosal barrier; in addition, continuous increased pressure
in the abdominal cavity can also promote the passage of bacteria
through the lymphatic system or blood into the biliary tract,
causing bacterial infection in the gallbladder. Spearman’s corre-
lation analysis showed that the duration of ventilator use was
positively correlated with AAC and was a significant risk factor
for inducing AAC, so close attention should be paid to ICU
patients receiving continuous mechanical ventilation in clinical
treatment, so as to monitor gallbladder changes and prevent
AAC occurrence.

(5) White blood cell count is an important observation
indicator in cholecystitis patients, and this study confirmed
that white blood cell count was positively associated with
the occurrence of AAC. It is because individuals with AAC
frequently have necrosis and perforation of the gallbladder
wall, and gallbladder inflammation can quickly disseminate
to the abdominal cavity, causing localised or diffuse peritoni-
tis. Therefore, white blood cell count can be used as an
important indicator to monitor changes in the gallbladder
in ICU patients to suggest the lesion.

(6) CRP is one of the systemic inflammatory indicators
for monitoring cholecystitis and a highly sensitive protein pro-
duced by the human liver, which is significantly higher in the
acute phase of the inflammatory response, making it a marker
of the systemic inflammatory response. When the body is stim-
ulated by bacterial infection or bacteria or aseptic inflammatory
stimuli such as atherosclerosis and cerebral infarction, CRP
binds to lipoproteins, the complement system is activated,
many inflammatory mediators are produced, and oxygen free
radicals are released, causing damage to the vascular intima
and increased vascular permeability and aggravating the sys-
temic inflammatory response. Spearman analysis showed that
CRPwas positively correlated withAAC and an important indi-
cator to alert the occurrence of AAC, so targeted prevention

Table 3: Spearman’s correlation.

Test variable N Correlation coefficient Sig. (two-sided)

Amount of norepinephrine used (μg/kg) 83 0.827∗ 0.000

Duration of ventilator use (d) 83 0.870∗ 0.000

White blood cell count (×109/L) 83 0.661∗ 0.000

CRP amount (mg/L) 83 0.858∗ 0.000

Note: ∗ denoted significant correlation at a confidence level (two-sided) of 0.001.
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initiatives should be taken and close attention to gallbladder
changes should be paid for patients with progressive elevation
of CRP in the ICU.

(7) The APACHE-II score consists of the acute physiol-
ogy score (APS), age, and chronic physiology score (CPS). It
is thought that the severity of an acute disease can be deter-
mined by measuring the degree of irregularity in a number
of physiological indicators, which is a commonly used index
in the ICU to assess the severity of illness in ICU patients,
with higher scores indicating greater severity of illness and
needing more intense monitoring and treatment. In this
study, the APACHE-II scores of both groups were high
and generally above 15 points, and the overall baseline value
was high; hence, the correlation was not significant.

(8) TPN and fasting will irritate patients’ gastrointestinal
tract, affect the peristalsis of the gastrointestinal tract, and
then change the normal gallbladder movement rhythm, affect-
ing bile discharge and causing congestion and edema of the
gallbladder mucosa and a series of acute inflammatory reac-
tions, which, combined with the use of sedative medications,
can easily trigger obstruction at the common bile duct opening
and increase the risk of AAC. Relevant animal experimental
studies also confirmed that TPN and fasting easily induced
cholestasis [22–25]. However, because of the diverse disease
kinds of patients in each group and because patients with gas-
trointestinal disease usually had a longer period of TPN and
fasting, significance was not presented in this study.

In conclusion, the APACHE-II score and time on TPN are
not significantly correlated with the occurrence of AAC; and
the amount of norepinephrine used, duration of ventilator
used, white blood cell count, and serum CRP are positively
correlated with AAC. Measuring the variations in the levels
of various markers can signal the onset of AAC or reflect the
state and prognosis, suggesting a possible application in
clinic-based targeted prevention and treatment of AAC.
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The aim of this study is to analyze the effect of predictive nursing combined with early drinking water therapy on patients with
urinary retention after vaginal delivery. A total of 600 women who gave birth in our hospital from July 2019 to July 2020 were
selected as the research objects. A double-blind method was adopted to divide them into a control group and observation
group, 300 cases in each group. In the control group, routine nursing was given. In the observation group, (1) predictive
nursing measures were used before surgery. (2) The postoperative observation group used early drinking water therapy; the
incidence of urinary retention, the effective rate of urination, postpartum haemorrhage, and the treatment of urinary retention
were compared between the two groups. In the observation group, the number of urinary retention was 17, and the incidence
of urinary retention was 5.67%. The urination efficiency of the observation group was 98.33%; the urination efficiency of the
control group was 86.33%; comparison results showed that P < 0:05. The 24 h postpartum haemorrhage of the observation
group was 1.33%; the 24 h postpartum haemorrhage of the control group was 2.66%. Uroschesis therapy was performed in 17
patients in the observation group and 44 patients in the control group.. The observation group had an 88.24 percent treatment
rate, while the control group had a 72.73 percent treatment rate. P < 0:05 indicated that the difference was statistically significant.

1. Introduction

Postpartum retention refers to inability to urinate by oneself
or inability to urinate properly for 6-8 hours after delivery,
which is one of the common complications of postpartum
[1]. It is a disease caused by bladder muscle paralysis caused
by uterine pressure on bladder and pelvic nerve plexus dur-
ing childbirth. Common reasons are being not used to urina-
tion in bed, sudden abdominal pressure, pain, psychological
factor, and so on, which affect the recovery of patients after
childbirth [2]. It has been reported in the literature that the
incidence of postpartum urinary retention in vaginal deliv-
ery women is about 12~18% [3]. At present, there is no spe-
cific treatment to prevent and treat postpartum urinary
retention. The traditional noninvasive method is induced
urination, but its success rate is low [4, 5]. However, reten-
tion of urinary catheters can easily cause urinary tract infec-
tions. Studies have shown that urinary tract infections

caused by urinary catheters account for 60% to 80% of
patients with urinary tract infections. Effective clinical mea-
sures should be taken to prevent urinary retention [6, 7].

Predictive nursing also known as advanced nursing takes
preventive measures to reduce or avoid the occurrence of
complications to a certain extent [8].

Studying on the effect of predictive nursing combined
with early drinking water therapy on patients with urinary
retention after vaginal delivery obtained good results. Pre-
dictive nursing combined with early drinking water therapy
for the prevention and treatment of urine retention after
vaginal delivery could effectively avoid urinary retention
and improve the effective rate of urination. Expectant
mothers should be encouraged to communicate with more
experienced pregnant ladies.

The paper is arranged as follows: Section 2 discusses the
materials and methods in detail. Section 3 analyzes the
experiments and result. Section 4 concludes the article.
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2. Materials and Methods

2.1. General Information. A total of 600 women who gave
birth in our hospital from July 2019 to July 2020 were selected
as the research objects. A double-blind method was adopted
to divide them into a control group and observation group,
300 cases in each group. The control group 5was aged from
23 to 35, with an average age of 27.4. There were 180 parturi-
ent women, and the remaining 120 were parturient women;
the observation group was 24 to 34 years old, with an average
age of 27.2 years. There were 168 women who had already
undergone parturition, and the remaining 132 were primipa-
rous women. There was no statistically significant difference
in general information between the two groups of patients
(P > 0:05).

(1) Diagnostic criteria: this refers to the diagnostic cri-
teria for postpartum urinary retention in obstetrics
and gynaecology in integrated traditional Chinese
and Western medicine [9]. (1) 6 hours after delivery,
urine dropped or became obstructed, and abdominal
distension was acute and painful. (2) The lower
abdomen was bulging, and the bladder was full and
tender

(2) Inclusion criteria: (1) primiparous women who gave
birth vaginally <35 years old; (2) people with clear
consciousness, able to cooperate with treatment,
and without other diseases such as urinary tract
infection; and (3) women who volunteered to partic-
ipate in this trial and signed informed consent

(3) Exclusion criteria: (1) having mental illness and
unable to cooperate with the treatment, (2) combined
with urinary system diseases, (3) severe postpartum
complications, (4) persons with serious cardiopulmo-
nary diseases, and (5) people with severe blood clot-
ting disorder

2.2. Methods

2.2.1. Control Group. Routine care was given. Patients and
their families are informed about the common clinical signs
of postpartum urine retention. The difficulties to be handled
prior to childbirth as well the importance of breastfeeding
were explained. After childbirth, the nursing staff should
understand the vaginal bleeding of the mother and under-
stand whether she had urinated 6 hours after delivery.

2.2.2. Observation Group. (1) Predictive nursing measures
were used before surgery. In this group, predictive nursing
measures were added, and the nursing content was as fol-
lows: (a) Physical status assessment: after admission, the
patient’s physical condition should be evaluated to under-
stand the postpartum recovery of the patient. Under good
condition, the patient could be assisted to get out of bed
to urinate or raise the head of the bed to urinate on the
bed. (b) Cognitive intervention: before giving birth, preg-
nant women should be informed of the causes of urinary
retention and the importance of successful urination after
surgery. Expectantmothers should be encouraged to commu-

nicate with more experienced pregnant ladies. Parturient
women cooperated with medical staff to train and prevent
postpartum urinary retention [10]. (c) Psychological inter-
vention: medical staff should understand the psychological
conditions of patients. Some maternal medical staff with fear
and anxiety due to excessive worry should take appropriate
measures to help the pregnant women stabilize their emo-
tions, allowing women to have the best condition for surgery
and gradually building up women’s self-confidence in auton-
omous urination [11]. (4) In-bed urination training: medical
staff needed to train the mother to urinate in bed and use toi-
lets. This training was required three days before the opera-
tion. Training should be at least 2 to 3 times a day until the
woman was ready to go to bed and defecate [12].

(2) The postoperative observation group was treated
with early drinking water therapy. (a) Drinking water during
labor: the puerpera is encouraged to drink water regularly
and relieve urine once every 2~4 h. (b) Drinking water after
delivery: during observation in the delivery room 2h after
delivery, the midwife guided the puerpera to water therapy
in order to make the puerpera urinate as soon as possible.
The specific methods are as follows: drinking 300~500ml
of warm water within 30min after delivery, drinking
200~300ml of warm water again 1 h after delivery, assisting
the puerpera on their first pee by specially assigned person-
nel when the bladder is semifull or 1.52 h postpartum, and
timely evaluation of bladder filling status during drinking
water. (c) Urination training: while the patient was urinat-
ing, the medical staff could make the patient listen to the
water to induce urination, and warm water could also be
used to flush the perineum to stimulate urination. (d) Mas-
sage: the bladder area and uterus floor of the puerpera were
massaged for 10min/time, once every 0.5 h. The intensity
was within the range of maternal tolerance. Massage action
should not be too rough, and pay attention to the bladder
area in the process of massage without swelling.

2.3. Observational Index. The first urination and urine vol-
ume were recorded, and the volume of vaginal bleeding 24
hours after delivery was measured.

(1) Incidence of urinary retention = number of cases of
urinary retention/total cases × 100%

(2) Effective rate of urination = ðnumber of significant
cases + number of effective casesÞ/total cases × 100%.
The first urination volume > 500ml was significant.
The first urination volume of 100~500ml was effec-
tive; the first urination volume < 100ml was invalid

(3) Postpartum haemorrhage: blood loss within 24 h
after delivery is ≥500ml

(4) Uroschesis therapy: based on the bladder residual
urine measured during the first and second urination
after delivery and b-ultrasound after urination, the
therapeutic effect of prevention of postpartum pig-
mentation was classified as special effect, obvious
effect, effective, and invalid: special effects—urinary
bladder residual urine volume ≤ 50ml after urination
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within 2h after delivery; obvious effect—the residual
urine volume (≤50ml) of the bladder after urination
within 2-4h after postpartum; effective—bladder
residual urine volume ≤ 50ml after urination within
4-6h after postpartum; and invalid—those that did
not meet the above criteria. For the first urination
time > 6 hours, it was recorded as urinary retention
and its incidence is counted

2.4. Statistical Methods. Using SPSS 22 statistical software,
data were processed. Statistical data were compared by the
x2 test. Measurement data were represented by x ± s, using
the t-test. P < 0:05 meant that the difference was statistically
significant.

3. Results

3.1. Results of the Incidence of Urinary Retention. In the
observation group, the number of urinary retention was 17,
and the incidence of urinary retention was 5.67%; in the
control group, the number of urinary retention was 44,
and the incidence of urinary retention was 14.67%. Results
of the incidence of urinary retention are shown in Table 1.

3.2. Results of the Urination Efficiency. The urination effi-
ciency of the observation group was 98.33%, and the urina-
tion efficiency of the control group was 86.33%;
comparison results showed that P < 0:05. Results of the uri-
nation efficiency are shown in Table 2.

3.3. Results of Postpartum Haemorrhage. The 24h postpartum
haemorrhage of the observation group was 1.33%; the 24h
postpartum haemorrhage of the control group was 2.66%.
Results of postpartum haemorrhage are shown in Table 3.

3.4. Results of Uroschesis Therapy. Uroschesis therapy was
performed in 17 patients in the observation group and 44
patients in the control group. The treatment rate in the
observation group was 88.24%; the treatment rate of the
control group was 72.73. The difference was statistically sig-
nificant (P < 0:05). Results of urinary retention therapy are
shown in Table 4.

Postpartum nervous tension and bladder compression
during delivery can lead to bladder mucosa edema and
congestion, decreased bladder muscle tension, or decreased
pelvic pressure, resulting in urinary retention [13, 14].
Among the causes of patients with urinary retention, the
main reasons are being unaccustomed to urinating in
bed, sudden drop in abdominal pressure, pain, and psy-
chological reasons [15]. At the same time, due to the lack
of knowledge of postpartum health care, women and their
families do not understand the importance of urinating as
soon as possible after delivery. Inadequate or excessive
drinking of water, failure to urinate regularly, and an over-
filled bladder lead to urinary tract infections and increased
rates of postpartum bleeding; thus, the recovery time of
the patient’s follow-up palmitis can be increased [16, 17].
Predictive nursing primarily uses health disease knowledge

Table 1: Results of the incidence of urinary retention.

Groups n First urination time
Urination

0-4 h 4-6 h Urinary retention Incidence of urinary retention

Observation group 300 2:08 ± 1:02 274 9 17 5.67%

Control group 300 2:07 ± 1:41 231 25 44 14.67%

Table 2: Results of the urination efficiency.

Groups n Special effect Obvious effect Effective Invalid

Observation group 300 90.0 205 5 98.333

Control group 300 73.1 186 41 86.333

Table 3: Results of postpartum haemorrhage.

Groups n 2 h postpartum haemorrhage 24 h postpartum haemorrhage

Observation group 300 179:540 ± 12:161 4 (1.333)

Control group 300 18:533 ± 12:033 8 (2.662)

Table 4: Results of uroschesis therapy.

Groups n Special effect Obvious effect Effective Invalid Rate

Observation group 17 4 6 5 2 88.24%

Control group 44 8 13 11 12 72.73%

3Computational and Mathematical Methods in Medicine



education and psychological intervention so that pregnant
women can make appropriate preparations ahead of time,
which can relieve the stress of patients entering the ward
for the first time, establish harmonious medical care, and
improve the pregnant women’s trust and cooperation
[18]. At the same time, the puerpera should be treated
with drinking water therapy to make the puerpera feel like
urinating as soon as possible. When the bladder is in a
semifilled state or 1.5 to 2 hours after delivery, a person
will help the puerpera to urinate, reducing the time it
takes to urinate for the first time and recovering urinary
function as soon as feasible [19, 20].

According to the findings, there were 17 cases of urine
retention in the observation group, and the incidence of uri-
nary retention was 5.67 percent; in the control group, the
number of urinary retention was 44, and the incidence of
urinary retention was 14.67%. The urination efficiency of
the observation group was 98.33%, and the urination effi-
ciency of the control group was 86.33%; comparison results
showed that P < 0:05. The 24h postpartum haemorrhage of
the observation group was 1.33%; the 24h postpartum
haemorrhage of the control group was 2.66%. Uroschesis
therapy was performed in 17 patients in the observation
group and 44 patients in the control group. The treatment
rate in the observation group was 88.24%; the treatment rate
of the control group was 72.73. The difference was statisti-
cally significant (P < 0:05).

4. Conclusion

To sum up, the application of predictive nursing combined
with early drinking water therapy for the prevention and
treatment of urinary retention after vaginal delivery could
effectively prevent the occurrence of urinary retention after
vaginal delivery and improve the effective rate of urination.
It not only did not increase the incidence of postpartum
haemorrhage at 2 h or 24 h but also improved the therapeu-
tic effect of urination, and it was worth promoting.
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With the development of wireless network technology, the transformation of educational concepts, the upgrading of users’
educational needs, and the transformation of lifestyles, online education has made great strides forward. However, due to the
rapid growth of online education in my country, many regulatory systems have not kept pace with the development of online
education, resulting in low user experience and satisfaction with online education. The establishment of a user satisfaction
model is beneficial for attracting attention and thinking about research in the field of online education service quality, assisting
enterprises in recognizing the specific impact of various factors in services, accelerating service quality improvement, and
assisting in the formulation of industry norms and improving enterprise competitiveness, all of which help students acquire
knowledge more easily. In the era of big data, traditional satisfaction evaluation methods have many drawbacks, so more and
more machine learning methods are applied to satisfaction evaluation models. This paper takes the research of machine
learning algorithm as the core to carry out the research work, uses the cost-sensitive idea to improve the decision tree,
considers the cost of different types of classification errors, and uses the random forest principle to integrate the generated
decision tree, thereby improving the accuracy of the model. The model has better stability, and the validity of the model is
verified by experiments. For a follow-up in-depth investigation of online education satisfaction rating technology, the linked
work of this paper has certain reference and reference value.

1. Introduction

The use of smartphones and tablet computers has grown in
popularity as the mobile Internet has become more popular
and network costs for 4G and 5G networks have decreased,
and more people are turning to the convenient and fast
mobile Internet to access information. “Internet + educa-
tion” has also emerged, and online education is setting off
a profound revolution in learning methods. Online educa-
tion gives full play to the advantages of wide network dis-
semination and rapid information update, realizes the
sharing of learning resources, and meets the learning needs
of learners anytime, anywhere. In recent years, the impact
of the pandemic has further promoted the development of
online education, and various online education platforms
have emerged. However, online education platforms are
heating up, and platform competition is escalating, but what
follows is that the quality of online education platforms is

mixed. Therefore, the analysis of the service quality and user
satisfaction of education platforms must be carried out on a
daily basis.

How to make online education develop better and faster,
benefit more people, and explore issues related to online
education satisfaction are of great significance to theoretical
basic research, enterprises, and users. The influencing vari-
ables of service quality, evaluation methodologies, and eval-
uation indicators are employed in the online education
business on a theoretical foundation. Establishing a sound
evaluation index system that adapts to the influencing fac-
tors of online education and measures it quantitatively can
not only pique everyone’s interest and stimulate thought in
the field of online education service quality research, but also
deepen the subdivision of this subdivision as technical con-
ditions improve. For enterprises, if they recognize the spe-
cific influence of various factors in service quality, they can
tilt their investment, accelerate the improvement of service
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quality, improve user satisfaction, enhance the stickiness
between users and enterprises, and increase the influence
of word-of-mouth communication, which is conducive to
formulating the service quality standards of the enterprise
or the industry, strengthening the core competitiveness of
the enterprise, and improving the industry status of the
enterprise. For users, it is possible to gain more knowledge
from online learning, and it is more convenient to use. Their
explicit and implicit needs can be accuratelymet. Give full play
to the high efficiency and low price of online education, and
bring practical convenience to the majority of students. It
saves the family’s expenses on educational tuition and pro-
vides an important supplement to school education. There-
fore, online education satisfaction research is a realistic topic.

With the continuous development of scientific comput-
ing methods, relevant statistical prediction researchers have
turned their attention to the study of machine learning
models. In the current era of Internet communication with
many data dimensions and huge amounts of data,
traditional mathematical statistical models are no longer suf-
ficient to analyze and mine potential mathematical relation-
ships and correlations between independent variables in
data. Compared with other traditional statistical models,
machine learning models have the following significant
advantages: high accuracy, automated calculation, fast calcu-
lation speed, and custom features. Common algorithms
include decision tree, Bayesian classification algorithm [1],
artificial neural network [2], K nearest neighbors [3], and
support vector machine [4]. Based on this, this paper
establishes a user satisfaction evaluation model based on
the decision tree algorithm in machine learning theory and
improves the decision tree algorithm.

This research develops a machine learning-based online
education satisfaction rating model, presents a decision tree-
based mobile Internet satisfaction evaluation model, and
enhances the decision tree algorithm. The improved method
outperforms the BP neural network algorithm, Bayesian algo-
rithm, and XGBoost algorithm in the experiments.

The paper arrangements are as follows: Section 2 describes
the related work. Section 3 discusses the basic algorithms and
principles. Section 4 examines the satisfaction evaluation algo-
rithm based on decision tree. Section 5 analyzes the experi-
ments and results. Section 6 concludes the article.

2. Related Work

This section discusses the research on machine learning in
the field of customer satisfaction. They analyze the research
on user satisfaction of online education.

2.1. Research on Machine Learning in the Field of Customer
Satisfaction. Liu Yang conducts research on user satisfaction
of telecom operators, forms experimental data sets through
satisfaction attribute selection and questionnaires, uses
random forest algorithm to build prediction models, and
uses multi-label classification algorithm to optimize the
model [5]. Liu Fan conducts research on user satisfaction
in the telecommunications industry and integrates various
business processes based on the prediction results of logistic

regression to obtain a prediction model of telecommunica-
tions user satisfaction [6].

Taking JingdongMall as the research object, FanMiaomiao
uses crawler technology to capture a large number of online
customer reviews. Through word frequency analysis and topic
semantic mining on the content of the reviews, combined with
the logistics service satisfaction theory and LDA topic model,
the logistics service satisfaction is established.

QIY and LIH have captured the stockholders’ evalua-
tions of a company’s stock online, quantified the evaluation
information using sentiment analysis, and used complex
networks to study the conduction characteristics of stock-
holders’ emotions [7]. Schumaker and Chen studied finan-
cial news articles through text table features and statistical
machine learning and constructed a stock quantitative fore-
cast system based on financial news [8].

Most studies collect data such as consumer behavior
records, surveys, and online evaluations and use logistic
regression, time series, neural network, and text mining
methods to conduct factor analysis and forecast research
on customer satisfaction. There is a scarcity of research on
consumer satisfaction in online education compared to busi-
nesses like telecoms and e-commerce. Figure 1 show the
workflow of machine learning:

2.2. Research on User Satisfaction of Online Education. Mei
Lick Cheok and Su Luan Wong based on the review of past
research on the satisfaction of using information technology
system and established a theoretical model of the influencing
factors of the satisfaction of online learning in middle school
teachers and teaching. Three groups of potential factors
affecting secondary school teacher satisfaction were identi-
fied. This study proposes a theoretical framework outlining
the predictive potential of three key sets of factors for sec-
ondary school teachers’ online learning satisfaction. It is
believed that these factors can be considered when formulat-
ing future CPD curriculum and intervention plans and when
proposing new curriculum innovations [9, 10].

Eshun and Amofa [11] used an online learning manage-
ment system to determine the perceived value of multigener-
ational student groups’ educational experiences. They
discovered that the curriculum content design of students’
online courses, as well as their preference for the classroom
environment, resulted in varying levels of student satisfac-
tion and concluded that based on multiple studies. The
development of student groups in a contextualized online
teaching model can be utilized as a tactic to increase stu-
dents’ learning experience and satisfaction. Kuo et al. [12]
tested the student satisfaction model and tested the regres-
sion model with a hierarchical linear model, and the results
showed that in terms of improving student satisfaction, the
improvement of learner interaction with course content
was the most promising, while in the course setting, the
interaction between learners is negligible. Hsu et al. [13]
applied basic psychological needs to online education
courses, compared the motivational models of online learn-
ing and face-to-face learning, and concluded that whether
students’ needs are met has an impact on students’ learning
motivation and learning outcomes. Eom et al. [14] and
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tion modeling, respectively, to study the reasons that affect
satisfaction and the effect of learning. Eom found that the
most important factors affecting the satisfaction of online
education platforms and students’ learning effects are course
design, teacher level and personality, and teacher-student
interaction in the classroom; Harvey found that students’
satisfaction with online education platforms is not related
to the gender of users relationship and found three signifi-
cant antecedents affecting male and female student satisfac-
tion: word of mouth, facilities, and teachers. Ozyurt [16]
collected data using the online education student satisfaction
scale and clustered it using the Ward method in the
hierarchical clustering method. Graber [17] adopted a
quasi-experimental, post hoc comparison research design,
using two groups of post hoc tests to compare the effective-
ness of brick-and-mortar classrooms and online education
in delivering knowledge to students through comprehensive
grade point averages, class scores, and student satisfaction
survey results. Effectiveness and student satisfaction validate
the feasibility of conducting online education, as shown in
Figure 2.

Xu Zheng analyzed the characteristics and essence of
“Internet +” and regarded “Internet + education” as a kind
of integration, which is the deployment and optimization
of educational resources once again, which can reduce the
entry threshold for users to learn and improve the learning
effect. “Internet + education” is O2O under different condi-
tions, with both online supplements and offline foundations.
Users of online educational institutions are a special type of
users, and their learning and consumption are more passive.
Therefore, the teacher’s responsibility is not only to simply
teach and solve puzzles, but also to supervise and bring
about the purpose of students’ learning [18].

In the research on user satisfaction evaluation of multi-
media courseware resources, Lenny conducted a question-
naire survey on users according to the four influencing
factors of multimedia user satisfaction. Its influencing
factors are content, interactivity, vividness, and graphic
quality [19].

Fernando et al. believed that by surveying learners with
distance education experience, they analyzed the influencing
factors of distance education user satisfaction: the quality of
resource content, the value of content, the availability of
resources, and the innovation of resources [20].

The terms “digital natives” and “digital immigrants”
were coined by the well-known learning software creator
MP Translated (2009) and others to reflect the vast differ-
ences in digital technologies between today’s individuals
and their forefathers. People nowadays want to be a part of
new experiences with interactivity, immediacy, virtuality,

control, and participation. These all fit perfectly with the
characteristics of online education courses [21].

Jon Bergmann and Aaron Sams, according to the educa-
tional goal theory of the famous American educational psy-
chologist Benjamin Samuel Bloon, found that although
online education methods have adjusted and screened
advantageous educational resources, online education can
only achieve knowledge and comprehension; there is no
guarantee of real outcomes of learning. Jon Bergmann and
Aaron Sams then put forward a new educational model
theory—Flipped Class. Its core concept is to allow learners
to learn actively, participate actively, blended curriculum
design and Podcasting classroom [22].

3. Basic Algorithms and Principles

Here, it discusses the evaluation method of satisfaction
evaluation accuracy. They define the introduction to
decision trees.

3.1. Evaluation Method of Satisfaction Evaluation Accuracy.
The index characteristics of the accuracy, recall, precision,
and error rate of the prediction results can usually reflect
the good replacement of the model. And these indicator
features can be reflected by confusion matrix [23].

Confusion matrix is to analyze the actual value of the
sample and the predicted value of the model. If the actual
sample is 0, it is a negative example, and if it is 1, it is a pos-
itive example. If the predicted class is wrong, it is false, and
the prediction is correct, it is real. The final confusion matrix
is shown in Table 1.

3.1.1. Accuracy and Error Rate. Accuracy refers to the
probability that the model predicts correctly, and its formula
is as follows:

Accuary = TP + TN
C

, ð1Þ

where C is the total number of samples.
Similarly, the error rate refers to the probability that the

model predicts incorrectly, and its formula is as follows:

Error = FP + FN
C

: ð2Þ

3.1.2. Precision and Recall. In practical applications, the
accuracy and error rate alone cannot reflect the speed of
the model, and customers pay different attention to the pos-
itive and negative examples of the target variable. Therefore,
we must also consider precision rate.

Evaluation modelBuild the model Validate the model Model tuningData acquisition
and cleaning 

Figure 1: Machine learning workflow.
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Precision describes the ratio of the number of samples
predicted to be positive and actually positive (TP) to the
total number of samples predicted to be positive ðTP + FPÞ
by the model, which is as follows:

Precision = TP
TP + FP

: ð3Þ

This indicator represents the proportion of samples pre-
dicted as positive by the classifier that are actually positive.

Recall describes the ratio of the number of samples that
the model predicts to be positive and are actually positive
to the total number of samples that are actually positive in
the test dataset, which is as follows:

Recall = TP
TP + TN

: ð4Þ

This indicator represents the proportion of positive sam-
ples that the classifier predicts correctly, accounting for the
actual positive samples. Since the positive and negative sam-
ples of the data set used in this paper are unbalanced, and
the education satisfaction research will pay more attention
to those “dissatisfied” user evaluation data, the evaluation
criteria of the satisfaction model in this paper are mainly
based on recall rate and accuracy rate, as a supplement.

3.2. Introduction to Decision Trees. Decision trees use tree
structures to model the relationship between sample features
and potential outcomes. Among them, each internal node
(non-leaf node) represents a test on a feature, each branch
represents an output of the test, each leaf node stores a class
label, and the vertex of the tree is the root node. As shown in
Figure 3, this is a sales decision tree model of a certain prod-
uct, which predicts whether customers will buy a certain
product according to customer characteristics. The rectan-
gles represent the non-leaf nodes of the tree, and the ellipses
represent its leaf nodes.

The decision tree processing problem is generally
divided into the following two steps:

(i) First, learn the training set to establish a decision tree
classification model

(ii) Use the established decision tree classification model
to classify samples of unknown types

3.2.1. Decision Tree Generation. The establishment of a deci-
sion tree model is a recursive process that needs to repeat-
edly decompose the data into smaller subsets, and the
process does not stop until the resulting subsets meet a stop-
ping criterion. The root node represents the entire data set.
At this time, there is no data decomposition. The decision
tree selects a feature to decompose the data set. The first
group of decisions is formed by dividing all of the data into
separate subsets based on the value of the feature. Continue
to decompose the data according to different feature values
along each branch until the stopping condition is satisfied.
If the node reaches the stop condition and no longer decom-
poses, the node becomes a leaf node. Each leaf node is a
label, and the label is determined according to the category
of the instance that is assigned to the node. The result of
the decision tree model establishment is to establish a deci-
sion tree that can predict and classify unclassified samples,
and its establishment process follows the idea of “divide
and conquer.” The construction of a decision tree is a recur-
sive process, and the decision tree algorithm returns recur-
sion in three situations:

(1) The samples contained in the nodes belong to the
same category

(2) The current attribute set is an empty set, or all sam-
ples in the node have the same value on this attribute

(3) The current node does not contain any samples, that
is, the sample set is empty

Through the learning of the data set, a tree can be estab-
lished to classify unknown types of samples. When classify-
ing a sample, first start from the top level of the decision tree,
test the attributes of the sample, and judge that the sample
should walk down the branch of the decision tree according
to the attribute value. Each non-leaf node of the decision tree
will test the data attributes until the sample reaches a leaf
node of the decision tree and the classification is completed.

Convenience

Price

After school service

Course status

Course advisors

Course page

Satisfaction

Figure 2: Online education user satisfaction evaluation index model.

Table 1: Con fusion matrix.

True class
0 1

Predicted class
0 TN FN

1 FP TP
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Then, the type of the sample is the type marked by the
leaf node.

3.2.2. Decision-Making Optimal Attributes Selection. The key
to the establishment of the decision tree model lies in the
selection of the optimal attribute. There are many ways to
choose the optimal attribute of the decision tree. The most
classic ones are information entropy, information increase,
and information gain rate. At the same time, these three
concepts are also the cornerstone of ID3 algorithm and
C4.5 algorithm. The information gain rate is the splitting
index of C4.5. The main function of information entropy is
to judge the purity of the sample type in the sample set,
assuming the current sample set the proportion of the kth
class samples in D is pkðk = 1, 2, 3,⋯, jyjÞ, then the informa-
tion entropy of D is expressed as

Ent Dð Þ = −〠
y

k=0
pk log2pk: ð5Þ

From Formula (5) that when the purity of sample D is
higher, the value of EntðDÞ is smaller, and the minimum value
is 0. When the purity of D is lower, the value of EntðDÞ is
larger, and the maximum value is 1.

When using a decision tree algorithm to select optimal
attributes, the higher the purity of the target variable, the bet-
ter. Therefore, the concept of information gain is introduced
to measure the effect of splitting according to attributes.

Assuming that the discrete attribute A has v possible
values fA1, A2,A3,⋯, Avg, if the sample set D is divided
by the attribute A, v branch nodes will be generated, of
which the v branch node contains all the values in the attri-
bute A in D. The value of the sample Av is denoted as Dv. We
can calculate the information entropy of Dvaccording to
Equation (5). Considering that the number of samples con-
tained in different branch nodes is different, assign weights
to the branch nodes jDvj/jDj. Dindicates the number of sam-
ples in the set Dv. That is, the branch node with more sam-
ples has a greater influence, so the calculation is based on the

attribute the information gain obtained by dividing the sam-
ple set D by A:

Gain D, að Þ = Ent Dð Þ − 〠
V

v=1

Dvj j
Dj j Ent D

vð Þ: ð6Þ

To a certain extent, the information gain represents the
purity improvement brought by classifying the sample set
by attributes. That is to say, dividing the samples according
to the information gain can increase the proportion of sam-
ples of the same type in the samples. As a result, the widely
used ID3 method chooses partition attributes based on
information gain. Of course, selecting the best attributes
for a decision tree is an NP problem, and there are disadvan-
tages to using information gain as the best attribute selection
approach for samples: This method tends to choose attri-
butes with more values as split points. To reduce this prefer-
ence, the C4.5 algorithm refers to the information gain rate
as a splitting index to select the optimal splitting attribute.
The information gain rate is defined as

Gain ration D, að Þ = Gain D, að Þ
IV að Þ ,

IV að Þ = −〠
V

v=1

Dvj j
Dj j log2

Dvj j
Dj j :

ð7Þ

According to the different optimal attribute selection cri-
teria, the decision tree algorithm can be divided into three types:
ID3, C4.5, and CART [24]. These three decision tree algorithms
have become the most classic decision tree algorithms.

4. Satisfaction Evaluation Algorithm Based on
Decision Tree

This paper mainly uses the decision tree algorithm to estab-
lish a satisfaction evaluation model and optimizes it accord-
ing to the characteristics of the data set so that it has a good
classification performance.

Buy

Not
buy

ReputationIncome

Student

Age

Young 
Middle-aged

Old 

Buy Not
buy Buy

Not
buy Buy

YesNo

High
Medium

Low Excellent Good

Figure 3: Decision tree model.
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4.1. C 4.5 Introduction to Algorithms. The C4.5 decision tree
algorithm has a good classification effect and visualization
effect, so it is widely used. However, due to the imbalance
in the number of positive and negative samples in the data
set in this paper, it is not possible to directly use the tradi-
tional C4.5 decision tree algorithm for modeling. A good
classification effect is achieved. The reasons are as follows:

(1) The positive and negative samples of the data set
used in this paper are extremely unbalanced. The
classic C4.5 approach classifies the leaf nodes and
prunes the decision tree based on the lowest error
rate, biasing the decision tree’s prediction result
towards the data. There are numerous types. For
example, the number of positive samples in a test
set is 90, and the number of negative samples is 10.
If the model predicts all the samples in the test set
as positive samples, the accuracy of the model can
also reach 90%. But this obviously does not make
any sense. In real life, the cost of misjudging a sam-
ple type as another type is different. For example,
predicting a cancer patient as a normal person and
predicting a normal person as a cancer patient, obvi-
ously the former will cause more serious conse-
quences. The cost of misclassification is different,
and it is obviously not advisable to use the lowest
error rate as the original criterion

(2) A vast number of studies reveal that a single machine
learning model’s classification effect is not perfect, that
it is prone to overfitting, and that its classification accu-
racy is limited regardless of which aspect is improved
for a single learner. The model’s evaluation accuracy
can be improved by combining multiple models. Based
on the above points, this paper mainly improves the
C4.5 algorithm as follows: (1) Introduce a cost-
sensitive mechanism to optimize the algorithm, and
(2) use the idea of random forest integrate decision trees

4.2. C 4.5 Algorithm Optimization

4.2.1. Cost-Sensitive Decision Tree. The positive and negative
samples of the data set used in this paper are unbalanced.
The traditional C4.5 decision tree algorithm performs leaf
node labeling and model pruning optimization according
to the minimum error rate, which cannot meet the require-
ments of satisfaction evaluation. All this paper introduces a
cost-sensitive mechanism. Misclassification of different sorts
of samples generates varying costs; hence, it is cost-sensitive.
Cost-sensitive decision tree is an extension of decision tree
learning, which optimizes the labeling and pruning of leaf
nodes based on the minimum misclassification cost, rather
than the traditional minimum error rate. In recent years,
cost sensitivity has attracted extensive research since it was
proposed in 2001 and achieved fruitful research results. Cost
sensitivity has become a very effective way to solve the
imbalance of sample distribution. This paper uses the cost-
sensitive idea to improve the C4.5 decision tree algorithm
to achieve a more accurate evaluation of mobile Internet sat-
isfaction. The main ideas are as follows:

(1) First, a cost-sensitive mechanism is introduced, and
the minimum cost is used as the criterion when mark-
ing leaf nodes, rather than the original error rate

(2) The construction of the decision tree is ended in
advance by setting the minimum number of leaf
node samples, avoiding over-fitting caused by over-
refinement of the decision tree production process

(3) This paper mainly adopts the post-pruning method
to prune the decision tree, traverses each node of
the decision tree in a bottom-up manner, calculates
the misclassification cost of the current node, and
then calculates and subtracts a certain branch. The
misclassification cost before and after changes. If
the pruned decision tree has a lower misclassification
cost, it will be pruned, resulting in a smaller decision
tree with a lower misclassification cost. Several
related concepts are now introduced as follows:

Definition 1. Error cost matrix: Suppose that there are n kinds
of classification marks in the training set T, the p1, p2, p3,⋯pn
current node is k, then define the cost loss matrix CM as

CM =
0 ⋯ P1n

⋮ ⋱ ⋮

Pn1 ⋯ 0

2
664

3
775: ð8Þ

Among them, when i is not equal to j, it indicates the clas-
sification cost generated when pij the sample with the pj actual
category is judged to be a category pi. When i = j, it indicates
that the current node is correctly classified, and there is no
misclassification cost, so it is 0.In leaf node labeling algorithm,
the decision tree algorithmwill return recursion in three cases:

(1) The samples contained in the nodes belong to the
same category

(2) The current attribute set is an empty set, or all sam-
ples in the node have the same value on this attribute

(3) The current node does not contain any samples, that
is, the sample set is empty

Definition 2. Node misclassification cost: Assuming that the
training set is T , there are m types in a node of the generated
decision tree, and their category flags are, respectively, p1,
p2, p3, p4,⋯, pm, and the number of samples in each cate-
gory is n1, n2, n3,⋯, nm. Assuming that the type of decision
tree marked for the current node is pi, the misclassification
cost (CL) of its node is defined as

CL = 〠
m

k=1
nk ∗ pki: ð9Þ

In order to prevent overfitting caused by too many
branches of the decision tree, this paper adds a recursive
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return condition, that is, to set the minimum number of leaf
node samples min_Num, when the sample contained in the
current node is less than min_Num, the recursion ends, and
the node is marked as a leaf node. The labeled class is the
class with the least classification cost.

In decision tree pruning, the traditional post-pruning
method is to first generate a complete tree from the training
set and then judge whether to prune according to the lowest
classification error rate. If the error rate after pruning is
lower than the error rate before pruning, this subtree is
replaced with a leaf node, and the type of the node is marked
as the type with the most samples. Pruning is not done if the
mistake rate after pruning is higher than the error rate
before pruning. The typical pruning method ignores the var-
ious costs associated with various types of misclassification.
This paper improves the traditional pruning algorithm by
considering the cost of various types of misclassification.

The specific pruning process is as follows: starting from
the leaf node of the decision tree, each inner node of each
layer is judged from bottom to top.

Step 1: Calculate the misclassification cost of each sub-
tree node that may be pruned according to Formula (1)

Step 2: Calculate the misclassification cost of the subtree
if it is not pruned according to Formula (2)

Step 3: Compare the misclassification cost of the subtree
with the misclassification cost after the subtree is pruned
and marked as a leaf node. If the former is greater than
the latter, the subtree is turned into a leaf node, and
the node is marked according to the minimum misclas-
sification cost

Step 4: Repeat the above process until continuing prun-
ing will increase the misclassification cost

The decision tree pruning can not only generate a decision
tree with smaller scale and better generalization performance,
but also can increase the number of classification of minority
class samples by introducing the idea of cost sensitivity.

4.2.2. Ensemble Method Based on Random Forest. Many
studies have proven that a single learner can no longer match
people’s categorization criteria, necessitating the use of
numerous classifiers to create a high-performance combina-
tion model, or ensemble learning approach. Figure 4 depicts
the overall architecture of ensemble learning. The integration
method in this paper adopts the idea of random forest to inte-
grate the optimized decision tree generated by training.

Random forest is a variant [25], which mainly introduces
random attribute selection on the basis of bagging ensemble.
The basic idea of random forest is as follows: First, use the
bootstrap sampling method to extract k sample sets from
the original data set, and then establish k decision tree
models for these k sample sets, respectively. Because random
forests introduce random attribute selection, for each node
of each decision tree, first randomly select a subset of the
attributes from the node’s attribute set as an attribute subset,
and then partition the subset into optimal attributes. In the

final prediction, the prediction results of the k decision trees
are integrated by voting. The main idea of random forest is
shown in Figure 5.

The data set used in this paper has the problem of
imbalance of positive and negative samples. Although a
cost -sensitive mechanism is introduced in Section 4.2.2,
due to the large gap between positive and negative sample
data, the corresponding value in the corresponding cost
matrix is misclassified. It will also be very vast, resulting in
a high error rate and a lot of unpredictability, even though
the cost-sensitive decision tree can classify rare class samples
well. Furthermore, the data set in this paper is very large. If
the model is trained on the original data set, the time effi-
ciency will be very low. Therefore, before generating the
cost-sensitive decision tree, this paper uses the sampling
method to reduce the positive and negative ratio of the
training samples. The specific implementation is as follows:
random forest for random sampling of datasets, the data
which are first divided into large class datasets and rare
class datasets by type .Then, random sampling is performed
on the large class dataset and rare class dataset respectively.
Then, the randomly sampled sets are combined into a
decision tree training set, as shown in Figure 6. The steps
of the random forest ensemble method in this paper are
as follows:

Step 1: Input the sample set D, and divide the sample
set D into large class sample sets D1 and rare class sam-
ple sets D2

Step 2: Perform random sampling with replacement in
D1 ′ proportion to the large sample set to generate a
new sample set. Perform random sampling with
replacement P1 in proportion to the rare sample set
to P2 generate a new sample setD2 ′

Step 3: Combine the sample set D1 ′ and D2 ′, and com-
bine the decision tree training set

Step 4: If the sample data contains n attribute values,
then the decision tree randomly selects m attributes
(m < n) during node splitting and selects the optimal
attribute for division on this m attributes

Step 5: Repeat Steps 2–4 to generate k decision trees

Step 6: Summarize the classification results of the k
decision trees. The way of summarizing is to use the
method of “majority voting” to determine the final clas-
sification result

5. Experiments and Results

This section examines the integrated learning. They analyze
the comparison of other algorithms.

5.1. Integrated Learning. In this paper, the ensemble learning
adopts the idea of random forest to integrate the decision
tree model. The steps are when randomly sampling the data
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set, first divide the data into large-class data sets and rare-
class data sets by type, and then separate the large-class sam-
ples. Sets and rare class samples are sampled, and finally the
sampled data sets are combined for decision tree training.

In the experiment, the ratio of positive and negative
samples in the training set of a decision tree is 20 : 1, and
the number of experiments is 10 times. The performance
comparison of each algorithm is shown in Table 2.
Figure 7 shows the recall comparison between algorithms,
and Figure 8 shows the accuracy comparison between
algorithms.

From Table 2 that the cost-sensitive decision tree can
greatly improve the recall rate of the model, but the range
of its accuracy and recall rate fluctuates greatly. After the

decision tree model integrates the classification results based
on the random forest method, although the recall rate can-
not be significantly improved, the accuracy and recall rate
fluctuate less. Therefore, using the random forest method
to integrate the decision tree model can not only improve
the accuracy of the model, but also increase the stability of
the model.

5.2. Comparison of Other Algorithms. Finally, in order to ver-
ify the performance of the algorithm in this paper, compared
with other mainstream classification learners, other algo-
rithms are used: BP neural network algorithm, Elman neural
network algorithm, mlp multilayer perceptron, naive Bayes,
XGBoost algorithm.

Table 2: Algorithm performance comparison.

C4.5 Cost-sensitive decision tree Random forest
Accuracy Recall Accuracy Recall Accuracy Recall

1 0.9637 0.3118 0.8110 0.6058 0.9011 0.7158

2 0.9642 0.3574 0.7522 0.7623 0.8322 0.7521

3 0.9634 0.3234 0.7942 0.7221 0.8042 0.7408

4 0.9637 0.3834 0.7866 0.7208 0.7966 0.7565

5 0.9642 0.3534 0.8366 0.6765 0.8409 0.7508

6 0.9634 0.3334 0.8166 0.7008 0.8242 0.7367

7 0.9637 0.3634 0.7966 0.6901 0.8342 0.7408

8 0.9642 0.3834 0.7966 0.7208 0.8366 0.7208

9 0.9634 0.3334 0.8266 0.6208 0.8766 0.7308

10 0.9615 0.3234 0.8166 0.7108 0.8205 0.7367

Average value 0.9635 0.3466 0.8225 0.6931 0.8205 0.7367

Standard deviation 0.000789 0.02406 0.04314 0.04547 0.01653 0.0134
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The algorithm optimized in this study does not have the
best accuracy or recall when compared to other algorithms,
but it does have the highest F1 source, as seen in Figure 9.
That is to say, this paper introduces cost-sensitive ideas to
improve the algorithm, which can more accurately find cus-
tomers who evaluate the mobile Internet as “dissatisfied”.
The model has better classification performance.

6. Conclusion

The traditional education sector has been greatly influenced
by the online education industry. With the rapid advance-
ment of Internet and mobile terminal technologies, the
online education market has seen the introduction of more
and better course items. The cost of instruction is lower,
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Objective. To analyze the application and effect of sandplay therapy in higher vocational students’ mental health. Method. 350
sophomores of 2019 in a higher vocational college were randomly selected, and 72 subjects of depressed students (SAS ≥ 50)
were selected from 350 sophomores and randomly divided into the intervention group and the control group, each group 9,
preparing one set of chamber equipment, adopting the same group before and after test experiment design. The intervention
group was, respectively, given 8 individual box court game tutoring, once a week for each person. The control group did not
intervene. By comparing the intervention group with the control group, the intervention effect of sandplay therapy on anxiety
of experimental group members was investigated. Results. Among 350 respondents, 72 had SAS scores ≥ 50, and the incidence
of anxiety symptoms was 20.57%. Since there was only 1 case with SAS score ≥ 70, it was incorporated into the group with
SAS score ranging from 60 to 59. After treatment, SAS scores of students with mild to moderate anxiety in the intervention
group decreased, and the difference was statistically significant. The difference before and after control group was not
statistically significant. After sandplay therapy, the differences in SAS scores between the intervention group and the control
group were found to be statistically significant for both mild and moderate anxiety. Conclusion. Sandplay therapy in the higher
vocational college students’ mental health education could promote the mental health of students, and it effectively improves
students’ psychological quality.

1. Introduction

With the changes of learning pressure and social environ-
ment in colleges and universities, the psychological diseases
of college students show an increasing trend (depression,
anxiety disorder, bipolar disorder, etc.) [1, 2]. Sandplay
therapy is a kind of psychotherapy in which an individual,
accompanied by the therapist, selects toys from the toy shelf
freely and performs self-expression in a special box filled
with fine sand [3]. In 1954, combining Jung’s analytical
psychology and projection techniques, Dore M. Kalff devel-
oped Lowenfeld’s “The World Technique,” it was intro-
duced to Japan by a Japanese clinical psychologist, and
Zhang Risheng introduced it to China in 1998 [4]. Sandplay
therapy creates “free and protected spaces” through sand,
water, and toys, providing visitors with the possibility of
expressing unintentional processes [5]. The visitors solve
their personality problem on this basis, and the symptoms

are also eliminated [6], thereby improving or eliminating
psychological disorders such as anxiety and depression [7].
The sandplay therapy itself is nonverbal and nondirective.
The client expresses his emotions in the chamber con-
sciously or unconsciously. In the face of the sandplay works
created by himself, through sharing and analysis with the
therapist, the visitor will have awareness of his own cogni-
tion and emotions, so as to improve or eliminate his anxi-
ety, depression, and other psychological disorders [8, 9].
At the initial stage of group sandplay therapy intervention,
trauma themes such as division and hostility often appear.
After the implementation of group sandplay therapy inter-
vention, the sensitivity level of students’ interpersonal rela-
tionship has decreased significantly, and their personal
sense of discomfort and inferiority have improved. Group
sandplay therapy shows a certain curative effect. Sandplay
therapy is one of the important methods of emotional man-
agement education [10, 11]. Sandplay therapy can help
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college students find their own problems, rebuild their cog-
nition, and vent their emotions [12]. The mental health
education of higher vocational students is of particularity.
Its treatment targets are mainly growing and developing
college students. Most of their psychological problems are
developmental problems. Therefore, sandplay therapy can
be used in college mental health education. This study
selected 350 sophomore depressed students from our school
to conduct a sandplay analysis.

2. Materials and Methods

2.1. Research Object. 350 sophomores of 2019 in a higher
vocational college were randomly selected, and 72 subjects
of depressed students (SAS ≥ 50) were selected from 350.
Among them, there were 40 girls and 32 boys, aged from
20 to 22 years. The average age of the subjects was 21.24
years. The subjects were randomly divided into the interven-
tion group and control group, each group 9. Basic informa-
tion of research object is shown in Table 1:

2.2. Methods

2.2.1. Equipment Preparation. One set of box court equip-
ment includes (1) 1 sandplay sandbox, (2) 2 toy racks, (3)
about 1,000 toys, (4) one digital camera used for taking pic-
tures in the gallery, and (5) forms recording relevant data
and psychological support teachers for record the character-
istics of the works and the process of the works.

2.2.2. Testing Process. All students completed the SAS scale
before and after sandplay therapy, once a week per person.
The control group did not intervene. By comparing the
intervention group with the control group, the intervention
effect of sandplay therapy on anxiety of the experimental
group members was investigated. The specific experimental
process is shown in Figure 1:

(1) Preimplementation test: SAS (self-rating anxiety
scale) [13] was used to screen the subjects (according
to the diagnostic criteria of the self-rating anxiety
scale in the behavioral medicine scale manual, the
standard score of the self-rating anxiety scale ≥ 50
was taken as the standard for the diagnosis of anxiety
disorders)

(2) Sandplay intervention: choose a suitable venue,
equipped with professional psychological instruc-
tors, test the students according to the norms of sand
table play therapy, and record the relevant data of
the test. The specific implementation process of
sandplay therapy is shown in Figure 2:

(i) Choosing dry or wet sand: guiding: “Please choose
dry sand or wet sand. The wet sand ratio is easier
to accumulate, but it is harder and cooler.And the
dry sand is softer, but less likely to build up. You
can choose any kind of sand”

(ii) Feeling sand guiding: “Close eyes and adjust breath-
ing, feel the texture and the temperature of the sand
with your hands, Feel what the sand says and let
your imagination fly”

(iii) Sandplay works: guiding: “Please put these toys in
the sandbox and do whatever you want.” The sub-
jects created freely. In this process, the subjects were
not allowed to communicate with each other to
avoid understanding each other’s intentions, but
the subjects could simply interact with the psycho-
logical teacher. Psychological teachers make simple
records. If subjects do not take the initiative to com-
municate with psychological teachers, psychological
teachers do not take the initiative to communicate
with subjects

(iv) Appreciating and experiencing works: guiding:
“This is your own world, please experience the feel-
ings this world brings to you.”

(v) Understanding and dialogue: having a dialogue
about sandplay works, understanding the theme,
content, and information about the mental state of
the visitor. The last producer in the last round could
have a modification opportunity, and after the pro-
duction is finished. He could make some adjust-
ments to the whole work, but he could not put
toys. After the above operations, the team members
and the team leader sat around the sandplay, told
each other’s intentions and feelings in combination
with the order in which the toys were placed, and
conducted an in-depth discussions. The discussion
extended to the individual level. Finally, the group
members jointly propositioned the sandplay works

(vi) Photo record: the healer would take photos and
record the box court works from different angles
from directly below, left and right. And ask any sub-
ject in the group to choose any angle to take partial
or overall photos of the work. It was up to the visitor
to decide whether to demolish the work by himself
or with the consultant

(3) Implement posttesting: immediately after completion,
the intervention group and the control group were
given SAS, and the intervention group members were
asked to fill in the self-reflection questionnaire

(4) Follow-up visit: one month after the end, contact the
two groups of testers and perform the SAS test again

2.3. Observation Index. SAS included 20 entries, each item
was equivalent to a related symptom and was scored on a
scale of 1 to 4. Among them, forward scoring questions were
counted as 1, 2, 3, and 4 points. Reverse scoring questions
were scored according to 4, 3, 2, and 1. Among them 5, 9,
13, 17, and 19 were entitled reverse in foreword score. The
scoring standard was <50, indicating no anxiety. A standard
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score ≥ 50 and <59 was classified as mild anxiety. Standard
score ≥ 60 and <69 was classified as moderate anxiety. A
standard score greater than or equal to 70 indicates severe
anxiety.

2.4. Statistical Method. SPSS 13.0 software was used for
descriptive analysis and t test of the survey data.

3. Results

3.1. Anxiety Detection Rate. Among 350 vocational college
students, 350 questionnaires had been recovered, and 336
were valid. The qualified rate of questionnaires was 96.00%.
Among the 336 valid questionnaire respondents, 72 had SAS
scores ≥ 50, and the incidence of anxiety symptoms was

25.00%. The incidence was 20.00% (34/170) for male students
and 22.89% (38/166) for female students, with no statistically
significant difference between the sexes (P > 0:05). Anxiety
detection rate is shown in Table 2:

3.2. Effects of Sandplay Therapy. Since there was only 1 case
with SAS score ≥ 70. It has been incorporated into the group
with SAS score ranging from 60 to 59. After treatment, SAS
scores of mild to moderate anxiety students in the interven-
tion group decreased, and the difference was statistically sig-
nificant. The difference before and after control group was
not statistically significant. After sandplay therapy, the dif-
ferences in SAS scores between the intervention group and
the control group were found to be statistically significant
for both mild and moderate anxiety. Comparison of SAS
scores of the two groups before and after treatment is shown
in Table 3:

4. Discussion

Mental health affects the life and study of higher vocational
students. However, mental diseases have no obvious signs,
so they are hidden and difficult to find. In addition, most
vocational college students with mental diseases are unwill-
ing to tell their parents and teachers, so colleges and families
should pay attention to the mental health of vocational col-
lege students [14]. Sandplay therapy is an effective method
to improve college students’ unhealthy mental states, such
as interpersonal maladjustment, anxiety, and attention defi-
cits. Group sandplay therapy takes the group as the activity
unit, and sandplay therapy in the group situation can pro-
mote interpersonal interaction, which has been proved to
be effective [15]. Students in vocational colleges are in ado-
lescence, and their physiological development has been basi-
cally mature, but their psychology is still immature, their
ideas are also in the social survival of the fittest, and fair
competition is constantly being tempered and tempered

Table 1: Basic information of research object.

Groups
Gender

x2 P Age (x ± s) x2 P
Male Female

Intervention group 12 24
2.145 >0.05

19:02 ± 0:39
1.251 >0.05

Control group 20 16 19:12 ± 0:28

Pre-implementation test

Sandplay intervention

Follow-up visit

Implement post-testing

Figure 1: Experimental process.

Choosing dry or wet sand

Feeling sand guiding

Sandplay works

Appreciatingand experiencing
works

Understanding and dialogue

Photo record

Figure 2: The implementation process of sandplay therapy.

Table 2: Anxiety detection rate.

Groups Intervention group Control group

Gender
Male 12 20

Female 24 16

SAS (50~59) Students (n) 48

Rate (%) 66.67

SAS (60~69) Students (n) 20

Rate (%) 27.78

SAS (>70) Students (n) 4

Rate (%) 5.55
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ing of the society in the process of ideological growth of
vocational college students, it is inevitable for vocational col-
lege students to have anxiety in the positive, confused, wait-
and-see, and even negative and dispirited psychology. The
faster the social change, the stronger the anxiety [17]. The
quantitative and qualitative results of group integrated sand
table play therapy are analyzed by using the dynamic Jiu-
gongge analysis technology of sand table works, which
proves that group integrated sand table play therapy has cer-
tain applicability and effectiveness in improving the self-
identity of higher vocational students [18].Group sandplay
games refer to group members building sand tables in a
common sandbox. The creation process needs to be based
on certain principles and during the entire placement pro-
cess. Team members are not allowed to communicate and
interact in any form and play alone [19]. Group sandplay
games can provide higher vocational students with a creative
and free psychological space full of support from group
members and help them relieve pressure [20, 21]. The con-
text and form of the game itself can help vocational students
to vent their internal psychological conflicts and psycholog-
ical pressures. The projection of the sandplay table can help
vocational students to understand themselves more compre-
hensively [22, 23]. After the tester completes the sandplay
work creation, the psychological teachers should communi-
cate with the tester. Psychological teachers should under-
stand and record the inner world of the test taker, so as to
prepare for the analysis of the psychological status of the test
taker and the follow-up after the test [24, 25]. For example,
when the tester places sand tools in the courtyard, the psy-
chological teachers analyze the image on the right side and
may reflect that the external world who pursues is practical
and shared [26]. It is also very important for higher voca-
tional students to follow up after receiving sandplay therapy.
Schools can organize full-time teachers to carry out work to
maintain the sustainability of the effect of sandplay therapy
[27, 28]. Related theoretical and practical research explored
the effectiveness of sandplay therapy as a psychological
counseling model in colleges and universities and also veri-
fied the role of sandplay therapy in college mental health
education [29, 30].

5. Conclusion

Research in this paper showed that among 350 subjects, 72
had SAS scores ≥ 50, and the subjects with anxiety symp-
toms accounted for 20.57% of the total sample. Since there
was only 1 case with SAS score ≥ 70, it was incorporated into

the group with SAS score ranging from 60 to 59. After treat-
ment, SAS scores of students with mild to moderate anxiety
in the intervention group decreased, and the difference was
statistically significant. The difference before and after con-
trol group was not statistically significant. After sandplay
therapy, the differences in SAS scores between the interven-
tion group and the control group were found to be statisti-
cally significant for both mild and moderate anxiety.

According to the summary, the sandplay therapy is effec-
tive in promoting the mental health of college students and
optimizing the mental health of college students. However,
college students’ mental health support should be a multi-
channel positive behavior, including family and school.
The methods of mental health support should also be diver-
sified. Colleges and mental health teachers should pay atten-
tion to adopting personalized methods of mental health
support according to the special circumstances of college
students.
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Topological information is provided, and research on the design of routing protocols for UAV self-assembling networks is
conducted, in order to enable fleet communication transfer between UAVs and UAVs and enhance their communication
transmission rate in the self-assembling network. A new routing protocol is proposed through greedy forwarding and
peripheral forwarding of UAV self-assembling network communication data, UAV self-assembling network planarization
processing, dynamic adjustment of routing mode based on topological information, and routing protocol decision content
generation. The proposed network is described using stochastic geometry theory, with the UAV and building locations
modeled as two independently distributed Poisson point processes and the building shape modeled as a rectangular body with
height obeying the Rayleigh distribution. An estimated equation for typical user coverage is produced using this model. The
simulation results show that the approximate expression matches with the simulation results with reduced computational
complexity, which verifies the validity of the approximate analysis. By comparing it with the clustering-based routing protocol,
it is concluded that the new routing protocol conditions for UAV self-assembly network can realize the communication
transmission between UAVs and drones and further promote their communication transmission rate.

1. Introduction

The existing unmanned aerial vehicle (UAV) autonomous
network is generated on the basis of Ad network, which
can realize the centerless and self-organized communication
transmission method without relying on ground communi-
cation equipment in practical applications. However, this
network structure has no central node in the process of com-
munication transmission, so each communication node is
able to join and leave the network freely, which makes the
communication capability of the UAV itself reduce and
has the problem of drastic changes in network topology.
Both for the security of communication data information
and for the operation of the UAV itself, there is a certain
negative impact. Therefore, to address this problem, this
paper carries out research on the design of UAV self-
assembling network routing protocols based on the intro-
duction of topology information technology [1–3].

Based on the topological information of UAV self-
assembling network routing protocol design, UAV self-
assembling network communication data greedy forward-
ing, and peripheral forwarding according to the communica-
tion transmission between UAV and UAV swarm, the
communication data forwarding mode should be designed
according to the actual situation, combined with the spatial
characteristics of UAV in the process of operation; two for-
warding modes are designed from two aspects, namely,
greedy forwarding and peripheral forwarding [4–6]. The
first one is greedy forwarding: in the UAV self-organizing
network structure, the neighboring transmission node with
the smallest spatial linear distance between the local neigh-
bor table and the transmission target node is selected from
the transmission node as the next data delivery node, and
the node is also taken as the core node in the routing proto-
col. The overall flow diagram of greedy forwarding is shown
in Figure 1.
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Combined with the content shown in Figure 1, X is
taken as the data packet that needs to be transmitted for
communication, the dashed circle in Figure 1 indicates the
communication coverage of UAV A, and the solid arc indi-
cates the arc with a point D of the communication coverage
of another UAV B as the center of the circle and the line seg-
ment d ðD, YÞ as the diameter [7]. When packet X receives
the data that needs to be transmitted, then the lowest dis-
tance can be selected by means of a straight-line distance cal-
culation between Y and D, and the node corresponding to
the shortest distance can be used as the next greedy forward-
ing node. Combined with the forwarding process discussed
above, the delivery of packets is completed. In practical
applications, greedy forwarding only needs to obtain the
spatial geographic information of neighboring UAVs to
achieve the selection of communication transmission paths.
The second type is peripheral forwarding: this forwarding
method is applicable to the forwarding needs that are
smaller than the straight-line distance between each node
in the above greedy forwarding, so it can be regarded as a
way of in-place forwarding. When the distance of communi-
cation data transmission is insufficient, the packets will
encounter routing hole problem during transmission and
thus cannot be carried out according to the above greedy
forwarding method [8–10]. A right-hand rule for perimeter
forwarding is established to prevent routing holes when
UAVs are sent in a self-organizing network, and a sequence
of traversal operations is completed in a clockwise direction,
forming a polygon region in the process. In the process of
transmission, the source node gives a decision based on the
routing information in the neighbor table and completes
the next communication packet forwarding. When the next
node receives the packet, the above operation is repeated to
find the best next transmission node and so on until the
packet is transmitted to the UAV destination node to realize
the forwarding of UAV packets in the self-organizing net-
work [10].

UAV self-organizing network is one of the typical appli-
cations of mobile self-organizing network in UAV field.
With the characteristics of self-organization, mobility, topo-
logical dynamics, and high destructive resistance, UAV self-
organizing network has a wide range of applications in both
military and civilian fields, such as geological survey, rescue
and disaster relief, regional reconnaissance, and unmanned
cluster cooperative operations. The topology of UAV self-
organizing networks is mainly divided into flat network
structure and hierarchical network structure, and the hierar-
chical network structure is more suitable for UAV self-
organizing networks of medium scale and above. In the hier-
archical network structure, the network nodes are divided
into several clusters, and each cluster has a cluster head node
and several cluster member nodes, where the cluster head
node is responsible for managing the other nodes in the clus-
ter and communicating with the cluster head nodes of other
clusters, and when the cluster member nodes need to com-
municate with other nodes, they first send messages to their
cluster heads, and then, the cluster heads forward the mes-
sages to the destination nodes. Because of the open wireless
communication environment and the flexible and change-
able collaboration mode, the UAV self-assembled network
is vulnerable to internal and external attacks in the process
of constructing topology and establishing routes. In the pro-
cess of network topology construction, the main security
threats faced by UAV self-assembled networks include tam-
pering attacks and impersonation attacks. If the integrity of
topology construction messages is compromised, it will lead
to wrong data being used for network topology construction,
forming an invalid or inefficient topology structure [11–13].
The existing work on security protection of UAV self-
assembling network mainly focuses on identity legitimacy
verification, message confidentiality protection, message
integrity protection, malicious node detection, and other
areas when messages are transmitted between nodes after
the network topology is established and lacks message

Z

Y

X

Figure 1: UAV self-organizing network communication data forwarding process diagram.

2 Computational and Mathematical Methods in Medicine



RE
TR
AC
TE
D

security protection mechanisms for the process of network
topology establishment, and the existing few security protec-
tion schemes for topology messages are applicable to the
UAV self-assembling network with flat network structure
and cannot be directly applied to the hierarchical network.
The few existing security protection schemes for topology
messages are all applicable to the UAV self-assembled net-
work of flat network structure and cannot be directly applied
to hierarchical network structure.

This paper is organized such that Section 2 defines some
related work. Section 3 proposes the main methods of the
study. Section 3 also explains the methods of the proposed
work. Section 3.5 defines the experiment and analysis of
the proposed work. Finally, the paper ends with a conclusion
in Section 4.

2. Related Work

In this section, we define the UAV communication network
modeling and UAV communication routing.

2.1. UAV Communication Network Modeling. The rise of
diversified application services is accompanied by the prolif-
eration of end-users, and the massive number of connections
and differentiated network demands places greater demands
on wireless communication network systems. With the
advantages of high mobility, easy deployment, and low cost
[14, 15], UAV-based network communication solutions
have emerged and gradually attracted the attention of
researchers, and more and more research has been con-
ducted. Although UAV-based communication makes up
for the shortcomings of current wireless network systems
and can provide flexible, reliable, and on-demand communi-
cation network services for end devices, the energy con-
sumption and endurance problems of UAVs and the
differentiated ground service requirements make it possible
to improve transmission efficiency, access efficiency, and
computational efficiency from three aspects: UAV network
location deployment, network connection establishment,
and network service provision. The research on UAV-
based energy-efficient communication strategies has become
a major hot area of current research. This section first sum-
marizes the existing research on UAV-based communica-
tion to improve transmission efficiency and achieve
energy-efficient network dynamic location deployment;
then, it introduces the existing research on how to improve
access efficiency and achieve energy-efficient access of
ground devices for the scenario of massive ground devices
accessing the network. Finally, it focuses on data computa-
tion offloading services for the provision of UAV-based
communication network services. A synopsis of existing
research on how to ensure computational efficiency and
implement energy-efficient computational offloading using
UAVs is presented. We examine the inadequacies of existing
solutions and conduct out follow-up work to address the
existing issues [16, 17].

After completing the deployment of UAV-based energy-
efficient optimization, how to establish the network connec-
tion between ground terminal devices and UAV-based com-

munication platform becomes the next issue to be
considered, especially for the mass-connected IoT terminal
devices, which are often in remote areas and have extremely
high requirements for energy consumption, However,
because of the disparity between the large number of ground
terminal users and limited wireless network access resources,
as well as UAV range time, reducing access network conges-
tion and overload, improving access resource utilization and
terminal device access success rate, increasing access effi-
ciency, and realizing energy-efficient network connection
establishment based on UAVs are a critical problem that
requires immediate attention. It has attracted a lot of discus-
sion and attention in academia and industry. According to
the difference in the location of the triggering network con-
nection establishment service, the research of energy-
efficient network connection establishment can be divided
into push-type and pull-up-type energy-efficient network
connection establishment schemes to alleviate access con-
gestion and improve access efficiency at the same time.

After completing the deployment of UAV-based energy-
efficient optimization, the next issue to consider is how to
establish network connections between ground terminal
devices and UAV-based communication platforms. This is
especially important for mass-connected IoT terminal
devices, which are often in remote areas and have extremely
high energy consumption requirements, so UAVs’ flexible
mobility makes them an important means of assisting in
IoT network access. A crucial means of increasing capacity
[18, 19]. However, the contradiction between the huge num-
ber of ground terminal users and limited wireless network
access resources and UAV range time makes how to reduce
access network congestion and overload, improve access
resource utilization and terminal device access success rate,
increase access efficiency, and realize energy-efficient net-
work connection establishment based on UAVs an impor-
tant problem that needs to be solved urgently and has
attracted much discussion and attention in academia and
industry. It has attracted a lot of discussion and attention
in academia and industry. According to the difference in
the location of the triggering network connection establish-
ment service, the research of energy-efficient network con-
nection establishment can be divided into push-type and
pull-up-type energy-efficient network connection establish-
ment schemes to alleviate access congestion and improve
access efficiency at the same time. The UAV communication
schematic is shown in Figure 2.

2.2. UAV Communication Routing. With the increasingly
widespread application of UAV self-assembly networks,
domestic and foreign scholars have proposed a large number
of UAV self-assembly network routing protocols; however,
there is less research on the security protection mechanism
of routing protocols, and if the integrity of information in
the routing establishment process cannot be guaranteed,
malicious information may be used to establish the network
topology and routing path process, which leads to unstable
network topology, inefficient routing, and other problems
This can have a significant negative impact on network per-
formance [20].
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The routing protocols of UAV self-assembled networks
can be split into two categories based on network topology:
nonhierarchical routing protocols and hierarchical routing
protocols. Among them, the nonhierarchical routing proto-
cols are applicable to the planar network structure, in which
all nodes in the network have equal status and have the func-
tion of forwarding and routing, and the existing classical
protocols include on-demand distance vector routing, opti-
mal link state routing protocol, dynamic source routing pro-
tocol, geolocation routing protocol GPSR, and secure
routing algorithm of aerial self-assembling network based
on geolocation integrated selection of the next hop. How-
ever, in complex mission scenarios, with the increase of the
number of UAV nodes in UAV self-assembling networks,
hierarchical routing protocols have become a hot spot for
research in order to balance the UAV node load and
improve the stability of the network. The existing classical
hierarchical routing protocols mainly include lowest ID clus-
tering algorithm with the unique identifier ID number of
network nodes as a factor and mobility prediction-based
clustering algorithm that considers node movement factors.
Weight-based clustering algorithm uses node energy, node
degree, distance between nodes, and node movement speed
as measurement criterion for nodes to run for cluster head.
The reliability-based clustering algorithm divides the clus-
tered network with node energy, link retention rate, node
degree, and communication volume as factors and adjusts
the weight of each factor in the clustering process with the
objectives of enhancing topology stability, saving energy,
and improving service quality, respectively, to achieve net-
work topology stability, reducing energy consumption or
improving network service quality to the maximum extent.
In the above hierarchical routing protocols, the formation
of routes is built on the basis of building a hierarchical topol-
ogy of the network, i.e., completing the clustering of network
nodes [18].

In UAV self-assembled network routing security protec-
tion mechanism, attackers may launch a sequence of mali-
cious actions to disrupt the routing system by
eavesdropping on the control information at the network
layer, making UAV networks communicating through wire-

less media more vulnerable to attacks than cable networks.
Exposed to the vulnerable wireless environment, the net-
work information security transmission of wireless self-
assembled networks must satisfy both the security of data
communication and the security of routing protocols. Cur-
rently, several schemes have been proposed to protect the
routing protocols of UAV self-assembled networks. Manel
proposes security enhancement methods for AODV proto-
cols to protect the security of route discovery phase informa-
tion and routing error information. We found that there is
less research on the security protection mechanism for hier-
archical routing protocols, and there is an urgent need to
design an efficient and lightweight security protection mech-
anism for hierarchical routing protocols to ensure the integ-
rity of the topology construction information transmitted
between nodes during the construction of the network
topology and to avoid the formation of inefficient or invalid
topologies due to malicious attacks or failures that cause
erroneous information to be used in the topology construc-
tion process and have negative impact on the upper layer
services. In terms of data integrity protection, blockchain is
increasingly being utilized to preserve the integrity of infor-
mation due to its traceability and tamper-evident qualities,
in addition to the use of hash functions and digital signature
technology. In response to the current problem of the lack of
security protection mechanism of the hierarchical UAV self-
organizing network routing protocol, this paper proposes a
security protection scheme for routing messages in the hier-
archical routing protocol of the UAV self-organizing net-
work. The scheme can guarantee the integrity of the
interaction messages between nodes in the topology estab-
lishment process of the hierarchical network structured
UAV self-organized network. In the scheme, blockchain
technology is used to store static topology messages and ver-
ify and ensure their integrity, while reducing the resource
overhead of the proposed scheme.

3. Methods

In the method section, we discuss the model structure,
antenna model, channel model, and channel model in detail.

Ground

Unmanned aerial
vehicle

Unmanned aerial
vehicle

Wireless access
point

Control terminal

Unmanned aerial
vehicle

Aerial

Figure 2: UAV communication schematic.
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3.1. Model Structure. A UAV wireless communication net-
work in the 3D environment of a building is selected as the
research object, and its system framework is shown in
Figure 3. Firstly, consider buildings in cities, which are gen-
erally assumed to be rectangular in shape; their horizontal
dimensions, heights, and orientations are random and
mutually independent; and the central points constitute a
uniform Poisson point process in the 2D plane with inten-
sity λB:Assume that the distribution of the lengthLand
widthWof each building obeys specific probability density
functionsf LðyÞandf WðyÞwith expectations which areE½L�
andE½W�. The orientation angle of the building is denoted
by φ, which is uniformly distributed on ð0, 2π�. The height
hB of the building obeys the Rayleigh distribution, and its
probability density function is

f HB
hBð Þ = hB

σ2 e
− h2B/2σ2ð Þ: ð1Þ

3.2. Antenna Model. In order to compensate for the high
road loss characteristics of millimeter wave, it is assumed
that both UAV and user are assembled with uniform planar
square array (UPA) to achieve directional beam assignment,
and the antenna gain is a complex function defined by the
antenna azimuth and elevation angles. Using beam align-
ment and tracking techniques, it is assumed that the antenna
main flaps at the transmitter and receiver ends can be per-
fectly aligned to achieve the maximum power gain. In the
azimuth plane, the half-power beamwidths of the UAV
antenna and the user antenna can be denoted as θaA and
θaU, respectively, and the corresponding half-power beam-
widths in the elevation plane are θeA and θeU, respectively,
and the main flap gains of the UAV and user antennas are
GA and GU, and the side flap gains are GA and GU, respec-
tively, and the probability distribution function of the total
antenna gain G received at the receiving end is

G =

GAGU, ζ1 = p1p2,
gAGU, ζ2 = 1 − p1ð Þp2,
GAgU, ζ3 = p1 1 − p2ð Þ,
gAgU, ζ4 = 1 − p1ð Þ 1 − p2ð Þ:

8>>>>><
>>>>>:

ð2Þ

ζi ði = 1, 2, 3, 4Þ is the distribution probability of G; p1
and p2 are the probabilities of antenna main flap alignment
at the UAV side and the user side, respectively. The sub-
script c ∈ fA,Ug is used to denote the UAV side and user
side.

p1& = θaA
2π

θeA
π
,

p2& = θaU
2π

θeU
π
,

Gc& =Nc, c ∈ A, Uf g,
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3.3. Channel Model. The large-scale fading term and the
small-scale fading term of the millimeter-wave channel are
considered comprehensively. The large-scale fading caused
by path loss can be expressed as ðdÞ = d − α, where d is the
distance from the UAV to the user and α is the path loss
index of the channel. Assumption 1 implies that the struc-
tures along the millimeter-wave communication link
entirely block the millimeter-wave signal; i.e., the millimeter
wave cannot pass through. For Assumption 2, the small-
scale fading channel is a Nakagami channel, and the channel
power gain is a gamma random variable z with probability
density function

f Z zð Þ = mmzm−1

Γ mð Þ exp −mzð Þ, ð4Þ

where m is the shape factor of Nakagami channel and ΓðmÞ
is the gamma function of m.

3.4. Performance Optimization. Since both the UAV and the
user are equipped with directional antennas in the system,
the ambient noise in the system is negligible compared to
the power of the interference. Therefore, only the signal-
to-interference ratio (SIR) received at the user side is consid-
ered as a parameter for performance evaluation. Under the

Figure 3: Model architecture.
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3D network model and the corresponding assumptions, the
SIR received by a typical user in the downlink can be
expressed as

SIR = G1z0 hA − hUð Þ2 + R2
0

Â Ã− α/2ð Þ

∑i∈ψ\0 Gizi hA − hUð Þ2 + R2
i

Â Ã− α/2ð Þ
Si
, ð5Þ

where R0 and Ri are the horizontal distances from the typical
user to the serving drone and the interfering drone i, respec-
tively; Si is the total penetration power loss caused by the
buildings on the OXi link; and z0 and zi are the small-scale
fading terms of the serving link and the interfering link,
respectively. Interference can be expressed as

I = 〠
i∈ψ\

Gizi hA − hUð Þ2 + R2
i

Â Ã− α/2ð Þ
Si: ð6Þ

Then, the coverage can be further expressed as

ℙCOV Tð Þ = &ℙ SIR > Tð Þ = Ex P SIR > Tð Þ½ �
=
ð∞
0
ℙ SIR > T R0 = xjð Þf R xð Þdx

=
ð∞
0
ℙ z0 > TG−1

1 hA − hUð Þ2 + x2
Â Ãa/2

I
n o

f R xð Þdx,

ð7Þ

where f RðxÞ is the probability density function of the dis-
tance from a typical user to the unobstructed and closest
UAV and T is the signal-to-media ratio threshold at the
receiver side that can correctly demodulate the signal. Since
the small-scale fading channel from the UAV to the user is a
Nakagami channel, i.e., the power gain z0 is a random vari-
able obeying a gamma distribution.

3.5. Air-to-Ground Channel Modeling. Figure 4 depicts the
basic model of the UAV network. This UAV network con-
sists of an observation UAV A, a relay UAV R based on
the decode-and-forward collaboration approach, and a base
station B. The UAV A flies over the observation area and
collects observation information, and since the direct con-
nection between UAV A and base station B is blocked by
obstacles such as mountains or buildings, the collected infor-

mation needs to be delivered to base station B through the
relay UAV R. The UAVs are set to be configured with an
unlimited size data buffer, and the data that UAV A or R
cannot deliver to the target in time due to the channel capac-
ity limitation that can be cached in the buffer. To facilitate
the analysis, a 3D Cartesian coordinate system scenario is
considered in this chapter. UAV A makes a circular motion
of radius r over the observation area; it flies at a fixed altitude
H and has a fixed velocity V . Therefore, the period of UAV
A flying for one week can be derived.

T0 =
2πr
V0

: ð8Þ

Since the UAV often flies at high altitude, the flight
height H of the UAV is much greater than the height of
the base station B. Therefore, the height of the base station
B can be ignored in the analysis. It can be obtained that
the coordinates of B can be expressed as O ð0, 0, 0Þ, and
the horizontal distance from base station B to the center of
UAV A’s flight trajectory circle O′ is D. Therefore, the coor-
dinates of the center of A’s flight trajectory circle can be
expressed as O′ ðD, 0,HÞ. The relay UAV R is free to fly in
the space between A and B, but the flight altitude of R is
always kept the same as that of A, which is H. Meanwhile,
the maximum flight speed of the UAV R is limited to dagger.
The overall operation time of the relay UAV is assumed to
be T , while the takeoff and landing phases of the UAV are
not considered. Therefore, at time t, the time-varying coor-
dinates of UAV A can be expressed as XAðtÞ, YAðtÞ,HÞ,
while the time-varying coordinates of UAVRcan be
expressed as, wherettakes values in the range [O, T]. To
facilitate the calculation, the operation time T of the relay
UAV is evenly divided into N equal parts, and each time slot
can be denoted as t0 = T/N . When N is taken large enough,
the positions of the UAV A and the relay R can be regarded
as fixed in each time slot TO. Due to the good mobility of
UAVs, the communication links of UAV networks can avoid
obstacles in most cases, so it is assumed that the communi-
cation channels from A to R and R to B are mainly com-
posed of line-of-sight channels. In addition, the Doppler
effect is assumed to be perfectly compensated at both the
receiving end R and B and does not need to be considered.

Z

X

H

r

Figure 4: The basic model of the UAV network.
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The relay UAV R operates in full duplex mode and uses fre-
quency division duplex technology, where the bandwidth of
the transmit channel is equal to the bandwidth of the receive
channel. In this chapter, it is assumed that the transmit
power of all UAVs is certain, as

PA = PR = P0, ð9Þ

where PA denotes the transmit power of the observation
UAV A, PR denotes the transmit power of the relay UAV
R, and PO denotes the fixed transmit power, which is a con-
stant. In addition, the noise power is also assumed to be con-

stant, as

PN,A = PN,R = PN,B = PN, ð10Þ

where PN,A denotes the noise power at UAV A, PN,R denotes
the noise power at relay UAV R, PN,B denotes the noise
power at the base station, and PN denotes the fixed noise
power, which is a constant. Since the bandwidth of the com-
munication channel is fixed in this UAV network, it is
known that the performance of the communication link is
related to the signal-to-noise ratio at the receiving end
according to the Shannon formula, according to the free-
space path loss model.

The air-to-ground channel for UAV-based communica-
tion can be divided into two parts: LoS and non-line of sight.
LoS communication is the wireless signal propagating in a
straight line between the transmitter and the receiver with
no obstacle occlusion W. NLoS communication is the wire-
less signal propagating between the transmitter and the
receiving end which propagates with obstacle occlusionW.
Take the Makoto city environment as an example, the air-
to-ground channel of the UAV-based communication plat-
form. Suppose the coordinates of a certain UAV are ðxu, yu
, hÞ and the coordinates where the user communicating with
this UAV is located are ðxg, yg, 0Þ. When the wireless signal
propagates in free space, the signal does not undergo the

H

Los NLos

Figure 5: UAV-based wireless signal propagation for communication platforms in urban environments.

Table 3: Communication transmission rate of each hierarchy of
UAV network.

Hierarchy
This article routing
protocol V value

Cluster-based
routing protocol

Application
layer

12.26Mbit/s 1.23Mbit/s

Representation
layer

15.26Mbit/s 1.20Mbit/s

Session layer 18.26Mbit/s 1.02Mbit/s

Transport layer 11.23Mbit/s 1.23Mbit/s

Network layer 15.26Mbit/s 2.25Mbit/s

Link layer 13.14Mbit/s 1.85Mbit/s

Physical layer 15.36Mbit/s 1.67Mbit/s

Table 1: UAV self-assembling network structure and TCP/IP
correspondence in the experimental environment.

Self-organizing network
architecture

TCP architecture
IP

architecture

Application layer Application layer
Application

layer

Representation layer Application layer
Application

layer

Session layer Application layer
Application

layer

Transport layer Proxy layer
Transport

layer

Network layer Proxy layer
Network
layer

Link layer
Nodes and
connections

Physical layer

Physical layer
Nodes and
connections

Physical layer

Table 2: Experimental hardware environment.

Operating system Windows 10

CPU Intel(R) Core(TM) i5-9400F CPU @ 2.90GHz

Memory 8.00GB (RAM)
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process of scattering, refraction, and diffraction, nor is it
absorbed, and the path loss of the channel obeys the Gauss-
ian distribution N £represents one of two channel types LoS
and NLoS, i.e., uglyE ∈ fLos, NLoSgair-to-ground channel of
a UAV-based communication platform. The path loss (in
dB) in the LoS link and NLoS link cases is

LLoS = LFS + ηLoS,
LNLoS = LFS + ηNLoS:

ð11Þ

The wireless signal propagation of the UAV-based com-
munication platform in the urban environment is shown in
Figure 5. The flight energy consumption of UAVs has a sig-
nificant impact on the UAV endurance and greatly affects
the efficiency of UAV-based communication. In simple
terms, the flight energy consumption of UAV is related to
its load as well as flight speed, and some related studies have
modeled the energy consumption of UAVs simply as a
model related to the mass and flight speed of UAVs [8-u].
Assume that the flight time of the UAV is r and the flight
speed at moment f is vðrÞ. The simple flight energy con-
sumption model of the drone is

LFS =
4πdf
c

� �2
, ð12Þ

where M is the mass of the UAV. Although the simple
energy consumption model is generally applied to the energy
consumption model of UAVs, however, different types of
UAVs are constructed differently and have different power
systems, so the energy consumption models of different
types of UAVs need to be considered. In this paper, the
energy consumption models of fixed-wing UAVs and
rotary-wing UAVs are introduced, respectively.

4. Experiments and Results

4.1. Experimental Setup. After completing the theoretical
design of the topology-based routing protocol, the following
comparison experiments are conducted to investigate the
performance of the routing protocol in practical applica-
tions: the topology-based routing protocol and the cluster-
based routing protocol proposed in this paper are intro-

duced into two UAV devices of identical models and perfor-
mance. In order to evaluate the performance of the two
routing protocols in the UAV self-assembly network, an
NS2 simulation device is installed in the Cygwin environ-
ment. The device is written in C++ using Otcl, and it is
applied to the experimental environment of this paper to
realize the simulation of UAV self-assembly network. The
experimental environment built on the basis of this device
contains a total of seven layers of network structure, whose
corresponding TCP/IP relations are shown in Table 1. The
hardware environment is shown in Table 2.

According to the contents in Table 1, after clarifying the
correspondence between the UAV self-assembled network
structure and TCP/IP, the communication transmission rate
of each hierarchical structure of the self-assembled network
is calculated under the transmission conditions of the two
routing protocols, and its calculation formula is as follows:

V = M · χ
s

log2K: ð13Þ

V denotes the communication transmission rate of each
hierarchical structure of the UAV self-assembled network;
M denotes the total amount of communication data gener-
ated in the communication process between UAVs; denotes
the baud rate of data in the transmission process; s denotes
the transmission time of data in each hierarchical structure;
and K denotes the effective discrete value of communication
data. The communication transmission rate of each level of
the UAV self-assembly network under the two routing pro-
tocols is calculated.

4.2. Experimental Results and Analysis. To facilitate the com-
parison of the application performance of the two routing
protocols, the calculated experimental results are recorded
as shown in Table 3.K is denoted as the effective discrete
value of the communication data. The communication
transmission rate of the UAV self-assembled network at
the starting level of the two routing protocols is calculated.

Therefore, the results obtained from the above experi-
ments prove that the communication transmission rate of
the seven levels of the UAV self-assembly network exceeds
12.00Mbit/s under the conditions of the routing protocol
in this paper; the highest communication transmission rate
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Figure 6: Coverage with different numbers of antenna arrays.
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of the seven levels of the UAV self-assembly network is only
2.25Mbit/s under the conditions of the routing protocol
based on clustering. Therefore, the above experimental
results prove that the routing protocol designed in this paper
can achieve the communication transmission between
UAVs and UAVs and achieve the application effect of effi-
cient information transmission after the introduction of
topology information technology.

Figure 6 shows the theoretical results and simulation
results with good approximation. As the number of antenna
array subunits equipped with UAV increases, the coverage
of users corresponding to the same SIR threshold T also
increases. This is due to the increase in the number of
antenna arrays at the UAV end, which makes the antenna
gain at the transmitting end larger, and the total gain of
the useful signal received at the receiving end also increases,
although the signal gain of the interfering UAV also
increases, but because the main flap width of the directional
antenna is narrow and randomly pointing, when the number
of antenna arrays increases from 4 to 32, the probability of
the main flap beam alignment between the transmitting
end of the interfering UAV and the receiving end of the
downlink user. Because the probability of the interference
drone transmitter’s primary flap beam alignment with the
downlink user receiver drops from5:8 × 10−3to7:2 × 10−4,
the impact of interference gain on user coverage perfor-
mance is substantially smaller than that of usable signal gain.
In addition, it can be seen from Figure 6 that when the
threshold T of SIR is taken as 0 dB, the coverage rates at dif-
ferent numbers of antenna arrays are close to 1. This indi-
cates that the number of antenna arrays of UAVs deployed
in the area with lower quality of service requirements (i.e.,
lower SIR threshold) can be reduced, which can reduce the
operator cost without affecting the system performance.
And when the threshold of SIR is equal to 10 dB, the cover-
age rates corresponding to different antenna array numbers
show significant differences, and the systems with antenna
array numbers of 4 and 8 only correspond to coverage rates
of 0.6 and 0.8. Therefore, in order to meet the areas with
higher quality of service requirements, the number of
antenna arrays of UAV-carrying antennas should be no less
than 16.

5. Conclusion

We conduct research on the design of their routing proto-
cols in this paper, based on clarifying the operation mecha-
nism of UAV self-assembling networks. We also
incorporate topological information into the research pro-
cess to achieve dynamic routing technique adjustment.
When the routing protocol proposed in this paper is applied
to the actual UAV self-assembling network, the routing
mode can be dynamically adjusted based on the specific
needs of communication transmission, allowing the routing
mode to be dynamically adjusted to provide the required
conditions for different transmissions and achieving an
overall improvement in communication transmission rate.
However, there are still many problems that need to be
explored in the research process, such as the uncertainty of

the motion law of the transmission nodes in the UAV self-
assembling network; the transmission process should also
be combined with a variety of motion models for improve-
ment. As a result, in-depth research will be undertaken in
the future to address the aforementioned issues, with the
goal of boosting the routing protocol’s perfection.
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The arrival of the big data era has opened up new avenues for assessing the quality of physical education instruction. Using big
data to explore these systems may help improve the quality of physical education itself, in addition to assisting schools in
developing quality assessment systems for physical education. More and more schools are making football a compulsory part
of their physical education and wellness curriculum. Therefore, this study used the methods of literature materials, expert
interviews, questionnaires, and Delphi method to determine the evaluation indicators and index weight coefficients of football
teaching and borrowed the application background of big data to initially explore the construction of a football teaching
quality evaluation system. To this end, this paper completes the following tasks: (1) The current state of football teaching
quality evaluation studies in the United States and internationally is summarized. (2) A football teaching quality evaluation
system based on the background of big data is constructed. (3) Our experiments show that the assessment approach described
in this study is scientifically and rationally distributed and can accurately represent all components of physical education. As a
result, evaluating football instruction using big data is a possibility.

1. Introduction

Assessment of football instruction is a crucial step in football
teaching. How and what evaluations are conducted have a
direct bearing on the quality of high school football instruc-
tion, as well as the growth and development of PE instruc-
tors and their pupils. School football teachers are now
evaluated mostly on their students’ online feedback at the
conclusion of each semester. A student’s grade in physical
education is based on their performance in class and on
assessments given by the school itself. It is now time to get
the physical education teacher’s teaching score for this
semester. As a result, the reform and growth of football
instruction in schools in my nation is being held back by this
paradigm [1]. Because of this, colleges and universities are
increasingly focused on developing an assessment system
for physical education instructors and students that allows
for more active participation in the process of teaching feed-
back. There has been a dramatic rise of science and technol-
ogy in our planet, the means of information circulation are
becoming more and more diverse, and the amount of infor-

mation exchange between people is growing rapidly. People
in China and others can get real-time news, they can do
online shopping through APPs such as Taobao and https://
jd.com/, and they can inquire about all kinds of information
they want through APPs such as Baidu and Zhihu. There-
fore, under the background of the rapid popularization of
mobile intelligent terminals, the vigorous development of
mobile Internet, and the rise of the Internet of Things, big
data is generated and developed. My country values big data
innovation and incorporates it into its long-term growth
objectives as a result of this strategy [2]. The introduction
of big data applications has made it possible to automate
the evaluation of physical education programs in schools.
Physical education assessment may benefit from big data
by providing a significant quantity of data support and, as
a consequence, become more scientific and fair. Thanks to
big data, physical education assessment can provide even
more insight into the effectiveness of its methods. It is all
about the technology here; it is all about the systems. The
present physical education assessment system has been chal-
lenged by big data. A university that fulfills the needs of the
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big data age is reliable and operable and really supports the
growth of students and physical education instructors and
thus is required to be investigated. The assessment mecha-
nism for physical education is essential. The purpose of this
study is as follows:

(1) To investigate and analyze the current situation of
football teaching evaluation in some schools; the
purpose is to solve the existing problems of the
school football teaching evaluation system in our
country and provide a small reference for the reform
of the system

(2) This research uses the Delphi method and AHP to
determine the index and index weight coefficient of
the football teaching evaluation system; its purpose
is to provide a more reliable, scientific, and reason-
able method for the determination of football teach-
ing evaluation index and index weight coefficient

(3) This study investigates the construction of a football
teaching evaluation system using relevant big data
knowledge in order to provide a new idea for the
construction of a football teaching evaluation sys-
tem, thereby promoting the implementation of
sports teaching evaluation and providing relevant
research. Through interdisciplinary research, this
study applies the relevant knowledge of big data to
football teaching evaluation, enriches the content of
football teaching evaluation, and provides a certain
reference for the study of football teaching
evaluation

In addition, the study looks into using big data to cre-
ate an assessment system for football instructors, as well as
providing ideas and techniques for reforming the football
teaching evaluation system in the age of big data. The
value of this study lies in the timely feedback of the eval-
uation results of football teaching, so that physical educa-
tion instructors are able to recognize the benefits and
drawbacks of the teaching process and remedy them in
time, thus enhancing the quality of education and instruc-
tion. The relevance and efficacy of football education are
improved by helping schools adapt their objectives in a
timely way. Students and instructors of physical education
are enthused about sports evaluation, and schools are
encouraged to use football evaluation, thereby promoting
the process of reforming the physical education evaluation
system [3]. This level is marked by equal attention to the-
ory and practice, as well as the gradual adoption of behav-
ioral features of physical education teachers’ instruction as
assessment indicators [4]. Third, in 1998, South Korea
implemented the implementation evaluation method for
primary school students, which comprehensively evaluated
the changes and development of students’ individual phys-
ical, mental, and athletic abilities [5–7].

The paragraph organization is as follows: Section 2 gives
an overview of the related work. Section 3 discusses the
methods of the proposed concepts. Section 4 discusses the
experiments and results. Section 5 concludes the article.

2. Related Work

There are many studies on physical education evaluation in
China. As of February 2022, CNKI used “physical education
evaluation” as the key word to retrieve more than 4,000
related literatures, including doctoral and master’s theses,
and journal literatures. It can be seen that the research on
“physical education evaluation” has become a hot field of
research today. This research has organized and analyzed
the relevant materials collected. The assessment of domestic
physical education instruction following my country’s
reform and opening up may be split into three stages: the
first, the evaluation of instructors in this time; the second,
the evaluation of students; and the third, the evaluation of
programs. The school splits its assessment indicators into
first- and second-level categories based on their degree of
empirical support. Second, in the stage of regularization,
the physical education evaluation in this period is more sys-
tematic, standardized, and open. Established in 1994, the
Higher Education Research and Evaluation Association of
the China Higher Education Society provides an organiza-
tional guarantee for teaching evaluation. This stage has the
characteristics of paying equal attention to both theory and
practice and gradually began to use the behavioral character-
istics of physical education teachers’ teaching as indicators
for evaluation [4].

Now in 2001, a large number of academics have con-
ducted a study on the assessment of physical education,
and this evaluation has since spread throughout the nation.
Teaching quality is an essential factor in the assessment of
physical education teachers by colleges and universities [5].
As a result, several academics have turned their focus to
the assessment of physical education (PE) teacher effective-
ness. According to a review of the available literature, the
majority of the international research on the assessment of
physical education instruction has come from the United
States, Japan, South Korea, Germany, and the United King-
dom. First, the physical education evaluation in the United
States is mainly aimed at primary and secondary schools.
Individual assessment should be used instead of a uniform
evaluation standard in the evaluation of physical education.
When it comes to evaluating students’ performance and
abilities in physical education in Japanese schools, pleasant
sports are the norm, and this is reflected in the assessment
of physical education, with thinking, judgment, knowledge,
and understanding as the main content [6]. Third, in 1998,
South Korea implemented the implementation evaluation
method for primary school students, which comprehensively
evaluated the changes and development of students’ individ-
ual physical, mental, and athletic abilities [7]. Fourth, school
sports in Germany attaches great importance to cultivating
students’ habit of self-exercise and strives to strengthen the
communication and connection between school sports and
social sports. Finally, the assessment of physical education
in the United Kingdom emphasizes the need of developing
students’ initiative, awareness, and creativity [8]. Regarding
the research status of big data in the field of sports, up to
now, in the domestic research on big data, CNKI uses “big
data” as the key word for retrieval, and the literature
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classification is set to “sports” to obtain more than 500
related documents. In 2012, my nation started to use big
data-related expertise in sports research. Many sports
researchers and academics in my nation have turned to big
data applications since 2012, notably in the last three years.
Many in the sports sector feel that by focusing on “big data,”
the current age of big data will provide significant potential
for the industry. The themes include “Big Data Era,”
“Sports,” “Sports Industry,” “World Cup,” “Ball Games,”
“Competitive Sports,” and “Sports Events.” In the fields of
industry, competitive sports, and sports events, there are
only 9 literatures on “physical education”; even fewer publi-
cations exist on the assessment of physical education.

According to some domestic researchers, contemporary
civilization has made it easier to communicate knowledge.
In a world of big data, it is possible to conduct a more scien-
tific and unbiased assessment of college and university phys-
ical education programs since the quantity of data available
has grown exponentially [9]. As a result, big data should be
used to evaluate physical education in colleges and universi-
ties. To summarize, most research into the use of big data in
sports in my country is theoretical, and there are few practi-
cal studies on the subject. Big data may be both an advantage
and a hindrance when it comes to physical education assess-
ment in my nation, where there is little research on football
teacher evaluation. International research on the use of big
data in sports is few and far between, but big data has been
utilized in a variety of ways, and sporting events and sports
are the most common. It has been shown that theoretical
models of tactical decision-making in team sports benefit
from contemporary machine learning and big data
approaches. Reference [10] proposes a project aimed at
introducing big data techniques into elite football research
technical analysis. Volleyball teams may enhance their over-
all performance by using a computer-aided analysis tool
(CAAT) to evaluate the underlying patterns that contribute
to victories and defeats. Therefore, due to the scarcity of
research in other countries on the use of big data for assess-
ment in physical education, it is necessary for us to learn
from other nations’ experience with big data applications
for other sports [11].

3. Method

In this section, we discuss the experimental method, con-
struction of teaching quality evaluation system, weight dis-
tribution of teaching evaluation index system, and
framework of evaluation system in the context of big data
in depth.

3.1. Experimental Method

3.1.1. Documentation Method. With the help of university
libraries and Internet tools such as CNKI and Web of Sci-
ence database, a large number of books, journals, and litera-
ture materials are consulted, and the consulted materials are
organized to analyze physical education teaching evaluation,
big data, and big data at home and abroad. According to the
needs of the paper, we use “Physical Education Evaluation”

and “Big Data” as the search keywords in CNKI (China
National Knowledge Infrastructure) and “Big Data” in
Web of Science. This paper focuses on 12 master’s theses,
15 other documents, 3 foreign language documents, and 2
documents in the Web of Science database. Architecting
Big Data: Big Data Technology and Algorithm Analysis and
other books have provided a lot of precious inspiration and
reference opinions, which provide reference and theoretical
support for the research of this paper.

3.1.2. Questionnaire Survey Method. Aiming at the current
situation of teaching evaluation in a province, this paper
selects physical education teachers and students from 5
schools to conduct a questionnaire survey on the relevant
content of the implementation of sports evaluation. Six
physical education teachers were selected from each school,
and a total of 30 teachers were sent out for teacher question-
naires; each school selected 100 students, divided according
to the ratio of boys and girls and grades, including 50 boys
and 50 girls. By referring to the relevant literature, the first
drafts of the questionnaires for physical education teachers
and students were compiled. After listening to the sugges-
tions of 100 experts and tutors, the contents of the question-
naires were revised, and the questionnaires were finally
determined. Questionnaires were distributed to 30 physical
education teachers and 500 students by way of face-to-face
distribution. Its efficiency and recovery rate have reached
100%.

During this research, a questionnaire validity survey was
done on 10 experts in the area of physical education in order
to confirm its validity. Experts who thought the question-
naire design was reasonable accounted for 70% and 30%
were basically reasonable. Therefore, the designed status
questionnaire was basically recognized by experts, and its
validity was high. In order to test the overall reliability of
the questionnaire, the method of retest reliability was used.
At an interval of 15 days, 5 copies of the teacher question-
naire and 10 copies of the student questionnaire were dis-
tributed again. The one-time coefficient of the current
situation questionnaire for sports is 0.864, and the one-
time coefficient of the current situation questionnaire for
students is 0.811, both of which are >0.75, so the reliability
of this questionnaire is high. In order to determine the indi-
cators and weight coefficients of the school physical educa-
tion teaching evaluation system, this paper conducted an
indicator questionnaire survey and indicator weight consul-
tation among 22 experts in the field of physical education.
As a result of a thorough review of relevant literature and
resources, as well as interviews with experts, accordingly,
evaluation index and weight survey tables for the physical
education teacher’s teaching evaluation and the student’s
assessment of physical education were created. In both the
teacher and student teaching evaluation index tables, there
are three first-level indicators and fourteen second-level
indicators for physical education introduction.

3.1.3. Delphi and AHP. The Delphi method involves con-
ducting two rounds of expert surveys among 22 experts in
the field of physical education: the first round involves
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carefully analyzing and comparing the initially formulated
indicators, assigning values based on the importance of each
indicator by experts, performing the relevant consistency
test, and finally making certain modifications to the indica-
tors based on expert opinions. In the second round of expert
survey, according to the assignment of the importance of
each index by experts, the relevant consistency test was car-
ried out. Using big data, the index method for evaluating
college physical education teachers was eventually estab-
lished [12].

To begin, a hierarchical structure model of college sports
assessment indicators is created using big data, and then, the
judgment matrix for each level is created. Check each level
once more and then calculate the weight value of each indi-
cator for each level. The weight value of the index is used to
determine the degree of its influence on physical education
assessment [13, 14].

3.2. Construction of Teaching Quality Evaluation System

3.2.1. Characteristics and Principles of System Construction.
With the rise of big data, the football teaching evaluation
system may be reconstructed utilizing big data technology.
Football teaching evaluation system qualities are outlined
within the context of big data research and analysis: To
begin, the appraisal is based on both personal experience
and factual evidence. Second, the evaluation method changes
from summative evaluation to accompanying evaluation.
Third, the evaluation content is from singleness to diversity
evaluation. Fourth, the evaluation methods have changed
from manual evaluation to intelligent evaluation. The design
of the football teaching assessment system should be
founded on the theoretical foundation, beginning with all
parts of the physical education process, and primarily satisfy
the following guidelines:

(1) The scientific and objective principles

(2) The idea that everything should be included

(3) The idea of bringing together commonalities and
uniqueness in a harmonious way

(4) The openness and timeliness of communication [15]

3.2.2. Design of the System of Football Teaching Evaluation
Indicators. Based on a study of physical education teaching
evaluations in colleges and universities, a physical education
teacher teaching evaluation index and a student physical
education teaching evaluation index system might be con-
structed, as well as experts’ recommendations and design
principles for a big data-era evaluation system. This system
is broken into three parts: the first- and second-level indices
and descriptions of the indices in question. Physical educa-
tion teachers’ teaching evaluation index system contains 3
first-level indices, and students’ teaching evaluation index
system includes 3 first-level indices and 10 secondary indi-
ces. Using SPSS statistical software, we do parameter analysis
on the computer to determine the relevance of each indica-
tor in the assessment system, as assigned by 22 experts.

The response rate to the expert consultation form is
measured by the expert excitement coefficient. The greater
the response rate, the more excited the experts are about
answering questions. The formula is as follows: J = n/N ,
where N is the total number of experts and n is the number
of experts that participated. In this study, the recovery and
effectiveness rates of the two rounds were 100% and 100%
and 90.91% and 100%, respectively, which fulfilled the
requirements of this research. The lower the coefficient of
variation, the better the coordination of specialists [16]. If
the standard deviation is greater than 0.25, it is considered
that the degree of coordination is not high. The calculation
formula is

V j =
Sj
Mj

, ð1Þ

Mj =
1
n
〠
n

j−1
X, ð2Þ

Sj =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n − 1〠

n

i=1
Xi −MJ

À Á2
s

, ð3Þ

where V j represents the coefficient of variation, Sj represents
the standard deviation, and Mj represents the arithmetic
mean, the smaller the coefficient of variation.

The Kendall harmony coefficient (KHC) W value can
test whether the evaluation results of experts on the indica-
tors are consistent. It is between 0 and 1, with higher values
indicating more stability. When the P value is more than or
equal to 0.05, the results are not consistent with Kendall’s
harmony coefficient; however, a P value of 0.05 indicates
that the results are. The following is the formula for calculat-
ing the value:

W = S

1/12ð Þ K2 N3 −N
À Á

− K∑K
i=1TI

h i , ð4Þ

S = 〠
n

i=1
Ri − Ri

À Á2, ð5Þ

Ti = 〠
Mi

i=1
N3

ij −Nij

� �

, ð6Þ

X2 = K N − 1ð ÞW, ð7Þ
where N represents the number of indicators evaluated, K
represents the number of experts participating in the evalu-
ation, S represents the sum of the grades of each evaluated
indicator Ri and the average of all these sums Ri is the sum
of squared deviations, and Ti represents the correction
coefficient.

3.2.3. Determination of the Evaluation Index System of
Football Teaching. After two rounds of expert index ques-
tionnaire investigation and demonstration, data statistics,
and analysis, we have finally figured out how to evaluate
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the physical education instructor (Table 1) and how to eval-
uate the student physical education teaching assessment sys-
tem (Table 2).

3.3. Weight Distribution of Teaching Evaluation Index
System. Using the Analytic Hierarchy Process (AHP), the
weight coefficient of the evaluation index is calculated and
determined. Using the analytic hierarchy approach, one
may examine correlations between evaluation indicators,
quantify the final findings, and then calculate each indica-
tor’s weight coefficient. The AHP technique is employed in
order to establish the indicator weight, which assures that
the indicator weight is reasonable and scientifically deter-
mined [17].

3.3.1. Steps of the AHP Method

(1) Build an Evaluation System. Through two rounds of
expert index questionnaire research, the obtained indices
are analyzed.

(2) Build a Hierarchy Model. From the very top to the very
bottom, the important indicators are categorized according
to their many features and relative relevance.

(3) Create a Judgment Matrix for the Results. In order to cre-
ate a judgment matrix, all evaluation indications are com-
pared at the same level generally; the 1-9 scale method
proposed by Saaty is used, such as the comparison of two
indicators A and B.

(4) Calculate the Weight Vector and Consistency Check. The
matrix’s largest eigenvalue is max, and its formula is as fol-
lows: consistency ratio (CR) and consistency indicator (CI)
are used in the calculationCR = CI/RI.

λmax =
1
n
〠
i

Awð Þi
wi

, CI = λmax −
n

n − 1 , ð8Þ

where Aw is the product of the judgment matrix and the
eigenvector and RI is the average random consistency index,
which can be obtained through the difference table (see
Table 3).

3.3.2. An Evaluation Index’s Weighted Coefficient May Be
Calculated. The weight coefficient of the physical education
teacher’s teaching evaluation index is as follows: First,
according to the Saaty 1-9 level judgment matrix standard
degree table, the second round of the index weight consulta-
tion table, and 20 experts’ scores, we establish the physical
education teacher’s teaching evaluation index system at all
levels of judgment moments. Next, we enter the data of the
judgment matrix of the first-level indicators in the Excel
sheet and calculate the values of the in-row multiplication,
the n-th power, the weight value W, λmax, CI, CR, etc. The
weights of the first-level indicators of the PE teacher’s teach-
ing evaluation index system are W1 = 0:12, W2 = 0:65, and
W3 = 0:23. CR = 0:0036 < 0:1, so it indicates that the first-
level index judgment matrix passes the one-time test.
Finally, the weight coefficients of the remaining three rectan-
gular matrices and the corresponding weight coefficients of
the matrices established by the secondary indicators B1 to
B14 are calculated in the Excel sheet according to the above
method, and the weight table of the teaching evaluation
index system for physical education teachers is obtained.

The weight coefficient of the student physical education
evaluation index is as follows: using the above method, we
calculate the weight table of the student physical education
evaluation index system.

3.4. Framework of Evaluation System in the Context of Big
Data. According to the subject, evaluation can be divided
into two categories: one is self-evaluation and the other is
evaluation of others [18]. Teaching and learning are two of

Table 1: Physical education teacher teaching evaluation index
system.

First-level indicator Secondary indicators

Teaching preparation A1

Preparation before class B1

Lesson plan writing B2

Teaching etiquette B3

Classroom routine B4

Teaching attitude B5

Teaching process A2

Teaching organization B6

Teaching methods B7

Teaching content B8

Exercise load B9

Classroom atmosphere B10

Teaching effect A3

Exercise awareness to develop B11

Soccer skills B12

Physical fitness B13

Basic knowledge of sports theory B14

Table 2: Student football teaching evaluation index system.

First-level indicator Secondary indicators

Learn to prepare C1
Preparation before class D1

Teaching etiquette D2

Learning process C2

Classroom routine D3

Learning attitude D4

Cooperative spirit D5

Classroom atmosphere D6

Learning effect C3

Exercise awareness to develop D7

Soccer skills D8

Physical fitness D9

Basic knowledge of sports theory D10

Table 3: RI value table.

Order 1 2 3 4 5 6 7 8 9 10

RI 0.00 0.00 0.59 0.91 1.13 1.22 1.33 1.53 1.46 1.50
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the most important criteria in evaluating a teacher’s ability
to educate. Therefore, we should realize that different evalu-
ation subjects have different roles at the process of develop-
ing an assessment system for physical education in colleges
and universities and clarify the commonality and individual-
ity among the subjects through evaluation indicators and
indicator weights. In this study, we selected four evaluation
subjects including physical education instructors, students,
and other members of the school’s physical education
department. The specific framework is shown in Figure 1.

3.4.1. Physical Education Evaluation Activities for Students

(1) In this context, students’ self-evaluation refers to stu-
dents’ self-awareness of their own learning process.
Students who regularly do self-assessments have a
better understanding of their own shortcomings
and how to overcome them. As shown by the evalu-
ation indicators, students perform an in-depth inves-
tigation of themselves as well as an overall
assessment. The goal of this exercise is to help stu-
dents better understand their learning preferences
and methods, as well as their own strengths and
shortcomings, to make the most of their own self-
directed learning potential. Using your own teaching

account, students may access a whiteboard for self-
evaluation of their classroom experiences

(2) Students are divided into equal groups for the pur-
poses of group teaching assessment, and the group
members use a one-to-one evaluation approach to
assess each other’s performance on the indicators.
Additionally, kids will be more enthusiastic in sports
learning as a result, as well as be able to share their
own learning techniques with other students. It is
thus possible to get additional information about
how physical education is affecting the school’s live-
stock by doing a group review. Students use the
teaching evaluation account to rate their classmates
in physical education classes. Teachers submit the
information about the class ahead of time

(3) Physical education teachers’ evaluation activities: in
the activities of physical education evaluation for
students, physical education teachers are the subject
of evaluation, whereas the focus is on the pupils
themselves. Teachers’ evaluations of pupils in physi-
cal education are the most authentic, clear, and con-
vincing. PE instructors have the largest impact on
students’ physical education instruction. As a result,
the assessment of physical education instructors is a

Evaluation subject

Studen Ft ootball teacher

Self-evaluation He commented Self-evaluation He commented

ClassmatesOneself Teachers Oneself Peer Student Manager

Figure 1: Framework of football teaching evaluation system.

Teaching manager

Teacher

Student

Campus
network

Football teaching
evaluation

Evaluation begins

Data collection

Data analysis

Result outputManagerResult feedback

Figure 2: Football teaching evaluation process.
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critical component in assessing students’ progress in
physical education. In this study, physical education
teachers can log in to the teacher system to evaluate
physical education teaching for the students in their
substitute classes

3.4.2. Teaching Evaluation Activities for Physical
Education Teachers

(1) Physical Education Teachers’ Self-Evaluation Activities.
The main approach of teaching quality evaluation is physical
education instructors’ self-evaluation, which refers to a
physical education teacher’s understanding of the quality
of self-teaching. When PE teachers conduct self-evaluation,

they can clearly recognize their own deficiencies in the pro-
cess of physical education and improve themselves. Physical
education teachers log in to the teacher system to conduct
self-evaluation on their class situations.

(2) Activity-Based Evaluations of Physical Education Instruc-
tion by Students. Students and physical education teachers
are in close touch, and student evaluations of physical edu-
cation instructors are the most compelling. As a result, it is
impossible to disregard the assessment actions of pupils.
When evaluating student-taught sessions, it is critical to dis-
tinguish between physical education instructors and stu-
dents. Students are the subject, and they take action against
the teachers. Students can rate the physical education
teacher’s class using their teaching evaluation account.

(3) Peer Evaluation of Teaching Activities. Peer physical edu-
cation instructors are the topic of the assessment process,
while the assessed physical education teachers are the object
of the evaluation procedure. There are no subjective evalua-
tions in peer evaluations; thus, the individual physical edu-
cation classroom survey is not taken into account by the
peer instructors. Peer physical education teachers can con-
duct physical education teaching evaluation on physical edu-
cation teachers by way of audition.

(4) Teaching Evaluation Activities by the Personnel of the
Competent Department of Physical Education. First, the per-
sonnel of the competent department of physical education
are familiar with the content and goals of physical education,
and secondly, the personnel of the competent department of
physical education can directly grasp the first-hand informa-
tion of physical education teachers, so their evaluation is
authoritative. Physical education department staff can evalu-
ate physical education teachers’ classes through random
checks and auditions.

3.4.3. Explore the Construction of Football Teaching
Evaluation Process. Analysis of the present state of school
teaching evaluation implementation shows that the assess-
ment procedure for football is built on the use of big data.
Teachers, administrators, and students are the primary
beneficiaries of this tool. Collection, analysis, and interpre-
tation of data make up the assessment process. In
Figure 2, you can see the specifics of the output and result
feedback in action.

4. Experiment and Analysis

In this chapter, we define the survey results and analysis of
teacher evaluation indicators, survey results and analysis of
student evaluation indicators, and indicator weight coeffi-
cient results in detail.

4.1. Survey Results and Analysis of Teacher Evaluation
Indicators. Taking the evaluation results of the first- and
second-level indicators of teachers by experts into the previ-
ous method for calculation, the following results were
obtained: after two rounds of investigation, it was
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Figure 3: Comparison of the first-level index parameters of teacher
evaluation (N = 20).
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Figure 4: Second-level index parameters of teacher teaching
evaluation (N = 20).

Table 4: Consistency test of primary and secondary indicators.

Index KHC Chi-square value P value

First-level indicator 0.43 17.84 0:0002 < 0:05
Secondary indicators 0.37 92.19 <0.05
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determined that the first-level indicators of football teachers’
teaching evaluation included three items—the process of
preparing to teach, the actual act of instructing, and the
impact of that instruction. Preclass preparation, lesson plan
composition, teaching etiquette, classroom routine, teaching
attitude, teaching organization, teaching style, teaching
material, and exercise load are secondary indicators used to
evaluate football instructors, classroom atmosphere, sports
skills, exercise awareness, and physical fitness; these are the
14 items of quality and theoretical basic knowledge. The
parameter values of its primary and secondary indicators
are shown in Figures 3 and 4.

Figure 3 shows that the parameters of the first-level indi-
cators of teachers’ teaching evaluation all exceed 4. Among

them, the parameters of the teaching process and teaching
effect even exceed 4.5, which show that experts have a high
degree of recognition of these two items. Secondly, the Ken-
dall harmony coefficient was 0.42, with a P value of 0.05 sug-
gesting a substantial and well-coordinated set of expert
evaluations. Teaching preparation, teaching method, and
teaching impact are the three primary measures used to eval-
uate the effectiveness of football instructors in the classroom.
Figure 4 shows that the parameters of the secondary indica-
tors of teacher teaching evaluation also exceed 4, indicating
that 14 secondary indicators have been recognized by
experts. Secondly, the Kendall harmony coefficient rose to
0.35, which was greatly improved compared with the first
round, indicating that the expert opinions were more coor-
dinated. The chi-square value was 92.19, and the significance
test P was much less than 0.05, indicating that the expert
evaluation results were consistent. Finally, the secondary
indicators of teacher teaching evaluation are these 14 items,
and the consistency test statistical table of the primary and
secondary indicators is shown in Table 4.

4.2. Survey Results and Analysis of Student Evaluation
Indicators. After two rounds of investigation, it was deter-
mined that the first-level indicators of students’ football
teaching evaluation were learning preparation, learning pro-
cess, and learning effect. Preclass preparation, learning eti-
quette, classroom routine, learning attitude, emotional
cooperation spirit, classroom atmosphere, sports skills,
training awareness, physical quality, and basic knowledge
of sports theory are the secondary indicators used to deter-
mine students’ physical education teaching evaluation. The
comparison of its primary and secondary index parameters
is shown in Figures 5 and 6.

Figure 5 shows that after two rounds of investigation, the
parameters have obvious changes. The average of the three
indicators of learning preparation, learning process, and
learning effect increased, and the coefficient of variation
decreased. Among them, the index of learning preparation
increased “learning etiquette,” the mean increased to 4.05,
and the coefficient of variation decreased to 0.19. The mean
of the effect index increased to 4.55, and the coefficient of
variation decreased to 0.11. Secondly, according to the Ken-
dall harmony coefficient, the assessment findings of experts
were coordinated and consistent. The Kendall harmony
coefficient achieved 0.45, P0:05. Finally, we determine the
first-level indicators of students’ PE teaching evaluation as
learning preparation, learning process, and learning effect.
This is shown by Figure 6. The averages of all indicators
evaluated by students are all over 4, and the coefficients of
variation are all less than 0.25, indicating that after these
two rounds of expert indicator questionnaire surveys,
experts have detected all ten secondary indications. First of
all, the Kendall harmony coefficient shows that the expert
survey findings are well coordinated, with a value of 0.44;
the chi-square value is 81.63; and the significance test P is
less than 0.05, indicating that the expert survey results are
significant. Finally, we determine the secondary indicators
of students’ PE teaching evaluation as these 10 items. The
consistency test of the primary and secondary indicators of
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Figure 6: Comparison of secondary indicators of student
evaluation.

Table 5: Consistency test of primary and secondary indicators.

Index KHC Chi-square value P value

First-level indicator 0.45 18.14 0:0002 < 0:05
Secondary indicators 0.44 81.63 <0.05
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Figure 5: Comparison of primary indicators of student evaluation.

8 Computational and Mathematical Methods in Medicine



RE
TR
AC
TE
D

student physical education teaching evaluation is shown in
Table 5.

4.3. Indicator Weight Coefficient Results. The weights of var-
ious indicators of teachers and students in football teaching
are calculated by the AHP method mentioned above, as
shown in Tables 6 and 7.

5. Conclusion

In the current state of school physical education evaluation,
there are numerous challenges that divert from the original
intent of the discipline, including a single subject and model,
unscientific techniques, a lack of originality in standards, an
inadequate assurance system, and an unsatisfactory feedback
mechanism; all contribute to the lack of individuality in
standards. As a result, it is inextricably related to my coun-
try’s long-established, centralized, and consistent educa-
tional administration structure. The study’s index weight
coefficient distribution is more scientific and sensible

because big data was used to construct evaluation indicators
that could reflect practically every aspect of football instruc-
tion. As a result, big data can be utilized to assess physical
education. The bulk of persons being evaluated for their
work in the field of physical education in the context of big
data applications is physical education instructors, students,
peers, and employees in physical education departments.
Data collection, data analysis, result output, and feedback
are all components of a school physical education teaching
evaluation system. In order to get reliable findings, data col-
lection must be thorough, data analysis must be scientific,
and feedback must be prompt and accurate. The assessment
of physical education is incomplete without each
connection.
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Table 7: Weights of primary and secondary indicators of students.

First-level
indicator

Index
weight

Secondary
indicators

Index
weight

C1 0.07
D1 0.76

D2 0.24

C2 0.65

D3 0.12

D4 0.20

D5 0.60

D6 0.08

C3 0.28

D7 0.13

D8 0.30

D9 0.46

D10 0.11

Table 6: The weight of teachers’ primary and secondary indicators.

First-level
indicator

Index
weight

Secondary
indicators

Index
weight

A1 0.13

B1 0.16

B2 0.74

B3 0.11

B4 0.01

B5 0.12

A2 0.67

B6 0.25

B7 0.23

B8 0.24

B9 0.07

B10 0.04

A3 0.20

B11 0.06

B12 0.32

B13 0.57

B14 0.05
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Medical talent development has its own characteristics, which means that political-ideological education in medical colleges must
establish a development model that reflects these characteristics. In a methodological sense, research on the development of
politico-ideological education in medical colleges should adhere to the coordinated development of politico-ideological
education in medical colleges, which follows the requirements of the current situation and the three laws of politico-ideological
education in medical colleges, namely, the requirements of the law of politico-ideological education, the law of teaching and
educating people, and the law of study. In practice, in view of the practical contradictions in the politico-ideological work of
medical colleges and universities at the present stage, explore the collaborative education mechanism of medical colleges and
universities, constantly enrich the ways and methods of politico-ideological work in medical colleges and universities, improve
the affinity, pertinence, and effectiveness of politico-ideological education, and constantly open up a new situation of politico-
ideological education in colleges and universities. This work offers a path exploration approach based on deep learning for
cultivating the political-ideological, and humanistic qualities of medical students’ curriculum, and the model’s performance is
proven by simulation trials.

1. Introduction

The Communist Party of China has always attached great
importance to politico-ideological work. The discipline of
politico-ideological education was established in the early
1980s, and the politico-ideological work in colleges and uni-
versities began to be highly valued in the late 1980s [1]. The
discipline of politico-ideological education has developed
rapidly at this stage, and the discipline system, content,
media, and means of politico-ideological education are also
constantly improving. At the same time, under the back-
ground of the rapid development of economy and society,
the rapid change of science and technology, and the contin-
uous improvement of the level of opening to the outside
world in the period of social transformation, there are many
challenges and problems in the continuous development and
self-improvement of politico-ideological education in col-
leges and universities [2], including the challenge of the

development concept of western universities, the challenge
of hostile forces at home and abroad, the challenge of multi-
ple ideologies and values, and the challenge of new media.
The unique history, culture, and national conditions deter-
mine that we must take our own path of higher education
development [3]. Do a good job of running socialist colleges
and universities with Chinese characteristics and putting
them in a strong position to follow the party’s leadership.
Fully implementing the party’s education policy, policy,
and line, continuously strengthening and improving
politico-ideological education, always adhering to the cor-
rect direction of educating people, and comprehensively
improving the politico-ideological work of colleges and uni-
versities are all critical [4]. The significance and ways of
humanistic quality and politico-ideological education in col-
leges and universities are shown in Figure 1.

It is of great significance to fully implement the party’s
education policy, policy, and line, continuously strengthen
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and improve politico-ideological education, always adhere to
the correct direction of educating people, and comprehen-
sively improve the politico-ideological work of colleges and
universities [5]. It is conducive to solving the current
politico-ideological education dilemma and enhancing the
effectiveness of politico-ideological education in medical
schools. It is conducive to the issue of improving the ideo-
logical and moral quality of medical students and imple-
menting the concept of synergy in the politico-ideological
education of medical schools [6]. Through the organic inte-
gration of curriculum thinking and political science courses,
which can better penetrate the notion of educational
thought, the organic integration of medical professional
teaching and political-ideological education teaching can
be realized. Teaching through practice bases, such as univer-
sity hospital internships and community clinics, cultivates
the spirit of medicine, enhances the apprehension of the
meaning of life, helps motivate the learning of professional
skills, and facilitates the cultivation of new medical talents
with both virtues and talents [7]. The research on the collab-
orative development of politico-ideological education in
medical schools under the pattern of “Big Thinking and Pol-
itics” is conducive to building a smooth communication
channel in education and teaching, bringing into play the
affinity of politico-ideological work, enhancing the effective-
ness of education, and facilitating the integration of the links
and communication among the constituent elements and
departments in the current education system, so as to bring
into play the proper functions of each subsystem.

Compared with the traditional politico-ideological edu-
cation mode, the “great politico-ideological” education mode
has its own characteristics [8]. First of all, the education
mode under the “great politico-ideological” pattern has the
universality of personnel participation. In terms of partici-

pants, the education mode under the “great politico-
ideological” pattern is not limited to full-time teachers of
politico-ideological theory courses but requires the teaching
staff of the whole school to participate in the politico-
ideological work of college students. Secondly, the educa-
tional mode under the pattern of “great thought and poli-
tics” has the extensive use of time and space. Colleges and
universities should shoulder the task of educating people
all the time from entering the school to graduation and in
all educational links. In talent training, education, and teach-
ing, we should adhere to the principle of education first and
moral education first and pay attention to and implement
the infiltration method of politico-ideological education
[9]. Thirdly, due to the pertinence and openness of the con-
tent system, the politico-ideological education in colleges
and universities has vitality. It must keep up with the pace
of the times and always adhere to being close to reality and
life [10]. The politico-ideological education should be tar-
geted and the content selection of politico-ideological educa-
tion should be open. Politico-ideological education should
face the world and the future, absorb the advanced achieve-
ments of human civilization to the greatest extent, release
the attraction and appeal of politico-ideological education
to the greatest extent, and improve the affinity of politico-
ideological education. Finally, the platform makes use of
the complementarity of virtual reality [11]. In terms of edu-
cational methods and means, based on the characteristics of
the network era, integrate the real platform and virtual plat-
form, and strive to truly promote the cultivation of morality
in the complementary advantages of multiple platforms.

The arrangements of the paper are as follows: Section 2
discusses the related work. Section 3 describes the design
of application model. Section 4 examines the experiments
and results; section 5 concludes the article.

Figure 1: The significance and ways of humanistic quality and politico-ideological education in colleges and universities.
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2. Related Work

2.1. Research Status of Humanistic Quality Education for
Medical Students. Medical students’ humanistic education
needs to go through two stages: the classroom learning stage
and the clinical practice stage. Similar to the current situa-
tion the biomedical model is still dominant in clinics,
China’s medical education has not gotten rid of the tradi-
tional biomedical education model. In the classroom learn-
ing stage, whether it is basic medical courses or clinical
courses, teachers only pay attention to the explanation of
medical knowledge [12]. Ignoring the explanation of
humanistic knowledge combined with clinical practice leads
medical students to know little about doctor-patient com-
munication skills and the complex doctor-patient relation-
ships. Clinical practice is an important period for medical
students to learn. It is a key stage to combine the theoretical
knowledge of classroom learning with clinical practice.
However, at present, the humanistic education of medical
students in clinical practice has not been paid attention to

[13]. The current situation of humanistic education for med-
ical students is shown in Figure 2.

Most of the teachers in clinical teaching units have been
used to the disease-centered biomedical model. They believe
that medical knowledge and technology are the most impor-
tant. Students with solid clinical knowledge and skills can be
competent for clinical work. Most of the clinical teaching
teachers are frontline clinical doctors. They are nervous
and do not have enough time to lead students to communi-
cate with patients on the spot [14]. However, students’ work
stays on the writing of medical documents. Some teaching
teachers have insufficient humanistic knowledge reserves
and cannot play an exemplary role for students. Some
teachers are afraid of medical disputes and dare not let med-
ical students contact patients, which deprives medical stu-
dents of the opportunity to combine the learned
humanistic knowledge with clinical practice and cannot
effectively transform it into clinical ability. All of these hin-
der the improvement of medical students’ humanistic qual-
ity and make students have the idea of emphasizing
technology over humanities [15]. Teachers are the key factor
in the cultivation of the humanistic quality of medical stu-
dents. At present, the number of teachers in medical colleges
in China is insufficient and the structure of teachers is
unreasonable. Teachers of general medical courses gradu-
ated from medical colleges and universities, with good med-
ical professional knowledge, but lack humanistic knowledge
[16]. Humanities teachers graduated from nonmedical col-
leges and lack a comprehensive and systematic understand-
ing of medical knowledge. Teachers act in their own way and
lack communication and exchange, so they cannot organi-
cally combine the medical knowledge and humanistic
knowledge learned by students. The frequent occurrence of
doctor-patient disputes, especially violent medical injuries,
has a certain negative impact on the humanistic education

Figure 2: The current situation of humanistic education for medical students.

Figure 3: The structure of politico-ideological education in medical
colleges.
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of medical students [17]. On the one hand, it makes them
lack confidence and even fear about the career they want
to engage in the future, which leads some medical students
to switch to other careers after leaving school [18]. On the
other hand, in order to avoid the occurrence of medical dis-
putes, some clinical practice units dare not let interns oper-
ate or communicate with patients, which deprives them of a
great opportunity to integrate theory with practice.

2.2. Research Status of Politico-Ideological Education for
Medical Students. In fact, in clinical work, we often find that
some patients are resistant to interns and unwilling to coop-
erate with their diagnosis and treatment activities, so they
cannot master doctor-patient communication skills well
[19]. The lack of doctor-patient communication skills of
medical students is easy to cause contradictions with
patients in their contact with patients and leads to doctor-
patient disputes. This will create a vicious cycle that is not
helpful to the development of a positive doctor-patient rela-
tionship. Medical colleges and universities, like the majority
of colleges and universities, struggle with issues such as ideo-
logical imbalance between teachers and students, a single
teaching paradigm, and a lack of an overarching idea of
politico-ideological education [20]. At the same time, the
problems of politico-ideological education in medical col-
leges still have their particularity, the lack of personality in

politico-ideological education, and so on. The above prob-
lems pose a great challenge to the effectiveness of politico-
ideological education in medical colleges. It is urgent to
change the development mode of politico-ideological educa-
tion in medical colleges and take coordinated development
as the methodological guidance [21]. The coordinated devel-
opment of politico-ideological education in medical colleges
and universities refers to taking the concept of coordinated
development as the methodological guidance of the action
of politico-ideological education in medical colleges and uni-
versities in order to achieve the goal of politico-ideological
education [22]. The structure of politico-ideological educa-
tion in medical colleges is shown in Figure 3.

The coordinated development of politico-ideological
education in medical colleges can learn from various educa-
tional media, educational subjects, and other favorable fac-
tors and operate in a coordinated and orderly manner [23].
Thus, the functions of each part can be brought into full
play, and the goal of politico-ideological education in medi-
cal colleges can be optimally and effectively realized. Profes-
sional course teachers and politico-ideological theory
teachers should cooperate to educate people and do well
the politico-ideological work in medical colleges and univer-
sities [9]. We should follow the law of politico-ideological
work, the law of teaching and educating people, and the
law of students’ growth and constantly improve the ability

Figure 4: Diagram of the composite kernel function of the depth method.

Figure 5: The cross-layer connection structure of the residual network.
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and level of politico-ideological work. To make good use of
the classroom as the main channel, the theory course of
politico-ideological education should be strengthened in
improvement, enhance the affinity and pertinence of
politico-ideological education, and meet the needs and
expectations of student’s growth and development [24].
Educators are the first to receive an education. Only under
the guidance of educators with noble moral quality and
keeping pace with the times, can they smoothly interact with
the educated in the process of education, so as to improve
students’ ideological and moral quality. The success of this
interaction ultimately depends on the teacher as the leader
of education [25].

2.3. Research Status of Deep Learning. How to transfer the
input data from the original space to the high-dimensional
space, which can distinguish two types of complicated sam-
ple data without requiring any implicit mapping kernel
function [26], is a problem worth considering. A good way
to overcome this problem is to utilize a deep neural network
to map the samples from input space to feature space, which
will improve the classification effect. Generally speaking, for
a given number of training samples, if they lack other prior
knowledge, people prefer to use a small number of calcula-
tion units to establish the compact expression of the objec-
tive function in order to obtain better generalization
ability. Deep learning takes the original form of data as the
input of the algorithm [27]. The original data is abstracted
layer by layer as the final feature representation required
by its own task and finally ends with the mapping from
the feature to the task target. In particular, experience has
proved that the two-stage strategy composed of unsuper-
vised pretraining and supervised tuning is not only effective
for overcoming the training difficulties of deep networks but
also endows deep networks with superior feature learning
ability. Then, many new depth structures were established.
Meanwhile, at last year’s international top conference on

computer vision and pattern recognition, researchers
announced the end of the ImageNet challenge [28]. Even
though it has only been around for eight years, it has accom-
plished incredible things. Machine learning has advanced in
the disciplines of computer vision, speech recognition, and
natural language processing, while the outcomes of picture
categorization and target identification have made signifi-
cant advances.

Among them, the key is that the neural network has
ushered in its spring again after a long cold winter.
Although deep learning can automatically obtain features
of different scales from simple to abstract when using
the extracted features for classification or recognition, a
deep neural network uses the feature of the last hidden
layer for classification, that is, using the feature of a single
scale for classification [29]. This is because, in the deep
neural network, a layer is connected with its front and
rear adjacent layers, that is, it can only receive input from
the adjacent previous layer.

3. Design of Application Model

Based on deep learning, this paper focuses on the kernel
mapping structure and spanning structure model of the deep
neural network, in order to effectively solve the shortcom-
ings of the original method, improve the performance and
generalization ability of the deep neural network, and finally
promote the improvement and development of deep neural
network model. This research plays a positive role in pro-
moting the development of deep neural networks, especially
multilayer perceptron and convolutional neural network
models. Combined with the research focus of this paper,
some representative works in multicore learning and cross-
connected convolution neural networks are introduced in
detail. Among them, the research of multicore learning is
mainly divided into the research of learning methods of
multicore learning and the research of training methods of
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Figure 6: The convolutional neural network containing one or more dense modules.

Table 1: The current situation of politico-ideological integration of the curriculum.

Freshman Sophomore Junior

Integration into curriculum thought and politics 11 14 9

Not integrated into the curriculum of politico-ideological education 21 18 23

5Computational and Mathematical Methods in Medicine
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multicore learning. The three representative models of cross-
connected convolutional neural networks are fast track net-
work, residual network, and densely connected network.
When the compound nucleus is applied to the task of gene
function classification, the classification accuracy is higher
than that of a single nucleus. The mathematical expression
is as follows:

Kcomb = K1 x1 + x2ð Þ + K2 x1 + x2ð Þ,
Kcomb = K1 x1 + x2ð Þ · K2 x1 + x2ð Þ:

ð1Þ

Then, the combination coefficient is directly calculated
through a heuristic process, and its mathematical expression
is as follows:

A K,Ktð Þ = K,Kth iFffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K,Kh iF Kt ,Kth iF

p : ð2Þ

The weight in the classification function leads to the
combination kernel function with worse performance.
Therefore, the kernel matrix is obtained first.

Kc =K −
1
n
1 · 1T ·K −

1
n
K · 1 · 1T + 1

n2
1T ·K · 1
À Á

· 1 · 1T :

ð3Þ

Then, calculate the combination coefficient as shown
below, and a more reasonable combination kernel function
can be obtained.

θm = A Kc
m,Kc

tð Þ
∑M

i=1 A Kc
i ,Kc

tð Þ
: ð4Þ

The optimization method also expresses the composite
kernel function as a nonnegative linear combination of a

set of basis kernels. The difference is that it calculates the
combination coefficient through some optimization crite-
rion.

max 〠
M

m=1
θmyTKmy

s:t: 〠
M

m=1
〠
M

i=1
θmθi Km,Kih iF = c

  θ ∈ RM
+

: ð5Þ

By solving the programming problem represented by the
above formula, the combination coefficient can be obtained.
Moreover, the optimization method can also express the
composite kernel function as the nonlinear combination of
the base kernel. The mathematical expression of its objective
function is as follows:

min
W,b,θ

 
1
2W

TW +〠
l

L yl, f xl
� �� �

+ r θð Þ

s:t: θ ∈ RM
+

: ð6Þ

Kernel functions can have a variety of forms, commonly
used for the following mathematical expressions:

Kcomb xi, x j
À Á

= d0 + 〠
M

m=1
θmxTi x j

 !q

: ð7Þ

The depth method is to stack multiple basis kernels in
depth to obtain the composite kernel function and then
use some criteria to solve the parameters. The structural
block diagram of the composite kernel function of the depth
method is shown in Figure 4.

Figure 7: The current situation of politico-ideological integration of the curriculum.

Table 2: The statistics of politico-ideological elements in the end part.

Category Relaxation activities Mutual evaluation Class summary Job arrangement Interaction

Numbers 22 34 342 21 35

Percentage 28.21% 43.59% 41.05% 26.92% 44.87%
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The optimization problem of multilayer and multicore
learning of j-layer can be expressed as

min
K∈K jð Þ

min
f ∈HK

λ fk kHK
+ 〠

N

l=1
L yl f xl

� �� �
: ð8Þ

Specifically, the mathematical of the decision function
can be expressed as

K 2ð Þ = K 2ð Þ xi, x j ; θ
À Á

= exp 〠
M

m=1
θmK

1ð Þ
m xi, x j
À Á !( )

:

ð9Þ

At this time, the mathematical expression of the objec-
tive function is

min
K∈K 2ð Þ

min
f ∈HK

1
2 fk k2HK

+ C〠
N

l=1
max 0, 1 − yl f xl

� �� �
+ 〠

M

m=1
θm:

ð10Þ

Firstly, the base core is selected, and then, the selected
base core is combined in a linear or nonlinear way to obtain
the composite core. However, research shows that the com-
posite kernel generated by multicore learning is not always
better than the base kernel, one possible reason is that the
network structure of multicore learning is shallow and has
certain limitations, which is not enough to express relatively
complex composite kernel functions through the linear or
nonlinear combination of base kernels. Most of the current
multicore learning methods convert the problem to dual
space and use a two-step method to solve the parameters.
This will cause misunderstanding among readers to a certain
extent. For solving the kernel learning method, we must con-
vert it to dual space for the solution. The cross-layer connec-
tion structure of the residual network is shown in Figure 5.

The traditional deep neural network only allows the
structure connected by adjacent layers, which limits its inte-
gration of multiscale features for classification or recogni-
tion. In the fast-track network, information can flow across
layers directly behind layers without obstacles, and its math-

ematical expression is as follows:

y =H x,WHð Þ ∘ T x,WTð Þ + x ∘ C x,WCð Þ: ð11Þ

By multiplying element by element, the fast tracklayer
can be simplified to

y =H x,WHð Þ ∘ T x,WTð Þ + x ∘ 1 − T x,WHð Þð Þ: ð12Þ

Another treatment is to change the dimension of the
ordinary layer first and then stack the fast track layer. Based
on these two processes, a similar fast tracklayer can be con-
structed by using the idea of shared weight and receptive
field in a convolutional neural network. Once convergence
begins, degradation problems may also occur. The degrada-
tion problem is that as the depth increases, the accuracy
quickly reaches saturation and then degenerates rapidly.
Unexpectedly, this degradation is not caused by overfitting,
because increasing the number of layers will lead to a higher
error rate. The introduction of identity transformation can
make the adjustment of network. Parameters more effective,
i.e., the mapping is more sensitive to output change after the
introduction of residual. In terms of back-propagation, iden-
tity mapping allows for direct propagation and the addition
of the error term to the front layer, removing gradient reduc-
tion and explosion issues. In short, residuals allow you to
remove the same main part while highlighting minor differ-
ences. According to research on residual networks, even net-
works with hundreds of layers can be trained reliably and
successfully provided cross-layer connections are added
between levels. Broadly speaking, a dense network refers to
a convolutional neural network containing one or more
dense modules, as shown in Figure 6.

This control of growth rate cannot only reduce the
parameters of the dense network but also ensure the per-
formance of the dense network. However, dense networks
simply splice features of different scales, which may lead to
feature redundancy. In addition, the dense network con-
sumes a lot of memory during training. The usual
approach is to design a cross-connect structure carefully
for a given task. This approach usually achieves good
results but does not provide people with the difference
between the results of different cross-connect methods.

Figure 8: The statistics of politico-ideological elements in the end part.
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To sum up, this paper proposes a deep neural mapping
support vector machine model. The model uses a deep
neural network to explicitly represent the kernel mapping
and maps the input from the original space to the feature
space. In fact, kernel mapping is an explicit function rep-
resented by a deep neural network.

4. Experiments and Results

In order to accurately understand the current situation of
the implementation of curriculum politico-ideological edu-
cation, a questionnaire survey was conducted on the teach-
ing front-line teachers of the teaching part of 8 medical
colleges in Shandong and some students in freshman, soph-
omore, and junior grades, and field visits were conducted to
investigate the politico-ideological classroom of relevant
schools. The teaching records of politico-ideological educa-
tion were included in the scope of this study, so as to master
the specific implementation of curriculum politico-
ideological education such as students’ cognitive status and
teachers’ cognitive status. Starting with the current situation
of curriculum politico-ideological education, this paper
deeply explores and analyzes the bottlenecks and reasons
encountered in the implementation process, puts forward
reasonable solutions for the implementation of curriculum
politico-ideological education in the classroom, and puts
forward measures to improve the quality of curriculum
politico-ideological education, so as to integrate teaching
with politico-ideological education and improve the ideolog-
ical and moral level of medical students. The current situa-
tion of politico-ideological integration is shown in Table 1
and Figure 7.

The results show that in the implementation of curricu-
lum thought and politics, the integration of physical educa-
tion in sophomore is the best, followed by the freshman,
and the integration of junior is slightly worse. On the one
hand, it may be related to the learning pressure of students.
Compared with freshmen and sophomores, junior students
are facing great pressure of graduation. The focus of learning
is on the subjects of cultural courses, which requires a lot of
time to study and review cultural courses. On the other
hand, some politico-ideological courses may be replaced by
other teachers, resulting in the reduction of students’
politico-ideological courses. At the same time, in order to
serve other courses, teachers only complete teaching tasks
in class, only pay attention to the teaching of skills and
ignore the guidance of values, which makes it difficult to
implement curriculum politico-ideological education in the
third grade. In contrast, freshmen and sophomores face less
pressure. Sophomores have adapted to the school environ-
ment, have a certain sports foundation, and have stronger
autonomy in choosing learning content, so it is easier to
implement curriculum thought and politics. Through the
investigation, it is found that in terms of the ways to receive
politico-ideological education, students believe that politico-
ideological course is the main way to carry out politico-
ideological education, followed by the infiltration in various
disciplines, indicating two problems: one is that high school
students lack ideological education at present, and the other

is that the school does not pay attention to carrying out ideo-
logical education. The statistics of politico-ideological ele-
ments in the end part are shown in Table 2 and Figure 8.

From the results of teachers’ questionnaire statistics,
first, in terms of teachers’ cognition, teachers believe that
the current way for students to receive ideological education
is through the penetration of various disciplines. Secondly,
most teachers affirmed the suitability and necessity of curric-
ulum politico-ideological infiltration into the classroom and
said that they would implement it in the follow-up class-
room, but on the whole, teachers’ understanding of curricu-
lum politico-ideological is not enough.

5. Conclusion

People benefit from political-ideological education. The
work of being a man is difficult, and the ideological work
of being a man is even more difficult. In general, political-
ideological education integrates individual differences with
society’s mainstream values. Individuals have subjective ini-
tiative, and there are still some distinctions among them.
Medical colleges and universities should be transformed into
model places of stability and unity in order to cultivate a
pleasant and welcoming environment. The politico-
ideological education in medical colleges and universities
should proceed from reality and integrate theory with prac-
tice. Based on this, this paper proposes a path exploration
method for the cultivation of politico-ideological, and
humanistic quality of medical students’ curriculum based
on deep learning, and the effectiveness of the model is veri-
fied by simulation experiments.

The research on the coordinated development of
politico-ideological education in medical colleges is a
research focusing on practice and application. In the future,
we should continue to think about how to do a good job in
the politico-ideological education in medical colleges and
improve the affinity and pertinence of the politico-
ideological education in medical colleges. Politico-
ideological educators should have strong theoretical literacy
and actively make use of the collaborative resources of
Politico-ideological education with the characteristics and
advantages of medical colleges. Finally, we should constantly
improve our comprehensive ability to obtain and process
information and be good at using new media. Other fields’
mature theoretical and practical experience have been incor-
porated by the subject of political-ideological education. At
home and abroad, dialectically treat and absorb ideological
culture, science, and technology, and the discipline of
politico-ideological education is expected to grow by leaps
and bounds only via continual learning.
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The aims of this work were to explore the use of weighted gene coexpression network analysis (WGCNA) for identifying the key
genes in severe burns and to provide a reference for finding therapeutic targets for burn wounds. The GSE8056 dataset was
selected from the gene expression database of the US National Center for Biotechnology Information for analysis, and a
WGCNA network was constructed to screen differentially expressed genes (DEGs). Gene Ontology and pathway enrichment of
DGEs were analyzed, and protein interaction network was constructed. A burn mouse model was constructed, and the burn
tissue was taken to identify the expression levels of differentially expressed genes. The results showed that the optimal soft
threshold for constructing the WGCNA network was 9. 10 coexpressed gene modules were identified, among which the green,
brown, and gray modules had the largest number of burn-related genes. The DEGs were mainly related to immune cell
activation, inflammatory response, and immune response, and they were enriched in PD-1/PD-L1, Toll-like receptor, p53, and
nuclear factor-kappa B (NF-κB) signaling pathways. 5 DEGs were screened and identified, namely, Jun protooncogene (JUN),
signal transducer and activator of transcription 1 (STAT1), BCL2 apoptosis regulator (Bcl2), matrix metallopeptidase 9
(MMP9), and Toll-like receptor 2 (TLR2). Compared with skin tissue of normal mouse, the messenger ribose nucleic acid
(mRNA) and protein expression levels (PEL) of STAT1 and Bcl2 in burn tissue were greatly decreased, while those of JUN,
MMP9, and TLR2 were increased obviously (p < 0:05). In conclusion, STAT1, Bcl2, JUN, MMP9, and TLR2 can be potential
biological targets for the treatment of severe burn wounds.

1. Introduction

Burn is a very special trauma, and its incidence is closely
related to emergencies, traffic accidents, and daily life [1].
Severe burns can result in the loss of limb function and even
death [2]. Burn patients will suffer physical and psychologi-
cal harm if they receive a significant number of skin grafts,
harsh physical therapy, or long-term rehabilitation treat-
ment [3, 4]. Large-scale burns will cause a series of immuno-
logical and pathophysiological changes in the body, which
will eventually lead to the disorder of the immune system
[5]. Therefore, some scholars believe that the disturbance
of immune system function after burn is an important factor
leading to severe infection, multiorgan/system dysfunction,
or death after burn [6]. Factors such as large-area tissue
necrosis, stress response, shock, infection, or nutritional
deficiency after burns, together with subsequent treatment,

will change the microenvironment of immune cells in the
body [7, 8]. Therefore, although burn treatment techniques
can improve the clinical symptoms and prognosis of patients
to a certain extent, they cannot reduce the mortality of
patients [9]. Therefore, it is urgent to understand the specific
mechanism of maintaining and regulating immune dysfunc-
tion in burn patients and to find corresponding treatment
methods.

Because gene chip and sequencing technologies can
directly examine transcriptome data, it has become the pri-
mary tool for investigating the molecular mechanisms
underlying life activities [10]. It is difficult to dig out the
underlying molecular mechanisms by simply analyzing the
transcriptome of a single tissue or sample. However, analyz-
ing biological networks can reflect the interaction between
different biomolecules at the system level, but cannot pro-
vide possibilities for exploring complex biological
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phenomena [11]. Weighted gene coexpression network anal-
ysis (WGCNA) can identify coexpression modules in multi-
ple biological samples based on the correlation between
different gene expression profiles and find coexpression
modules that are highly related to them after phenotypic
correlation [12]. Compared with other coexpression analysis
methods, the WGCNA network uses a soft threshold
method to provide the sensitivity of the network to module
identification, so the network has been widely used in the
analysis of coexpression patterns in various organisms [13,
14]. The approach uses an approximate scale-free topology
to generate the soft threshold and then replaces the previous
traditional algorithm’s hard threshold [15–18].

Therefore, the WGCNA method is adopted systemati-
cally to explore the expression patterns of severe burn tissue
and normal tissue in this work, aiming to find the key genes
of severe burn wound healing and provide a molecular-level
theoretical basis for the search for clinical therapeutic targets
of burn wounds.

This paper is organized as follows: Section 2 presents the
materials and methods of the proposed concepts. Section 3
describes the statistical analysis and results. Section 4 pre-
sents the discussion of the whole paper. Section 5 summa-
rizes this paper and offers directions for future work.

2. Materials and Methods

2.1. Basis of the WGCNA Algorithm. WGCNA belongs to a
class of gene coexpression networks. The algorithm intro-
duces an approximate scale-free topology to accurately cal-
culate the soft threshold and then replaces the hard
threshold of the previous traditional algorithm [15]. Com-
pared with random networks, scale-free topology is more
realistic. After standardization of the experimental data,
WGCNA analysis can be performed. The specific analysis
process is shown in Figure 1.

The coexpression network was adopted to construct a
matrix A of the expression levels of samples and related
genes. It was assumed that the gene was represented by i,
and the sample size detection value was j; the mathematical
expression of the matrix could be given as follows:

A = aij
� �

= a1, a2,⋯,an,f g: ð1Þ

After transformation of expression profile data matrix
and calculation of the correlation between genes using
matrix operations, the coexpression similarity can be defined
using the absoluteness of the correlation coefficient:

Similarityij = cor ai, aj
� ��� ��: ð2Þ

In Equation (2) above, Similarityij represented the simi-
larity of the expression profiles of genes i and j, and the value
ranged from 0 to 1.

The similarity matrix was converted to an adjacency
matrix, and then, the WGCNA weighting coefficient β could

be determined based on the Pareto distribution law:

Nij = Similarityβij: ð3Þ

In the above Equation (3), Nij was an adjacency matrix,
and β was a weighting coefficient or a soft threshold.

To determine the dissimilarity of the highly connected
gene forming modules in the constructed network, the adja-
cency matrix can be converted into a topological matrix, and
then, topological reconstruction can be selected to calculate
the degree of intergene association. The equation for calcu-
lating topological overlap was defined as follows:

ωij =
Lij +Nij

min ki, kj
� �

+ 1 −Nij

, ð4Þ

Lij =〠
u

niunju: ð5Þ

In Equation (4) above, Lij was the sum of the products of
adjacency coefficients of gene i and j connecting nodes, and
k referred to the sum of adjacency coefficients of gene con-
necting nodes. When ωij = 1, it meant that genes i and j were
connected to all genes; when ωij = 0, it meant that genes i
and j were not connected to all genes.

The WGCNA required to use the dissimilarity calculated
by the topological overlap method for hierarchical clustering
and then obtain different gene modules of different branches
[16]. The dynamic pruning was applied for the construction
of cluster numbers to mine more modules. Gene coexpres-
sion network was to use systems biology methods to search
for highly correlated modules. WGCNA can continuously
approximate genes into a scale-free topology network
through a weighted method and then construct a coexpres-
sion network and find hub genes in modules of interest
[17]. Hub genes can be searched by threshold setting or by
using function network screening.

2.2. Selection of Materials for WGCNA. The microarray data
related to burns were screened from the gene expression
database of the National Center for Biotechnology Informa-
tion (NCBI) (http://www.ncbi.nlm.nih.gov/geo/), and
GSE8056 was finally selected as the research object accord-
ing to the research subjects and sample size. The samples
in this dataset were derived from the skin samples of burn
patients quickly obtained in the operating room and then
detected and analyzed by high-throughput chips. The data-
set contained a total of 12 samples, which were the normal
group (accession numbers: GSM198875, GSM198876, and
GSM198877) and the burn group (accession numbers:
GSM198866, GSM198867, GSM198868, GSM198869,
GSM198870, GSM198871, GSM198872, GSM198873, and
GSM198874). Relevant gene records with p values less than
0.05 were selected and included in the WGCNA.

2.3. Construction of WGCNA. The “Flash Clust” software in
the R language package was used for cluster analysis of the
included samples, and the “Pick Soft Threshold” function
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was to adjust the weight of the weighting coefficient β. The
matrix with correlation and adjacent relationship was calcu-
lated as a topological overlap matrix (TOM) using WGCNA,
and the dissimilarity was calculated. The dissimilarity was
undertaken as a distance metric to perform hierarchical clus-
tering of genes and obtain identification modules, cluster
markers, and merge highly similar modules. The “Plot Den-
dro and Color” function was selected to visualize the gene
module and select the target genes within the module to
draw a heat map. Finally, the genes in the modules closely
related to severe burn were found, and the cluster analysis

of the relationship heat map was performed on the clinical
characteristics. The specific flow of burn-related gene analy-
sis using WGCNA is shown in Figure 2.

2.4. Screening of DEGs. Background correction of raw data
was performed using robust multiarray average software,
and DEGs were obtained using independent samples t-test
and fold method. Comparative analysis of DEGs in burn tis-
sue and normal tissue was performed using the analysis tool
that came with the gene expression database in the NCBI
dataset. The screening conditions were set as:

Preprocessing of the data Pick soft threshold Construction of gene co-
expression modules

Modules-trait relationshipScreen hub genesFunctional enrichment

Figure 1: The specific analysis process of WGCNA.

Hub gene identification Gene co-expression network

Identify the module Module eigengenes

Topological overlap matrix

Intergenic correlation coefficient Weighted adjacency matrix

Hierarchical clustering

Preprocessing of the data

Construction of gene network

Figure 2: The specific flow of burn-related gene analysis using WGCNA.

Table 1: The quantitative primers of DEGs.

Gene name Primer sequence (5′→3′) Size of product (bp)

STAT1 decreased
F: TACGGAAAAGCAAGCGTAATCT

219
R: TGCACATGACTTGATCCTTCAC

JUN increased
F: GTGTGGGACGACGATCAAAAG

151
R: TGACCACTAACAGGGAAGGAC

Bcl2 decreased
F: ACGTGGACCTCATGGAGTG

129
R: TGTGTATAGCAATCCCAGGCA

MMP9 increased
F: GCAGAGGCATACTTGTACCG

229
R: TGATGTTATGATGGTCCCACTTG

TLR2 increased
F: CTCTTCAGCAAACGCTGTTCT

237
R: GGCGTCTCCCTCTATTGTATTG

GAPDH
F: TGGCCTTCCGTGTTCCTAC

178
R: GAGTTGCTGTTGAAGTCGCA
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(1) The corrected p value (the adj p value) was less than
0.05

(2) The absolute value of the log gene expression fold
difference (|logFC|) was ≥1.5

2.5. Analysis on Gene Ontology and Pathway Enrichment of
DEGs. Gene Ontology can be used for functional annotation
of genes. The functional enrichment analysis of Gene Ontol-
ogy included molecular function (MF), biological process
(BP), and cellular component (CC). The gene set enrichment
analysis software and profiler online tool were adopted in
this work for enrichment analysis and annotations of the
module and Kyoto Encyclopedia of Genes and Genomes
(KEGG).

2.6. Construction and Analysis on Protein Interaction
Network of DEGs. The STRING database can be selected to
predict the functional correlation between proteins, and its
prediction accuracy for genes was as high as 80% or more.
The protein-protein interaction network of DEGs obtained
by screening was constructed using the STRING 11.0 online
tool (https://cn.string-db.org/). Protein interactions with
confidence greater than 0.5 were selected from the protein-
protein interaction network. The DEGs protein interaction
network was constructed using Cytoscape software.

2.7. Identification of DEGs

2.7.1. Construction of Burn Animal Model. 20 healthy adult
BALB/c mice, male or female, were selected as research sub-
jects. Mice were randomly rolled into a control group and a
burn group. The control mice were not given any medica-
tion and were fed normally. Mice in the burn model were

anesthetized by intraperitoneal injection of 50mg/kg 1%
sodium pentobarbital. The back skin was prepared, and the
hair was removed; the mice were fixed on the operating
table, and the depilated area was scalded continuously for
15 s with 97°C hot water to obtain a third-degree burn
model. Immediately after modeling, 1mL of 0.9% sterile
normal saline was intraperitoneally injected for antishock
treatment, and the wounds were disinfected with iodophor
disinfectant.

2.7.2. Real-Time Fluorescence Quantitative Polymerase
Chain Reaction (rt-qPCR). After 15 days of modeling, the
back skin tissue of the same part of the two groups of mice
was taken. After the blood was flushed with phosphate
buffer, it was snap frozen in liquid nitrogen. After fully
grinding the tissue, the Trizol method was used to extract
total RNA from the tissue, and the concentration, purity,
and integrity of the extracted RNA were detected. Using
the extracted RNA as a template, reverse transcription of
cDNA was performed according to the instructions of the
PrimeScript™ RT reagent Kit with gDNA Eraser (perfect
real-time) kit (Takara, Japan). Then, quantitative detection
of the target gene was performed according to the instruc-
tions of the TB Green® Premix Ex Taq™ II (Tli RNaseH
Plus) kit (Takara, Japan). The reaction system was set as fol-
lows: 10μL TB green Premix Ex Taq™ II reagent, 0.8μL
upstream primer, C0.8μL downstream primer, 0.4μL ROX
Reference Dye, 2μL cDNA template, and 6μL ddH2O.
Quantitative primers were designed and synthesized by
Shanghai Sangon Bioengineering Co., Ltd. The primer infor-
mation was shown in Table 1.

2.7.3. Western Blot. The tissue was crushed thoroughly, and
RIPA reagent was applied for protein extraction in the fro-
zen skin tissue from the back of the mouse. The protein con-
centration of the extracted sample was determined
according to the instructions of the BCA kit, the correspond-
ing stacking gel and separating gel were prepared, and the
sample protein was loaded and electrophoresed. After the
target protein band was transferred to the membrane, a
blocking solution containing 5% nonfat milk powder was
used for blocking treatment at room temperature for 1 hour.
After washed, add diluted primary antibodies; rabbit mono-
clonal STAT1 (1 : 2000), rabbit monoclonal JUN (1 : 5000),
rabbit monoclonal Bcl2 (1 : 2000), rabbit monoclonal
MMP9 (1 : 2000), rabbit monoclonal TLR2 (1 : 1000), and
mouse monoclonal β-actin (1 : 5000) were incubated at 4°C
for 12 hours. After recovery of the antibody, it can add the
diluted secondary antibody, horseradish peroxidase-labeled
goat anti-mouse IgG (1 : 10000), and incubate at room tem-
perature for 1 hour in the dark. In addition, the target pro-
tein band was developed according to the instructions of
the ECL chemiluminescence kit. The ImageJ software in
the gel imager was adopted to measure the gray value of
the target protein band, and β-actin was undertaken as the
internal reference gene to detect the relative expression level
of the target protein.
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Figure 3: Volcano plot analysis of DEGs. Genes with no
statistically great difference were marked in black, genes with low
expression and statistically obvious difference were marked in
green, and genes with high expression and statistically remarkable
difference were marked in red.
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3. Statistical Analysis

SPSS 22.0 was used for data processing and statistical analy-
sis. In the rt-qPCR detection results, the 2−△△CT method was
applied to calculate the relative mRNA expression level of
target gene, where △CT value = CTtarget gene − C
Tinternal reference gene, 2 −△△CT =△CTburn group −△C
Tcontrol group. The relative expression levels of mRNA and
protein were compared between groups using independent
samples t test, and expressed as mean ± standard deviation.
p < 0:05 was considered to be statistically significant.

4. Results

4.1. Construction of WGCNA Network. Screening from the
dataset, 563 DEGs were obtained, and the volcano plot of
DEGs was shown in Figure 3. As it was given, the clustering
results of the genes screened from the dataset had no obvi-
ous outlier samples, so they can be included in the subse-
quent WGCAN.

To improve the analysis effect of constructing the
WGCNA model, the relationship between the soft threshold
and the correlation coefficient (the left of Figure 4) and the
relationship between the soft threshold and the mean value
of the gene connection coefficient (the right of Figure 4)
were plotted. It can be found that when the weighting coef-
ficient β (i.e., soft threshold) in the WGCNA model was 9,
the correlation coefficient and gene average connection coef-
ficient of the constructed model were optimal. Therefore, β
= 9 was subsequently set for analysis.

4.2. Clinical Correlation Analysis Based on WGCNA
Network. The correlation between external information
and network modules was found from the gene coexpression
network, and then, the network modules with high similarity
were found. When β = 9 in the WGCNA network, the
squared value of the correlation coefficient between log ðkÞ
and log ½pðkÞ� was greater than 0.9, and then, the con-
structed WGCNA network is shown in Figure 5.

Subsequently, the correlation heat map and cluster anal-
ysis of the WGCNA network module were constructed, and
the results were given in Figure 6. As the figure revealed, 10
corresponding modules were screened in this work, and the

clinical characteristics were highly correlated with the green,
brown, and gray modules in the WGCNA network.

4.3. Analysis on Burn DEGs Based on WGCNA Network. The
WGCNA network was utilized to determine the key and dif-
ferentially expressed genes, and Gene Ontology and KEGG
tools were employed to undertake functional annotation of
DEGs and enrichment analysis of signaling pathways.
Figure 7 depicts the outcomes. As can be known from
Figure 7(a), DEGs were mainly enriched for molecular func-
tions such as replicative senescence, bacterial response to
acyl bacterial lip peptides, and Toll-like receptor signaling
pathways. They were mainly enriched for biological pro-
cesses such as CCR5 chemokine receptor binding, histone
kinase activity, and lipopeptide binding, and they were
enriched for cell components such as cyclin B1-cdk1 com-
plex and dependent protein kinase holoenzyme complex.
As demonstrated in Figure 7(b), DEGs were mainly located
in the PD-1/PD-L1 pathway, the AGE-RAGE pathway, the
Toll-like receptor signaling pathway, the p53 signaling path-
way, or the NF-κB signaling pathway.

The genes highly related to burns were found through
the identification module, and the top 10 DEGs were
selected using functional clustering analysis. The results
were illustrated in Table 2. The top 10 DEGs were mainly
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located in the green, brown, and gray modules of the
WGCNA network.

4.4. Analysis on Protein Interaction Network of DEGs in
Burn Tissue. The protein-protein interaction network of
DEGs was constructed using STRING online software, and
the results are illustrated in Figure 8. Figure 8(a) revealed
the overall analysis results of DEGs protein-protein interac-
tion network. Except for STEAP4, LMO7, BTBD17, and
AMPD3 genes that were not related to other genes, there
was an interaction among the proteins of other genes.

JUN, STAT1, Bcl2, MMP9, and TLR gene subprotein
were selected for the construction of protein interaction net-
work. Figure 8(b) suggested that the JUN gene was closely
related to CTNNB1, EP300, SMAD3, ATF2, FOS, FOSL1,
BATF3, ATF3, and FOSL2. STAT1 gene was closely related
to IFNGR1, JAK2, IRF9, IFNAR1, IRF1, JAK1, CREBBP,
EP300, PIAS1, and KPNA1. The Bcl2 gene was closely corre-
lated to BBC3, TP53, Bcl2L11, BAX, BAD, BIK, BID, Bcl2L1,
FKBP8, and BECN1. MMP9 gene was closely correlated with
CD44, TIMP1, SDC1, CDH1, VEGFA, PLG, TIMP3,
TGFB1, LCN2, and IL6. TLR2 gene was closely related to
IRAK1, HMGB1, LY96, CLEC7A, HSP90B1, HSPD1,
VCAN, CD14, TollIP, and TIRAP.

4.5. Identification of Burn DEGs. First, rt-qPCR was used to
detect the differences in the mRNA expression levels of
STAT1, JUN, Bcl2, MMP9, and TLR2 in the burn tissue of
mice in the control group and the burn group. The results

demonstrated in Figure 9 revealed that compared with the
control group, the mRNA expression levels of STAT1 and
Bcl2 in the burn group were decreased, while those of
JUN, MMP9, and TLR2 were increased (p < 0:05).

Western blot detected the differences in PELs of STAT1,
JUN, Bcl2, MMP9, and TLR2 in the tissues of mice, and the
results were shown in Figure 10. Compared with the control
group, the PELs of STAT1 and Bcl2 in the burn group were
decreased, while the PELs of JUN, MMP9, and TLR2 were
greatly increased (p < 0:05).

5. Discussion

Burn is a very common disease, and most patients have
burns of grade 2 and above [18]. Scar is one of the most
common complications of burn patients during rehabilita-
tion, which seriously affects the rehabilitation effect and
quality of life of patients [19]. Therefore, this work is of great
significance to explore the potential therapeutic targets in
the process of wound healing after burn injury and to
improve the prognosis of burn patients. In this work, based
on WGCNA analysis, the related gene modules of wound
healing after burn were searched, and the expression status
of DEGs was explored by bioinformatics analysis method,
aiming to provide reference materials for the improvement
of wound healing effect.

Based on WGCNA, multiple DEGs were obtained, and
Gene Ontology functional annotation of these genes [20]
and enrichment analysis of KEGG signaling pathway [21]
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Figure 6: Modules of WGCNA network and its interaction analysis with clinical characteristics. (a) The interaction among different
network modules and (b) the association between network modules and clinical features.
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Figure 7: Gene Ontology and KEGG analysis of DEGs. (a) The Gene Ontology analysis result of DEGs and (b) the KEGG analysis result of
DEGs.

Table 2: Information of the top 10 DEGs.

Gene ID Gene Full name of the gene Module Regulation

ENSG00000177606 JUN Jun protooncogene Green Up

ENSG00000115415 STAT1 Signal transducer and activator of transcription 1 Grey Down

ENSG00000171791 Bcl2 BCL2 apoptosis regulator Green Down

ENSG00000100985 MMP9 Matrix metallopeptidase 9 Green UP

ENSG00000137462 TLR2 Toll-like receptor 2 Brown UP

ENSG00000096968 JAK2 Janus kinase 2 Brown UP

ENSG00000170458 CD14 CD14 molecule Green UP

ENSG00000170312 CDK1 Cyclin-dependent kinase 1 Brown Up

ENSG00000168610 STAT3 Signal transducer and activator of transcription 3 Brown Up

ENSG00000177455 CD19 CD19 molecule Green Down
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(a)

(A) (B) (C)

(D) (E)

(b)

Figure 8: DEGs have a complex protein interaction network. The total protein-protein interaction network was depicted in (a); (b) diagram
of the subprotein-protein interaction network, where A was the JUN gene, B was the STAT1 gene, C referred to the Bcl2 gene, D represented
the MMP9 gene, and E stood for the TLR2 gene.

8 Computational and Mathematical Methods in Medicine



were performed. The results of Gene Ontology analysis
showed that DEGs after burn were related to immune sys-
tem function, metabolic process, and cellular biological reg-
ulation. The results of KEGG pathway enrichment analysis
showed that DEGs after burn were mainly located in the
Toll-like receptor [22], p53 [23], PD-1/PD-L1 [24], and
NF-κB [25]. Toll-like receptor signaling pathway can acti-
vate bacterial membrane components and promote the acti-
vation of MAPK signaling pathway, which in turn triggers
the body’s inherent immune response and increases the pro-
duction of proinflammatory factors [26].

Subsequently, five DEGs were screened for expression
level verification. The STAT protein family can participate
in the binding of different cytokines or growth factors, which
can be activated by a variety of cytokines and mediate the
expression of multiple genes in response to pathogen inva-
sion [27]. STAT1 plays an important role in antigen presen-

tation and B cell development [28]. Studies have shown that
the decrease in the expression level of STAT1 can lead to a
decrease in the expression level of IgG, which in turn
increases the susceptibility of the body to the virus [29].
JUN is a stress-activated protein kinase, which plays an
important role in the process of apoptosis [30]. Studies have
confirmed that after inhibiting the expression of JUN, the
content of proinflammatory factors such as IL-6 will also
decrease, while the content of anti-inflammatory factors
such as IL-10 will increase [31]. Bcl2 is also one of the seri-
ous hot spots in the process of apoptosis, and it mainly plays
the role of inhibiting apoptosis and promoting apoptosis
[32]. MMP9 can activate the functions of cytokines and che-
mokines, so it is involved in the processes of skin wound
inflammatory response, matrix remodeling, and epitheliali-
zation [33]. Toll-like receptors can selectively recognize
microorganisms and their tissue components, and TLR2
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Figure 9: Detection results of mRNA expression levels of DEGs. (a–e) The detected values of STAT1, JUN, Bcl2, MMP9, and TLR2,
respectively, and ∗ indicated a statistically obvious difference between groups (p < 0:05).
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plays an important role in the activation of cells by Gram-
positive bacteria [34]. The results of this work suggested that
the expression levels of STAT1 and Bcl2 in burn tissue were
much lower than compared to the normal tissue, while the
levels of JUN, MMP9, and TLR2 were remarkably higher.
The above results suggest that the body after burn may
inhibit the proliferation of immune cells, promote cell apo-
ptosis, reduce the body’s immunity, and then, reduce the
resistance to external pathogens. The increased expression
of JUN in burn tissue triggers the excessive release of proin-
flammatory factors in the body, which in turn leads to a
severe inflammatory response in the body. Therefore, the
continuous high expression of inflammatory factors such
as JUN, MMP9, and TLR2 in burn wounds tissue may slow
down the speed of wound healing.

6. Conclusions

WGCNA and other bioinformatics analysis approaches were
used to investigate the features of DEGs in burn tissue in this
study. According to the WGCNA mining results, ten network

modules were discovered to be strongly associated to postburn
wound healing, with the green, brown, and grey modules hav-
ing the most DEGs. The Gene Ontology and KEGG analysis of
DEGs found that these genes were mainly functionally anno-
tated as immune cell activation, inflammatory response, and
immune response, etc., and were mainly enriched in PD-1/
PD-L1, Toll-like receptor signaling, p53, and NF-κB. Later, it
was found that the wound healing effect after burn was closely
related to genes such as STAT1, JUN, Bcl2, MMP9, and TLR2.
However, it only used published data to analyze gene coex-
pression networks in this work. Clinical tissue samples would
be acquired for transcriptase analysis in the follow-up study,
and WGCNA would be built and examined again. The results
of this work were aimed at finding potential targets for wound
healing after burns and providing reference data for improv-
ing the prognosis of burn patients.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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Figure 10: Detection results of PELs of DEGs. (a–f) The detected values of STAT1, JUN, Bcl2, MMP9, and TLR2, respectively, and ∗
indicated a statistically obvious difference between groups (p < 0:05).
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Objective. This work explores the application value of dilated weighted imaging (DWI) in the diagnosis of primary liver cancer
(PLC) and the effect of sorafenib in the treatment of PLC. Methods. 88 patients with PLC who were treated in The First
Affiliated Hospital of Northwest University from March 2019 to March 2021 were selected and randomly rolled into an
experimental group and a control group, with 44 cases in each group. Patients in both groups were treated with transcatheter
arterial chemoembolization (TACE), and the patients in the experimental group were treated with oral sorafenib on the basis
of TACE. The indicators of complications, short-term efficacy (STE), and long-term efficacy (LTE) of the two groups were
observed. All patients received DWI and magnetic resonance (MR) plain scan. The diagnostic accuracy and misdiagnosis rate
of the two methods in diagnosing the PLC were compared. Results. The accuracy, specificity, and sensitivity of MR plain scan
were 68%, 88%, and 89%, respectively, while those of DWI were 96%, 95%, and 94.2%, respectively. It indicated that the
accuracy, specificity, and sensitivity of DWI in diagnosing lesions were better than those of MR plain scan, especially the
diagnostic accuracy (P < 0:05). The objective response rate (ORR) and disease control rate (DCR) of the STE in the
experimental group were 30% and 97%, respectively, and those in the control group were 6% and 54.5%, respectively. The
experimental group’s mean progression-free survival (mPFS) and mean overall survival (mOS) were 12 and 25 months,
respectively, while the control group’s were 8 and 19 months, respectively. It was concluded that the mPFS and mOS of
patients receiving TACE combined with oral sorafenib were much higher than those receiving TACE only (P < 0:05).
Conclusion. DWI and TACE combined with sorafenib had high application value in the diagnosis and treatment of PLC.

1. Introduction

Primary liver cancer (PLC) is one of the malignant tumors
with the highest incidence in the world. Clinical statistics
show that 4.7% of new cancer patients are liver cancer
patients each year, and liver cancer patients account for
8.2% of the number of cancer deaths each year. According
to statistics from the World Health Organization (WHO),
liver cancer has become one of the six major cancers in the
world and the fourth leading cause of cancer-related death
in 2018 [1–3]. The WHO also said that in the next few years,
the incidence and death of liver cancer will continue to increase

and rise. The incidence of liver cancer is affected by factors such
as geographical location, ethnicity, economy, and food culture.
Therefore, PLC has different incidence rates in different coun-
tries. Epidemiological survey results show that the incidence
of PLC in Asia is relatively high, and the reason may be closely
related to the relatively large population base in Asia [4]. The
common cause of PLC is chronic liver disease caused by hepa-
titis virus. However, factors such as alcoholic liver disease, obe-
sity, type 2 diabetes, and nonalcoholic fatty liver disease are also
closely related to the occurrence of liver cancer. The main
causes of liver cancer vary in different regions. In China, the
biggest risk factors are hepatitis B infection and aflatoxin
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poisoning. Hepatitis C infection is the leading cause of death
in Japan and Egypt. Obesity is the main reason for the increase
in the incidence of liver cancer in areas with low incidence of
liver cancer [5–7]. Epidemiological survey statistics show that
the incidence of liver cancer in my country accounts for more
than 50% of the world’s, and liver cancer-related mortality
ranks third in the world. At present, liver resection or liver
transplantation is still the main method to ensure the long-
term survival of PLC patients. However, clinical studies have
shown that the early onset of PLC is relatively insidious, with
no obvious clinical symptoms or even asymptomatic. This has
led to the fact that most patients have already developed their
disease in the middle and late stages when they come to see a
doctor and have already lost the opportunity for surgical treat-
ment. Clinical studies have shown that only less than 1/5 of
patients can obtain the opportunity for surgery [8–10].
Despite the further development of medical technology in
recent years, the treatment methods of PLC have gradually
diversified. However, there is still no reliable and practical
way for increasing patient survival rates. Liver cancer is charac-
terised by a high blood supply, recurrence, and angiogenesis,
according to clinical trials. Even in patients who have under-
gone surgical treatment, nearly 40% of patients relapse one year
after surgery. 10% to 20% of patients have recurrence even after
liver transplantation. China is a large hepatitis B country with a
large population and a serious aging population. Generally
speaking, the form of PLC is very serious [11].

Because PLC is usually found in the middle and late stages,
many patients cannot be treated with surgery. Therefore, non-
surgical treatment is often used in the clinical treatment of
PLC. Transcatheter arterial chemoembolization (TACE) is
the most common treatment for hepatocellular carcinoma
besides surgery. This method is to inject chemotherapy drugs
such as doxorubicin, epirubicin, and cisplatin into tumor
blood vessels and then embolize them with materials such as
gelatin sponge [12]. The method has the advantages of less
trauma, clear effect, wide application range, and high repeat-
ability. However, this method also has some disadvantages,
such as poor deposition of lipiodol and inability to completely
embolize blood vessels. Based on the above shortcomings and
the influence of the rich blood supply and angiogenesis of the
PLC tumor itself, a single TACE treatment often fails to
achieve the desired therapeutic effect. Therefore, TACE is
often combined with other therapeutic methods to treat the
PLC in clinical practice. Clinical studies have shown that
TACE combined with systemic therapy can significantly pro-
long the survival of patients with advanced disease [13]. Soraf-
enib and apatinib are common oral targeted drugs in clinical
practice. Among them, sorafenib is the first drug used in the
systemic treatment of patients with advanced PLC and has
shown good efficacy. It has been approved for first-line treat-
ment of PLC. As an oral multienzyme inhibitor, sorafenib
can act on tumor tissue and tissue blood vessels. It can block
the formation of tumor angiogenesis, thereby inhibiting the
growth of tumor tissue. Theoretically, the combination of
TACE therapy and sorafenib can improve the prognosis of
patients with advanced PLC. However, there is still a lack of
effective large-scale clinical studies on this method, so further
research is needed [14].

Computed tomography (CT) scan and enhancement,
which can properly depict the number, size, shape, and
deposition status of lipiodol, are currently the most effective
and widely used procedures for the diagnosis and evaluation
of the curative effect of PLC. However, due to the interfer-
ence of high-density lipiodol, the density of the active tumor
tissue lock may be misdiagnosed and missed. Ultrasound
can observe the blood supply of tumors, but due to the influ-
ence of lipiodol, it is prone to chaotic strong echo reflections
and limited spatial resolution of ultrasound [15]. Conven-
tional magnetic resonance imaging (MRI) can detect tumor
tissue but cannot differentiate between necrotic and viable
parts. In recent years, magnetic resonance (MR) technology
has developed rapidly. Some new technologies have been
applied and developed, and people are gradually entering
the era of diagnosing the PLC and evaluating the curative
effect at the molecular level of functional status. Diffusion-
weighted imaging (DWI) is one of them. DWI has a high
sensitivity to Brownian motion of water molecules, and it
is currently the only noninvasive method that can evaluate
and identify the diffusion motion of water molecules in live
tissue [16]. DWI can distinguish necrotic and residual viable
tumor cells. The apparent diffusion coefficient (ADC) map
can prove the signal difference between the two through
quantitative analysis. The application of DWI technology
may be able to solve the problem that conventional CT
and MRI scans cannot quantitatively analyze tumor necro-
sis [17].

PLC patients were enrolled in this study and assigned to
one of two groups: experimental or control. Patients in the
experimental group received TACE in combination with
sorafenib, while those in the control group received simply
TACE. At the same time, all patients were diagnosed and
evaluated by DWI technology, and the results were analyzed.
This work is aimed at offering a reference and basis for clin-
ical treatment and diagnosis of PLC.

The paper’s organization paragraph is as follows: The
materials and methods are presented in Section 2. Section
3 presents the experimental results of the proposed work.
Section 4 consists of the discussion section. Finally, in Sec-
tion 5, the research work is concluded.

2. Materials and Methods

2.1. Research Objects. 88 PLC patients treated in The First
Affiliated Hospital of Northwest University from March
2019 to March 2021 were selected, and they were rolled ran-
domly into an experimental group and a control group, with
44 cases in each group. Patients included had to meet the
following conditions: patients who were pathologically or
clinically diagnosed as PLC, which could not be treated by
surgery; patients with Barcelona liver cancer clinical stage
(BCLC) of stage C; patients with estimated survival time of
greater than 3 months; patients with no abnormality in
blood routine, renal function, electrocardiogram, and other
examinations before receiving treatment; and patients with
no contraindications related to TACE and oral targeted
drugs. Patients satisfying the below items had to be excluded:
patients with or ever suffering from other malignant tumors;
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patients with severe liver damage; patients with severe heart,
lung, kidney, or other systemic diseases; patients who received
chemotherapy, radiotherapy, or other antitumor treatments;
pregnant and breastfeeding females; and patients with a per-
sonal or family history of mental illness. All experiments in
this work obtained patient informed consent and met the
requirements of medical ethics.

2.2. Treatment Methods. All patients were treated with TACE.
The patients in the experimental group were treated with oral
sorafenib on the basis of TACE treatment. The detailed treat-
ment process was as follows:

TACE treatment: angiography was performed through the
celiac or common hepatic arteries using the Seldinger cannu-
lation procedure. It could implant the catheter tip in the blood
supply vessel, inject lipiodol and chemotherapeutic medica-
tions, and then employ gelatin sponge particles to embolize
blood vessels once the tumor location, size, blood supply
source, and other information were clearly understood. In
addition, postoperative symptomatic and supportive treat-

ment was performed. The specific dosage and treatment cycle
of chemotherapeutic drugs were determined by the attending
physician on the basis of the patient’s review indicators.

Sorafenib treatment: the sorafenib tosylate tablets (Nexa-
var, Bayer Schering Pharmaceuticals, Imported Drug Registra-
tion Certificate No. H20160201, specification 0:2 g × 60
tablets/box, 5700 yuan/box) were adopted. The patient was
required to take sorafenib tosylate tablets orally within 1 week
after receiving TACE treatment, taking 0.4 g each time, twice a
day. If any grade 3-4 adverse reactions related to medication
occurred, the drug can be adjusted according to the specific
situation of the patient. The dose was adjusted to 0.4 g/time,
once a day.

2.3. MRI Examination. The instruments included GE Signa
Excite 1.5T superconducting MR scanner and 8-channel
phased array soft body coil, TOSHIBA-SDF digital subtraction
angiography system, and Marconi CT-Twin flash CT scanner.

The patient should fast for 6 hours prior to the assess-
ment. The patient should practise holding their breath before

Table 1: Evaluation criteria of RECIST1.1.

Efficacy classification Symptom descriptions

Progressive disease
(PD)

The largest diameter and the lowest increase of the target lesion was ≥20% or the new lesion was found

Stable disease (SD)
The largest diameter and decrease in diameter of the target lesion did not reach PR or the enlargement diameter did

not reach PD

Partial response (PR)
The largest diameter and decrease in diameter of the target lesion reached ≥30% and maintained for more than 4

weeks

Complete response
(CR)

All target lesions disappeared, no new lesions appeared, and the tumor markers were normal and maintained for
more than 4 weeks

Note: PR+CR was ORR; total DCR was the value of SD+PR+CR.

Table 2: General data of patients.

Indicator Experimental group (n = 44) Control group (n = 44) χ2/t P

Age (years) 55:3 ± 11:4 55:2 ± 12:2 0.712 0.623

Gender
Males 15 18 — —

Females 19 14 — —

Hepatitis B carriers

0.08 0.99

Yes 25 26

No 19 18

HBV replication

3.32 0.28

Yes 20 23

No 24 21

Vascular invasion

0.66 0.82

Yes 21 17

No 23 27

Distant metastasis

0.33 0.73

Yes 25 23

No 19 21

TACE times 5:52 ± 3:88 4:33 ± 4:13 0.068 1.03
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the scan. All of the patients had standard MRI scans first,
followed by T1WI cross-sectional suppression sequences,
diffusion-weighted imaging, and finally cross-sectional dynamic
contrast-enhanced images. The layer thickness of each sequence
was 8mm, layer spacing was 2mm, field of view (FOV) was
34~40c, and all were replicated to keep consistency. The spe-
cific imaging sequence and scanning parameters were as fol-
lows: FSPGR sequence T1WI: the time of repetition (TR) was
150ms, time of echo (TE) was 4.2ms, width of band (WB)
was 41.7kHz, flip angle was 85°, and matrix was 288 × 192.
FRFSE (RT) sequence T2WI: TR was 6000ms, TE was
87.1ms, WB was 62.5kHz, FOV was 34~40cm, and matrix
was 320 × 192. SE-EPI sequence diffusion-weighted imaging:
TR was 1200ms, TE was 59.0ms, FOV was 35~38cm, matrix
was 128 × 128, number of excitations (NEX) was 4, and 3 differ-
ent diffusion sensitivity factor b values were selected: 1000, 500,
and 300 s/mm2 scan once each. At the same time, the diffusion
gradient took three X, Y, and Z orientations. FSPGR sequence
dynamic enhanced scan: TR was 125ms, TE was 2.9ms, WB
was 83.33kHz, FOV was 30~38, flip angle was 80°, and matrix
was 288 × 192. The contrast agent was Gd~DTPA, the dose was
calculated according to 0.2mL/kg body weight, and the injec-
tion rate was 3mL/s. After bolus injection through the antecu-
bital vein, three rounds of sampling were performed at
15~18 s, 50~65 s, and 90~120 s, respectively.

2.4. Image Analysis and Judgment Criteria. Two experienced
radiologists, combined with CT images, MRI plain scans,
DWI images, and DSA angiography images, comprehen-

sively analyzed the T1WI, T2WI, dynamic enhancement
performance, and tumor blood supply staining to the necro-
sis, residual, and recurrence of the tumor. The results were
compared with those of DWI images. The judging criteria
were as follows. Residual tumor: after 1 month of treatment,
MRI showed enhancement of the lesion, and DSA showed
tumor staining. Tumor coagulation necrosis: after 1-3
months of treatment, MRI showed no enhancement of the
lesion and no tumor staining on DSA. Tumor recurrence:
new lesions appeared after complete necrosis of the tumor,
MRI showed enhancement, and DSA showed tumor
staining.

2.5. Evaluation of Treatment Effect. The patients were
followed up by telephone, and the main items of follow-up
were adverse reactions, liver-enhanced CT, DWI, and DSA
angiography. The primary endpoint was OS. The measure-
ment method of the maximum diameter of the target lesion
in the same patient should be the same, and then, the
RECIST1.1 standard was used to evaluate the efficacy of
the patient. The specific efficacy evaluation methods are
shown in Table 1.

2.6. Statistical Methods. All data analysis was completed by
SPSS19.0. The measurement data were expressed in the form
of mean ± standard deviation, and the test method was an
independent sample t-test. The count data was expressed
as frequency, and the comparison between groups was done

Case 1 Case 2 Case 3

CT

T1WI

T2WI

Gd–DTPA

DWI

Figure 1: Imaging images of typical cases.
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by the chi-squared test. P < 0:05 meant the difference was
statistically significant.

3. Results

3.1. General Data of Patients. Table 2 shows the general infor-
mation for the two patient groups. It revealed that the experi-
mental group consisted of 15 male and 19 female patients,
with an average age of 48 years which was 55:3 ± 11:4, and
the number of TACE times was 5:52 ± 3:88. The control group
included 18 male patients and 14 female patients, the average
age of the patients was 55:2 ± 12:2, and the number of TACE
was 4:33 ± 4:13. The two groups of patients had no discernible
differences in general data, and they were comparable.

3.2. Imaging Image Display of Typical Cases. The imaging
images of typical cases are shown in Figure 1. It illustrated that
the CT images of the patients generally showed round-shaped
low-density lesions with a small amount of lipiodol deposition
inside. MRI T1WI and T2WI lesions showed low T1WI and
high T2WI signals. On dynamic contrast-enhanced magnetic

resonance imaging, the lesions showed a marked enhance-
ment in the arterial phase, and the enhancement in the portal
venous phase and the delayed phase rapidly decreased and
showed isointensity. DWI showed marked hyperintensity.

3.3. Correct Results of DWI in the Diagnosis of Various
Lesions. The results of the correct diagnosis of the lesions
are shown in Figure 2. It demonstrated that 90 lesions were
found in this work, including 78 residual lesions, 6 lipiodol
deposition lesions, 4 liquefaction lesions, and 2 coagulation
necrosis lesions. 71 lesions were diagnosed by MR plain
scan, including 62 residual lesions, 4 lipiodol deposition
lesions, 3 liquefaction lesions, and 2 coagulation necrosis
lesions. 89 lesions were diagnosed with DWI, including 76
residual lesions, 5 lipiodol deposition lesions, 5 liquefied
lesions, and 3 coagulation necrosis lesions. The diagnostic
results of the two methods were compared with the real data,
the difference between the MR plain scan and the real data
was large (P < 0:05), and the DWI diagnostic results were
closer to the real data. Figure 2(b) shows that the MR plain
scan’s accuracy, specificity, and sensitivity for diagnosing

0 20 40 60 80 100

 Total number of lesions

Residual focal

Iodide oil deposit cooker

Liquefactive necrosis

Coagulative necrosis

Number of lesions

Le
sio

n 
ty

pe

DWI
MRI scan
Standard

⁎

(a)

0

20

40

60

80

100

120

Accuracy Specificity Sensitiveness

V
al

ue
 (%

)

Indicators

MRI scan
DWI

#

(b)

Figure 2: Display of correct diagnosis results of lesions. Note: ∗ and # suggested P < 0:05 compared with the standard value and the MR
plain scan, respectively.
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lesions were 68%, 88%, and 89%, respectively, whereas the
DWI’s accuracy, specificity, and sensitivity for diagnosing
lesions were 96%, 95%, and 94.2%, respectively. It suggested
that the accuracy, specificity, and sensitivity of DWI in diagnos-
ing lesions were better than those of MR plain scan, especially
that the accuracy was much better than that of MR plain scan
(P < 0:05).

3.4. The Misdiagnosis of Lesions in Two Methods. The misdi-
agnosis of lesions by the two methods is shown in Figure 3. It
revealed that the number of MR misdiagnosed lesions before
treatment, 10 days, 30 days, 50 days, and 70 days of treatment
was 0, 5, 7, 8, and 2, respectively. The number of DWI mis-
diagnosed lesions was 0, 2, 1, and 1, respectively. The number
of DWI misdiagnosed lesions in each time period was less
than that ofMR plain scan (P < 0:05). The number ofMRmis-
diagnosed lesions with diameters of 0-10mm, 10-20mm, 20-
30mm, 30-40mm, and more than 40mm was 3, 8, 5, 2, and
1, respectively. The number of misdiagnosed lesions on DWI

was 1, 2, 0, 0, and 1, respectively. It meant that the number of
lesions misdiagnosed on DWI was less than that on MR plain
scan for lesions with different diameters (P < 0:05).

3.5. Comparison of STE between Two Groups of Patients. The
comparison results of STE in the two groups of patients are
shown in Figures 4 and 5. The numbers of CR, PR, SD, and
PD patients in the experimental group were 2, 8, 33, and 1,
respectively, and the ORR and DCRwere 30% and 97%, respec-
tively [18]. The numbers of CR, PR, SD, and PD patients in the
control group were 0, 2, 22, and 20, respectively, and the ORR
and DCR were 6% and 54.5%, respectively.

3.6. Comparison of LTE between Two Groups of Patients.
Figures 6 and 7 show the LTE comparison results of the two
groups of patients. The 6-month, 1-year, and 2-year survival
rates of the experimental group were 95%, 68%, and 48%,
respectively, while those in the control group were 86%, 53%,
and 39%, respectively. Comparison showed that the survival
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rate of the experimental group in each time period was higher
obviously than that of the control group (P < 0:05). The mPFS
and mOS of the experimental group were 12 months and 25
months, respectively, while those were 8 months and 19
months, respectively, in the controls. The mPFS and mOS of
the experimental group were greatly higher (P < 0:05).

3.7. Comparison on AFP. The AFP comparison results of the
two groups of patients before and after treatment are shown
in Figure 8. The figure illustrated that the pretreatment AFP
of the experimental group and the control group was 715 and
697, respectively, and the posttreatment AFPs were 201 and
251, respectively. The intragroup comparison showed that the
two groups of AFP were removed from the shelves after treat-
ment, and the decrease in the experimental group was greater.
No great difference in AFP was found between the two groups
before treatment. After treatment, the AFP of the experimental
group was remarkably higher.

3.8. Comparison of Complications between the Two Groups of
Patients. The comparison results of complications between the
two groups are shown in Figure 9. The number of patients in
the experimental group with complications such as hand-foot
syndrome, fatigue, hypertension, diarrhea, proteinuria, bone
marrow suppression, and elevated transaminase was 1, 3, 0, 1,
0, and 1, respectively. The incidence of the disease was 13.6%.
The number of patients in the control group with complications
such as hand-foot syndrome, fatigue, hypertension, diarrhea,
proteinuria, bone marrow suppression, and elevated transami-
nase was 2, 2, 1, 0, 0, and 2, respectively. The incidence of the
disease was 15.9%. The difference in the incidence of complica-
tions was not obvious between the two groups.

4. Discussion

PLC is one of the common cancers that threaten human life
and health. Clinical statistics show that the annual new cases
of PLC in the world are 841,000, ranking 6th in the global

incidence of malignant tumors, and the annual death cases
are 781,000, ranking 4th in malignant tumors. In China, the
proportion of new cases every year is 46.6%, and the propor-
tion of deaths is 54.6%. In general, PLC has the characteristics
of high malignancy, rapid progression, and insidious onset. It
has caused a huge threat to the life safety of our people and
also caused a huge economic burden [19].

At present, the common treatment methods for PLC
include surgical treatment, local treatment, and systemic treat-
ment. Surgery is still the main method for the treatment of
PLC at present, and it is also the preferred treatment method
for patients with PLC. Generally, liver resection and liver
transplantation are commonly used. However, PLC has the
characteristics of multicenter, which leads to the recurrence
of nearly 40% of patients one year after surgery and more than
50% to 70% of patients after 5 years of surgery [20]. Even after
liver transplantation, 10% to 20% of patients relapse. In addi-
tion, PLC also has the characteristics of insidious onset. Many
patients have developed to the middle and late stages of PLC
when they are diagnosed with PLC and have missed the
opportunity for surgery and cannot be treated with surgery.
For these patients, interventional therapy represented by
TACE has become the preferred treatment method [18].
These methods have the advantages of minimally invasive,
clear curative effect, and strong practicability, so they have
been widely used in clinical practice. Numerous clinical stud-
ies have shown that TACE can significantly prolong the sur-
vival of patients, and the cumulative 1-, 3-, and 5-year
survival rates are 57%-100%, 31%-52%, and 26%-34%, respec-
tively. However, TACE embolization of blood vessels is not
complete, so TACE is often combined with other treatment
methods to treat liver cancer. Systemic therapy is the most
prominent and most concerned area in clinical trials in recent
years [21]. The efficacy of multikinase receptor inhibitors and
monoclonal antibodies on advanced liver cancer has been con-
firmed. Sorafenib is the first targeted drug approved for the
treatment of advanced liver cancer. Randomized double-
blind trials in Europe, America, and Asia Pacific have
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confirmed that sorafenib can significantly prolong the effective
survival of advanced liver cancer [22]. Scholars in North
America, Europe, and Australia compared sorafenib with pla-
cebo, and the results showed that patients using sorafenib had
a median overall survival improvement of 10.7 months com-
pared with placebo, compared with 7.9 months for placebo;
sorafenib also successfully extended patients’ median
progression-free time from 2.8 months to 5.5 months. Similar
experiments were conducted in China and South Korea, again
demonstrating the effectiveness of sorafenib. Theoretically,
combining TACE with sorafenib could improve the survival
rate of PLC patients. However, large-scale clinical studies are
needed to confirm its efficacy [23, 24]. In this work, patients
with PLC who missed the opportunity for surgery were
selected as the research objects, and the patients were ran-
domly rolled into an experimental group and a control group.
The patients in the experimental group were treated with
TACE+sorafenib, and the patients in the control group were

treated with TACE alone. No obvious difference was found in
the incidence of complications between the two groups, but
both STE and LTE in the experimental group were significantly
better. AFP decreased significantly more in the experimental
group. This shows that the TACE+sorafenib treatment regimen
can improve the survival rate and quality of life in patients with
PLC effectively and greatly.

The most commonly used examination methods for the
diagnosis and efficacy evaluation of PLC are CT scan and
MRI. It can better detect and evaluate the number, size, shape,
and lipiodol deposition of lesions. However, it also has certain
defects. For example, under the influence of high-density
lipiodol, the dominant density of some active tumor tissues
is masked [25, 26]. Ultrasound and DSA have the disadvan-
tage of not being able to assess the degree of tumor necrosis,
and DSA is an invasive test. PET/CT has limited sensitivity
and specificity. Compared with the above recurrence, MRI
has the advantages of good tissue resolution, no radiation, and

0
100
200
300
400
500
600
700
800
900

1000

 Experimental group Control group

A
FP

 (n
g/

m
l)

Time

Before the treatment
A�er treatment

⁎

⁎

(a)

0

100

200

300

400

500

600

700

800

Before the treatment A�er treatment

A
FP

 (n
g/

m
l)

Group

 Experimental group
 Control group

#

(b)

Figure 8: Comparison of AFP of patients. Note: # and ∗ meant P < 0:05 in contrast to the control group and the value before treatment,
respectively.

9Computational and Mathematical Methods in Medicine



MRI signal not affected by lipiodol. It has gradually received
extensive attention and application in the diagnosis and efficacy
evaluation of liver cancer [27–29]. DWI can detect the motion
state of water molecules in biological tissues, and the motion
state of water molecules is closely related to tissue structure, bio-
chemical properties, intracellular and extracellular volume
changes, and extracellular space morphological changes. It can
be said that this sequence can not only observe the morpholog-
ical changes but also quantitatively analyze the tissue to achieve
dual imaging of morphology and function [30]. Therefore, the
introduction of DWI technology into the diagnosis of PLC
may be able to achieve accurate qualitative analysis of PLC. In
this work, DWI technology was introduced into the diagnosis
of liver cancer patients, and its diagnostic effect was compared
with the results of MR plain scan. The results suggested that
the DWI diagnosis results were closer to the real data, and the
misdiagnosis rate was lower. This shows that DWI diagnosis
shows better performance in the diagnosis of PLC.

5. Conclusions

Patients with PLC who missed out on surgery were used as
research subjects in this study, and they were assigned to the

experimental and control groups at random. The patients in
the experimental group were treated with TACE+sorafenib,
and the patients in the control group were treated with TACE
alone. Simultaneously, DWI technology was brought into the
diagnosis of PLC patients, and its diagnostic effect was com-
pared to that of an MR plain scan. According to the findings,
there was no significant difference in the incidence of problems
between the two groups, but the experimental group’s STE and
LTE were much better. In addition, AFP decreased significantly
more in the experimental group. This shows that the TACE
+sorafenib treatment regimen can improve the survival rate
and quality of life in patients with PLC effectively. The DWI
diagnosis results were closer to the real data, and themisdiagno-
sis rate was lower. To sum up, DWI had a good diagnostic effi-
ciency for PLC, and TACE combined with sorafenib had a good
therapeutic effect on PLC. There were still some limitations and
shortcomings in this work. For example, it only compared the
therapeutic effect of TACE alone and TACE combined with
sorafenib. There was no comparison of the therapeutic effects
of other medicines, such as apatinib coupled with TACE. As a
result, the treatment technique suggested may not be the best
option. Furthermore, only the findings of DWI and MR plain
scan were compared and studied in the research on PLC
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diagnosis methods, in order to introduce more inspection
methods. Failure to introduce more inspection methods may
lead to insufficient objective and comprehensive research
results. Future study and work would improve the above prob-
lems and conduct further in-depth research.
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The goal of this study was to see how important it is to monitor Mycoplasma pneumoniae-specific antibody IgM, C-reactive
protein, and procalcitonin levels in the blood of kids with Mycoplasma pneumoniae pneumonia as a reference for clinical
diagnosis and treatment. The study group consisted of 96 children who had mycoplasma pneumonia in our hospital between
May 2020 and May 2021, and the control group consisted of 96 healthy children who had a routine physical examination in
our hospital at the same time. C-reactive protein and procalcitonin were measured and compared. The application value of
single detection and combined detection of Mycoplasma pneumoniae-specific antibody IgM, C-reactive protein, and
procalcitonin in the diagnosis of Mycoplasma pneumoniae pneumonia was evaluated based on clinical diagnosis results. The
detection values of C-reactive protein and procalcitonin in the study group were higher than those in the recovery period and
the control group, P < 0:05; the detection values of C-reactive protein and procalcitonin in the study group were higher than
those in the control group, P < 0:05. The combination detection of Mycoplasma pneumoniae-specific antibody IgM, C-reactive
protein, and procalcitonin had a greater diagnostic accuracy than single detection (P < 0:05). The sensitivity was higher than
C-reactive protein and procalcitonin (P < 0:05); the specificity and positive predictive value were higher than Mycoplasma
pneumoniae-specific antibody IgM (P < 0:05); and the negative predictive value was higher than procalcitonin (P < 0:05). The
clinical value of combining the detection of Mycoplasma pneumoniae-specific antibody IgM, C-reactive protein, and
procalcitonin in the diagnosis of Mycoplasma pneumoniae pneumonia in children is higher than that of single item detection,
and it can provide a reliable clinical reference, as well as aid in evaluating the recovery effect of children, and it is worthy of
application.

1. Introduction

In pediatrics, mycoplasma pneumonia is a frequent respira-
tory disease that affects school-aged and preschool children.
Mycoplasma pneumonia is greatly affected by seasonal
changes, children’s physical resistance, and other factors.
Mycoplasma pneumonia is characterized by rapid onset,
long treatment cycle, and the need for continuous medica-
tion. In addition, the emotional instability caused by cough
and fever in sick children also increases the difficulty of
treatment [1]. Infection with Mycoplasma pneumoniae is

the main cause of the disease. Because of their young respi-
ratory systems, poor respiratory function, and inadequate
immunity, children are more likely to contract the disease
[2]. The disease’s symptoms appear gradually. Weariness,
faintness, and sluggishness are common in mild patients.
An MP infection might be hazardous in some situations. If
you have asthma, MP could make your symptoms worse.
MP can possibly develop into a more serious pneumonia.
MP complications include respiratory failure, lung abscess,
acute respiratory distress syndrome, lung consolidation,
and bronchiolitis obliterans. Symptoms such as dyspnea,
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headache, fever, and cough are common among severe
patients. During auscultating lung sounds, tubular breath
sounds and wet rales are common clinical symptoms.

Untimely or ineffective treatment can worsen the condi-
tion, harm small airway and respiratory function, and even
cause encephalitis, myocarditis, and other complications
[3]. Mycoplasma pneumonia has obvious symptoms such
as persistent high fever and aggravated cough. If it is not
treated in time, it may form lobar pneumonia. At the same
time, mycoplasma infection can also cause myocardial dam-
age and liver function damage and seriously reduce the diet
and mental state of children. Some children will cause cen-
tral nervous system infection, and the infection of myco-
plasma encephalitis will affect life safety [4]. As a result, in
clinical treatment, it is critical to diagnose and treat myco-
plasma pneumonia as soon as feasible. The clinical value of
combining the detection of Mycoplasma pneumoniae-
specific antibody IgM, C-reactive protein, and procalcitonin
in the diagnosis of Mycoplasma pneumoniae pneumonia in
children is higher than single item detection, and it can pro-
vide a reliable clinical reference, as well as aid in evaluating
the recovery effect of children, and it is worthy of
application.

In recent years, projects based on serum targets such as
Mycoplasma pneumoniae-specific antibody, C-reactive pro-
tein, and procalcitonin, among others, have been developed
to provide a reliable diagnostic basis for clinics, which is crit-
ical for improving Mycoplasma pneumoniae clinical diag-
nostic efficiency [5–7]. The variance of Mycoplasma
pneumoniae specific antibody, C-reactive protein, and pro-
calcitonin in the blood of 96 children with mycoplasma
pneumonia and 96 healthy children was compared by pedi-
atricians at our hospital. Monitoring the levels of Myco-
plasma pneumoniae-specific antibody, C-reactive protein,
and procalcitonin in children with Mycoplasma pneumoniae
pneumonia is helpful for the diagnosis of Mycoplasma pneu-
moniae pneumonia and the evaluation of children’s condi-
tion. The main structure and ideas of this study are shown
in Figure 1.

2. Materials and Methods

2.1. General Information. From May 2020 to May 2021, we
evaluated the medical records of all children with myco-
plasma pneumonia admitted to our department, and 96
patients with mycoplasma pneumonia diagnosed and
treated in our hospital’s pediatrics were placed into the study
group. There were 51 girls and 45 boys; the age ranged from
1 to 14 (6:13 ± 1:02) years. The conditions of the group are
as follows:

2.1.1. Inclusion Criteria

(1) Integral medical records

(2) Confirmed by laboratory and imaging examinations,
meeting the requirements of diagnosis regulations in
Zhu Futang Practice of Pediatrics (8th Edition) [8];

(3) Family members know about the study and volun-
tarily participate it

2.1.2. Exclusion Criteria

(1) Congenital diseases

(2) Serious organ dysfunction

(3) Serious diseases synthesizing other organs

(4) Systemic immune diseases

(5) Blood system diseases

(6) Cancer

(7) Mental diseases

(8) Allergy to therapeutic drugs

In addition, 96 healthy children who underwent rou-
tine physical examination in pediatrics of our hospital
meanwhile were classified into the control group. There
were 50 girls and 46 boys; the age ranged from 1 to 14
(6:16 ± 1:00) years. The conditions of the control group
are as follows:

2.1.3. Inclusion Criteria

(1) Integral physical examination data

(2) Good physical condition

(3) Family members knew about the study and partici-
pated voluntarily

2.1.4. Exclusion Criteria

(1) Mycoplasma pneumonia

(2) Congenital diseases

(3) Severe organ dysfunction

(4) Severe diseases synthesizing other organs

(5) Systemic immune diseases

(6) Blood system diseases

(7) Cancer

(8) Mental diseases

P values are the same in the comparison of gender and
age between the two groups that is >0.05.

2.2. Methods. The children in the study group collected
2~3ml of upper limb venous blood on an empty stomach
at the beginning of admission (acute stage) and recovery
stage, and the children in the control group collected
2~3ml of upper limb venous blood on an empty stomach
at one time. The blood samples were centrifuged, placed in
a vacuum tube, posited for 30min, centrifuged at 3500 r/
min for 10min, and the supernatant was extracted for later
testing. In the detection of Mycoplasma pneumoniae-

2 Computational and Mathematical Methods in Medicine
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specific antibody IgM, indirect enzyme-linked immunosor-
bent assay is used for detection. The kit is provided by the
Shanghai Hushang Biotechnology Co., Ltd. It is regarded
positive if the detection well’s color rendering is better than
the control well’s. Immune scattering turbidimetry is used to
identify C-reactive protein, which is detected with the Neph-
star Plus device. The kit is provided by Siemens Medical
Diagnostic Products (Shanghai) Co., Ltd. The result of
detection is considered positive if the detection value is
>8mg/l [9]. In procalcitonin detection, chemiluminescence
method is used for detection with Roche Cobas e601 electro-
chemiluminescence immunoanalyzer, and the kit is pro-
vided by Merier Diagnostic Products (Shanghai) Co., Ltd;
the test value >0.5 ng/ml is considered positive [10].

2.3. Observation Index

(1) Compare the detection results of specific antibody
IgM, C-reactive protein, and procalcitonin of Myco-
plasma pneumoniae between the two groups

(2) Based on the clinical diagnosis results, the applica-
tion value of single and joint detection of Myco-
plasma pneumoniae-specific antibody IgM, C-
reactive protein, and procalcitonin in the diagnosis
of Mycoplasma pneumoniae pneumonia were evalu-
ated, and the accuracy, sensitivity, specificity, posi-
tive predictive value, and negative predictive value
were calculated

2.4. Statistical Analysis. Statistical data analysis was per-
formed with SPSS 22.0; normally enumeration data are
expressed as % and inspected by chi-square test, and the data
are expressed in ð±sÞ and performed by t-test. A P value of
<0.05 was considered statistically significant.

3. Results

3.1. Comparison of Detection Results of Specific Antibody
IgM, C-Reactive Protein, and Procalcitonin of Mycoplasma
pneumoniae between the Two Groups. At the time of admis-
sion, the study group had higher rates of positive Myco-
plasma pneumoniae-specific antibodies IgM, C-reactive
protein, and procalcitonin, as well as higher detection values
of C-reactive protein and procalcitonin, than the recovery
group and the control group (P < 0:05). The detection values
of C-reactive protein and procalcitonin in the study group
were higher than those in the control group (P < 0:05). They
are presented in Table 1.

3.2. Comparison of Application Value of Single and
Combined Detection of Mycoplasma pneumoniae-Specific
Antibody IgM, C-Reactive Protein, and Procalcitonin in the
Diagnosis of Mycoplasma pneumoniae Pneumonia. The
diagnostic accuracy of combined detection of Mycoplasma
pneumoniae-specific antibody IgM, C-reactive protein, and
procalcitonin was higher than that of single detection
(P < 0:05); the sensitivity was higher than that of C-
reactive protein and procalcitonin (P < 0:05); the specificity

Introduction

Materials and methods

General information Methods Observation index

Results

Comparison of detection
results of specific antibody

IgM, C-reactive protein and
procalcitonin of mycoplasma

pneumoniae between the
two groups

Comparison of application value of
single and combined detection of
mycoplasma pneumoniae specific

antibody IgM, C-reactive protein and
procalcitonin in the diagnosis of

mycoplasma pneumoniae pneumonia

Conclusion

Discussion

Statistical analysis

Figure 1: Structure of this study.
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and positive predictive value were higher than those of
Mycoplasma pneumoniae-specific antibody IgM (P < 0:05);
the negative predictive value was higher than that of procal-
citonin (P < 0:05). They are presented in Tables 2 and 3.

4. Discussion

The gold standard for clinical diagnosis of Mycoplasma
pneumoniae is isolating culture. However, because Myco-
plasma pneumoniae grows slowly and takes a long time
to isolate, it cannot produce results rapidly, which is incon-
venient for early disease therapy, resulting in its limited
clinical application [11]. With the deepening of relevant
researches, it is considered that Mycoplasma pneumoniae-
specific antibody, C-reactive protein, and procalcitonin
can play an important role in the diagnosis and efficacy
evaluation of Mycoplasma pneumoniae pneumonia in chil-
dren and are important supplementary indicators for the
isolation and culture of Mycoplasma pneumoniae [12–14].
After infection with Mycoplasma pneumoniae in humans,
specific IgM, IgG, and IgA antibodies will be produced in
them, of which IgM antibodies appear first. Under normal

circumstances, they only exist in serum 60~90 days after
infection, so they have become an effective marker of recent
infection [15, 16]. Relevant studies have also found that the
incubation period of Mycoplasma pneumoniae infection is
14~21 days, and the IgM antibody in children’s serum
has reached a very high level when they have symptoms
[17]. C-reactive protein (CRP) is a liver-produced acute
phase reactive protein that can bind with choline phosphate
in bacterial cell walls to activate complement activity and
regulate cell phagocytosis [18]. When the body is stressed
by an inflammatory reaction, the liver produces a huge
amount of C-reactive protein, resulting in a considerable
increase in its expression level [19]. The sensitivity of C-
reactive protein is high, and its detection value is not
affected by the patient’s age, gender, body temperature,
and other factors. Procalcitonin, a precursor of calcitonin,
is a protein secreted by thyroid C cells. The body generally
cannot detect PCT under healthy conditions. When the
body has inflammation or infection, it will release a large
number of inflammatory cytokines. The combination of
inflammatory cytokines and bacterial toxins will produce
a large number of procalcitonin, resulting in a significant

Table 3: Comparison of application value of single and combined detection of Mycoplasma pneumoniae-specific antibody IgM, C-reactive
protein, and procalcitonin in the diagnosis of Mycoplasma pneumoniae pneumonia [% (n/N)].

Test method
Accuracy

rate
Sensitivity Specificity

Positive predictive
value

Negative
predictive value

Mycoplasma pneumoniae-specific antibody IgM
82.29 (158/

192)
70.83 (68/

96)
93.75 (90/

96)
91.89 (68/74) 76.27 (90/118)

C-reactive protein
80.21 (154/

192)
62.50 (60/

96)
97.92 (94/

96)
96.77 (60/62) 72.31 (94/130)

Procalcitonin
66.67 (128/

192)
34.38 (33/

96)
98.96 (95/

96)
97.06 (33/34) 60.13 (95/158)

Joint detection
89.58 (172/

192)
79.17 (76/

96)
100.00
(96/96)

100.00 (76/76) 82.76 (96/116)

x2 value (Mycoplasma pneumoniae-specific antibody IgM
and joint detection)

4.224 1.778 5.813 6.419 1.510

P value (Mycoplasma pneumoniae-specific antibody IgM
and joint detection)

0.040 0.182 0.016 0.011 0.219

x2 value (C-reactive protein and joint detection) 6.580 6.454 1.895 2.488 3.808

P value (C-reactive protein and joint detection) 0.010 0.011 0.169 0.115 0.051

x2 value (procalcitonin and joint detection) 29.501 39.240 0.943 2.256 16.226

P value (procalcitonin and joint detection) ≤0.001 ≤0.001 0.332 0.133 ≤0.001

Table 2: Comparison of diagnosis results of Mycoplasma pneumoniae-specific antibody IgM, C-reactive protein, and procalcitonin by
single detection and combined detection (n).

Diagnostic results

Mycoplasma
pneumoniae-specific

antibody IgM
C-reactive protein Procalcitonin Joint detection

Total

Positive Negative Positive Negative Positive Negative Positive Negative

Positive 68 28 60 36 33 63 76 20 96

Negative 6 90 2 94 1 95 0 96 96

Total 74 118 62 130 34 158 76 116 192

5Computational and Mathematical Methods in Medicine
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increase in its detection value. Studies have found that the
higher the detection value of procalcitonin, the more seri-
ous the infection [20]. At present, it is generally believed that
when antibiotics are used in clinical treatment of mycoplasma
pneumonia in children, procalcitonin level can be used as a
reference index to provide medication guidance. Once the
serum procalcitonin of children reaches 0.5 ng/ml, it should
be used in time, so as to shorten the antibacterial course and
improve the overall curative effect [21]. Through the use of
appropriate dose of budesonide atomization therapy com-
bined with azithromycin administration, it has obvious effect
on children with mycoplasma pneumonia, which can quickly
alleviate children’s cough and improve the clinical efficacy
[22]. The use of montelukast sodium chewing combined with
azithromycin administration has a significant effect on chil-
dren with mycoplasma pneumonia, which can effectively
improve patients’ lung function and alleviate the symptoms
of mycoplasma pneumonia [23].

The findings of this study revealed that the positive
rates of Mycoplasma pneumoniae-specific antibody IgM,
C-reactive protein, and procalcitonin, as well as the detec-
tion values of C-reactive protein and procalcitonin, were
higher in the study group at the start of hospitalization
than in the recovery period and control group, implying
the high expression of Mycoplasma pneumoniae-specific
antibody IgM, C-reactive protein, and procalcitonin in
children with myco, while the detection values of the three
indexes of children have decreased significantly after treat-
ments, and the positive detection rate has no significant
difference compared with the control group. In case of
that, it is considered that the specific antibodies IgM, C-
reactive protein, and procalcitonin of Mycoplasma pneu-
moniae can be used as reference indexes for clinical diag-
nosis and curative effect evaluation of children with
Mycoplasma pneumoniae pneumonia. The results of diag-
nostic analysis showed that compared with the detection
of each single index, the accuracy of the three indexes
after the joint detection in the diagnosis of mycoplasma
pneumonia was significantly higher, and the sensitivity,
specificity, positive predictive value, and negative predic-
tive value were improved in varying degrees, indicating
that the joint detection can further improve the accuracy
of diagnostic results and provide more accurate reference
basis for clinical practice.

5. Conclusion

As a consequence, combining the detection of Myco-
plasma pneumoniae-specific antibody, C-reactive protein,
and procalcitonin in the diagnosis of children with Myco-
plasma pneumoniae pneumonia has a higher clinical
application value than single item detection, which can
provide a reliable reference basis for clinical practice and
aid in evaluating the recovery effect of children, and is
worthy of application. The emotional instability of chil-
dren with mycoplasma infection, persistent fever, and
cough affect the treatment and diet of children. We can
consider increasing nutritional supplement and related
psychological support to speed up the recovery of children.

Data Availability

The data used to support the findings of this study are
included within the article.
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Colour Doppler ultrasound was applied for monitoring the hemodynamic parameters of fetal uterine artery (UtA), umbilical
artery (UA), and middle cerebral artery (MCA) during pregnancy. In hypertension disease complicating pregnancy, these
hemodynamic measures and their therapeutic applicability value were reviewed (HDCP). 120 singleton pregnant women were
chosen, with 40 cases of mild preeclampsia (mild group), 40 cases of severe preeclampsia (severe group), and 40 normal
control pregnant women (control group). The hemodynamic parameters of UtA, MCA, and UA were monitored in the three
groups, including pulsatility index (PI), resistance index (RI), and the systolic/diastolic velocity (S/D). The parameters PI, RI,
S/D, and venous catheter shunt rate (Qdv/Quv) of UtA and UA in the severe group were higher than those in the normal
group and the mild group, showing the differences statistically significant (P < 0:05). The PI, RI, and S/D of MCA in the severe
group were lower than those in the normal group and the mild group (P < 0:05). The changing trends of PI, RI, and S/D in
the severe group were all first increased and then decreased in the early, middle, and later pregnancy (P < 0:05). The area
under the curve (AUC) was 0.98 in the receiver operating characteristic (ROC) curve created using a combination of
hemodynamic measures and pregnancy outcomes, and the sensitivity and specificity for predicting bad outcomes were 94.7
percent and 96.4 percent, respectively. Colour Doppler ultrasound may accurately detect changes in the PI, RI, and S/D of
UtA, MCA, and UA in pregnant women and serve as a reference for determining the intrauterine state of the fetuses and
predicting bad pregnancy outcomes. In particular, the parameters in later pregnancy were higher worthy of diagnostic value
for adverse pregnancy outcomes. The combination of various parameters could make an improvement of the diagnostic
accuracy and provide a basis for guiding treatment as well as determining the optimal timing of delivery.

1. Introduction

Hypertensive disorder complicating pregnancy (HDCP) is a
group of diseases that coexist with pregnancy and elevated
blood pressure, with an incidence of about 5% to 12%. It seri-
ously affects the health of mothers and fetuses and is one of
the important causes of maternal and fetal death [1–3]. The
common methods for monitoring fetal intrauterine status
include fetal movement counting, electronic fetal heart rate
monitoring, fetal scalp blood gas analysis, fetal electrocardio-
gram, ultrasound, and amnioscopy. With ultrasound, not only
the intrauterine growth of the fete but also the fetal position,

placental position, amniotic fluid volume, and placental matu-
rity can be determined; it is the most common imaging method
in obstetrics [4, 5]. As colour Doppler flow imaging (CDFI) is
combined with conventional two-dimensional ultrasound, the
distribution of blood flow can be displayed, and the velocity of
blood flow can be quantitatively measured. Thus, the distribu-
tion and passages of blood flow in blood vessels are shownmore
comprehensively [6].

Blood flow of umbilical artery (UA) has a wide range of
applications clinically. By monitoring fetal UA blood flow
parameters, placental blood perfusion and placental peripheral
microcirculation resistance are evaluated, which is to judge
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fetal intrauterine status and predict pregnancy outcome [7–9].
The uterine artery (UtA) is themain blood vessel for blood cir-
culation between the uterus and the placenta and is a crucial
bridge between the fete and the mother. Both the diameter
of the UtA and the blood flow velocity increase to meet the
blood supply for the growth and development of the fetuses
[10]. The fetal MCA expands to the internal carotid artery,
and its oxygen supply occupies about 80% of the entire brain.
Since the fetal brain is the most sensitive to intrauterine hyp-
oxia, monitoring the blood flow parameters of the MCA can
reflect the developmental status of fetal cerebral circulation
directly, having a certain clinical value in assessing fetal intra-
uterine conditions and predicting pregnancy outcomes
[11–13]. By detecting the blood flow parameters pulsatility
index (PI), resistance index (RI), and the ratio of systolic peak
velocity to diastolic end velocity (S/D) of fetal-related blood
vessels like UtA, MCA, and UA, an objective basis can be
obtained for determining the intrauterine status of the fetuses,
guiding clinical treatment, and predicting pregnancy out-
comes [14–17].

The blood flow parameters UtA, MCA, and UA in 120
pregnant women with singleton pregnancy were monitored
and analysed in this research. It was aimed at the changes
in blood flow parameters of UtA, MCA, and UA in HDCP
patients and their correlation with pregnancy outcomes. It
was expected to give a diagnostic basis for clinical applica-
tion. The later-stage markers demonstrated a higher diag-
nostic value for negative pregnancy outcomes. All of the
parameters together could increase diagnostic accuracy and
offer a foundation for guiding treatment and identifying
the ideal delivery time. The disadvantages of this study were
that the measurements of several parameters might be
affected by frequent fetal movement. The angle of sampling
between the sound beam and the blood flow should be exact,
and there may be minor mistakes.

The arrangements of the paper are as follows: Section 2
discusses the materials and methods. Section 3 describes
the results and discussion. Section 4 examines the sensitivity
and specificity of the combination of all parameters in diag-
nosing adverse pregnancy outcomes. Section 5 concludes the
article.

2. Materials and Methods

2.1. Research Objects. 120 pregnant women were chosen as
they went to the Fourth Hospital of Shijiazhuang for prena-
tal examination from November 2019 to December 2021.
They had the singleton pregnancy at 32-34 weeks, including

40 cases with mild preeclampsia (mild group), 40 with severe
eclampsia (severe group), and 40 normal pregnant women
(control group). All cases were followed up to the end of
their pregnancy. Their age ranged from 22 to 35 years old,
with a mean value of 28:45 ± 2:36 years old. The gestational
age was varied from 28 to 40 weeks, with 35:42 ± 4:3 weeks
on average. Mild and severe preeclampsia in these cases con-
formed to the classification of HDCP in the 8th edition of
Obstetrics and Gynecology [18]. This research had been
approved by the Medical Ethics Committee of the Fourth
Hospital of Shijiazhuang, and the patients and their families
were informed about the research situation and signed the
informed consents.

Inclusion criteria were listed as below.

(1) Pregnant women went with the complete medical
records, went for obstetric examination regularly,
and received institutional delivery

(2) They were health previously, with no smoking, alco-
hol abuse, and other bad habits

(3) Their menstruation was regular, and the last men-
strual period was clear; under early pregnancy ultra-
sound examination, the fetal size and menopause
cycle were matched

(4) They had no special medication history during preg-
nancy, and the fetuses got no congenital develop-
mental malformation

The following were the exclusion criteria.

(1) Ultrasound examination revealed fetal congenital
abnormality or abnormal placenta

(2) Ultrasound examination showed there were twins or
multiples

(3) The patients were accompanied with genital malfor-
mations or genital diseases

(4) The patients had an acute infectious disease

(5) They had a history of lower abdominal and pelvic
surgery in the past

(6) Patients went with obesity

2.2. Examination Methods. The probe frequency was
3.5MHz, the sample volume was 2mm, and the angle
between the sound beam and blood flow was 30° using the
Philips-IU22 full digital colour Doppler ultrasound diagnos-
tic apparatus made in the Netherlands. Before the examina-
tion, all pregnant women emptied their urine and
underwent routine obstetric ultrasound examination in the
supine position. The fetal biparietal diameter (BPD), head
circumference (HC), abdominal circumference (AC), femo-
ral length (FL), and more growth indexes were examined.
The fetal position and placental position were observed,
and fetal heart rate, amniotic fluid volume, and more were
monitored. After routine obstetric ultrasound examination,
CDFI was performed for the measurement of the blood flow

Table 1: Comparison of the mean age and mean gestational age
(�x ± s).

Groups
Cases
(n)

Mean age (years
old)

Mean gestational age
(weeks)

Control
group

30 28:89 ± 2:360 32:67 ± 0:782

Mild group 30 27:68 ± 2:644 32:36 ± 0:563
Severe
group

30 28:79 ± 2:571 32:61 ± 0:451

2 Computational and Mathematical Methods in Medicine



parameters PI, RI, and S/D of UtA, MCA, and UA and the
maximum flow rate (V1) and inner diameter (D1) of umbil-
ical vein (UV), as well as the maximum flow rate (V2) and
inner diameter (D2) of ductus venosus (DV). All these were
measured independently by the same experienced
sonographer.

The blood flow volume of UV (Quv), the ductus-venous
blood flow volume (Qdv), and the venous catheter shunt rate
(Qdv/Quv) were calculated, respectively, as follows.

Quv = 0:5 × V1 × π × D1
2

� �2
, ð1Þ

Qdv = 0:5 × V2 × π × D2
2

� �2
, ð2Þ

Venous catheter shunt rate = Qdv
Quv :

ð3Þ

2.3. Detection of Blood Flow Parameters of UtA, MCA, and
UA. First, two-dimensional ultrasound was applied to dis-
play UtA on both sides of the junction of the uterus and cer-
vix through the abdomen. Then, CDFI was performed for
the blood flow signal of UtA. 1-2 cm away from the internal
iliac artery, the site in UtA was taken as the sampling point.
The sample volume was set at 2mm, and the angle between
the sound beam and the blood flow was set at 30 degrees.
Five or more distinct and stable characteristic spectra were
collected before the image was locked.

The standard section for BPD measurement was chosen,
and the probe moved along the BPD section toward the skull
base. The large sphenoid bone was found between the ante-

rior and middle cranial fossa, and CDFI was used for dis-
playing the blood flow in the circle of Willis. Additionally,
MCA originating from the left and right sides of the circle
of Willis was also displayed. The midsection of the MCA
was taken as the sampling point, the sampling volume was
set to 2mm, and the angle between the blood flow direction
the sound beam was <60°. The images were frozen after the
obtainment of 5 or more clear and stable characteristic
spectra.

The free umbilical cord close to the placenta and not tor-
tuous and knotted was selected, and the inside of the UA was
the sampling point. With the sampling volume of 2mm and
the angle between the sound beam direction and the blood
flow direction <30°, the images turned to be frozen after at
least 5 clear and stable characteristic spectra were worked
out.

The instrument measured RI, PI, and S/D of UtA, MCA,
as well as UA automatically, each parameter was measured 3
times, and the mean value was taken and recorded.

2.4. Evaluation Criteria for Adverse Pregnancy Outcomes.
Premature birth was defined as a delivery with the gestation
over 28 weeks but less than 37 weeks. The Apgar score was a
scoring system of 5 signs after birth, including heart rate,
breathing, muscular tension, laryngeal reflex, and skin col-
our. Fetal growth restriction (FGR) was the impaired fetal
growth potential, and the fetal weight estimated was less
than the 10% of that with the same gestational age.

Diagnostic criteria for fetal intrauterine distress (FIUD)
were explained as follows.

(1) Fetal movement decreased or disappeared: the fetal
movement counting < 10 times/2 h or got a decrease

(a) (b)

(c)

Figure 1: The blood flow spectra of fetal UtA. (a) Doppler waveform of UtA blood flow of pregnant women measured by transabdominal
ultrasound in the control group. (b) Doppler waveform of abnormal UtA blood flow in the mild group. (c) Doppler waveform of abnormal
UtA blood flow in the severe group. The red arrow indicated the diastolic notch.
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(a) (b)

(c)

Figure 2: Blood flow spectra of fetal MCA. (a) Doppler waveform of MCA blood flow in pregnant women under transabdominal ultrasound
in the normal group. (b) Doppler waveform of abnormal MCA blood flow in the mild group. (c) Doppler waveform of MCA blood flow
abnormality in the severe group.

(a) (b)

(c)

Figure 3: Blood flow spectra of fetal UA measured by transabdominal ultrasound. (a) Doppler waveform of UA blood flow in the normal
group. (b) Doppler waveform of abnormal UA blood flow in the mild group. Diastolic blood flow signal of UA disappeared. (c) Doppler
waveform of abnormal UA blood flow in the severe group. The UA diastolic blood flow signal was reversed.
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of 50%, which indicated the possibility of fetal
hypoxia

(2) Abnormal nonstress test results also indicated the
possibility of fetal hypoxia, but the false positive rate
was high; thus, it is needed to be reviewed

(3) For the fetal biophysical score, 5-6 points indicated a
suspected fetal hypoxia

(4) Abnormal blood flow was presented in fetal CDFI:
the ratio value of S/D increased, indicating insuffi-
cient placental blood perfusion and fetal hypoxia

2.5. Pregnancy Outcomes in Follow-Ups. When premature
birth, FIUD, FGR, or neonatal asphyxia occurred, a poor preg-
nancy outcome was identified. In the follow-ups of perinatal

prognosis, it was known whether there was a FIUD, neonatal
asphyxia, FGR, and delivery gestational age. The perinatal out-
comes of pregnant women were followed up; related indexes,
maternal weeks at delivery, neonatal weight, pH value of
UA, 5min Apgar score, and placental weight, were recorded.

Adverse perinatal outcomes were divided into mild ones
and the severe ones. Mild adverse outcomes included prema-
ture birth, pH of UA< 7:20, and birth weight < 2:5kg. Severe
adverse outcomes included intrauterine stillbirth, fetal death
after birth, birth weight < 1:5kg, and Apgar score ≤ 7:5
minutes after the birth.

2.6. Statistical Processing. All the data in this work were
expressed as mean ± standard deviation (�x ± s), and SPSS
19.0 was used for data analysis. Pairwise comparisons were
performed using t test, and comparisons between or among
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Figure 4: Comparison of fetal blood flow parameters. (a) Comparison of fetal blood flow parameters of UtA. (b) Comparison of those of
UA. (c) Comparison of those of MCA. (d) Comparison of the fetal Qdv/Quv. Note: ∗ and △ marked the statistical differences in
comparison with the normal and mild groups, respectively (P < 0:05).
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Figure 5: Continued.
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groups were made using one-way analysis of variance. Logis-
tic binary regression was used for the analysis of the related
factors of poor perinatal prognosis. If P < 0:05, the difference
was thought to be statistically significant.

3. Results and Discussion

3.1. Comparison of Mean Age and Gestational Age among
Three Groups. There was not a significant difference in the
mean age and mean gestational age among the three groups
(P > 0:05), as listed in Table 1.

3.2. Blood Flow Spectra of Fetal UtA, MCA, and UA. The
Doppler ultrasound spectral waveform of UtA was charac-
terized by high resistance and low diastolic components in
early pregnant women, and it was hump-shaped in the dia-
stolic phase (two-peak continuous spectrum). In HDCP
patients, intrauterine hypoxia was observed; diastolic notch
was in UtA, which is presented in Figure 1.

For the measurement of fetal MCA, the Doppler sam-
pling volume was in the middle of the artery. In the standard
BPD section, the probe was moved parallel to the fetal skull
base until the paired greater wings of sphenoid bone
appeared between the anterior and the middle cranial fossae.
CDFI showed the arterial ring of Willis; MCA originated
from the left and right sides of the middle of the arterial ring
and runs to the brain bilaterally, deviating to the frontal
direction slightly. As shown in Figure 2, the blood flow resis-
tance of fetal MCA in HDCP patients was lowered. The pla-
cental resistance was reflected in the blood flow of UA, and
the partial diastolic blood flow spectrum of the fetal UA
was absent or inverted in HDCP patients, as shown in
Figure 3.

With the widespread use of colour Doppler ultrasound
in prenatal diagnosis in recent years, clinical research in

obstetrics and gynecology has gradually focused on the rela-
tionship between maternal and fetal ultrasound blood flow
parameters, as well as the occurrence and progression of
adverse pregnancy outcomes. Ultrasound detection indices
can now be used as supplemental indices for HDCP diagno-
sis and treatment [19–21]. Abnormal UA spectrum is associ-
ated with placental 3rd-grade villous stem occlusion. With
the development of the disease, the structure of the placental
villi vessels changes, and the number of placental 3rd-grade
villous stem arterioles decreases notably. The interstitial
fibrosis worsens, and fibrous material is deposited, reducing
the volume of fetal placental blood circulation and impeding
fetal growth and development. Rubin et al. [22] pointed out
that venous blood flow was reduced in fetuses with abnor-
mal Doppler spectra of UA significantly. In the waveform
of DV, the degree of downward deflection is proportional
to the risk of fetal death or multisystem organ failure. Studies
have shown that abnormal DV waveforms are strongly asso-
ciated with fetal death.

3.3. Comparison of Blood Flow Parameters PI, RI, and S/D in
Three Groups of UtA, UA, and MCA. The blood flow param-
eters PI, RI, S/D, and Qdv/Quv of UtA and UA were higher
in the severe group than those in the control group and the
mild group; the differences were all of statistical significance
(P < 0:05) in Figures 4(a), 4(b), and 4(d). PI, RI, and S/D of
MCA were lower in the severe group than those in the con-
trol group and mild group, suggesting the difference signifi-
cant statistically (P < 0:05), shown in Figure 4(c).

In clinical practise, fetal UA blood flow measurements
are crucial indicators of placental function alterations. Cio-
banu et al. [23] found that for patients with abnormal UA
blood flow resistance during pregnancy, the mean gesta-
tional age of delivery was significantly shortened after treat-
ment, and the incidences of FIUD and neonatal asphyxia
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Figure 5: Comparison of blood flow parameters PI, RI, and S/D of UtA in different stages. (a) PI comparison. (b) RI comparison. (c) S/D
comparison. Note: ∗ and # indicated the significant difference statistically compared with the early and middle stages, respectively, P < 0:05.
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were significantly increased, even if the patients’ UA resis-
tance recovered to normal. The major blood artery supply-
ing the cerebral hemisphere is the fetal MCA. Kim J et al.
[24] come up with that RI of MCA had bidirectional
changes; that is, the resistance decreased with hypoxia com-
pensation and increased with decompensation. Among the
cases here, blood flow parameters of MCA became decreased
in the severe group, indicating that the MCA could reflect
the severity of HDCP.

Changes in blood flow of UA are the earliest identifiable
Doppler signals of early placental insufficiency. During nor-
mal fetal growth and development, the Qdv/Quv plays a vital
role in regulating [22, 25, 26]. When the fetus is hypoxic, the
DV dilates, the proportion of blood flow from UV into DV
increases, and the Qdv/Quv increases sharply. Pinter et al.

[27] suggested that fetal venous blood flow change was supe-
rior to arterial blood flow change in predicting adverse preg-
nancy outcomes. For cases in both the mild and the severe
groups, the Qdv/Quv was increased compared with that of
the normal control pregnant women, which was consistent
with the description of the above research. Measurement of
DV hemodynamics contributes to the understanding of the
pathological state of the fetal circulation, deepening the
understanding of hemodynamics in many fetal diseases.

3.4. Comparison of PI, RI, and S/D of UtA, UA, and MCA in
Different Pregnancy Periods. In early pregnancy, no significant
difference was observed in PI, RI, and S/D of UtA among the
three groups (P > 0:05). All of PI, RI, and S/D increased first
and then decreased in the early, middle, and later pregnancy
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Figure 6: Comparison of blood flow parameters PI, RI, and S/D of UA in different periods. (a) PI comparison. (b) RI comparison. (c) S/D
comparison. Note: ∗ indicated there was a significant difference statistically compared with the early stage, while # indicated the same
compared with those in the middle stage, P < 0:05.
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in the severe group, with the difference significant statistically
(P < 0:05). In the middle and later stages, those were higher
than those in the mild and the control groups, as the differences
were of statistical significance (P < 0:05). PI, RI, and S/D were
gradually decreasing in the three stages of pregnancy in the con-
trol group, showing the significant differences statistically
(P < 0:05) as presented in Figure 5.

The PI, RI, and S/D of UA in the middle and later stages of
pregnancy declined steadily in both the mild and severe groups,
with statistically significant differences (P 0.05). In the later
stage, the severe group’s PI, RI, and S/D were higher than the
control group’s, statistically and substantially (P 0.05) in
Figure 6.
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Figure 7: Comparison of PI, RI, and S/D of MCA in different stages. (a) Comparison of PI. (b) Comparison of RI. (c) Comparison of S/D.
Note: ∗ and # pointed out the differences significant statistically in comparison with those in the early and middle stages, respectively, P

< 0:05.

Table 2: Comparison of pregnancy outcomes of fetuses (n, %).

Control
group
(n = 40)

Mild
group
(n = 40)

Severe
group
(n = 40)

F P

Premature
birth

2 (5) 11 (27.5) 17 (42.5) 8.37 0.002

FIUD 0 8 (20.0) 18 (45.0) 10.29 0.000

FGR 1 (2.5) 4 (10.1) 13 (32.5) 9.36 0.001

Neonatal
asphyxia

0 6 (15.2) 16 (40.2) 11.37 0.000
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PI, RI, and S/D of MCA were all decreased gradually in the
three groups in the middle and later pregnancy; the differences
were also proved significant statistically (P < 0:05). Higher than
those in the control group, PI, RI, and S/D were much different
in the severe group in the middle and later stages statistically
and significantly (P < 0:05), which are presented in Figure 7.

Under normal circumstances, blood flow parameters of
UtA should go down gradually with gestational time. In this
work, blood flow parameters PI, RI, and S/D of UtA gradually
decreased with the increase of gestational age in the normal
control group. But those increased first and decreased then
from the early stage to the middle stage in the severe group,
higher than those of the control group notably except in the
early pregnancy (P < 0:05). With the development of embryos
during normal pregnancy, placental trophoblast cells infiltrate
continuously, UtA vascular remodelling is strengthened, the
lumen is continuously enlarged, and the elasticity of the vascu-
lar wall is reduced. Uterine blood flow changes to low resistance
and high flow rate from the high resistance and low flow rate
before pregnancy [28–30]. The placental trophoblasts of preg-
nant women with HDCP have insufficient ability to infiltrate
the arteries, the strength and quantity of vascular remodelling
are also insufficient, the muscle layer of the vascular wall still
maintains a large elasticity, and the vascular resistance goes
up. PI, RI, and S/D values increase under the Doppler ultra-
sound quantitative analysis. The measurement of UA hemody-
namic parameters can reflect the circulatory status between the
fetus and the placenta. The results of this work demonstrated
that the PI, RI, and S/D of UA increased abnormally in the con-
trol group in the middle and later stages of pregnancy. This

indicated that the blood flow resistance of UA in HDCP
patients was greater with less blood flow volume, because of
the circulatory disorders in the fetus caused by the increased
placental resistance.

3.5. Comparison of Fetal Pregnancy Outcomes. Among the 40
cases in the control group, there were 3 cases got abnormal
pregnancy outcomes (including 2 cases with premature birth
and 1 case with FGR); the incidence was 7.5%. In the mild
group, 13 cases had abnormal pregnancy outcomes (11 cases
of premature birth, 8 cases of FGR, 4 cases of FIUD, and 6
cases of neonatal asphyxia), with the incidence of 32.5%. In
the severe group, 19 cases suffered from abnormal preg-
nancy outcomes (premature birth in 17 cases, FGR in 18
cases, FIUD in 13 cases, and neonatal asphyxia in 16 cases),
working out an incidence of 47.50%. The incidence of
abnormal pregnancy outcomes was higher markedly in the
severe group than that in the mild and the control groups,
suggesting the significant differences statistically (P < 0:05).
Detailed data are shown in Table 2.

3.6. Comparison of Perinatal Prognosis. There were big statis-
tical differences in the weeks of delivery, birth weight, pH value
of UA, Apgar score, and placental weight of neonates among
three groups (P < 0:05). Between the mild group and the con-
trol group, no statistical difference was found (P > 0:05) as dis-
played in Table 3.

The placenta’s size is critical for supporting appropriate
fetal growth. The weight of the placenta in the normal preg-
nancy group was substantially higher than that in the HDCP

Table 3: Comparison of perinatal prognosis (n, %).

Control group (n = 40) Mild group (n = 40) Severe group (n = 40) F P

Weeks of delivery (weeks) 36:7 ± 3:2 33:2 ± 2:6 32:1 ± 2:5∗△ 8.352 0.000

Birth weight (g) 2926:1 ± 634:3 2743:8 ± 73:2 2171:1 ± 745:3∗△ 11.293 0.001

pH of UA 7:3 ± 0:1 7:1 ± 0:2 6:8 ± 0:1∗△ 9.362 0.001

Apgar score (points) 10:0 ± 0:0 10:0 ± 0:0 8:3 ± 2:7∗△ 10.281 0.002

Placental weight (g) 578:91 ± 132:6 553:2 ± 121:7 468:9 ± 102:4∗△ 11.381 0.000

Note: ∗△ indicated that a difference significant statistically was shown compared with the control group and mild group, respectively, P < 0:05.

Table 4: AUC, optimal cut-off value, sensitivity, and specificity with blood flow parameters and pregnancy outcomes of UtA, MCA, and
UA.

Test variables AUC Optimal cut-off value Sensitivity (%) Specificity (%)

UtA-PI 0.78 1.17 80.2 72.1

UtA-RI 0.72 0.67 53.8 86.7

UtA-S/D 0.71 2.68 78.3 54.6

UA-PI 0.82 0.95 73.2 77.2

UA-RI 0.76 0.64 63.2 75.8

UA-S/D 0.68 2.83 72.4 68.3

MCA-PI 0.81 1.67 68.7 83.2

MCA-RI 0.73 0.68 89.4 58.7

MCA-S/D 0.86 3.63 87.5 78.6

Combination of all parameters 0.98 / 94.7 96.4
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group, according to Esposito et al. [31]. The severe group
had significantly lower weeks of delivery, placental weight,
and neonatal birth weight than the normal and mild groups,
which was consistent with the previous study. The reason
may be that the total number of villi in the placenta increases
with the weight of the placenta.

3.7. Blood Flow Parameters of UtA, UA, and MCA in the
Diagnosis of Adverse Pregnancy Outcomes. Table 4 displays
the AUC, appropriate cut-off value, sensitivity, and specificity
of pregnancy outcomes, as well as UtA, MCA, and UA blood
flow parameters. For the ROC curve, the optimal cut-off value
of PI was 1.17, and the AUC was 0.78; the sensitivity and spec-
ificity were 80.2% and 72.1% for predicting adverse pregnancy
outcomes, respectively. Of RI, the optimal cut-off value and
AUC were 0.67 and 0.72, respectively; the sensitivity and spec-
ificity were 53.8% and 86.7%, respectively. Of S/D, the optimal
cut-off value, AUC, sensitivity, and specificity were 2.68, 0.71,

78.3%, and 54.6%, respectively. PI had the most diagnostic
value, as shown in Figure 8(a).

The appropriate cut-off value and AUC of PI were 0.95
and 0.82, respectively, with the ROC curve drawn by PI,
RI, and S/D of UA as well as pregnancy outcomes; the sen-
sitivity and specificity of PI for predicting bad pregnancy
outcomes were 73.2 percent and 77.2 percent, respectively.
The optimal cut-off value, AUC, sensitivity, and specificity
of RI were 0.64, 0.76, 63.2%, and 75.8%, respectively. Those
of S/D were 2.83, 0.68, 72.4%, and 68.3%, respectively. PI
had the most diagnostic value of UA, which are shown in
Figure 8(b).

With the ROC curve of MCA, the four indexes of PI
were 1.67, 0.81, 68.7%, and 83.2%, respectively. Of RI, those
were 0.68, 0.73, 89.4%, and 58.7%, respectively. Of S/D,
those were 3.63, 0.86, 87.5%, and 78.6%, respectively. S/D
showed the most diagnostic value of MCA, as it could be
found in Figure 8(c).
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Figure 8: ROC curves of UtA, MCA, and UA blood flow parameters as well as pregnancy outcomes. (a) ROC curves of UtA drawn under
blood flow parameters and pregnancy outcomes. (b) ROC curves of UA. (c) ROC curves of MCA. (d) Blood flow parameter combined with
pregnancy outcomes.
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The AUC was 0.98 in the ROC curve created by combin-
ing blood flow characteristics and pregnancy outcomes, and
the sensitivity and specificity for predicting bad outcomes
were 94.7 percent and 96.4 percent, respectively. When com-
pared to a single blood flow parameter, the diagnostic value
was higher, as illustrated in Figure 8(d).

Prasad et al. [32] reported that the continuous increase of
UtA-PI predicted abnormal changes in vascular resistance,
and dynamic monitoring of S/D could understand the
uterine-placental circulation status. Elevated UtA-RI was the
best predictor of severe FGR in high-risk groups, which illus-
trated that the blood flow parameters were complementary to
each other and could evaluate and predict adverse pregnancy
outcomes objectively.

4. Sensitivity and Specificity of the
Combination of All Parameters in
Diagnosing Adverse Pregnancy Outcomes

The combination of all the parameters showed the highest
diagnostic value for FIUD, with an AUC of 0.89; its sensitiv-
ity and specificity were 86.3% and 88.4%, respectively. In this
case, the AUC for FGR was 0.63, with the highest diagnostic
sensitivity of 94.6%; but its specificity was a little lower,
which reached 39.2% merely. These results are represented
in Figure 9 and Table 5 in details.

4.1. Correlation between Fetal Hemodynamic Parameters
and Poor Perinatal Prognosis. Logistic binary regression anal-
ysis was performed with the Qdv/Quv as well as hemody-
namic parameters of UtA, UA, and MCA as independent
variables, and whether an adverse perinatal outcome occurred
was taken as the dependent variable. It was illustrated that
poor perinatal prognosis was correlated with fetal Qdv/Quv
as well as blood flow parameters PI, RI, and S/D of UtA,
UA, and MCA (P < 0:05), as suggested in Table 6.

In correlation analysis, the poor perinatal prognosis was
demonstrated to be correlated with fetal hemodynamic
parameters of UtA, UA, and MCA and Qdv/Quv. These
indexes could be auxiliary indexes for the evaluation of
patients’ condition and the prediction of perinatal prognosis,
consistent with what was found by Maged et al. [33].

5. Conclusions

As the blood flow parameters of UtA, MCA, and UA in 120
pregnant women with singleton pregnancy were monitored
and analysed, this work was aimed at exploring these blood
flow parameters in HDCP patients and their correlations
with pregnancy outcomes. Colour Doppler ultrasound could
be utilised to detect PI, RI, and S/D of UtA, MCA, and UA in
pregnant women, providing a baseline for measuring the
fetus’ intrauterine state and predicting negative pregnancy
outcomes. The parameters in the later stage had the higher
diagnostic value of adverse pregnancy outcomes. The combi-
nation of all the parameters could improve the diagnostic
accuracy and provide a basis for guiding treatment and
determining the best timing of delivery. The disadvantages
of this research lay in that frequent fetal movement would
affect the measurement of various parameters. The angle of
the sampling between the sound beam and blood flow
should be strictly required, and there might be slight errors.
Furthermore, the sample size was small, resulting in some
discrepancies in the results. In the future, larger sample sizes
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Figure 9: ROC curves drawn under the combined diagnosis with
all parameters of adverse pregnancy outcomes.

Table 5: AUC, sensitivity, and specificity of the combined
diagnosis for adverse pregnancy outcomes with UtA, UA, and
MCA parameters.

Test variables AUC Sensitivity (%) Specificity (%)

FIUD 0.89 86.3 88.4

Premature birth 0.72 89.2 51.2

FGR 0.63 94.6 39.2

Neonatal asphyxia 0.73 87.4 54.4

Table 6: Correlation between fetal hemodynamic parameters and
poor perinatal prognosis.

Independent variables β Wald value df OR P

Qdv/Quv 4.372 3.281 1 2.837 0.021

UtA-PI 2.271 4.872 1 3.782 0.001

UtA-RI 2.361 5.383 1 2.873 0.000

UtA-S/D 2.783 6.787 1 1.987 0.001

UA-PI 3.827 7.832 1 3.822 0.001

UA-RI 3.892 6.785 1 2.861 0.011

UA-S/D 2.371 7.684 1 0.563 0.002

MCA-PI -1.982 7.982 1 0.462 0.004

MCA-RI -4.381 6.483 1 0.632 0.006

MCA-S/D -2.986 7.842 1 0.271 0.000
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will be required for more complete studies and more valu-
able research outcomes. In conclusion, this work could pro-
vide reference for early prevention, early detection, and early
treatment of HDCP, so as to improve adverse pregnancy
outcomes.
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Background. Propofol (PPF) has been shown in studies to cause cognitive impairment and neuronal cell death in developing
animals. PPF has been demonstrated to decrease the expression of microRNA-17-5p (miR-17-5p) in a recent study.
Nonetheless, the function of miR-17-5p in PPF-induced neurotoxicity and related mechanisms is uncharacterized. Methods.
After the induction of neurotoxicity by treating the SH-SY5Y cells with PPF, qRT-PCR was conducted to evaluate the level of
miR-17-5p. Using MTT and flow cytometry, cell viability and apoptosis rate were assessed, respectively. Interaction between
miR-17-5p and BCL2 like 11 was (BCL2L11) studied using a Luciferase reporter assay. With the help of western blot analysis,
we determined the level of proteins of apoptosis-related genes and autophagy-related markers. Results. In SH-SY5Y cells, PPF
treatment induced neurotoxicity and downregulated miR-17-5p expression. In SH-SY5Y cells post-PPF exposure,
overexpression of miR-17-5p increased cell viability and decreased apoptosis. Consistently, miR-17-5p mimics mitigated PPF-
generated autophagy via inhibition of Atg5, Beclin1, and LC3II/I level and elevation of p62 protein expression. In addition,
BCL2L11, which was highly expressed in PPF-treated SH-SY5Y cells, was directly targeted by miR-17-5p. Further, in PPF-
treated SH-SY5Y cells, overexpressed BCL2L11 counteracted the suppressing behavior of miR-17-5p elevation on PPF-induced
apoptosis. Conclusion. Overexpressed miR-17-5p alleviates PPF exposure-induced neurotoxicity and autophagy in SH-SY5Y
cells via binding to BCL2L11, suggesting the possibility that miR-17-5p can serve as a candidate in the treatment of
neurotoxicity (caused by PPF).

1. Introduction

Ever-increasing evidence reveals that different kinds of anes-
thetics can lead to long-term cognitive dysfunction and
adverse effects on the development of neurons [1]. In addition,
anesthesia often causes developmental neurotoxicity such as
neurodegeneration, neurogenetic change, synaptogenesis,
and brain circuit damage [2]. Based on the rapid onset and
minimal negative postoperative effects, PPF is widely used to
induce and maintain sedation as well as anesthesia [3]. PPF
is still an anesthetic that should be used with caution in most
clinical paediatric settings since it always causes bradycardia,
heart failure, metabolic acidosis, and other complications [4,
5]. In developing mice, even subanesthetic doses of PPF can
cause cell death, aberrant dendrite formation, and cognitive
impairment, according to documents [6, 7]. All these effects
raise concerns about the safety of PPF in paediatric anesthesia.

Clinical studies have attributed neurotoxicity and neurogenic
injury to PPF [8, 9]. The complex mechanisms of neurotoxic-
ity induced by PPF include intracellular calcium dysregula-
tion, mitochondrial division, neuroinflammation, and
abnormal neurotrophic protein expression [10–12]. Recent
research has revealed that the mechanisms underlying PPF
may exert a role in the establishment of novel effective thera-
peutic methods to avoid neurotoxicity in the underdevelop-
ment brain [13]. Therefore, biological biomarkers must be
investigated in order to prevent and treat neurotoxicity caused
by PPF exposure.

miRNAs, which are endogenous noncoding RNA mole-
cules with lengths ranging from 18 to 25 nucleotides, can
regulate various biological processes via targeting and regu-
lating the downstream messenger RNAs (mRNAs) expres-
sion at the posttranscriptional level [14–16]. Plenty of
studies have identified the influence of miRNAs in the
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modulation of neurotoxicity mediated by PPF. For example,
miR-582-5p mitigates PPF-generated neuron apoptosis by
inhibition of ROCK1 in newborn rats [17]. PPF anesthesia
reduces the expression of miR-132 and decreases the number
of dendritic spines in the hippocampus [18]. miR-141-3p
knockdown alleviates PPF-mediated inhibition on neural stem
cell neurogenesis by targeting IGF2BP2 [19]. As previously
reported, miRNAs also participate in the process of PPF-
mediated autophagy. Downregulated endogenous expression
of miR-20b weakens the protective role of PPF and causes
accentuation on autophagy [20]. Interestingly, miR-17-5p
has been validated to bind with STAT3 and thus regulating
the growth of cortical neuron neurite [21]. In addition, miR-
17-5p, which displays low level after PPF treatment, is
involved in cardiomyocyte apoptosis induced by ischemia/
reperfusion (I/R) [22]. Though, the biological functionality,
as well as molecular mechanisms of miR-17-5p in PPF-
induced neurotoxicity, has not been evaluated.

BCL2-like 11 (BCL2L11), a member of the Bcl-2 family,
is found on chromosome 2q12-q13. BCL2L11 is anticipated
to share a binding site with miR-17-5p, according to bioin-
formatics analysis. The human BCL2L11 gene comprises
important death-decision makers in the process of apoptosis
[23]. BCL2L11 abrogates miR-92a-induced suppression on
cell apoptosis and caspase-3/7 activity [24]. Nonetheless,
the BCL2L11 role in PPF-induced neurotoxicity remains
unclear.

In our current investigation, what we intended to deci-
pher is the functionality of miR-17-5p in regulating PPF-
treated SH-SY5Y cell apoptosis and autophagy and the
underlying mechanisms associated with miR-17-5p. The
current study may explore a new candidate target for treat-
ing neurotoxicity (caused by PPF exposure).

The paper’s organization paragraph is as follows: the
materials and methods are presented in Section 2. Section
3 discusses the experiments and results. Finally, in Section
4, the research work is concluded with discussion.

2. Materials and Methods

2.1. Cell Culture. We purchased the human neuroblastoma
SH-SY5Y cell line from China Center for Type Culture Collec-
tion (CCTCC) and plated in 96-well plates (BD Biosciences,
USA) and incubated in DMEM (Invitrogen, USA) containing
FBS (10%) (Invitrogen) and penicillin (100U/mL) (LianShuo,
Shanghai, China) under humid conditions with 5% CO2 at
37°C. 1, 5, 10, and 20μg/ml PPF (2,6-diisopropylphenol,
Merck & Co., USA) were utilized for the overnight treatment
of SH-SY5Y cells, and phosphate buffer was used as a blank
control.

2.2. Cell Transfection. RiboBio (Guangzhou, China) provided
the miR-17-5p mimics and negative control (NC) used for the
overexpression of miR-17-5p and as the control, respectively.
pcDNA3.1/BCL2L11 was used to increase BCL2L11 expres-
sion, with an empty vector pcDNA3.1 (GenePharma). We
transfected the miR-17-5p and NC mimics (50nM each)
pcDNA3.1/BCL2L11 (10nM) or empty pcDNA3.1 (10nM)
in SH-SY5Y cells with Lipofectamine 2000 for 48h. The cells

transfected by Lipofectamine 2000 with scrambled sequences
served as NC.

2.3. 3-(4,5-Dimethylthiazol-2-yl)-2,5-Diphenyltetrazolium
Bromide (MTT) Assay. With the help of the MTT assay,
we performed the identification of SH-SY5Y cell viability
as instructed by the supplier. In 96-well plates, the SH-
SY5Y (5 × 104 cells/well) cells were seeded. After cell trans-
fection, the cell viability with or without PPF treatment
was detected using a MTT kit (Promega, USA), followed
by adding the solution of MTT (20μl, 0.5mg/ml) into each
well for continuous cell culturation for 4 h. Formazan crys-
tals were dissolved by carefully removing the medium, add-
ing 100μL dimethyl sulfoxide and incubating the cells at
37°C for 10min. Through a microplate reader (Thermo
Fisher Scientific), the O.D. was achieved at 570nm.

2.4. Isolation of RNA and qRT-PCR Evaluations. The Ultra
HiFidelity PCR Kit (Tiangen) was utilized for total RNA
extraction. RNA concentrations were quantified by Nano-
drop (Thermo Fisher Scientific, USA). We adopted the Taq-
Man miRNA reverse transcription kit (Beyotime) to reverse
transcribe RNA (total of 1μg) to cDNA. The qRT-PCR was
then conducted via SYBR Green (Takara, Dalian, China) on
Applied Biosystems (Thermo Fisher Scientific). Detailed
conditions were that 10min at 95°C, and 40 cycles at 95°C
for 10 sec and at 60°C for 30 sec (for MIDN, MYLIP,
BCL2L11 and glyceraldehyde-3-phosphate dehydrogenase
(GAPDH)), 10min at 95°C, and 40 cycles at 95°C for
10 sec and 2 at 60°C and 1min at 95°C, 30 sec at 55°C, and
30 sec at 95°C (for miR-17-5p). Calculation for the relative
gene expression was achieved via 2-ΔΔCt method [25]. U6
and GAPDH were, respectively, utilized as the internal refer-
ences for miR-17-5p and BCL2L11. The study includes the
underlined primer sequences: miR-17-5p forward: 5′-
CCGGGTCAGAATAATGTCAAAGTGCTTACAGTGC
AGGTAGTGATATGTGCATCTACTGCAGTGAAGGCA
CTTGTAGCATTATGGTGACTTTTTG-3′, reverse: 5′-
AATTCAAAAAGTCACCATAATGCTACAAGTGCCTTC
ACTGCAGTAGATGCACATATCACTACCTGCACTGT
AAGCACTTTGACATTATTCTGAC-3′; BCL2L11 for-
ward: 5′-CAAGGAGGATGCCTCTTCC-3′, reverse: 5′-
CTTCCTGAGACCTGCTGTC-3′; GAPDH forward, 5′-
CCTCCTGTTCGACAGTCAG-3′, reverse: 5′-CATACG
ACTGCAAAGACCC-3′; U6 forward: 5′-CTTTGGCAG
CACATATACCA-3′, reverse: 5′-CTCATTCAGAGGCC
ATGCT-3′.

2.5. Flow Cytometry (FC) Analysis. With the help of the
Annexin V-FITC Apoptosis Detection Kit (Vazyme, Nan-
jing, China), we analyzed the SH-SY5Y cell apoptosis. The
cells were centrifuged and resuspended in binding buffer
after being treated with PPF (100μl) (MultiSciences, Hang-
zhou, China). Then, we added the Annexin V-FITC and PI
(5μl each) reagents into the cells for culturation for 15min
with light. Analyzation of cell apoptosis was achieved using
FACS flow cytometer (Attune, Life Technologies, Germany).
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2.6. Western Blot (WB) Analysis. After PBS washing, the cen-
trifugation (at 10,000× g) of lysed cells was carried out for
10min at 4°C. A Bradford Protein Assay kit (Invitrogen,
USA) was adopted for the determination of total protein
concentrations. We separated the protein samples (25μg)
by SDS-PAGE (10%), followed by transferring them onto
PVDF membranes (Standards, Shanghai, China) that were
subsequently sealed with skimmed milk (5%) at 37°C for
1.5 h. Incubation of the membranes was performed with pri-
mary antibodies against Bcl-2 (1 : 1000 dilution, ab32124,
Abcam), Bax (1 : 5000 dilution, ab32503, Abcam), Cleaved-
caspase-3 (1 : 500 dilution, ab32042, Abcam), Atg5 (1 : 5000
dilution, ab108327, Abcam), Beclin 1 (1 : 2000 dilution,
ab207612, Abcam), LC3 (0.5 –2μg/ml, ab48394, Abcam),
p62 (1 : 10000 dilution, ab109012, Abcam), BCL2L11
(1 : 1000 dilution, ab32158, Abcam), and GAPDH (1 : 2500
dilution, ab9485, Abcam) for 24hrs at 4°C. After that, the
membrane was incubated with the secondary antibody at
37°C for 2 h. An enhanced chemiluminescence kit (Takara,
Dalian, China) and ImageJ software [26] were, respectively,
utilized for signal visualization and blot analyzation.

2.7. Dual-Luciferase Reporter (DLR) Assay. DNA sequencing
was used for confirming the wild type (WT) and mutant
(Mut) 3′-UTR sequences of BCL2L11. The BCL2L11-WT
and BCL2L11-Mut vectors were constructed by amplifying
and inserting the WT and Mut 3′-UTR sequences of
BCL2L11 into the luciferase reporter pmirGLO (Promega,
USA). In 96 well-plates, SH-SY5Y cells were plated and
grown for 24h at 37°C. After removing the culture medium,
Lipofectamine 2000 was adopted for cotransfection of
BCL2L11-WT or BCL2L11-Mut vectors with mimics (miR-
17-5p or NC) in SH-SY5Y cells. Post 48 h of transfection,
we used a DLR Assay Kit (Promega, USA) to determine
the relative luciferase activity (LA) of BCL2L11-WT and
BCL2L11-Mut vectors with Renilla LA as normalization.

2.8. Statistical Analysis. Each analysis was done three times,
and the results were expressed as mean standard deviation.
In order to perform the statistical analysis, we used Graph-
Pad Prism 6.0 (USA). The one-way ANOVA or Student’s t
test, followed by Tukey’s post hoc test, was utilized to ana-
lyze variations between two or more groups. Less than a
0.05 p value indicates statistical significance.

3. Results

3.1. PPF Treatment Induces Neurotoxicity in SH-SY5Y Cells
and Downregulated miR-17-5p Expression. For investigating
the impact of neurotoxicity caused by anesthesia, SH-SY5Y
cells were exposed to PPF or phosphate buffer treatment
(1, 5, 10, or 20μg/ml), followed by in vitro evaluation of
their cell viability. MTT assay illuminated that compared
with the cells treated with phosphate buffer, and the viability
of the SH-SY5Y cells was inhibited by 5, 10, and 20μg/ml of
PPF, suggesting that PPF treatment resulted in neurotoxicity
in SH-SY5Y cells (Figure 1(a)). The miR-17-5p level was fur-
ther tested by qRT-PCR. The results of qRT-PCR revealed a
dose-dependent lower trend in miR-17-5p concentrations in

SH-SY5Y cells (exposed to PPF) relative to the control
(Figure 1(b)). Because the SH-SY5Y cell’s viability was
approximately 50% at 10μg/ml of PPF, PPF at a 10μg/ml
dose was selected for subsequent cellular experiments. The
viability of SH-SY5Y cells was then tested at 0, 6, 12, 24,
and 48 h. As a result, SH-SY5Y cell viability was reduced at
12, 24, and 48 h when compared to the NC group
(Figure 1(c)). Consistently, the expression level of miR-17-
5p was also downregulated with the increase of time after
10μg/ml of PPF treatment (Figure 1(d)). There was a dose
and time-dependent decrease in miR-17-5p expression fol-
lowing PPF treatment of SH-SY5Y cells, as demonstrated
by the above results.

3.2. miR-17-5p Alleviates PPF-Induced SH-SY5Y Cell Injury.
Subsequently, miR-17-5p mimic transfection was carried out
with the aimof probing into the effect of themiR-17-5pupreg-
ulation on PPF-injured SH-SY5Y cells. Notably, significantly
elevated expression of miR-17-5p was indicated in SH-SY5Y
cells (exposed to PPF) after miR-17-5p mimic transfection
than with the transfection of NC mimics (Figure 2(a)). For
the assessment of the fact that whether miR-17-5p exerts the
regulatory function inPPF-induced neurotoxicity,MTTassay
was conducted. The observed results indicated the elevation of
miR-17-5p significantly rescued PPF-injured cell viability
(Figure 2(b)). In addition, the apoptosis of SH-SY5Y cells was
investigated by FC andWB analysis, which demonstrated that
PPF treatment significantly increased cell apoptosis rate as
compared to the Con + NC mimic group. Overexpressed
miR-17-5p was responsible for increased apoptosis in PPF-
treated cells (Figures 2(c) and 2(d)). The protein levels of the
markers associated with apoptosis (Bax and Cleaved-cas-
pase-3) were downregulated after PPF treatment, but the
reduced levels were reversedwith themiR-17-5pmimic trans-
fection. In contrast, overexpressed miR-17-5p partially abro-
gated the promoting impact of PPF-treatment on the protein
levels of Bax, a marker associated with apoptosis
(Figure 2(e)). Conclusively, overexpressed miR-17-5p miti-
gated PPF-injured SH-SY5Y cells and inhibited PPF-induced
neuron apoptosis.

3.3. miR-17-5p Inhibits PPF-Induced Autophagy in SH-SY5Y.
Previous research has identified that miR-17-5p possesses
antiautophagy effect in human diseases [27, 28]. Therefore,
we examined the protein levels of markers related to autoph-
agy (Atg5, Beclin1, p62, and LC3) in SH-SY5Y cells. Specif-
ically, Beclin1 serves as a marker for autophagy. LC3II/I and
p62 are markers of early and late autophagy, accordingly.
When compared to the Con + NC mimic group, aberrant
autophagy was seen in the propofol + NC mimic group,
including enhanced levels of autophagy of Atg5, Beclin1,
and LC3II/I ratios and decreased level of p62 protein. Inter-
estingly, comparing with the propofol + NC mimic group,
transfecting miR-124 mimics significantly reduced the
protein levels of Atg5, Beclin-1, and LC3II/I ratios and
restored p62 protein levels (Figures 3(a)–3(e)). These find-
ings elaborated the implication of miR-17-5p in the suppres-
sion of autophagy.
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3.4. miR-17-5p Targets BCL2L11 in SH-SY5Y. To probe into
the underlying mechanism through which miR-17-5p alle-
viates PPF-induced neurotoxicity, prediction of down-
stream targets of miR-17-5p was carried out via starBase
online website (https://starbase.sysu.edu.cn/) with the
screening condition of AgoExpNum > 60. The predicted
results manifested that miR-17-5p shares 3′-UTR binding
sites with MIDN, MYLIP, and BCL2L11. By performing
qRT-PCR, the levels of MIDN, MYLIP, and BCL2L11
mRNA expression in SH-SY5Y cells were assessed, and
only BCL2L11 level was decreased in SH-SY5Y cells after
miR-17-5p mimic transfection relative to the NC mimic-
transfected cells (Figure 4(a)). WB analysis was used to
examine the amounts of BCL2L11 protein in SH-SY5Y
cells. Upregulation of miR-17-5p dramatically reduced
BCL2L11 protein levels, according to the findings
(Figures 4(b) and 4(c)). An LR assay was conducted in order
to validate that the 3′-UTR sequence of BCL2L11 is specifi-
cally targeted by miR-17-5p. Predicted pairing target region
of BCL2L11 and miR-17-5p was presented in Figure 4(d). It
was found that compared to luciferase activity (LA) in cells
cotransfected with NC mimics and BCL2L11-WT, the LA
was inhibited significantly after being cotransfected with
miR-17-5p mimics and WT BCL2L11 3′-UTR; however,
luciferase activity was not significantly changed in cells
cotransfected with Mut BCL2L11 3′-UTR and miR-17-5p
mimics or NC mimics (Figure 4(e)). Subsequent qRT-PCR
and WB analyses exhibited an elevated level of BCL2L11 at
both transcriptional and translational levels after treatment
with PPF (Figures 4(f) and 4(g)). All these experiments illumi-

nated that miR-17-5p bound with BCL2L11 in SH-SY5Y cells
and PPF induced the elevation of BCL2L11 expression.

3.5. miR-17-5p Targets BCL2L11 to Regulate SH-SY5Y Cell
Viability and Apoptosis. To further explore whether miR-
17-5p modulates cell viability and apoptosis via targeting
BCL2L11, we conducted several rescue experiments using
SH-SY5Y cells. qRT-PCR illuminated that BCL2L11 expres-
sion was elevated by transfecting pcDNA3.1/BCL2L11
(Figure 5(a)). Similar results were observed in WB analysis
that BCL2L11 protein level was increased after pcDNA3.1/
BCL2L11 transfection (Figure 5(b)). MTT assay indicated
the enhanced level of miR-17-5p exerts the promotive
impact on the viability of the SH-SY5Y cells, but this effect
was countered after transfection of pcDNA3.1/BCL2L11
(Figure 5(c)). BCL2L11 overexpression counteracted the
inhibitory effect of overexpressed miR-17-5p on cell apopto-
sis, according to FC analysis (Figure 5(d)). Furthermore, WB
analysis revealed that increased BCL2L11 partially reversed
the miR-17-5p-mediated reduction of Bax and Cleaved-
caspase-3 protein levels. In contrast, overexpressed BCL2L11
offsets miR-17-5p elevation-induced promotion on Bcl-2
protein level (Figure 5(e)). Thus, miR-17-5p exerted a pro-
tective role in SH-SY5Y cells by downregulating BCL2L11.

4. Discussion

Recently conducted preclinical and clinical studies revealed that
neonatal prolonged or repeated exposure to anesthesia leads to
the increased risk for acute neurotoxicity and long-term cogni-
tive impairment [29]. There is currently no effective way to
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Figure 1: PPF treatment induces neurotoxicity in SH-SY5Y cells and downregulates miR-17-5p expression. (a) MTT assay was conducted to
evaluate the survival of SH-SY5Y cells exposed to elevated concentrations (1, 5, 10, or 20 μg/ml) of PPF. (b) The level of miR-17-5p after
treatment with elevated concentrations (1, 5, 10, or 20μg/ml) of PPF by qRT-PCR. (c) The SH-SY5Y cells after treatment with 10 μg/ml
of PPF for 0, 6, 12, 24, and 48 h were used for an MTT assay to determine their viability. (d) The miR-17-5p level in SH-SY5Y cell
postexposure with 10μg/ml of PPF at different time points was subjected for qRT-PCR evaluations. ∗ p, ∗∗ p, and ∗∗∗ p values less than
0.05, 0.01, and 0.001, accordingly.
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prevent anesthesia-induced neurotoxicity and cognitive impair-
ments [29]. However, because the use of anesthetics is inevitable
in many paediatric procedures, researching techniques to
decrease neurotoxicity induced by anesthetics is critical. It has
been revealed by previous research that SH-SY5Y human neuro-
blastoma cells are sensitive to anesthetic-induced neurotoxicity
[30]. Hence, SH-SY5Y cells were selected to conduct in vitro
experiments. PPF, as an effective inducer of nerve injury, can
bring about neuron apoptosis and autophagy [31]. Clinical stud-

ies also revealed the neuroprotective effects of PPF that PPF
treatment protects against I/R or hypoxic injury [32, 33]. In
our exploration, the PPF effect on SH-SY5Y cells was first deter-
mined by MTT assay, FC, and WS analysis. Findings demon-
strated that PPF dose- and time-dependently suppressed the
viability of the SH-SY5Y cells. The results are consistent with a
recent report showing the inhibition of SH-SY5Y cell viability
with the increased PPF concentration [34]. Additionally, after
PPF treatment, cell apoptosis rate and autophagy were
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Figure 2: Functional experiments focusing on the impact of miR-17-5p on PPF-caused neurotoxicity. (a) By utilizing qRT-PCR, the miR-
17-5p transcriptional level was examined in SH-SY5Y cells with or without 10μg/ml of PPF treatment posttransfection with miR-17-5p or
NC mimics. (b) The survival of SH-SY5Y cells was measured via MTT in the groups of Con + NC mimics, Con +miR − 17 − 5p,
propofol + NC mimics, and propofol + miR − 17 − 5p. (c, d) FC analysis was conducted to assess the apoptosis process in the
abovementioned groups. (e) Representative results of WB showed the translational levels of Bcl-2, Cleaved-caspase-3, and Bax in various
groups. ∗ p, ∗∗ p, and ∗∗∗ p values less than 0.05, 0.01, and 0.001, accordingly.
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significantly elevated. Our results verified that PPF treatment
induced obvious neurotoxicity in SH-SY5Y cells.

Previous documents have illuminated that miRNAs
showed expression levels in the nervous system and implica-
ted in the development of neurological diseases [35, 36].
miR-214-5p reduces contents of serum inflammatory factors

and alleviates the cognitive impairment by targeting SUZ12
in Alzheimer’s disease mice [37]. miR-23b knockdown
alleviates ischemic brain injury via elevating the level of
nuclear factor erythroid 2-related factor 2 [38]. Upregulation
of miR-29a mitigates aluminum-induced injury to primary
hippocampal neurons [39]. miR-17-5p expression is
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Figure 3: miR-17-5p inhibits PPF-induced autophagy in SH-SY5Y. (a)–(e) Protein levels of proteins related to autophagy (Atg5, Beclin1,
LC3, and p62) in transfected SH-SY5Y cells with miR-17-5p or NC mimics with or without PPF (10 μg/ml) were measured by WB. ∗ p,
∗∗ p, and ∗∗∗ p values less than 0.05, 0.01, and 0.001, accordingly.
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Figure 4: BCL2L11 is directly targeted by miR-17-5p in SH-SY5Y. (a) qRT-PCR examined the level of MIND, MYLIP, and BCL2L11 in SH-
SY5Y cells with miR-17-5p or NC mimic transfection. (b, c) BCL2L11 protein levels were measured in SH-SY5Y cell posttransfection with
miR-17-5p or NC mimics by WB. (d) Predicated binding region between miR-17-5p and BCL2L11 through Targetscan. (e) Validation of the
combination between miR-17-5p and BCL2L11 via DLR assay. (f, g) BCL2L11 transcriptional and translational level was tested in SH-SY5Y
cells treated with PPF or phosphate buffer by qRT-PCR and WB analysis, respectively. ∗∗p < 0:01.
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downregulated in paraquat-induced neuro-2a cells, and miR-
17-5p depletion has a critical role in dopaminergic neurode-
generation induced by paraquat [40, 41]. The level of miR-
17-5p in SH-SY5Y cells exposed to various PPF doses was
detected, and the results presented the time- and dose-
dependent decrease in its expression. The expression of
miR175p increased the survival of PPF-treated cells and inhib-
ited the apoptotic and autophagic processes in SH-SY5Y cells
treated with PPF. These discoveries reveal that miR-17-5p is
able to play a neuroprotective function in neurotoxicity
(caused by PPF) by suppression of apoptotic process and
autophagy in SH-SY5Y cells.

Plenty of documents have identified that miRNAs possess
the ability to target variousmRNAs andmodulate the expression
of genes to repair neuronal damage in neurodegenerative dis-
eases [42]. By using bioinformatics analysis tools, BCL2L11 was
predicated as the downstream target of miR-17-5p. Herein,
BCL2L11, which presented elevated expression after PPF treat-
ment, was validated to be directly targeted by miR-17-5p in
SH-SY5Y cells. BCL2L11 is believed to play the role of apoptosis
facilitator in many diseases [43]. For example, inhibition of
BCL2L11 reduces neuron apoptosis in Alzheimer’s diseases
[44]. In addition, overexpression of BCL2L11 eliminates the
miR-338-5p protective role against apoptosis of neurons [45].
Consistent with previous research, our results illuminated that
in PPF-treated SH-SY5Y cells, overexpression of BCL2L11
reversed the rise in cell survival and the decrease in apoptotic
process in context of miR-17-5p overexpression suggesting the
potential of miR-17-5p to alleviate PPF exposure-caused the
SH-SY5Y cells apoptosis by targeting BCL2L11.

Finally, our research looked at the role of miR-17-5p in
PPF-induced apoptosis, autophagy, and the associated
mechanism. The results showed that miR-17-5p, by inhibit-
ing BCL2L11, reduced PPF-induced cell damage. Our study
innovatively demonstrated that miR-17-5p may serve as a
therapeutic target for the treatment of neurotoxicity caused

by PPF. Nonetheless, there were few limitations to this
study. First, the protective role of miR-17-5p in SH-SY5Y
cells (PPF-induced) was just validated by in vitro experi-
ments, and in vivo studies are required to evaluate whether
miR-17-5p exerts protective function in PPF-induced ani-
mal models. Second, due to the complexity of molecular
mechanisms, the upstream molecules or downstream signal-
ing pathways of the miR-17-5p/BCL2L11 axis still need fur-
ther exploration.

Data Availability

Data will be provided upon request to the authors.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The authors appreciate all the participants providing sup-
ports for this study.

References

[1] Y. Yan, S. Qiao, C. Kikuchi et al., “Propofol induces apoptosis
of neurons but not astrocytes, oligodendrocytes, or neural
stem cells in the neonatal mouse hippocampus,” Brain Sci-
ences, vol. 7, no. 12, p. 130, 2017.

[2] S. Q. Zheng, L. X. An, X. Cheng, and Y. J. Wang, “Sevoflurane
causes neuronal apoptosis and adaptability changes of neona-
tal rats,” Acta Anaesthesiologica Scandinavica, vol. 57, no. 9,
pp. 1167–1174, 2013.

[3] V. Chidambaran, A. Costandi, and A. D'Mello, “Propofol: a
review of its role in pediatric anesthesia and sedation,” CNS
Drugs, vol. 29, no. 7, pp. 543–563, 2015.

N
C

 m
im

ic
s

m
iR

-1
7-

5p

m
iR

-1
7-

5p
+B

C
L2

L1
1

1.5

1.0

0.5

0.0

⁎⁎
⁎⁎

Bc
l-2

/G
A

PD
H

Ba
x/

G
A

PD
H

N
C

 m
im

ic
s

m
iR

-1
7-

5p

m
iR

-1
7-

5p
+B

C
L2

L1
1

1.5

1.0

0.5

0.0

⁎⁎

⁎

C
le

av
ed

-c
as

pa
se

3/
G

A
PD

H

N
C

 m
im

ic
s

m
iR

-1
7-

5p

m
iR

-1
7-

5p
+B

C
L2

L1
1

3

4

2

1

0

⁎⁎
⁎⁎

Bcl-2

Bax

Cleaved-
caspase3

GAPDH

N
C

 m
im

ic
s

m
iR

-1
7-

5p

m
iR

-1
7-

5p
+B

C
L2

L1
1

(e)

Figure 5: The influence of miR-17-5p on SH-SY5Y viability and apoptosis via modulating BCL2L11. Postexposure with PPF (10 μg/ml) for
24 h, rescue experiments were conducted. (a, b) Overexpression efficacy of BCL2L11 in SH-SY5Y cells was, respectively, evaluated by qRT-
PCR and WB evaluations. (c, d) MTT assay and FC analysis were performed for evaluating SH-SY5Y cell viability and apoptosis after
transfection of NC mimics, miR-17-5p mimics, and miR − 17 − 5pmimics + pcDNA3:1/BCL2L11. (e) The translational levels of Bcl-2,
Bax, and Cleaved-caspase-3 were estimated by WB in SH-SY5Y cells with plasmids transfection. ∗ p, ∗∗ p, and ∗∗∗ p values less than
0.05, 0.01, and 0.001, accordingly.

9Computational and Mathematical Methods in Medicine



[4] P. C. Kam and D. Cardone, “Propofol infusion syndrome,”
Anaesthesia, vol. 62, no. 7, pp. 690–701, 2007.

[5] A. Krajčová, P. Waldauf, M. Anděl, and F. Duška, “Propofol
infusion syndrome: a structured review of experimental stud-
ies and 153 published case reports,” Critical Care, vol. 19,
no. 1, p. 398, 2015.

[6] C. Creeley, K. Dikranian, G. Dissen, L. Martin, J. Olney, and
A. Brambrink, “Propofol-induced apoptosis of neurones and
oligodendrocytes in fetal and neonatal rhesus macaque brain,”
British Journal of Anaesthesia, vol. 110, pp. i29–i38, 2013.

[7] J. Wan, C. M. Shen, Y. Wang et al., “Repeated exposure to pro-
pofol in the neonatal period impairs hippocampal synaptic
plasticity and the recognition function of rats in adulthood,”
Brain Research Bulletin, vol. 169, pp. 63–72, 2021.

[8] M. Xiong, L. Zhang, J. Li, J. Eloy, J. Ye, and A. Bekker, “Propo-
fol-induced neurotoxicity in the fetal animal brain and devel-
opments in modifying these effects-an updated review of
propofol fetal exposure in laboratory animal studies,” Brain
Sciences, vol. 6, no. 2, p. 11, 2016.

[9] A. L. Brotherton, E. P. Hamilton, H. G. Kloss, and D. A. Ham-
mond, “Propofol for treatment of refractory alcohol withdrawal
syndrome: a review of the literature,” Pharmacotherapy, vol. 36,
no. 4, pp. 433–442, 2016.

[10] M. Yang, Y. Wang, G. Liang, Z. Xu, C. T. Chu, and H. Wei,
“Alzheimer's disease presenilin-1 mutation sensitizes neurons
to impaired autophagy flux and propofol neurotoxicity: role
of calcium dysregulation,” Journal of Alzheimer's Disease,
vol. 67, no. 1, pp. 137–147, 2019.

[11] H. S. Zhang, C. D. Liu, M. C. Zheng, H. T. Zhao, and X. J. Liu,
“Propofol alleviates hypoxic neuronal injury by inhibiting high
levels of mitochondrial fusion and fission,” European Review
for Medical and Pharmacological Sciences, vol. 24, no. 18,
pp. 9650–9657, 2020.

[12] M. Wang, L. Suo, S. Yang, and W. Zhang, “CircRNA 001372
reduces inflammation in propofol-induced neuroinflamma-
tion and neural apoptosis through PIK3CA/Akt/NF-κB by
miRNA-148b-3p,” Journal of Investigative Surgery, vol. 34,
no. 11, pp. 1167–1177, 2021.

[13] Z. J. Bosnjak, S. Logan, Y. Liu, and X. Bai, “Recent insights
into molecular mechanisms of propofol-induced develop-
mental neurotoxicity: implications for the protective strate-
gies,” Anesthesia and Analgesia, vol. 123, no. 5, pp. 1286–
1296, 2016.

[14] M. R. Fabian, N. Sonenberg, andW. Filipowicz, “Regulation of
mRNAtranslationandstabilitybymicroRNAs,”AnnualReview
of Biochemistry, vol. 79, no. 1, pp. 351–379, 2010.

[15] G. C. Shukla, J. Singh, and S. Barik, “MicroRNAs: processing,
maturation, target recognition and regulatory functions,”
Molecular and Cellular Pharmacology, vol. 3, no. 3, pp. 83–
92, 2011.

[16] T. X. Lu and M. E. Rothenberg, “MicroRNA,” The Journal of
Allergy and Clinical Immunology, vol. 141, no. 4, pp. 1202–1207,
2018.

[17] Z. Zhang, Y. Xu, S. Chi, and L. Cui, “MicroRNA-582-5p
reduces propofol-induced apoptosis in developing neurons
by targeting ROCK1,” Current Neurovascular Research,
vol. 17, no. 2, pp. 140–146, 2020.

[18] S. Zhang, Z. Liang, W. Sun, and L. Pei, “Repeated propofol
anesthesia induced downregulation of hippocampal miR-132
and learning and memory impairment of rats,” Brain
Research, vol. 1670, pp. 156–164, 2017.

[19] Q. Jiang, Y. Wang, and X. Shi, “Propofol inhibits neurogenesis
of rat neural stem cells by upregulating microRNA-141-3p,”
Stem Cells and Development, vol. 26, no. 3, pp. 189–196, 2017.

[20] Y. Lu, S. Wang, S. Cai et al., “Propofol-induced miR-20b
expression initiates endogenous cellular signal changes miti-
gating hypoxia/re-oxygenation-induced endothelial autoph-
agy in vitro,” Cell Death & Disease, vol. 11, no. 8, p. 681, 2020.

[21] J. Ye, J. Zhu, H. Chen et al., “A novel lncRNA-LINC01116 reg-
ulates tumorigenesis of glioma by targeting VEGFA,” Interna-
tional Journal of Cancer, vol. 146, no. 1, pp. 248–261, 2020.

[22] J. Chen, X. Li, F. Zhao, and Y. Hu, “HOTAIR/miR-17-5p axis
is involved in the propofol-mediated cardioprotection against
ischemia/reperfusion injury,” Clinical Interventions in Aging,
vol. Volume 16, pp. 621–632, 2021.

[23] A. C. Faber, H. Ebi, C. Costa, and J. A. Engelman, “Apoptosis
in targeted therapy responses: the role of BIM,” Advances in
Pharmacology, vol. 65, pp. 519–542, 2012.

[24] H. Niu, K. Wang, A. Zhang et al., “miR-92a is a critical regula-
tor of the apoptosis pathway in glioblastoma with inverse
expression of BCL2L11,” Oncology Reports, vol. 28, no. 5,
pp. 1771–1777, 2012.

[25] J. C. Doré, T. Ojasoo, and M. Thireau, “Using the volumetric
indices of telencephalic structures to distinguish _Salamandri-
dae_ and _Plethodontidae_ : comparison of three statistical
methods,” Journal of Theoretical Biology, vol. 214, no. 3,
pp. 427–439, 2002.

[26] E. Y. Rha, J. M. Kim, and G. Yoo, “Volume measurement of
various tissues using the image J software,” The Journal of Cra-
niofacial Surgery, vol. 26, no. 6, pp. e505–e516, 2015.

[27] F. Pang, C. Liu, Y. Cui et al., “miR-17-5p promotes prolifera-
tion and migration of CAL-27 human tongue squamous cell
carcinoma cells involved in autophagy inhibition under hyp-
oxia,” International Journal of Clinical and Experimental
Pathology, vol. 12, no. 6, pp. 2084–2091, 2019.

[28] X. Xu, Y. L. Su, J. Y. Shi, Q. Lu, and C. Chen, “MicroRNA-17-
5p promotes cardiac hypertrophy by targeting Mfn2 to inhibit
autophagy,” Cardiovascular Toxicology, vol. 21, no. 9, pp. 759–
771, 2021.

[29] C. L. Dai, H. Li, X. Hu et al., “Neonatal exposure to anesthesia
leads to cognitive deficits in old age: prevention with intranasal
administration of insulin in mice,” Neurotoxicity Research,
vol. 38, no. 2, pp. 299–311, 2020.

[30] Z. Li, Q. Pei, L. Cao, L. Xu, B. Zhang, and S. Liu, “Propofol
increases μ-opioid receptor expression in SH-SY5Y human
neuroblastoma cells,” Molecular Medicine Reports, vol. 6,
no. 6, pp. 1333–1336, 2012.

[31] J. Liang, S. Zhang, W. Wang et al., “Long non-coding RNA
DSCAM-AS1 contributes to the tumorigenesis of cervical can-
cer by targeting miR-877-5p/ATXN7L3 axis,” Bioscience
reports, vol. 40, no. 1, 2020.

[32] M. A. Hausburg, K. L. Banton, P. E. Roman et al., “Effects of
propofol on ischemia-reperfusion and traumatic brain injury,”
Journal of Critical Care, vol. 56, pp. 281–287, 2020.

[33] Z. Liu, J. H. Chen, W. Z. Yuan et al., “Nuclear factor I/B pro-
motes colorectal cancer cell proliferation, epithelial-
mesenchymal transition and 5-fluorouracil resistance,” Cancer
Science, vol. 110, no. 1, pp. 86–98, 2019.

[34] Y. Yao and J. J. Zhang, “Propofol induces oxidative stress and
apoptosis in vitro via regulating miR-363-3p/CREB signalling
axis,” Cell Biochemistry and Function, vol. 38, no. 8,
pp. 1119–1128, 2020.

10 Computational and Mathematical Methods in Medicine



[35] R. Johnson, C. Zuccato, N. D. Belyaev, D. J. Guest, E. Cattaneo,
and N. J. Buckley, “A microRNA-based gene dysregulation
pathway in Huntington's disease,” Neurobiology of Disease,
vol. 29, no. 3, pp. 438–445, 2008.

[36] S. S. Hébert, K. Horré, L. Nicolaï et al., “Loss of microRNA
cluster miR-29a/b-1 in sporadic Alzheimer's disease correlates
with increased BACE1/beta-secretase expression,” Proceedings
of the National Academy of Sciences of the United States of
America, vol. 105, no. 17, pp. 6415–6420, 2008.

[37] G. Hu, Z. Shi, W. Shao, and B. Xu, “MicroRNA-214–5p
involves in the protection effect of dexmedetomidine against
neurological injury in Alzheimer’s disease via targeting the
suppressor of zest 12,” Brain research bulletin, vol. 178,
pp. 164–172, 2022.

[38] R. Xin, D. Qu, S. Su, B. Zhao, and D. Chen, “Downregulation
of miR-23b by transcription factor c-Myc alleviates ischemic
brain injury by upregulating Nrf2,” International Journal of
Biological Sciences, vol. 17, no. 13, pp. 3659–3671, 2021.

[39] H. Zhang, X. Cai, C. Xiang, Y. Han, and Q. Niu, “miR-29a and
the PTEN-GSK3β axis are involved in aluminum-induced
damage to primary hippocampal neuronal networks,” Ecotox-
icology and Environmental Safety, vol. 224, article 112701,
2021.

[40] Y. Zhan, Z. Guo, F. Zheng et al., “Reactive oxygen species reg-
ulate miR-17-5p expression via DNAmethylation in paraquat-
induced nerve cell damage,” Environmental Toxicology,
vol. 35, no. 12, pp. 1364–1373, 2020.

[41] Q. Wang, Y. Zhan, N. Ren et al., “Paraquat and MPTP alter
microRNA expression profiles, and downregulated expression
of miR-17-5p contributes to PQ-induced dopaminergic neuro-
degeneration,” Journal of Applied Toxicology, vol. 38, no. 5,
pp. 665–677, 2018.

[42] R. Su, P. Sun, D. Zhang,W. Xiao, C. Feng, and L. Zhong, “Neu-
roprotective effect of miR-410-3p against sevoflurane
anesthesia-induced cognitive dysfunction in rats through
PI3K/Akt signaling pathway via targeting C-X-C motif che-
mokine receptor 5,” Genes Genomics, vol. 41, no. 10,
pp. 1223–1231, 2019.

[43] Y. Zhao, L. Zhu, S. Yu, J. Zhu, and C. Wang, “CaMKII inhibi-
tion promotes neuronal apoptosis by transcriptionally upregu-
lating Bim expression,” Neuroreport, vol. 27, no. 14, pp. 1018–
1023, 2016.

[44] R. Malishev, S. Nandi, D. Śmiłowicz et al., “Interactions
between BIM protein and beta-amyloid may reveal a crucial
missing link between Alzheimer's disease and neuronal cell
death,” ACS Chemical Neuroscience, vol. 10, no. 8, pp. 3555–
3564, 2019.

[45] J. Li, D. Li, H. Zhou et al., “MicroRNA-338-5p alleviates neu-
ronal apoptosis via directly targeting BCL2L11 in APP/PS1
mice,” Aging (Albany NY), vol. 12, no. 20, pp. 20728–20742,
2020.

11Computational and Mathematical Methods in Medicine



Research Article
Clinical Usage of Different Doses of Cis-Atracurium in
Intracranial Aneurysm Surgery and Its Effect on Motor-
Evoked Potentials

Zhongyuan Qiao and Rong Fan

Anesthesiology Department, The First Affiliated Hospital of Northwest University (Xi’an No. 1 Hospital), Xi’an,
710000 Shaanxi, China

Correspondence should be addressed to Rong Fan; 0121063@yzpc.edu.cn

Received 5 May 2022; Revised 24 May 2022; Accepted 26 May 2022; Published 28 June 2022

Academic Editor: Naeem Jan

Copyright © 2022 Zhongyuan Qiao and Rong Fan. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work
is properly cited.

The objective of this work was to investigate the effect of different doses of cis-atracurium on patients undergoing general
anesthesia induction (GAI) during intracranial aneurysm surgery (ICAS). In this work, 90 patients who underwent ICAS
under the elective motor-evoked potential (MEP) monitoring in the First Affiliated Hospital of Northwest University (Xi’an
No. 1 Hospital) from January 2021 to May 2022 were enrolled as the research objects. Randomly, they were rolled into a S1
group (30 cases, 2 times 95% effective dose (ED95) cis-atracurium), a S2 group (30 cases, 3 times ED95 cis-atracurium), and a
S3 group (30 cases, 4 times ED95 cis-atracurium). The endotracheal intubation conditions, the train-of-four (TOF) rate
(TOFR), body movement, and spontaneous breathing were compared among the three groups of patients. The results showed
that the MEP inhibition time of the patients in the S3 group was much longer than that of the S1 and S2 groups, but it
showed no significant difference between the S1 group and S2 group (P > 0:05). The good rates of endotracheal intubation
conditions in the S2 group (100%) and S3 group (100%) were obviously higher than the rate in the S1 group (43.33%). The
TOFRs of patients in S2 and S3 groups at time t2 and t3 were lower obviously to that at time t0, while the TOFRs of patients
in S3 group at time t2 and t3 were still lower in contrast to the S2 group (P < 0:05). The mean arterial pressure (MAP) and
heart rate (HR) of patients in all groups were lower at t1, t2, and t3 than at t0 (P < 0:05), while the differences among different
groups were not remarkable (P > 0:05). Finally, using 3 times ED95 cis-atracurium for GAI could reduce the risk of
intraoperative body movement and spontaneous breathing, as well as the residual degree of muscle relaxation, in patients with
ICAS, without affecting MEP monitoring, improving endotracheal intubation conditions, and increasing safety during open
neurosurgery operations.

1. Introduction

Intracranial aneurysm generally refers to the abnormal bulge
of the intracranial artery wall, which is the first cause of sub-
arachnoid haemorrhage [1]. Due to the weak structure and
poor elasticity of the blood vessel wall of a cerebral aneu-
rysm, it is possible that the rupture of the cerebral aneurysm
may occur when the mean arterial pressure (MAP) increases
during emotional agitation, forced defecation, fatigue, etc.,
so the incidence rate is extremely high. Outside of the cere-
bral blood arteries, the incidence of cerebral haemorrhage

(subarachnoid haemorrhage) produced by cerebral aneu-
rysm is currently second only to cerebral thrombosis and
hypertensive cerebral haemorrhage, and the fatality rate is
first [2–4]. Most intracranial aneurysms occur in middle-
aged and elderly women between the ages of 40 and 60. At
present, the etiology of intracranial aneurysms is still
unclear. Most scholars believe that intracranial aneurysms
are caused by local congenital defects in the intracranial
arterial wall and increased intraluminal pressure. Hyperten-
sion, cerebral arteriosclerosis, and vasculitis are associated
with the occurrence and development of aneurysms [5, 6].
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Intracranial aneurysms are usually minor and cause no
symptoms. Aneurysms are discovered in two ways: when
they rupture and bleed, creating a severe headache or coma,
and when they compress and create a sequence of symptoms
[7]. Although the process of aneurysm rupture and bleeding
lasts only a few seconds, it can bring a series of serious con-
sequences, so once the intracranial aneurysm lesion is
detected, it should be treated as soon as possible [8].

Clinical treatment of intracranial aneurysms mainly
includes open surgical treatment (clamping, wrapping),
endovascular interventional treatment (coils, blood flow
guide devices, liquid embolic agents, stents, etc.), and con-
servative treatment to control the risk factors [9, 10]. Clip-
ping is to select the appropriate aneurysm to clip the
aneurysm according to the orientation of the aneurysm
and the length of the aneurysm neck. It is a common method
for the treatment of intracranial aneurysms. If it is closed,
aneurysm wrapping will be used. Endovascular interven-
tional therapy is a new alternative treatment for inoperable
patients, mainly by implanting coils, stents, balloons, liquid
glue, and other materials for aneurysm treatment [11–13].
Interventional therapy, on the other hand, has a dismal
prognosis. Some people, for example, will have increased
blood viscosity. When the blood arteries in the head narrow
and spasm, the blood flow rate slows, increasing the risk of a
head blood vessel infarction. In addition, patients may also
experience hemiplegia, aphasia, intellectual disability, and
movement disorders [14–16]. Unfortunately, these conven-
tional treatments all have many difficulties for giant intra-
cranial aneurysms, such as huge aneurysm, thin wall, easy
rupture and bleeding, wide aneurysm neck, difficult or
impossible to clip. It is not suitable for tamponade, or the
pituitary gland is still compressed after tamponade, and it
is difficult to improve the symptoms of patients [17, 18].

The motor-evoked potential (MEP), which can reflect
the integrity of the descending pathway of anterior spinal
cord motor conduction and is used clinically to assess the
integrity of the patient’s motor function in real time, is one
of the key elements to be monitored in neurosurgery. As a
result, improving the accuracy of MEP intraoperative moni-
toring is an area that requires focus [19, 20]. There are many
factors that affect MEP, such as anesthesia drugs, pace-
makers, and surgical operations, among which anesthesia
drugs have the greatest impact. Cis-atracurium is a synthetic
bisquaternary ammonium ester type benzyl isoquinoline
compound, which is a medium-acting nondepolarizing mus-
cle relaxant, can act through competitive binding with cho-
linergic receptors, has a rapid onset of action, and has a
good muscle relaxation effect, and is widely used in clinical
anesthesia [21–23]. As a result, 90 ICAS patients who under-
went MEP monitoring in our hospital were chosen as
research subjects and divided into three groups: S1 (2 times
the 95 percent effective dose (ED95) cis-atracurium), S2 (3
times ED95 cis-atracurium), and S3 (4 times ED95 cis-atra-
curium), each having 30 cases [24, 25]. It compared the gen-
eral data, endotracheal intubation conditions, hemodynamic
indexes, respiratory function indexes, train-of-four (TOF)
ratio (TOFR), body movement, and spontaneous breathing
conditions of the three groups of patients, so as to deeply

analyze the effects of different doses of cis-atracurium on
GAI of patients with ICAS.

2. Materials and Methods

2.1. Research Objects. 90 ICAS patients who underwent MEP
monitoring in the First Affiliated Hospital of Northwest
University (Xi’an No. 1 Hospital) from January 2021 to
May 2022 were selected as the research subjects. The exper-
iment had been approved by the Ethics Committee of the
First Affiliated Hospital of Northwest University (Xi’an No.
1 Hospital), and the informed consents had been obtained
from all patients and their families

Patients enrolled had to meet the following criteria:
patients who were older than 18 years old, patients who were
determined as American Society of Anesthesiologists (ASA)
grade I or II, persons with normal body temperature,
patients with complete clinical data, and patients with nor-
mal communication.

Patients satisfying below conditions had to be excluded
from this work: patients with moderate to severe anemia;
patients with difficult airway; patients with infection at the
monitoring site; patients with severe heart, liver, and kidney
disease; patients complicated with mental illness; patients
who are allergic to anesthetics; and patients with malignant
tumors or other malignant diseases.

2.2. Grouping of Objects. The patients were divided into 30
cases in the S1 group, 30 cases in the S2 group, and 30 cases
in the S3 group by a random number table method. Patients
in group S1 were treated with 2 times the 95% effective dose
(ED95) cis-atracurium; patients in group S2 were treated
with 3 times ED95 cis-atracurium; and patients in group
S3 were treated with 4 times ED95 cis-atracurium.

2.3. Anesthesia Method. Firstly, before the surgery, the
patient was allowed to fast for 8 hours and water for 5 hours.
The electrocardiogram, heart rate (HR), MAP, and other
physical indicators of patients should be monitored after
they entered the operation room. They all received intrave-
nous anesthesia, intravenous infusion of 0.4mg of scopol-
amine before anesthesia. Secondly, during the anesthesia,
0.04mg/kg of midazolam and 1.5mg/kg of propofol were
intravenously injected in sequence. After the patient lost
consciousness, 0.4μg/kg of sufentanil was intravenously
injected, and electrophysiological monitor was performed.
Thirdly, different doses of cis-atracurium were intravenously
injected to the corresponding patients, and the tracheal intu-
bation was performed through the mouth (dyclonine hydro-
chloride mucilage was applied to the surface of the tracheal
tube) after the drug took effect. Fourthly, it could select the
appropriate size catheter according to the individual situa-
tion of the patient, adjust the depth of tracheal intubation
by auscultation, and perform mechanically controlled venti-
lation after fixation. Respiratory parameters were set as fol-
lows: the tidal volume was 8.5-10.5mL/kg, the respiratory
rate was 10-12 times/min, and the oxygen flow was 1.5 L/
min. Fifthly, during the surgery, the end-tidal carbon dioxide
should be maintained at a level of about 35mmHg, and the
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Figure 1: Comparison on the general data of patients ((a) is the comparison on number of male and female cases; (b) shows the comparison
of the average age and BMI; (c) illustrates the comparison of the ASA classification; (d–f) compare the number of hypertension, diabetes,
and CHD, respectively).
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fluid infusion rate should be adjusted according to the
patient’s MAP and HR in real time to maintain hemody-
namic balance. Half an hour before the end of surgery, the
patient should be given 4mg of dezocine and 0.02mg/kg of
tropisetron. Propofol and sufentanil injections were stopped
10 minutes before the end of surgery. After the patient
regained spontaneous breathing, neostigmine and atropine
were administered intravenously, and tracheal extubation
was performed after the patient was completely awake.

2.4. MEP Monitoring.MEP monitoring was performed using
a 32-channel bioelectrophysiological signal analysis system
XLTEK32 (GE, USA). Firstly, the abductor pollicis brevis
muscle, the abductor pollicis muscle of the upper extremity,
and the abductor pollicis muscle of the lower extremity were
selected as the monitoring sites, and the spiral electrode was
used as the scalp stimulation electrode. The line was placed
on the shoulders of the changer. The stimulation parameters
were set as follows: the stimulation intensity was about
120V, the stimulation frequency was 5-10 times, the stimu-
lation interval was 2-3.5ms, and the pulse was 45μs. It
should record the compound muscle action potential at the
corresponding muscle position at the speed of 8ms/div, the
filter of 50-2500 HZ, and the display gain of 45μv/div. The
electrodes can be stimulated after the intravenous injection
of cis-atracurium.

2.5. Intraoperative Emergency Response Measures. The fol-
lowing are the emergency response measures: (1) If the patient
recovered spontaneous breathing during the operation, the
ventilator can be adjusted tomanual assisted ventilationmode,
and about 30mg of propofol can be intravenously infused. It
can adjust to the mechanically controlled ventilation mode
when the patient has no spontaneous breathing. (2) If the
patient had body movement during the surgery, it could
inject about 30mg of propofol and temporarily stop the
MEP monitoring. (3) When the patient’s MAP decreased
by more than 30% (compared to the baseline value), appro-
priate fluid replacement was required, and norepinephrine
bitartrate (3μg single injection) was used as appropriate; if
the patient’s MAP increased by more than 30% (compared
to the baseline value), which can deepen the degree of anes-
thesia and use vasoactive drugs as appropriate. (4) If the
patient’s HR decreased by more than 30% (compared to the
basal value), it could give the patient 0.4mg of atropine; if
the patient’s HR increased by more than 30% (compared to
the basal value), appropriate fluids can be added to maintain
a sufficient degree of anesthesia and as appropriately adopt
the β-blockers.

2.6. Observation Indexes. The general information of the
patients (age, gender, height, weight, hypertension, diabetes,
and coronary heart disease (CHD)) was collected. MAP, HR,
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Figure 2: Comparison of operation time and MEP inhibition time ((a) compares the operation time; (b) compares the MEP inhibition time).
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pulse oxygen saturation (SpO2), partial pressure of carbon
dioxide in end-expiratory gas (PETCO2), and peak airway
pressure (Peak) were recorded at different times (when enter-
ing the room (t0), immediately after endotracheal intubation
(t1), 5 minutes after endotracheal intubation (t2), and release
of MEP waveform (t3)). The TOF-Watch SX acceleration
muscle relaxation monitor was used to evaluate the residual
effect of the patient’s muscle relaxation, and TOFR was calcu-
lated. Cooper’s scoring method [22] was adopted to evaluate
endotracheal intubation conditions, including the sum of
three scores: laryngoscopy, glottis opening, and closing and
intubation response. The suppression time and operation
time of the patient’s MEP waveform were recorded.

2.7. Statistical Methods. SPSS19.0 was used for data process-
ing in this work. Measurement data were expressed in the
form of mean ± standard deviation (�x ± s), and enumeration
data were expressed as percentage (%). Pairwise compari-
sons were made using one-way ANOVA. The difference
was statistically significant at P < 0:05.

3. Results and Discussion

3.1. Comparison on General Data of Patients in Different
Groups. As shown in Figure 1 below, there were no statisti-
cally obvious differences in the ratio of males and females,
average age, body mass index (BMI), hypertension, diabetes,
and CHD among three groups (P > 0:05).

3.2. Comparison of Perioperative Conditions of Patients. As
shown in Figure 2 below, the operation time showed no great
difference among the S1, S2, and S3 groups (P > 0:05). The
MEP inhibition time of the S3 group was the longest among
all groups (P < 0:05), while it showed no obvious different
between the S1 and S2 groups (P > 0:05).

As illustrated in Figure 3, the pairwise comparison of
MAP and HR at t0 in the three groups of patients showed
the difference was not statistically notable (P > 0:05); those
at t1, t2, and t3 were lower than at t0 time (P < 0:05); and
no remarkable difference was found among the three groups
at t1, t2, and t3 (P > 0:05).
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Figure 3: Comparison of MAP and HR at different times ((a) compares the MAP, and (b) compares the HR) Note: ∗ indicates P < 0:05
compared with the values at time t0.
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As demonstrated in Figure 4, the pairwise comparisons
of SpO2, PETCO2, and peak among all groups showed no
obvious difference at all time points (P > 0:05).

As given in Figure 5, the TOFRs of the three groups of
patients at time t0 were not different greatly (P > 0:05); the
TOFRs in the S2 groups and the S3 group at time t2 and

t3 decreased than those before surgery (P < 0:05), while
those in the S3 group were lower in contrast to those in
the S2 group at both t2 and t3 (P < 0:05).

As shown in Tables 1 and 2, patients in group S1 did not
experience body movement or spontaneous breathing at
time t0, t1, and t2, while at t3, 3 patients had body
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movement and 2 patients had spontaneous breathing.
Patients in groups S2 and S3 did not experience body move-
ment or spontaneous breathing at all time points.

Figure 6 shows the comparison of the dosage of propofol
and sufentanil among the three groups of patients. The dos-
age of propofol in patients with S1 was 734:65 ± 102:34mg,
and the dosage of sufentanil was 2:04 ± 0:25mg. The dosages
of propofol and sufentanil in the S2 group were 679:25 ±
97:54mg and 1:87 ± 0:18mg, respectively; the dosages of
propofol and sufentanil in S3 group were 678:05 ± 99:25
mg and 1:79 ± 0:38mg, respectively. The analysis showed
no visible difference in the doses of propofol and sufentanil
among the three groups of patients (P > 0:05).

3.3. Comparison of Intraoperative Endotracheal Intubation
Conditions. Figure 7 shows the comparison of the endotra-
cheal intubation conditions of the three groups of patients.
It showed that the patients in the S1 group had excellent
endotracheal intubation circumstances in six cases, good in
seven, moderate in eleven, and poor in six. The endotracheal
intubation conditions of the patients in the S2 group were

excellent in 23 cases, good in 7 cases, moderate in 0 cases,
and poor in 0 cases. In the S3 group, the endotracheal intu-
bation conditions were excellent in 24 cases, good in 6 cases,
moderate in 0 cases, and poor in 0 cases. The analysis
showed that the excellent and good rates of endotracheal
intubation conditions of patients in S2 group (100%) and
S3 group (100%) were absolutely higher in contrast to those
in S1 group (43.33%), showing statistically visible differences
(P < 0:05).

4. Discussion

Intracranial aneurysm is a clinical disease with a very high
morbidity and mortality rate. Although aneurysm is not a
tumor, it is much more dangerous than a tumor [23, 24].
However, because the human brain is such a complicated
organ, even minor injury might impair the patient’s neuro-
logical function, so the procedure must be done with
extraordinary precision. In ICAS, neurophysiological moni-
toring is the gold standard for detecting nerve injury
induced by various variables in time for scientific interven-
tion [25, 26]. Muscle relaxants are a major factor affecting
the accuracy of MEP monitoring. Therefore, this work
included 90 ICAS patients who underwent MEP monitoring
in our hospital from January 2021 to May 2022 and divided
the patients into a S1 group (2 times ED95 cis-atracurium), a
S2 group (3 times ED95 cis-atracurium), and a S3 group (4
times ED95 cis-atracurium) for comparative analysis, with
30 cases in each group. Firstly, the basic data of the three
groups of patients were compared, and it was found that
the ratio of males and females, average age, BMI, hyperten-
sion, diabetes, and CHD in the S1, S2, and S3 groups were
not greatly different (P > 0:05). This provides a reliable basis
for follow-up research.

Then, it analyzed the perioperative conditions of the
three groups of patients. Firstly, difference in the operation
time between the three groups of patients in the S1, S2,
and S3 groups was not great (P > 0:05). This is similar to
the findings of Pressman et al. [27], indicating that the dose
of cis-atracurium dies not differ in terms of ICAS length.
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Table 1: Statistics on body movement of patients.

Time S1 group S2 group S3 group

t0 30 30 30

t1 0 0 0

t2 0 0 0

t3 3 0 0

Table 2: Statistics on spontaneous breathing of patients.

Time S1 group S2 group S3 group

t0 30 30 30

t1 0 0 0

t2 0 0 0

t3 2 0 0
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The MEP inhibition time of the S3 group was the longest to
the S1 and S2 groups; it was not greatly different between the
S1 and S2 groups (P > 0:05). This suggests that when the
induction dose is increased from 2 times ED95 cis-
atracurium to 3 times ED95 cis-atracurium, the inhibition
time of MEP waveform will not be significantly prolonged;
and the 4 times ED95 cis-atracurium could result in a sub-
stantial prolongation of the suppression time of the MEP
waveform. Such results suggest that the doses of 2 times
ED95 cis-atracurium and 3 times ED95 cis-atracurium will
not affect MEP and are suitable for use in neurosurgery
ICAS. The comparison on endotracheal intubation condi-
tions of the three groups of patients revealed that in the S1
group it was excellent in 6 cases, good in 7 cases, moderate
in 11 cases, and poor in 6 cases; it was excellent in 23 cases,
good in 7 cases, fair in 0 cases, and poor in 0 cases in S2
group; and it was excellent in 24 cases, good in 6 cases, mod-
erate in 0 cases, and poor in 0 cases in S3 group. The analysis
showed that the excellent and good rates of endotracheal
intubation conditions in the S2 group and the S3 group
(both were 100%) were absolutely higher compared with
the S1 group (43.33%), and the differences were statistically
notable (P < 0:05). Such results suggest that 2 times ED95
cis-atracurium doses had poor endotracheal intubation con-
ditions. Furthermore, at time t0, t1, and t2, patients in the S1
group did not have any body movement or spontaneous
breathing. Three patients experienced body movement, and

two had spontaneous breathing at time t3. At t0, t1, t2,
and t3, no body movement or spontaneous breathing
occurred in groups S2 and S3. Such results further indicate
that 3 times ED95 cis-atracurium and 4 times ED95 cis-
atracurium are better than 2 times ED95 cis-atracurium for
maintaining the patient’s intraoperative condition [28].
Based on the above results, it can be known that the anes-
thetic dose of 3 times ED95 cis-atracurium is the most suit-
able for ICAS.

During the surgery, the reduction of MAP in patients
often exceeds the clinical standard and affects the hemody-
namics of patients, so intraoperative monitoring of hypoten-
sion is very important [29]. It was found in this work that
the MAP and HR of the three groups of patients at t1, t2,
and t3 were decreased compared with those at t0, while the
differences between groups at t1, t2, and t3 were not statisti-
cally obvious (P > 0:05). The use of intraoperative anes-
thetics can make the MAP of the patients drop to a certain
extent, which is a normal clinical manifestation. The results
indicate that the dose of cis-atracurium does not affect the
hemodynamic changes of the patients. In addition, this work
found that the SpO2, PETCO2, and peak at t1, t2, and t3 of
the three groups of patients were not observably different
from those at t0 (P > 0:05). No statistically remarkable dif-
ference among the three groups in SpO2, PETCO2, and peak
was found at time t1, t2, and t3 (P > 0:05). SpO2, PETCO2,
and peak are all main indicators of respiratory function
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monitoring during surgery. PETCO2 refers to the carbon
dioxide partial pressure or carbon dioxide concentration in
the mixed alveolar air exhaled at the end of expiration. It is
often used to evaluate patients’ ventilatory function, circula-
tory function, pulmonary blood flow, alveolar ventilation,
subtle repeated inhalation, and the patency of the entire air-
way and breathing circuit. SpO2 is the percentage of oxyhe-
moglobin in the blood to the total hemoglobin volume,
which is used to assess the patient’s breathing and circula-
tion. Peak airway pressure is the highest pressure experi-
enced during ventilator insufflation, and it is determined
by lung compliance, airway resistance, tidal volume, and
other factors [30]. As a result, the findings suggest that the
incidence of intraoperative respiratory depression in patients
is unrelated to the use of various cis-atracurium doses and
that the analysis could be induced by intravenous injections
of propofol and sufentanil. The TOFRs of patients in the S2
and S3 groups at time t2 and t3 were much lower than those
at time t0, while the TOFRs of patients in group S3 at time t2
and t3 were not as high as those in group S2, and the differ-
ences were obvious (P < 0:05). Such conclusions are similar

to the results of Ding et al. [31]. The TOFR represents the
degree of blockade of the presynaptic receptors, indicating
that 2 times ED95 cis-atracurium and 3 times ED95 cis-
atracurium can reduce the residual degree of muscle relax-
ation and improve intracranial surgical openness without
affecting MEP monitoring, improving the safety during
the ICAS.

5. Conclusions

From January 2021 to May 2022, 90 ICAS patients under-
went MEP monitoring at Northwest University’s First Affil-
iated Hospital (Xi’an No. 1 Hospital). The patients were
randomly assigned to one of three groups: S1 (2 times
ED95 cis-atracurium), S2 (3 times ED95 cis-atracurium),
and S3 (4 times ED95 cis-atracurium). The general data,
endotracheal intubation conditions, TOFR, body movement,
spontaneous breathing, and hemodynamic indicators were
compared among the three groups of patients. Finally, it
was found that GAI using 3 times ED95 cis-atracurium
can reduce the risk of intraoperative body movement and
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spontaneous breathing and the residual degree of muscle
relaxation in patients with intracranial aneurysm and
improve endotracheal intubation conditions without affect-
ing MEP monitoring and hemodynamics, enhancing the
safety during open neurosurgery procedures. However, the
sample size of patients included was small, and the source
was single, which may have some influence on the results.
Moreover, no follow-up observation of patients’ postopera-
tive conditions was conducted, and there was a lack of
patient prognosis data using different doses of cis-
atracurium. As a result, in future studies, it will consider
using more case data in the analysis to further investigate
the best cis-atracurium dose. In conclusion, the results of
this work could provide a reference for the dose selection
of GAI muscle relaxants in ICAS.
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Background. Chinese Materia Medica and Jiangsu New Medical College record that Radix Veratri root is Liliaceae Veratrum
taliense Loses. f. and the root of Veratrum stenophyllum Diels. According to traditional Chinese medicine (TCM) example,
Radix Veratri is a Liliaceae plant Veratrum taliense. Another literature pointed out that the aliases of Veratrum taliense and
Veratrum angustifolia are both Radix Veratri, and their effects are basically the same. The main active ingredient of Veratrum
is veratramine, of which veratramine and Jervine are higher in content, reaching 24.60% and 21.28% of the total alkaloids,
respectively. Veratrum alkaloids are both toxic and effective ingredients. In addition to its good clinical efficacy, attention
should also be paid to its pharmacokinetic characteristics in vivo. It is particularly important to study the pharmacokinetic
characteristics of veratramine and Jervine in vivo. Objective. The goal of this study was to develop a simple and effective
method for measuring veratramine and Jervine in rat plasma at the same time. This method was used to study the
pharmacokinetic characteristics of veratramine and Jervine in the alcohol extract of Radix Veratri in rats, to provide a
reasonable basis for the clinical use of Radix Veratri. Methods. Eighteen SD rats were randomly assigned into three groups, half
male and half female, and were given 0.04 g/kg, 0.08g/kg, and 0.16 g/kg Radix Veratri alcohol extract, respectively. Blood
samples were collected at different time points and were analyzed by LC-MS/MS after protein precipitation. Bullatine was set
as the internal standard; the plasma samples were extracted with ethyl acetate. After the sample was processed, acetonitrile-
10mM ammonium acetate, whose pH was adjusted to 8.8 with ammonia water, was taken as the mobile phase. Veratramine
quantitative ion pair was 410:1⟶ 295:1m/z, Jervine quantitative ion pair was 426:2⟶ 114:1m/z, and Bullatine B (IS)
quantitative ion pair was 438:2⟶ 420:1m/z. In the positive ion mode, the multireaction monitoring (MRM) mode was used
to determine the blood concentration of veratramine and Jervine. DAS 3.3.0 was used to calculate the relevant
pharmacokinetic parameters. Results. Veratramine had a good linear relationship in the concentration range of 0.0745~18.2 ng/
mL, and that of Jervine was 1.11~108 ng/mL. The correlation coefficient r of three consecutive batches of the standard curve
was greater than 0.995. Veratramine’s lower quantification limit was 0.745 ng/mL, Jervine’s was 1.11 ng/mL, and precision and
accuracy were both less than 15%. The accuracy of veratramine was between 88.96% and 101.85%, and the accuracy of Jervine
was between 92.96% and 104.50%. This method was adopted for the pharmacokinetic study of alcohol extracts of Radix
Veratri. The results showed that only Cmax of veratramine female rats did not show linear kinetic characteristics in the dose
range of Radix Veratri alcohol extract from 0.04 g/kg to 0.16 g/kg. For AUC0‐t and Cmax of veratramine and Jervine, it could
not determine whether the Radix Veratri alcohol extract showed linear kinetic characteristics within the dosage range of
0.04 g/kg~0.16 g/kg. Veratramine and Jervine showed obvious gender differences in the absorption and elimination stages. The
absorption rate of veratramine and Jervine by male mice was about 10 times higher than that of female mice, and the
elimination rate of male mice is about 20 times lower than that of female mice. It was suggested that the clinical application of
the steroidal alkaloids veratramine and Jervine in Radix Veratri required rational use of drugs based on gender. Conclusion. An
LC-MS/MS analysis method suitable for the pharmacokinetic study of veratramine and Jervine in Radix Veratri in SD rats was
established to provide a basis for in vivo pharmacokinetic studies. The pharmacokinetic characteristics of veratramine and
Jervine in the alcohol extract of Radix Veratri were significantly different in female and male rats. During the clinical use of
Radix Veratri, it should pay close attention to the obvious gender differences that may occur after the medication.
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1. Introduction

Radix Veratri is also known as small Veratri, Veratrum,
small brown bag, human hair, etc. The taste is bitter, cool
in nature, and highly toxic. It has the effects of dispelling
blood stasis and swelling, analgesic and hemostasis, lowering
blood pressure [1–3], expectorant, and resuscitation. Indica-
tions are traumatic injuries, fractures, paraplegia, epilepsy,
rheumatic pain, traumatic bleeding, etc., and it is also used
to treat cancer in the folk [4–8]. The main active ingredients
of Veratrum are steroidal alkaloids, among which the con-
tent of veratramine and Jervine is relatively high, reaching
24.60% and 21.28% of total alkaloids, which has antitumor
and antibacterial effects [9, 10]. Veratramine and Jervine
can specifically bind to the upstream activator of the Hh
pathway, Smo, to inhibit the transmission of pathway sig-
nals, thereby inhibiting the proliferation effect of tumor cells
[11, 12]. Moreover, veratramine and Jervine are also toxic
components, and the toxicity is strong, mainly manifested
as teratogenicity, reproductive toxicity, etc. [9, 13, 14]. Radix
Veratri is used as a special Yi medicine for the treatment of
bruises. In addition to its good clinical efficacy, attention
should also be paid to its pharmacokinetic characteristics
in the body. In particular, the research on the in vivo
pharmacokinetic characteristics of compounds that contain
both effective and toxic ingredients is particularly important.
This work was developed to establish an HPLC-MS/MS
method for the determination of veratramine and Jervine
in rat plasma, and a systematic methodological verification
was conducted. The pharmacokinetic characteristics of vera-
tramine and Jervine in the alcohol extract of Radix Veratri in
rats at different dosage levels were systematically studied.
The confidence interval method was used for statistical
analysis of the obtained pharmacokinetic parameters
[15–19]. The dose range in which veratramine and Jervine
exhibited linear dynamic characteristics of the dose-
exposure level was explored. In addition, the pharmacoki-
netic parameters of Radix Veratri alcohol extract at differ-
ent doses were analyzed and compared [5, 20, 21]. The
above studies can provide references for the follow-up
safety evaluation and clinical medication of veratramine
and Jervine.

The paper’s organization paragraph is as follows: The
materials and methods are presented first. Second are exper-
imental results of the proposed work. Thirdly, it consists of
the results and discussion sections. Finally, the research
work is concluded.

2. Materials and Methods

2.1. Chemicals and Reagents. Veratramine and Jervine refer-
ence substances’ purity was no less than 98%, which were
purchased from Nanjing SenBeiJia Biological Technology
Co., Ltd. (batch number: SBJ150701, SBJ150625). Bullatine
B (internal standard, purity no less than 98%) was purchased
from the Beijing Shengshikangpu Chemical Technology
Research Institute (batch number: N-019-150906). Heparin
sodium (chromatographically pure) was purchased from
Aladdin (batch number: C162031). Ammonium acetate

(chromatographically pure) was purchased from Aladdin
(batch number: k1616041). Methanol (chromatographically
pure) was purchased from MERCK (batch number:
I0887507 717). Sinopharm Chemical Reagent Co., Ltd.
provided analytical pure ethyl acetate (batch number:
20170824). Sichuan Xilong Chemical Co., Ltd. provided
the ammonia (analytical pure) (batch number: 150324).
The water was ultrapure water made by the Drug Safety
Evaluation Center of Yunnan Institute of Materia Medica.

2.2. Liquid Mass Spectrometry Instruments and Conditions.
The researchers used an API-3200 triple quadrupole tan-
dem mass spectrometer and an electrospray ionisation
ion source (ESI). Multiple reaction monitoring (MRM)
was used to quantify the sample, which was separated on
an Agilent ZORBAX Extend C18 column. The mobile
phase was A (10mmol/L ammonium acetate) and B (ace-
tonitrile), 0-0.2min, 10% B; 0.2-2min, 10%-90% B; 2-
5min, 90% B; 5-5.1min, 90%-10%B; and 5.1-7.5min,
10%B. The flow rate was 0.4mL/min, the column temper-
ature was set to 20°C, and the measurement solution was
10μL. The mass spectrum parameters were as follows: ver-
atramine m/z: 410:1⟶ 295:1, Jervine m/z: 426:2⟶
114:1, and Bullatine B m/z: 438:2⟶ 420:1. Ion source
parameters were as follows: CUR: 20.00 psi, IS: 5,500.00V,
TEM: 500.0°C, GS1: 50.0 psi, GS2: 50.0 psi, CAD: medium,
and interface heater(ihe): on.

2.3. Preparation of Standard Solutions and Quality Control
Samples. 5.45mg and 5.53mg of veratramine reference sub-
stance and 4.96mg and 5.13mg Jervine reference substance
were taken, two copies each. Methanol was diluted to stock
solutions with concentrations of 545μg/mL, 553μg/mL,
496μg/mL, and 513μg/mL. Diluted with methanol, the con-
centrations of veratramine were 0.745, 2.24, 6.70, 20.2, 60.5,
and 182ng/mL; those of Jervine standard working fluid were
11.1, 27.8, 69.5, 174, 434, and 1,080 ng/mL; those of veratra-
mine were 0.745, 2.70, 25.6, and 143ng/mL; and those of
Jervine quality control working solution were 1.11, 31.6,
194, and 724ng/mL. Quality control samples were used for
precision, accuracy, matrix effect, recovery, and stability
investigations. The same method was used to prepare
Bullatine B (IS) internal standard working solution with a
concentration of 128ng/mL, and all working solutions were
stored in a refrigerator at 2-8°C.

2.4. Preparation of Plasma Samples. 10μL internal standard
working solution was added into a 2mL EP tube, blown
and dried with nitrogen at room temperature, and added
with 100μL of plasma sample mixed in vortex for 2min.
Then, 40μL 25% ammonia water was added and mixed in
vortex for 1min, and 1mL ethyl acetate was added and
mixed in vortex for 3min and centrifuged at 6,000 r/min at
room temperature for 10min. 600μL of the supernatant
was taken and blown and dried with nitrogen at room
temperature. It was reconstituted with 150μL methanol
and mixed in vortex for 2 minutes and centrifuged at
15,000 r/min at room temperature for 10 minutes, and
the supernatant was taken for analysis.
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2.5. Mass Spectrometry Method Validation

2.5.1. Specificity. It was fully verified according to the US
Food and Drug Administration’s bioanalytical method
verification guidelines, as illustrated in Figures 1 and 2.
Under the selected chromatographic conditions, the peak
times of veratramine, Jervine, and Bullatine B were
3.84min, 3.81min, and 3.21min, respectively. Endogenous
substances in plasma did not affect the detection of veratra-
mine, Jervine, and internal standard Bullatine.

2.5.2. Standard Curve and Lower Limit of Quantification.
The standard curve was obtained by measuring no less than
six points for each compound. The veratramine concentra-
tions were 0.0745, 0.224, 0.670, 2.02, 6.05, and 18.2 ng/mL,
respectively. The Jervine concentrations were 1.11, 2.78,
6.95, 17.4, 43.4, and 108ng/mL, respectively. The lowest
detectable concentration was used to define the lower limit
of quantification. It was also repeated six times to ensure
precision and accuracy. The veratramine standard curve
was y = 0:291x + 17:1 × 10−4 ðr = 0:9965Þ. The Jervine stan-
dard curve was y = 0:0462x − 5:51 × 10−3 ðr = 0:9981Þ. The
lower limits of quantification of veratramine and Jervine
were 0.0745 and 1.11ng/mL, respectively, and those of
RSD% were 5.49% and 0.12%, respectively.

2.5.3. Precision and Accuracy. The accuracy and precision of
intraday (n = 6) and intraday (n = 6) were determined after
four concentrations of quality control samples were mea-
sured, those of veratramine were 0.745, 2.70, 25.6, and
143ng/mL, respectively, and those of Jervine were 1.11,
31.6, 194, and 724ng/mL, respectively (Table 1). The abso-
lute value of the relative deviation was not higher than
15%, the accuracy of veratramine was 88.96%~101.85%,
and that of Jervine was 92.96%~104.50%. The results
showed that the accuracy and precision of this method met
the requirements of biological sample analysis.

2.6. Extraction Recovery Rate and Matrix Effect. The
extraction recovery rate of veratramine and Jervine at three
concentrations (n = 6) was veratramine of 2.70, 25.6, and
143ng/mL, respectively, and Jervine of 31.6, 194, and
724ng/mL, respectively. The extraction recoveries of the
two compounds were veratramine of 81.22%~94.42% and
Jervine of 81.65%~87.98% (Table 2). The matrix had no
influence on veratramine, Jervine, or the internal standard
Bullatine B, and it had the same effect on each concentra-
tion, meeting the pharmacokinetic analysis and detection
requirements.

2.7. Stability. The stability of plasma samples stored at room
temperature and 2-8°C for 48 hours and 5 days at room
temperature is illustrated in Table 3. The untreated plasma
samples were kept at room temperature for 20 hours and
-20°C for 20 hours, 34 days, and 34 days, respectively. Three
freeze-thaw cycles were performed to verify the stability
(Table 4). Under the above settings, the relative standard
deviations were all less than 15%, and the samples were sta-
ble enough to meet the requirements of pharmacokinetic
analysis and testing.

2.8. Pharmacokinetic Studies

2.8.1. Extraction Preparation. Radix Veratri coarse powder
was taken, added with six times 65% ethanol and heated
under reflux for extraction three times, 1 h each time, and fil-
tered, and then, the filtrates were combined. The ethanol was
recovered under reduced pressure, concentrated into a thick
paste, dried under reduced pressure at 70°C, and crushed
into final products. The contents of veratramine and Jervine
in the extract measured by the HPLC-UV method were
2.69% and 1.79%, respectively.

2.8.2. Drug Administration. 0.0805 g, 0.1601 g, and 0.3214 g
of alcohol extracts were put into a mortar and ground
thoroughly. During the grinding, 20mL of 0.05% sodium
carboxymethyl cellulose was added, which was ground to a
uniform suspension and placed in a refrigerator at 2~8°C.
Each SD rat was given a single dose, and the administration
volume was 10mL/kg. According to this method, the dosage
of Radix Veratri alcohol extract was 0.04 g/kg, 0.08 g/kg, and
0.16 g/kg, respectively. The corresponding veratramine doses
were 0.108, 0.215, and 0.430mg/mL, and the Jervine doses
were 0.072, 0.143, and 0.286mg/mL, respectively.

2.9. Animal Experiments and Sample Collection. After the
ethical approval, a total of 18 healthy SPF SD rats were
taken, the license number was SCXK (Sichuan) 2015-030,
and the laboratory animal quality certificate number was
No. 51203500004128. There are 9 females and 9 males each,
7-8 weeks, the weight range of female rats was 200-230 g,
and the weight range of male rats was 200-230 g. The weight
difference of the grouped animals was not more than 20% of
the average weight of all animals, and they were rolled into
low, medium, and high dose groups, with half males and half
females. Samples were collected at 0.15, 0.5, 1, 3, 6, 9, 18, 30,
48, 72, and 96 h before intragastric administration (0 h) and
after administration. 0.3mL of blood was collected from
the rat’s retroorbital venous plexus, placed in a centrifuge
tube soaked in 2mL of heparin sodium, and centrifuged
(3,000 rpm/min) for 15min, and the plasma was frozen
and stored at -20°C for testing.

2.10. Data Analysis. The pharmacokinetic parameters were
calculated using the DAS 3.3.0 pharmacokinetic program
to calculate the main pharmacokinetic parameters AUC0‐t ,
AUC0−∞, andT1/2. Cmax andTmax adopted actual measured
values, and other pharmacokinetic parameters adopted sta-
tistical moment parameters.

Power function model PK = α ·Dβ (D was the dose,
while α and β were constants) was used for multidose linear
relationship analysis. α, β, and the 90% confidence interval
(90% CI) of the β value in the power function model were
calculated using the DAS 3.3.0 pharmacokinetic program.
The linear judgment interval after the criterion was changed
using the DAS 3.3.0 pharmacokinetic program was 0.839-
1.161, based on the bioequivalence criterion of 0.8 to 1.25.
When the 90% CI of the β value fell within the linear judg-
ment interval, the linear relationship was considered to be
established; otherwise, the linear relationship did not hold.
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Figure 1: Continued.
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Figure 1: (a) Total ion current diagram of blank plasma plus veratramine m/z: 426.2/114.1, Jervine m/z: 426.2/114.1, and Bullatine B m/z:
438.2/420.1; (b) the ion current diagram of extracted veratramine m/z: 410.1/295.1; (c) the ion current diagram of extracted Jervine m/z:
426.2/114.1; (d) the ion current diagram of extracted Bullatine B m/z: 438.2/420.1.

5Computational and Mathematical Methods in Medicine



0.0

2000.0

4000.0

6000.0

8000.0

1.0e4

1.2e4

1.4e4

1.6e4

1.8e4

2.0e4

2.2e4

3.84

Max. 3.8e4 cps.

2.4e4

2.6e4

2.8e4

3.0e4

3.2e4

3.4e4

3.6e4
3.8e4

XIC of +MRM(8 pairs): 410.2/295.2 Da ID: Ver from sample 314 (P-22-3) of 20180213SET 1.wiff (turbo spray)

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0
Time (min)

(a)

0.0

2000.0

4000.0

6000.0

8000.0

1.0e4

1.2e4

1.4e4

1.6e4

1.8e4

2.0e4

2.2e4

3.84

Max. 3.8e4 cps.

2.4e4

2.6e4

2.8e4

3.0e4

3.2e4

3.4e4

3.6e4
3.8e4

XIC of +MRM(8 pairs): 410.2/295.2 Da ID: Ver from sample 314 (P-22-3) of 20180213SET 1.wiff (turbo spray)

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0
Time (min)

(b)

Figure 2: Continued.
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Figure 2: (a) Total ion current diagram of 1 h unknown concentration of plasma sample of formal experiment No. 22 rat; (b) the ion current
diagram of extracted veratramine m/z: 410.1/295.1; (c) the ion current diagram of extracted Jervine m/z: 426.2/114.1; (d) the ion current
diagram of extracted Bullatine B m/z: 438.2/420.1.
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3. Results

The absorption rate of male mice was higher than that of
female mice, and the elimination rate of male mice was

lower than that of female mice, showing obvious gender dif-
ferences in veratramine (Figure 3) and Jervine (Figure 4).
At the different doses designed in this experiment, there
were obvious gender differences. The drug exposure of

Table 1: Precision and accuracy.

Compound Concentration (ng/mL) Accuracy (RE%) Intraday precision (RSD%) Daytime precision (RSD%)

VER

0.745 96.51 06.54 09.21

02.70 98.52 06.02 97.78

25.6 95.70 05.31 99.22

143 96.71 11.93 94.62

JER

01.11 102.70 07.11 100.18

31.6 100.32 08.52 99.05

194 101.10 04.08 102.20

724 92.96 13.19 94.61

Table 2: Extraction recovery rate and matrix effect.

Compound Concentration (ng/mL) Recovery rate (%) (±SD) Matrix effect (%) (±SD)

VER

2.70 94:42 ± 0:01 116:22 ± 13:10

25.60 81:22 ± 0:06 117:08 ± 8:26

143 93:29 ± 0:26 110:44 ± 8:02

JER

31.60 87:98 ± 0:01 137:15 ± 15:86

194 81:65 ± 0:07 143:50 ± 5:02

724 84:90 ± 0:22 130:63 ± 7:46

Table 4: Stability of plasma samples before treatment.

Compound

Conditions

Room temperature 20 h -20°C 20 h -20°C 34 d
-20°C 34 d freeze-thaw

three times
Accuracy RSD% Accuracy RSD% Accuracy RSD% Accuracy RSD%

VER

7.41% 8.62% 8.15% 12.67% 2.59% 10.47% -5.92% 7.48%

3.52% 5.66% 3.52% 10.19% -3.52% 10.12% -1.17% 6.72%

2.80% 10.48% 10.49% 12.53% 10.49% 11.93% -1.40% 5.53%

JER

7.91% 4.16% 14.87% 10.22% -4.11% 10.59% 0.63% 8.43%

-0.21% 4.80% -0.52% 11.66% -2.06% 5.78% -3.61% 7.70%

-1.10% 14.28% 2.35% 11.40% -7.46% 4.10% -5.39% 5.08%

Table 3: Stability of plasma samples after treatment.

Compound
Conditions

Room temperature 48 h 2~8°C 48 h Room temperature 5 d
Accuracy RSD% Accuracy RSD% Accuracy RSD%

VER

-2.22% 6.44% 6.30% 5.92% 5.19% 4.93%

-4.69% 5.47% -0.39% 5.10% 3.12% 7.20%

-4.90% 13.01% -1.40% 7.16% 0.70% 9.44%

JER

0.95% 9.31% 7.91% 8.27% -1.27% 8.91%

-5.46% 4.53% 4.12% 7.26% -9.79% 3.20%

-0.81% 14.70% -3.18% 9.67% -11.60% 2.09%
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veratramine in male rats was much higher than that in
female rats. With the increase of the administered dose,
the exposure dose of veratramine to both male and female
rats also increased. The absorption, distribution, and elim-
ination of veratramine in rats can be affected by some
molecules that were inadvertently removed during the
extraction process. Furthermore, this effect was more
noticeable throughout the stage of drug distribution. Jer-
vine drug exposure was substantially higher in male rats
than in female rats. The exposure dose of female and male
rats to the Jervine medication increased as the provided
dose was increased. Certain compounds that were inevita-
bly extracted during the extraction process can affect the

absorption, distribution, and elimination of Jervine in rats.
Unlike veratramine, however, this effect was more obvious
in the drug elimination phase. The main pharmacokinetic
parameters of Radix Veratri alcohol extract low, medium,
and high dose groups were analyzed to compare the
results (Table 5).

3.1. Linear Dynamic Judgment. DAS 3.3.0 was employed, the
Power Model in the hypothesis test method was used
according to the standard of 0.8~1.25, and the linear interval
calculated by 1 ± ln ðθLÞ/ln ðDH/DLÞ < β < 1 ± ln ðθHÞ/ln
ðDH/DLÞ should be between 0.839 and 1.161. The results
of determinations of whether veratramine and Jervine in
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Figure 3: (a) Female and male average drug-time curve of 0.04 g/kg VER; (b) female and male average drug-time curve of 0.08 g/kg VER;
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the alcohol extract of Radix Veratri showed linear
kinetic characteristics within the dose range of 0.04 g/kg
to 0.16 g/kg are presented in Table 6.

4. Discussion

In the initial selection of internal standards, the first selected
compounds were aconitine, hypaconitine, Bullatine A,
Wilforgine, and Bullatine B. The response of aconitine and
hypaconitine could not reach the linear medium concentra-
tion, and the response was extremely unstable. Although
Bullatine A and Wilforgine could achieve the required
response, their chromatographic peaks were far from the tar-
get peak, and the analysis time was long, which increased the

experimental cost. The peak shape of Bullatine B was good,
it can be completely separated from the target peak, and it
can be better dissolved in the sample. After testing, there
was no Bullatine B in Radix Veratri, so Bullatine B was
selected as the internal standard.

Cmax of veratramine female rats did not show lin-
ear kinetic characteristics within the dosage range of
0.04 g/kg~0.16 g/kg of Radix Veratri alcohol extract.
For others, it cannot be judged whether AUC0‐t and Cmax
were linear kinetic characteristics within the dosage range
of 0.04 g/kg~0.16 g/kg of Radix Veratri alcohol extract.

In the low-dose group, middle-dose group, and high-
dose group, the average AUC0‐t and average Cmax of males
were much higher than those of females. Female rats have
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considerably greater CLz/F clearance rates of veratramine
and Jervine than male rats. However, there was no discern-
ible variation in the half-life of veratramine in male and
female rats, while the half-life of Jervine was considerably
different in female and male rats. This was due to the fact
that female rats had a considerably higher volume of veratra-
mine dispersion than male rats, and Jervine was removed
faster in female rats than in male rats. The above situation
showed that after administration of the alcohol extract of
Radix Veratri, veratramine and Jervine were more widely
distributed in female rats than in male rats, but the clearance
rate was much lower than that in female rats. In addition, at
the dosage designed in this experiment, the average AUC0‐t
and average Cmax of males were much higher than that of
females. The drug exposure in male rats was much higher
than that of female rats, but the clearance rate was much
lower than that of female rats. Male rats were more prone
to accumulate toxicity in the course of long-term adminis-
tration, and the symptoms of toxicity were greater than that
of females.

5. Conclusion

The blood drug concentration and main pharmacokinetic
parameters of the Radix Veratri alcohol extract group were
analyzed. The absorption rate of veratramine and Jervine
by males was higher than that of female rats. Although Bul-
latine A and Wilforgine were able to provide the desired
response, their chromatographic peaks were distant from
the intended peak, and the analysis time was considerable,
increasing the expense of the experiment. Male mice had a
lower elimination rate than female mice, indicating clear
gender differences. Finally, the clinical usage of the steroidal
alkaloids veratramine and Jervine in Radix Veratri necessi-
tates gender-based medication selection.
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Acute cerebral infarction (ACI) is a kind of stoke, mostly suffering from insomnia, anxiety, and depression; therefore, the
importance of psychological nursing in such patients is a necessary mean. Acceptance and commitment therapy (ACT) is a
psychological theory which advocates embracing pain, improving the ability to face pain, with the goal of improving
psychological flexibility, so as to reduce the negative impact of pain on personal life. To explore the effect of psychological
nursing intervention on ACI patients with anxiety, depression and insomnia are based on acceptance and commitment
therapy. A randomized clinical trial study was conducted on 140 eligible ACI patients suffering from insomnia, anxiety, and
depression who were selected using easy sampling methods and allocated randomly into two groups of observation and
control. The data were collect through demographic questionnaires, the summary of Pittsburgh sleep quality index (PSQI),
Athens Insomnia Scale (AIS), Acceptance and Action Questionnaire-II (AAQ-II), Cognitive Fusion Questionnaires (CFQ),
Self-Rating Depression Scale (SDS), and Self-Rating Anxiety Scale (SAS). The observation group received ACT treatment, while
the control group received standard care. The scores of AAQ-II and CFQ were significantly decreased in the observation
group, indicating that psychological flexibility was improved (P < 0:05); the scores of SAS and SDS were significantly decreased
in the observation group; and the scores of PSQI and AIS were significantly decreased in the observation group. The difference
between the two groups was verified by t-test.

1. Introduction

Acute cerebral infarction (ACI) is a cerebrovascular disease
with complex pathogenesis [1]. ACI patients are prone to
insomnia under the action of multiple factors, leading to
poor sleep quality and even secondary ACI [2]. Studies have
shown that up to 56% of ACI patients suffer from insomnia
[3]. ACI patients with anxiety, depression, emotional imbal-
ance, anger tendency, etc., unable to contact with the status
quo or achieve the target and value, namely, psychological
flexibility was decreased. They lack the ability to adjust their
negative emotions, cannot accept the status quo, correctly
understand the significance of rehabilitation training, and
resistance to the status quo or unable to do anything about

the ambivalence; this psychological state is inflexibility.
Thus, it causes a series of psychological problems such as
ineffective denial, adjustment disorder, self-image disorder,
anxiety, and mental distress. These psychological problems
will lead to insomnia, reduced sleep quality, and affect the
prognosis of patients. However, the severity of these psycho-
logical problems is far from anxiety, depression, and other
aspects of psychiatric diagnosis, but requiring nursing staff
to implement psychological nursing. Acceptance and Com-
mitment Therapy (ACT) [4] advocates embracing pain and
improving the ability to face pain, aiming at improving psy-
chological flexibility, so as to reduce the negative impact of
pain on personal life. The ACT theory includes 6 parts: flex-
ible attention to the present moment, acceptance, cognitive
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defusion, self-as-context, committed action, and valuing.
Many studies [5–11] have applied it to the psychological care
of patients and their families, such as relieving the fear of
patients with recurrent oral cancer, improving the self-
management ability of patients with chronic diseases, allevi-
ating the mental health problems of the population such as
maternal depression after painless delivery, or improving
the self-management ability of patients with diabetes.

An 8-week ACT therapy course decreased stress and
other psychological health indices in people with IBD in a
randomized controlled experiment. They have all had a
positive psychological nursing effect in a short amount of
time, namely, during their hospital stay, and they have all
focused on enhancing psychological flexibility, improving
sleep and other health issues, and boosting patients’ quality
of life. ACT has been found in studies to enhance not only
physical function but also a variety of mental health issues
[12]. Many studies at home and abroad have shown that
psychological flexibility reflects mental health level to some
extent [13]. However, we found no studies that applied this
model to ACI patients such as those with insomnia, anxiety,
and depression. Therefore, the present study aims to exam-
ine the effects of interventions according to ACT on psycho-
logical nursing.

The following is a summary of the research: Section 2
contains the patients and methods. Section 3 discusses the
results and experiments. Section 4 consists of the discussion
section; finally, the conclusion brings the paper to a finish in
Section 5.

2. Patients and Methods

2.1. Trial Design and Participants. This study was a random-
ized clinical trial. 100 patients were enrolled in the study
including 50 patients for the observation group and 50
patients for the control one. Two groups of patients were
selected and randomly assigned to observation and control
groups. Patients in the observation group received psycho-
logical nursing which based on ACT and were carried out
according to the nursing steps of assessment, diagnosis, plan-
ning, implementation, and evaluation; patients in control
group received traditional psychological nursing which
included assessment, comfort, communication, and music
therapy. Observation group comprised 39 cases of male and
11 cases of female, with an average age of 62.04 years old.
Control group consisted of 38 cases of male and 12 cases of
female, with an average age of 60.86 years old, and the self-
care model components in the two groups were compared
using independent samples t-test or Chi-squared test. As
revealed, no significant difference was evident prior to inter-
vention in terms of gender (P = 0:812) and age (P = 0:798).
Anxiety, depression, insomnia, and psychological flexibility
were compared between the two groups before and after 1
month of psychological nursing.

2.2. Selection Criteria. The inclusion criteria were as follows:
(1) over 18 under 75 years of age, (2) the vital signs were sta-
ble, (3) be able to communicate face to face normally, (4)
PSQI ≥ 11 points and AIS ≥ 6 points, (5) SAS ≥ 49 points,

and SDS ≥ 53 points. Exclusion criteria consisted (1) previ-
ous history of mental illness (such as bipolar disorder) or
dementia, history of use of psychiatric drugs or sedatives
within 6 months, or use of antidepressants and other drugs;
(2) transient cerebral ischemia patients; (3) severe anxiety
and depression (SAS ≥ 69, SDS ≥ 73); (4) a history of sub-
stance abuse or dependence; (5) psychotherapy in the past
3 months.

2.3. Data Collection and Statistical Analysis

2.3.1. Data Collection Tools

(1) PSQI. The scale [14] can be used to assess sleep qual-
ity in patients with sleep disorders and mental
disorders, as well as in typical persons; the total score
ranges from 0 to 21, with higher scores indicating
poorer sleep quality

(2) AIS. There are 8 items in this scale [15], and each
item can be divided into four grades from none to
severe: 0, 1, 2, and 3. And the total score is less than
4: no sleep disorder; if the total score is 6: suspicious
insomnia; if the total score is above 6: insomnia. The
main content of this scale is the subjective feeling of
sleep

(3) SAS. The scale contains 20 items [16] to reflect the
subjective feelings of anxiety and adopts 4-level scor-
ing. Reverse scoring is required for the 5th, 9th, 13th,
17th, and 19th; and normal scoring is required for
the rest. The total score of 20 items is rough, which
is multiplied by 1.25 for standard score. The stan-
dard score is based on a cutoff of 50, a score below
49 is normal, a score between 50 and 59 is mild anx-
iety, a score between 60 and 69 is moderate anxiety,
and a score above 69 is severe anxiety

(4) SDS. This scale was compiled in 1965 and contains
20 items to reflect subjective feelings of depression
[17]. It adopts a 4-level score, among which 10 items
need reverse score and the rest are normal score. The
total score of 20 items is rough score, which is mul-
tiplied by 1.25 for standard score. The cutoff score
was 53, with a score below 53 considered normal,
53-62 considered mild depression, 63-72 considered
moderate depression, and 73 or above considered
major depression

(5) AAQ-II. The questionnaire is designed to assess the
degree of “empirical avoidance.” There are seven
items on the scale, ranging from 1 (never) to 7
(always). The higher the score, the more empirical
avoidance is present. “Empirical avoidance” [18] is
an act that people attempts to change the form, fre-
quency, or sensitivity of their internal experiences
(such as thoughts, emotions, and somatosensory
sensations) in their minds, even if doing it can lead
to actions that are inconsistent with their personal
values or goals (such as giving up pursuing a long-
term goal in order to avoiding anxiety)
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(6) CFQ. “Cognitive Fusion” is the tendency of people’s
behavior to be excessively controlled by language
rules and thought content, which will enable individ-
uals to automatically extract the literal meaning of
thought events, and thus unable to guide their behav-
ior with the direct experience of the “here and now”
[19]. There are 9 items in the scale [20], with points
from 1 (never) to 7 (always), the score higher, the
degree deeper of cognitive fusion

2.3.2. Statistical Analysis. Double entry for verification data,
SPSS 22.0 was used for data analysis, and the data was
checked by statistical experts. The measurement data is
described by the mean ± standard deviation (SD). And the
enumeration data is described by frequency and composition
ratio. T-test and nonparametric tests were used for measure-
ment data, and chi-squared test was used for enumeration
data. P < 0:05 was considered as significant difference.

2.4. Intervention Measures in Observation Group

2.4.1. Psychological Nursing Assessment. Psychological
flexibility, anxiety, depression, and insomnia were evaluated
with the scale before intervention. There was no significant
difference in scores between the two groups, as shown in
Table 1. Patients were closely observed and communicated
frequently to find out their negative emotions, and some
common negative statements and body language were
recorded for psychological nursing evaluation to facilitate
diagnosis.

2.4.2. Psychological Nursing Diagnosis. In combination with
the psychological nursing evaluation content and clinical
commonly used psychological nursing diagnosis, PES struc-
ture is used to carry out psychological nursing diagnosis, and
generalized diagnosis of patients is summarized, as shown in
Table 2. The psychological nursing diagnosis of PES struc-
ture corresponded to the contents of psychological nursing
evaluation and the six problems of psychological flexibility,
and the various symptoms or signs in the psychological
nursing diagnosis of PES structure belonged to the symp-
toms of psychological inflexibility. The details are shown in
Table 3.

The “symptoms” in Table 3 are compared with those in
Table 2. For example, “P-① -S-c” is the “symptom- c(Will-
fully ignoring certain symptoms and dangers)” in “item S”
corresponding to “① invalid denial” of “item P” in Table 2.

2.4.3. Planning and Implementation. According to the basic
concept of the psychological nursing plan, this study’s psy-
chological plan includes the following: ACT psychological
nursing diagnosis, predicted goals, psychological nursing
measures, and evaluation,

(1) Nursing Diagnosis. The patient’s ACT psychological
nursing diagnosis is summarized according to the
results of the assessment and diagnosis. The reduced
psychological flexibility leads to anxiety, depression,
and insomnia

(2) Expected Goals and Measures. According to ACT,
psychological nursing measures are formulated and
divided into 7 units, as shown in Table 4

3. Results

The comparison of the results of the two groups 1 month
after intervention is also the evaluation process of psycho-
logical nursing. Compared with before intervention, the
scores of both groups are improved, but the observation
group is significantly better than the control group, as shown
in Table 5.

4. Discussion

There were 6 psychological nursing diagnoses in this study,
and after removing the overlapping etiology, there were still
20 etiologies (E) and 21 symptoms (S). However, when
ACT was diagnosed with psychological nursing for patients,
there were only one problem of reduced psychological flexi-
bility, and there were 6 manifestations of low psychological
flexibility. Patients suffered from experience avoidance,
cognitive fusion, and psychological inflexibility, according
to the findings of this study. Acceptance and action refer to
the patient’s desire to feel their feelings and move on from
those undesirable psychological experiences. Acceptance
and action in this study refer to patients’ acknowledgment
of their sickness, as well as their negative emotions and symp-
toms following the illness. In this situation, they can still have
a good living state and beliefs in a worse living environment
than before the illness.

In this study, ACI patients often held a pessimistic atti-
tude towards the prognosis of the disease, believing that
the disease was worthless because of the inconvenience of
movement after the disease. Because ACI is a chronic disease
with a high disability rate, many middle-aged and elderly
people will change their roles and reduce their adaptability,
which causes its occurrence anxiety depression and causes
insomnia. By contrast, ACT makes psycho-care diagnosis
simpler, attributes all symptoms to a single problem of
“reduced mental mobility,” and develops a more compre-
hensive program that starts with six signs of low mental
mobility.

If a mental care program is developed based on the diag-
nosis of psychological care for 6 health problems (P), 21
symptoms (S) resulting from 20 causes (E) need to be

Table 1: Comparison of scales before psychological nursing.

Item
Scores (min-max)

Z P value
Observation group Control group

SAS 61.00 (60-66) 61.50 (60-66) -0.240 0.811

SDS 67.50 (62-72) 67.00 (63-72) -0.021 0.983

PSQI 15.00 (11-19) 14.00 (11-18) -1.139 0.255

AIS 13.00 (8-17) 12.00 (8-17) -1.439 0.150

AAQ-II 40.00 (34-47) 39.00 (34-47) -1.087 0.277

CFQ 55.00 (45-64) 54.50 (45-64) -0.674 0.500
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addressed, involving more psychological techniques and
psychological nursing techniques. Make the plan long and
complicated, without a full set of scientific theory support.
And ACT is only to counter the problem of psychological
flexibility, improve psychological flexibility, not committed
to solve the symptoms, but has the abilities such as accep-
tance of the status quo, let patients see negative thoughts

in the mind of the border, better aware of the current situa-
tion, in this kind of situation, has the ability to face the pain,
solve the symptoms that are caused by negative emotions, to
relieve negative emotions and improve clinical purpose of
adverse symptoms. A great number of research have indi-
cated that strengthening patients’ psychological flexibility is
critical to resolving the symptoms of psychological issues.

Table 2: Psychological nursing diagnosis for patients.

P (problem) E (etiology) S (signs and symptoms)

(1) Invalid denied

(a) Relating to the generation of denial of a particular
scene
(b) Associated with the observed overstimulation
of the disease
(c) Associated with ACI

(a) Delay or refuse rehabilitation training
(b) Refusing to talk about the pain caused by the disease,
and making gestures or remarks of dismissal when talking
about painful things
(c) Willfully ignoring certain symptoms and dangers

(2) Impaired
adjustment

(a) Associated with impaired physical mobility
after ACI that causes changes in lifestyle
(b) Associated with damage to self-esteem
(c) Related to insufficient support systems

(a) Self-reported inability to accept changes in health status
(b) Too long denial of changes in health status, showing anger
(c) Lack of practical action to solve the problem and future-
oriented requirements

(3) Self-image
disorder

(a) Associated with ACI
(b) Related to mental stress from social environment
(c) Conflicts with others’ acceptance of human
appearance
(d) Related to patients’ expectations of appearance
and activity requirements

(a) Negative responses to existing changes in bodily function,
feelings of shame, guilt, and disgust
(b) Avoid talking about the function of altered parts of the
body
(c) Have pain, depression, sadness, and other negative
emotions
(d) Avoid social contact

(4) Presentimental
sadness

(a) Relating to the loss of work capacity and social
status
(b) Relating to the prospect of loss of property
(c) Relating to the lack of effective support
(d) Associated with a lack of experience in dealing
with ACI
(e) Associated with ACI

(a) The patient has a premonition that important things will be
lost and shows negative emotions about the expected loss
(b) Withdrawal behavior, loss of interest in life, changes in
daily activities, and ambivalence
(c) Excessive emotional reaction, denial, self-blame,
depression, anger, and anxiety
(d) Changes in physiological function and sleep disorders

(5) Spiritual
distress

(a) Associated with life-threatening
(b) Related to the loss of some self-care ability and
social status
(c) The value of fuzzy

(a) Abnormal behavior and emotions, crying, withdrawal,
anxiety, depression, anger, and denial
(b) Significant changes in sleep and mental outlook
(c) Express doubts about their own values and thus feel
spiritually empty
(d) Seek spiritual sustenance and spiritual help

(6) Anxiety

(a) Relating to a premonition that the patient’s
health is at risk
(b) Associated with threats to self-concept
(c) Associated with a premonition of misfortune

(a) Abnormal emotions and behaviors such as speaking too
fast, helplessness, and self-accusation
(b) Too much attention to oneself and self-reported worries
and worries
(c) Inability to concentrate, repeat aimless movements, and
avoid behavior

Table 3: Psychological inflexibility problems for patients.

Psychological inflexibility Symptoms Emotional symptoms Physical symptoms

Cognitive fusion P-①-S-c,P-④-S-a
Moderate anxiety

Moderate depression
P-③-S-c
P-④-S-c
P-⑤-S-a

Insomnia
P-④-S-d
P-⑤-S-b

Experiential avoidance P-①-S-b,P-③-S-bd, P-⑤-S-a,P-⑥-S-a

Self-as-content P-③-S-a,P-⑥-S-b

Inflexible attention P-②-S-ab,P-④-S-a

Lack of contact with chosen values P-④-S-b,P-⑤-S-cd,P-⑥-S-c

Avoidant persistence P-①-S-a,P-②-S-c
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Table 4: ACT psychological nursing measures.

Times Unit content

No. 1 Get of your mind, understand ACI

Basis: ACT—cognitive defusion

Location: ward; time: after the end of basic treatment in the morning; supplies: knowledge album, mobile phone.

(1) Encourage patients to express their views on ACI and their understanding of its health knowledge.

(2) Ask the usual way to understand ACI and help patients distinguish the true and false online information, so as to avoid network fraud.

(3) Health education: use picture books of ACI knowledge with pictures and pictures to explain the knowledge of ACI symptoms to
patients, including the inducing factors of ACI, the inevitability of disease recurrence and impaired limb function after ACI, and the
methods of limb rehabilitation training.

(4) Use stories or metaphors to help patients understand that ideas are ideas, the status quo is the status quo, and ideas cannot exist without
the context of the status quo.

Objective: after the first psychological nursing, patients can correctly understand the disease, to help patients pull open the distance
between the ideas and status quo.

No. 2 Into your life, accept status quo

Basis: ACT—acceptance

Location: experimental ward (warm, safe and private environment); time: after the basic treatment in the afternoon, before dinner;
equipment: wireless audio.

(1) Encourage patients to express ideas: encourage patients to describe their own worries or fears after the occurrence of the disease
thoughts, inner feelings, such as disease treatment, work, life, intimate relationship, and other aspects.

(2) Negative thoughts normalization: tell patients in the face of the disease, negative emotions is a normal reaction, is the psychological
defense instinct, and dos not resist, so as to reduce some unnecessary negative emotions and psychological burden and avoid thinking in
the exhaustive.

(3) Positive thoughts: encourage patients to share the measures taken to deal with the above thoughts or feelings and the effect and praise
the positive behavior.

(4) Accept the status quo: let the patient close his eyes, take a deep breath, and choose a comfortable and relaxed posture to lie or sit well
and guide. Allow them to comprehend that inner suffering is common and that we all experience bad feelings when confronted with such
issues. Only by embracing the existing quo can you improve yourself by feeling pleased and calm rather than suffering.

(5) Let patients say to themselves: because I have to face the disease seriously, so I am anxious; I could not sleep because I was trying to
figure out how to live my life. Because I realize how important health is, I cannot get depressed.

Objective: after the second psychological care, patients learn to accept the status quo and remain open to the inner experience they
previously avoided.

No. 3 Observe the self, understand the self

Basis: ACT—self-as-context

Location: experimental ward; time: after basic treatment in the morning; equipment: white paper, pencil, paper, and glue.

(1) Self-portrait: let the patient draw a self-portrait of himself on the paper, a simple outline can be.

(2) Write labels: write their own or others’ views on their own, their eating habits, living habits, mentality, personality, occupation, etc., the
more complete the better.

(3) Labeling: ask the patient to stick these labels on their self-portrait.

(4) Guide the patient to remove the label

(5) Let the patient tear the label when retelling: this is not me, other people’s view is only other people’s view; this is not me, I just
occasionally have anxiety, need to change; this is not me. Depression is not good for recovery and needs to change. This is not me, I believe
I can change bad habits, I am changing. This is not me, the disease is just accidental, not inevitable, I will change.

Objective: after the third psychological nursing, patients learn to observe themselves and understand themselves. Let patients realize that “I
am who I am”

No. 4 Flexible attention to the now

Basis: ACT—flexible attention to the now

Location: experimental ward; time: after the basic treatment in the afternoon, before dinner; equipment: wireless audio

(1) Guide patients to perceive the present: mobilize the five senses, namely, touch, hearing, smell, vision, and taste. First deep breath smooth
mood, guide the patient gently close your eyes and experience the feeling of body contact with the bed/floor/seat, experience the
temperature of the room, listen to the voices around, trying to explore in the environment, slowly open your eyes, can be seen inside view of
the color, and touch the objects around, hand experience and items, the sense of touch.

(2) Encourage the patient to describe the current feelings: guide the patient to describe in as much detail as possible.
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The use of ACT in the development of a psychological nurs-
ing plan so that patients take the initiative to accept negative
emotions and problems, and in this situation, to find their
own value direction and put it into action in order to allevi-
ate negative emotions, improve insomnia, and improve their
quality of life. Higher psychological flexibility enables
patients to face life more positively in painful situations
and reduces the generation of negative emotions and the
impact of negative emotions. Studies have shown that psy-
chological flexibility reflects mental health.

ACT is a professional psychological technique with sci-
entific theoretical basis and a complete practical process to
support its use in psychological nursing. This study stan-
dardized the process of psychological nursing, diagnosed
patients with common problems, and preliminarily con-

structed a more professional and detailed program, and
the application effect is good, and patients’ psychological
flexibility can be improved, relieve anxiety and depression,
and improve insomnia symptoms. However, in the specific
implementation, there are still some personalized prob-
lems. More attention should be paid to patients’ psycho-
logical flexibility, more care should be given to patients,
social support should be strengthened, value direction
should be found in the hardship, and action should be
taken to lead a positive and optimistic life in order to train
medical staff to learn ACT. However, this study was only
initially applied in ACI patients, and the acceptance of
ACT psychological nursing among patients of different
ages should be further explored to develop a scale to mea-
sure the psychological flexibility of sACI patients for a

Table 4: Continued.

Times Unit content

(3) Be aware of other guides of the present moment: every morning, tell yourself, “I see the light, the darkness will pass, and I will be better.”
Every time you eat, tell yourself, “I am replacing nutrition in order to recover quickly.” Every day when receiving infusion therapy, tell
yourself, “I will actively work with the medical staff, we will fight the sickness together, I have the courage, and I will be better.” Every time I
take a test, I tell myself not to worry; if it’s good to find the problem, please assist me in finding the hidden trouble; tell yourself this every
day before going to bed: I should rest, rest is to raise enough spirit, believe that tomorrow will be better.

Objective: after the 4th psychological care, patients can be aware of the present and strengthen the positive belief.

No. 5 Clarify values, clarify direction

Basis: ACT—valuing

Location: experimental ward; time: after the basic treatment in the afternoon, before dinner; equipment: white paper, pencil, and paper
basket.

(1) Clarification value

(2) Help patients to clarify their self-worth: help patients to clarify what is the most important value at present.

If your life were a book or a TV show, what would you want the ending to be? According to the patient’s answer, guide the patient’s positive
value direction.

Objective: after the fifth psychological nursing, patients clear self-worth direction, and have a positive attitude to face the status quo.

No. 6 Set goals, commit to action

Basis: ACT—committed action

Location: experimental ward; time: after the basic treatment in the afternoon, before dinner; equipment: white paper and pencil.

(1) Goal setting: to help patients develop specific goals based on value orientation, so that patients are in the leading position in the
development of specific plans. Help patients to select suitable and difficult goals for their current situation.

(2) Commitment to action: in the training or in the realization of the goal, there may be setbacks, once again triggered negative emotions,
and actively guide the patient.
Objective: after the 6th psychological care, patients make goals in line with their current situation, and commit to action

No. 7 Relax and sleep peacefully

Basis: ACT—mindfulness and acceptance

Location: experimental ward; time: after dinner; equipment: wireless audio.

(1) To guide patients with abdominal breathing: use music with guidance language to focus patients’ attention on breathing and every part
of the body, relax the body, and avoid entering complex inner activities again. Guide words (speaking slowly): choose a comfortable lying
position, preferably a supine position, close your eyes, take a deep breath, put your hands on your abdomen, feel the breath, breath and
breath.

(2) Let the patient be familiar with the music and guide language to relax the body: slowly speak each part of the patient’s body, let the
patient be familiar with the guide language, to avoid the patient cannot keep up with the guide language and anxious. Let patients relax
their body and mind and sleep peacefully.

(3) Recommend some hypnotic guidance to patients
Objective: after the 7th psychological nursing, patients learn relaxation techniques.
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more detailed and accurate measurement. And explore the
psychological nursing effect of the best nursing frequency,
in order to clinical work for reference.

5. Conclusion

In general, using ACT in psychological nursing can help ACI
patients improve their mental flexibility, decrease negative
emotions like anxiety and depression, and improve insom-
nia symptoms, sleep quality, and overall quality of life. At
the same time, the process and scientific basis of psycholog-
ical nursing plan formulation are explained. This study is
innovative and reproducible and has certain clinical signifi-
cance. And “ACT⟶ psychological nursing⟶ psycholog-
ical flexibility ⟶ relief of negative emotions ⟶
improvement of adverse symptoms” can be used as a new
way to explore psychological nursing.
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Stroke is an acute cerebrovascular disease caused by the rapid rupture or blockage of intracranial blood vessels for a variety of
reasons, preventing blood from flowing into the brain and causing damage to brain tissue. The global burden of stroke disease
is quickly increasing, and ischemic stroke (IS) accounts for 60 percent to 70 percent of all strokes, owing to the prevalence of
people’s bad lifestyles and the intensity of global ageing. Although most IS patients have received effective treatment, many
patients still have certain dysfunction or death after treatment, and the recurrence rate is about 18%, which brings a heavy
economic burden to society and families. Therefore, it is urgent to build a postoperative prediction model for IS, so as to take
targeted clinical intervention measures, which has extremely important practical significance for improving the prognosis of IS.
The following work has been done in this paper: (1) the theoretical background for the BP prediction model and logistic
regression prediction model suggested in this work is offered, as well as the research progress and related technologies of IS
recurrence prediction by domestic and foreign academics. (2) The basic principles of BPNN and logistic regression are
introduced, and the logistic multifactor predictor is constructed. (3) The experimental results show that the consistency rate,
sensitivity, and specificity of the prediction results of BPNN are higher than those of logistic regression, indicating that for
diseases such as IS, which have many pathogenic factors and complex relationships between factors, the fitting effect of BPNN
model is better than that of the logistic regression model.

1. Introduction

Stroke follows cardiovascular disease as the major cause of
mortality globally. There are about 2.4 million new stroke
patients in my country every year, about 1.1 million deaths,
and about 11 million poststroke survivors, of which about
70% are IS. IS refers to the ischemic necrosis or softening
of the brain tissue caused by ischemia and hypoxia caused
by various reasons. About 75% of IS patients have different
degrees of dysfunction after the onset of the disease, which
brings a heavy burden to the family and society, and IS is
prone to relapse within 1 year after the onset of IS. The
recurrence rates were 10.9%, 13.4%, and 14.7%, respectively
[1]. In the first year after the onset of acute ischemic stroke, 1

in 18 people has a recurrent stroke. The harm caused by the
recurrence of IS is far greater than that of the first stroke.
The neurological damage caused by the recurrent stroke is
more serious and more refractory and has a higher mortality
rate than the first stroke. It is one of the main causes of
death, rehospitalization, and long-term disability. Cumula-
tive mortality after relapse more than doubled compared
with first-episode stroke, and the risk of death increased
approximately 17-fold. Reducing the recurrence rate of IS
is the key to improving the prognosis of stroke, and second-
ary prevention of stroke can reduce the risk of IS recurrence
by about 13% to 67%. Risk prediction of IS recurrence is the
key to effective clinical secondary prevention and the most
effective means to reduce the fatality and disability rate of
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patients [2, 3]. There are two main issues to consider in IS
recurrence risk prediction: the first is the selection of IS
recurrence risk predictors. The screening of predictive fac-
tors is an important step in the construction of predictive
models, and the effect of predictive models depends on the
accuracy and sensitivity of the predictive factors. There are
many studies on the risk factors of IS recurrence, but the
research results are affected by regions, medical policies,
social economy, etc., and the research results are different.

It is difficult to predict the screening of IS recurrence risk
factors. The risk prediction of IS recurrence is mainly based
on clinical factors. The results of risk verification showed
that the AUC values of the area under the ROC curve were
all 0.59. The model did not cover all risk factors and had a
limited predictive impact, making it difficult to meet clinical
needs [4]. Scholars have increasingly employed biomarkers,
imaging markers, and TCM syndrome distinguishing signals
to the risk prediction of IS recurrence, improving the predic-
tion effect in recent years. The method for building the IS
recurrence risk prediction model is the second. Traditional
statistical methods for developing prediction models, such
as Cox proportional hazards regression analysis and logistic
regression analysis, are currently the most popular. Tradi-
tional statistical methods, on the other hand, have stringent
data-type restrictions and have little impact on data mining
when dealing with clinical recurrence data. Machine learn-
ing has started to be used to illness risk prediction with the
progress of computer technology and smart medical care.
Multidisciplinary in nature, machine learning draws on a
variety of fields, including probability and statistics, approx-
imation theory, convex analysis, and theory of algorithm
complexity. The artificial intelligence of a computer may
be realized via the machine’s ability to learn from the data’s
inherent regularity information and gain new experience
and knowledge [5, 6]. Machine learning algorithms have
the characteristics of high efficiency and accuracy in process-
ing big data, and the prediction effect is better than tradi-
tional statistical methods [7]. The disease risk prediction
model built with BPNN, SVM algorithm, XGBoost algo-
rithm, and other machine learning algorithms outperforms
established statistical methods such as the logistic regression
model and the Cox proportional hazards regression model
[8]. As a result, this work used prospectively gathered
medical-related data from IS patients, applied multivariate
analysis to screen out risk factors affecting IS prognosis,
and built a machine learning algorithm-based risk predic-
tion for ischemic stroke with a bad prognosis. The model
can quickly predict and identify the risk of poor functional
recovery of IS patients in the early stage of disease diagnosis
and treatment, scientifically assist the selection of clinical
treatment plans, improve the prognosis of stroke patients,
reduce the disability rate of stroke, and improve the quality
of medical care, and it provides a new idea for predicting
the prognosis of IS.

The following is the paper’s organisation paragraph: in
Section 2, the related work is provided. The suggested work’s
approaches are examined in Section 3. The experiments and
results are discussed in Section 4. Finally, the research is
completed in Section 5.

2. Related Work

A large number of studies have shown that the prognosis of
ischemic stroke is affected by factors such as age, family his-
tory, smoking, drinking, hypertension, abnormal lipid
metabolism, abnormal glucose metabolism, and hyperho-
mocysteinemia. This provides a good basis for the risk pre-
diction study of poor prognosis of ischemic stroke [9, 10].
At present, traditional evaluation tools, such as Essen scale,
ABCD2 scale, and SPI-II scale, are mainly used in clinical
practice for ischemic stroke to predict the recurrence risk
of patients. ESRS is based on the stroke prediction model
developed by the CAPRIE Institute. The higher the score,
the greater the risk of stroke recurrence. The Essen score is
currently the most commonly used scale in the world to pre-
dict the long-term recurrence risk of stroke [11]. Reference
[12] developed the ABCD2 scoring method based on the
ABCD scoring system proposed by the “Oxfordshire Com-
munity Stroke Project” study to assess the risk of stroke in
patients with transient ischemic attack. Reference [13] pro-
posed the SPI-III scale in 2000 to assess the long-term recur-
rence risk of stroke patients. Age over 70, diabetes, coronary
heart disease, and a history of stroke are all listed as risk fac-
tors for stroke recurrence in the evaluation tool. Using man-
ual or traditional statistical analysis methods, the above-
mentioned scoring scales combine several risk factors that
affect stroke prognosis and assign varying weights to each
risk factor. Diverse groups of people have different lifestyles;
thus, it is still unclear whether the weights allocated to these
aspects are appropriate for Chinese people. At present, for
the prediction of IS prognosis, domestic and foreign scholars
still mostly use retrospective cohort studies to construct a
risk prediction model for poor stroke prognosis based on
traditional statistical analysis of logistic regression and Cox
regression [14, 15]. The medical and health sector has
entered the age of big data as a result of the fast growth of
medical and health informatization building. Machine learn-
ing algorithms have been extensively employed in the med-
ical industry, such as illness prediction, disease prognosis
evaluation, disease auxiliary diagnosis, and health manage-
ment, in the face of these large data with huge volume, var-
ied kinds, and high hidden value [16]. This is because
machine learning algorithms can take into account more
variables and effectively reflect the unpredictable and com-
plex nature of the human body than traditional prediction
models that only consider one or two variables. A multilayer
feedforward neural network known as the BPNN was ini-
tially suggested by researchers in 1986, and it has since
become the most widely used neural system model in neuro-
science [17]. BPNN does not have high requirements for
data types and has strong nonlinear mapping ability and
adaptive ability, which can effectively dig out the influencing
factors related to the occurrence of diseases from the compli-
cated medical big data and scientifically evaluate the occur-
rence of disease risk [18]. Reference [19] used BPNN and
logistic regression model to construct a risk prediction
model for spontaneous hemorrhagic transformation in
ischemic stroke patients, respectively. The results showed
that the predictive performance of BPNN was better than
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that of the logistic regression model. Random forest is a
supervised learning ensemble algorithm proposed by refer-
ence [19] in 1995. Because of its great antinoise capabilities
and difficult overfitting, the algorithm is commonly
employed in illness risk prediction. The random forest
model outperforms the BPNN model and the logistic regres-
sion model in predicting the risk of coronary stenosis,
according to academic research, and its AUC values are
0.752, 0.723, and 0.739, respectively. Based on the current
research status at home and abroad, various traditional risk
scale scores have achieved certain results in the prognosis
prediction of ischemic stroke, but various scales only include
simple indicators such as age and past medical history, and
the prediction accuracy is often low and cannot fully explain
whether there is an interaction between the indicators. In
addition, the existing studies also have problems such as
small sample size, single center, retrospective studies, and
low data quality and sample representativeness [20]. Because
of the fast growth of data mining technology and the
increasing amount of data in electronic medical records,
the use of machine learning in the area of illness prognostic
prediction has made significant strides [21–24]. There are
still few studies on prognosis prediction of hemorrhagic
stroke patients, and further research is needed.

3. Method

3.1. The Basic Principle of Artificial Neural Network. Analo-
gous neural networks (ANNs) are mathematical models of
the brain’s synaptic connections. Modern neuroscience
research has resulted in the reduction, abstraction, and
modeling of the structure and function of the biological
nerve system of the human brain, which reflects the human
brain’s essential properties. This nonlinear network system
is made up of a large number of small basic units called neu-
rons that are connected in a way that resembles how the
human brain processes information and distributes process-
ing. ANN does not use mathematical methods for precise
calculation, nor does it need to predetermine basic functions
like regression equations, but directly train the neural net-
work with data or signal samples, and obtain a response after
a limited number of iterative calculations. Another advan-
tage of the neural network method is that it requires no prior
information and offers self-learning, self-adaptation, and
fault tolerance, making it ideal for multivariate pattern iden-
tification. It provides a new way to solve the uncertainty,
ambiguity, and dynamic complexity in hygiene evaluation.
At present, it has been widely used in the prediction, diagno-
sis, image processing, and other aspects of diseases in the
medical field, especially the error backpropagation algorithm
which is more widely used.

3.1.1. Backpropagation BP Network Algorithm. The error
backpropagation technique was first published by Paul Wer-
bos in 1974, although it was not extensively used at the time.
BPNN is a multilayer forward neural network based on this
approach. It was not until the mid-1980s that some scholars
conducted further research on the BP algorithm and wrote
the BP algorithm into the book “Parallel Distributed Pro-

cessing,” and the BP algorithm was not widely known.
BPNN is a typical multilayer feedforward neural network
using a teacher-supervised learning algorithm. It has power-
ful computing power and can master the input-output map-
ping relationship implied by the learning sample through
training and has a wide range of applications in classification
and prediction. Parallel networks are used in the BPNN.
Hidden node output signals are passed to the output node,
and eventually, the output result is supplied. Forward prop-
agation and backward propagation of errors are both used in
the algorithm’s learning phase. A forward propagation
method is used to process input information from the input
layer to the hidden layer and transmit it to the output layer.
A neuron’s current state solely influences the following neu-
ron’s current state. In the event that the desired output result
cannot be attained in the output layer, the error signal is
returned over the original connection channel and is then
processed via backpropagation. The mean square of the
error is reduced by adjusting the weights of neurons in each
layer. BPNN’s excellent nonlinear mapping ability and gen-
eralization function have been shown by neural network the-
ory. A three-layer network may realize any continuous
function or mapping.

3.1.2. BP Network Structure. BPNN is by far the most
famous and widely used neural network. Theoretically, the
complex nonlinear relationship can be fully described by a
three-layer feedforward network. An input layer, a hidden
layer, and an output layer are the three layers that make
up a network. The topology of a typical BPNN is shown in
Figure 1.

Because of this, the BP algorithm alters its weights and
biases in the opposite direction of gradient, which is similar
to how a linear network’s learning algorithm works. A math-
ematical formula for the BP algorithm’s iterative computa-
tion is as follows:

xk+1 = xk − νgr , ð1Þ

where xk represents the current weight and bias, xk+1 repre-
sents the next weight and bias generated by iteration, gr is
the gradient of the current error function, and ν represents
the learning rate.

Using an example of a BPNN with two hidden layers and
four total layers of neurons, we can figure out how the learn-
ing process works in this section. M is the number of inputs,
and m is the identifier for any one of them. An I represents
one of the I neurons in the first hidden layer, which has I
neurons in total. There are a total of j neurons in the second
hidden layer, each of which has been labeled with j. There
are P neurons in the output layer, each of which is symbol-
ized by the letter p. wmi is the weight between the mth neu-
ron in the input layer and the first hidden layer, which is
indicated as the weight output from the mth neuron to the
first hidden layer. wij Denotes the weight between the first
and second hidden layers. Input and output weights are
indicated by wip andwjp, respectively.
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The neuron input is denoted as Z, the output is denoted
as O, and ZI

i represents the input of the i
th neuron in the first

hidden layer. Let the transfer function of all neurons be the
sigmoid function. The training sample set is X = ðX1, X2
⋯ XNÞ, and any training sample Xk is an M-dimensional
vector, that is, X = ðXk1, Xk2 ⋯ XkmÞðk = 1, 2,⋯, NÞ; the
expected response is dk, and the actual output is Yk. Let n
be the number of iterations, and both the weights and the
actual output are functions of n. When the network input
training sample is X = ðXk1, Xk2 ⋯ XkmÞ, the network signal
is transmitted in a forward manner. For the intermediate
value of each layer, the expression can be written as follows.

The input of the ith neuron in the first hidden layer is

ZI
i = 〠

M

m=1
wmixkm: ð2Þ

The output of the ith neuron in the first hidden layer is

OI
i = f 〠

M

m=1
wmixkm

 !
: ð3Þ

The output of the jth neuron in the second hidden layer is

OI
i = f 〠

I

i=1
wijO

I
i

 !
: ð4Þ

The input of the pth neuron in the output layer is

ZP
p = 〠

J

j=1
wjpO

J
j : ð5Þ
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Figure 1: BP algorithm network structure.

Table 1: 16-item univariate logistic regression results.

Factors B S.E. Wald P OR OR (95% CI)

Age 0.045 0.006 23.12 <0.001 1.036 1.018-1.055

Systolic pressure 0.025 0.003 20.65 <0.001 1.015 1.005-1.028

Diastolic pressure 0.047 0.005 35.78 <0.001 1.040 1.022-1.055

Language disability 0.762 0.180 12.54 <0.001 2.169 1.460-2.221

CA 0.518 0.170 6.57 0.006 1.698 1.142-2.515

Hypertension 0.529 0.165 7.02 0.005 1.712 1.162-2.522

Hyperlipidemia 0.785 0.327 4.28 0.010 2.216 1.120-4.375

Smoking 0.219 0.096 4.18 0.011 1.289 1.028-1.627

Drinking 0.488 0.205 4.30 0.010 1.661 1.073-2.572

ADL 0.327 0.104 8.53 0.002 1.428 1.131-1.815

Triglycerides 0.216 0.085 4.12 0.012 1.274 1.025-1.582

LDL 0.184 0.082 3.21 0.026 1.243 1.002-1.538

Total cholesterol 0.152 0.068 3.79 0.017 1.204 1.010-1.436

Take aspirin regularly -0.181 0.085 3.22 0.026 0.685 0.530-0.975

Sleeping -0.344 0.117 6.85 0.006 0.578 0.514-0.887

Confidence -0.415 0.178 4.48 0.010 0.522 0.427-0.918
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The output of the pth neuron in the output layer, that is,
the network output, is

ykp =OP
p = f 〠

J

j=1
wjpO

J
j

 !
: ð6Þ

The output error of the pth neuron in the output layer is

e nð Þ = dkp nð Þ − ykp nð Þ: ð7Þ

Define the error energy as e, and the sum of the error
energy of all neurons in the output layer is

E nð Þ = 1
2〠

P

p=1
e2 nð Þ: ð8Þ

The error is opposite to the signal and propagates from
back to front, and in the process of backpropagation, the
weights and biases are modified layer by layer. The adjustment
process of backpropagation and error is calculated below.

3.1.3. Weight Adjustment. A partial differential of output
error energy compared to the predicted response to weight
is used in the BP algorithm, and the sign of this difference
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Figure 2: ROC curve of test set multivariate logistic regression.

Table 3: Area under ROC curve of the logistic regression model
and related results.

AUC 95% CI Accuracy Sensitivity Specificity
Youden’s
index

0.735
0.496-
0.825

82.5% 63.2% 75.6% 38.2%

Table 2: Multivariate logistic regression results of recurrence in patients with IS.

Factors B S.E. Wald P OR OR (95% CI)

Age 0.045 0.006 23.12 <0.001 1.036 1.018-1.055

Diastolic pressure 0.047 0.005 35.78 <0.001 1.040 1.022-1.055

Language disability 0.762 0.180 12.54 <0.001 2.169 1.460-2.221

Drinking 0.488 0.205 4.30 0.010 1.661 1.073-2.572

Triglycerides 0.216 0.085 4.12 0.012 1.274 1.025-1.582

Take aspirin regularly -0.181 0.085 3.22 0.026 0.685 0.530-0.975

Sleeping -0.344 0.117 6.85 0.006 0.578 0.514-0.887
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is used to alter weight. Following is the calculation of this
partial differential’s value. According to the learning rule of
gradient descent, the correction amount of wjp is

Δwjp nð Þ = −λ
∂E nð Þ
∂wjp nð Þ = θPp nð Þ∙OJ

j nð Þ, ð9Þ

where λ is the learning step size, p is the local gradient, and
θPp ðnÞ can be obtained according to the forward propagation
process of the signal. Thus, the next iteration value of wjp is
calculated.

Get the next iteration value of the weight wjpðn + 1Þ
before the hidden layer J and the output layer P:

wjp n + 1ð Þ =wjp nð Þ+Δwjp nð Þ: ð10Þ

In the same way, the next iteration value of the weight
wjpðnÞ before the hidden layer I and the hidden layer J can
be obtained:

wij n + 1ð Þ =wij nð Þ+Δwij nð Þ: ð11Þ

Through the following iterative formula, the weight
between the input layer M and the hidden layer I of the next
iteration can be obtained.

wmi n + 1ð Þ =wmi nð Þ+Δwmi nð Þ: ð12Þ

The above is the weight iteration formula of the learning
rule of the full sigmoid transfer function BPNN including
two hidden layers.

3.2. Basic Principles of Logistic Regression

3.2.1. Logistic Regression Model. One way to look at the con-
nection between binary data and some of their influencing
elements is through a probabilistic nonlinear regression
approach known as logistic regression (LR). It is often used
in epidemiological research to examine the quantitative
association between illnesses and other risk variables. Let
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Figure 3: Result comparison of BP models with different numbers of hidden layers.
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hidden layers.
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the dependent variable Y be a binary variable whose value is

Y =
1, negative result,
0, positive result:

(
ð13Þ

There are also m independent variables ðX1, X2 ⋯ XmÞ
that affect the value of Y . Note that P = PðY = 1jX1, X2 ⋯
XNÞ represents the probability of a positive result under
the action of m independent variables, and the logistic
regression model can be expressed as

P = 1
1 + exp α0 + α1X1 + α2X2+⋯+αmXmð Þ , ð14Þ

where α0 is the constant term and α1, α2,⋯, αm is the regres-
sion coefficient. If L is used to represent the linear combina-
tion of m independent variables,

L = α0 + α1X1 + α2X2+⋯+αmXm: ð15Þ

Transforming formula (14), the logistic regression model
can be expressed as the following linear form:

ln P
1 − P

� �
= α0 + α1X1 + α2X2+⋯+αmXm: ð16Þ

The left end of formula (16) is the natural logarithm of
the ratio of the probability of positive and negative results,
which is called the logit transformation of P, and is recorded
as logitP. It can be seen that although the value range of
probability P is between 0 and 1, logitP has no numerical
limit.

3.2.2. Logistic Regression Modeling. A logistic regression
model was developed using 500 patients acquired from a ret-
rospective investigation as training samples. To examine the
prediction performance, 200 patients from a prospective
inquiry were employed as prediction samples, which were
substituted into the developed model. Using the selected
training samples, univariate logistic regression analysis was
performed on the patients’ basic information, clinical infor-
mation, clinical biochemical indicators, postdischarge reha-
bilitation, and living conditions. For factor logistic
regression model, see Table 1. Multifactor screening was

Accuracy Sensitivity Specificity Youden index

Item

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Va

lu
e

BPNN-1
BPNN-2

BPNN-3

Figure 5: Prediction accuracy indicator of BP models with different hidden layers.

Table 4: Area under ROC curve of BP neural network and related
results.

AUC 95% CI Accuracy Sensitivity Specificity
Youden’s
index

0.796
0.658-
0.912

86.8% 82.1% 80.5% 64.7%
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carried out, and the forward method based on partial maxi-
mum likelihood estimation was used. With α = 0:05 as the
inclusion criterion and α = 0:10 as the exclusion criterion,
a logistic regression model for predicting the recurrence of
ischemic stroke patients was established. There are 7 factors
that finally entered the model (see Table 2).

4. Experiment and Analysis

4.1. Multivariate Logistic Regression Results. From the 7
influencing factors screened above, a logistic regression
model is established, and its expression is logitðPÞ = −6:765
+ 0:045x1 + 0:047x2 + 0:762x3 + 0:488x4 − 0:216x5 − 0:181
x6 − 0:344x7; in the formula,x1,x2,x3,x4,x5,x6, andx7repre-
sent 7 factors of age, diastolic blood pressure, language bar-
rier, alcohol consumption, triglyceride, aspirin, and sleep,
respectively. Substitute 200 test samples into the logistic
model established above, draw the ROC curve as shown in
Figure 2, and calculate the area under the curve (AUC):
AUC is 0.735, the prediction accuracy rate is 82.5%, and
the sensitivity and specificity are 63.2% and 75.6%, respec-
tively. Youden index is 38.2% (see Table 3).

4.2. BP Neural Network Modeling Results

4.2.1. Establishment and Training of the Network Model. 500
retrospectively investigated cases were used as the training
set, and 200 prospectively investigated patients were used
as the testing set. In order to simplify the calculation and
prevent unnecessary overfitting, logistic regression was used
to screen all factors by single factor in this study, and all 16
factors screened out by a single factor were used as input
variables, that is, the input layer neurons n = 16. Modeling

is done using three distinct types of simple BPNN models
with varied amounts of hidden layers. The number of hid-
den layer nodes is calculated using the trial and error
method in this study, with the first hidden layer node being
defined as 8 and the second and third layers being reduced
layer by layer to 6 and 3, respectively. At the same time,
the maximum training error is to be selected as 0.001, the
initial learning rate is 0.15, the minimum learning rate is
0.001, the maximum learning rate is 0.2, and the kinetic
energy term α = 0:95.

4.2.2. BP Neural Network Modeling Results. There is no sta-
tistically significant difference between the prediction results
of the training set and the actual results of each model
(P > 0:05), and the kappa values are all greater than 0.7, indi-
cating that the prediction results are more consistent with
the actual results. See Figure 3, so it can also be considered
that the number of different hidden layers has little effect
on the prediction results of the test set samples.

4.2.3. Comparison of the Area under the ROC Curve of the
Three BPNN Models. The predicted probability and actual
results of the three BPNN models are used to make the
ROC curve. The experimental results are shown in
Figure 4. It can be seen that the prediction accuracy of
BPNN-1 is higher than that of the other two models.

4.2.4. Comparison of Prediction Accuracy and Validity of
Models with Different Numbers of Hidden Layers. The pre-
diction accuracy rates of each model are 95.2%, 94.5%, and
93.7%, respectively, and there is no statistical significance
between the three accuracy rates. It can be seen that there
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Figure 6: Comparison of various indicators between the BP model and logistic regression.
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is no difference in the prediction accuracy of the BPNN with
different hidden layers. The results are shown in Figure 5.

4.2.5. Analysis of Influencing Factors of BPNN. Increasing the
number of hidden layers cannot improve the prediction
effect of BPNN and may even affect the accuracy of model
prediction. At the same time, the modeling time of a single
hidden layer is short, and overfitting is not easy to occur.
Choose a BPNN with one hidden layer. According to the
influence degree of the imported influencing factors on the
network, the top three influencing factors with the highest
degree of influence are ADL, diastolic blood pressure, and
aspirin consumption.

4.2.6. Predictive Validity and Area under the ROC Curve of
the Test Set of the BPNN Model. Substitute the data of the
test set into the trained neural network model, and draw
the ROC curve. The area under the ROC curve was calcu-
lated to be 0.796, and the calculated agreement of the model
prediction was 86.8%, the sensitivity was 82.1%, the specific-
ity was 80.5%, and the Youden index was 64.7%. The specific
results are shown in Table 4.

4.3. Comparison Results between BP Neural Network and
Logistic Regression. Compared with the logistic regression
prediction model, the product under the ROC curve of the
BPNN prediction result was 0.796, which was greater than
the 0.735 obtained by the logistic regression prediction
model, and the difference was statistically significant when
comparing the area under the curve of the two models.
The accuracy rate, sensitivity, specificity, and Youden index
of the BPNN are also higher than those of the logistic regres-
sion model, so the prediction effect of the BPNN is better
than that of the logistic regression, as shown in Figure 6.

5. Conclusion

The continuous development of my country’s social econ-
omy has improved the living standards of residents. Because
of the prevalence of unhealthy lifestyles in my country, the
incidence of stroke has continued to climb, and the age of
onset has gradually decreased. Stroke has had a significant
impact on our people’s health. In my country, it has become
one of the most serious public health issues. The latest data
from the Global Burden of Disease Study show that from
2005 to 2017, the incidence of ischemic stroke in my country
was on the rise. In 2017, there were 156 new ischemic
strokes per 100,000 people in my country. Research shows
that the disability-adjusted life years lost due to stroke in
my country ranks first among all diseases, with a recurrence
rate of 9.7% within three months of onset and a disability
rate of 37.1%. Because BPNN has been paid more and more
attention by medical workers in disease prediction, people
often use it to compare with the logistic regression model.
The advantages of the logistic regression model are that it
is simple and easy to use, the quantitative interpretation of
the individual effects of factors is clear, the approximate esti-
mation of the relative risk can be directly obtained, and the
methodology of the quantitative dependence of variables
can be established. The neural network model uses the infor-

mation theory method, along with a human-like thinking
mode, to develop the network by learning existing examples.
It has a strong ability to solve the collinear effect and inter-
action between variables, and it has no restrictions on the
distribution of data and can make full use of data informa-
tion, with strong fault tolerance. As a nonlinear mathemati-
cal model, neural networks aid in the discovery of
undiscovered correlations among various variables. There-
fore, the following work is done in this paper: (1) the
research progress and related technologies of IS recurrence
prediction by domestic and foreign scholars are introduced,
and the theoretical basis for the BP prediction model and
logistic regression prediction model proposed in this paper
is provided. (2) The basic principles of BPNN and logistic
regression are introduced, and the logistic multifactor pre-
dictor is constructed. (3) The experimental results are that
the area under the ROC curve of the logistic regression pre-
diction model is 0.735, and the area under the ROC curve of
the BPNN prediction results is 0.796. The Youden indices of
BPNN and logistic regression are 64.7% and 38.2%, respec-
tively, indicating that the prediction effect of BPNN is better
than that of logistic regression. The consistency rate, sensi-
tivity, and specificity of BPNN prediction results are greater
than those of logistic regression, showing that the BPNN
model has a superior fitting effect for disorders like ischemic
stroke, which have many pathogenic components and com-
plex connections between them.
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Physical exercise refers to various physical exercises carried out through certain means and methods. Physical exercise can not
only achieve the purpose of strengthening the body and health but also make people face challenges in physical and mental
sports, and the resulting psychological satisfaction and excitement make exercisers happy physically and mentally. Physical
activity has a certain appeal that makes it one of the most effective ways for modern people to alleviate mental illnesses. The
human brain’s reaction time is linked to its thinking speed and intelligence. Regular physical activity can increase human brain
cell reaction time and completely utilize human brain capacity, which is beneficial to the healthy development of human
attention, memory, imagination, and thinking ability. Scientific and reasonable physical exercise is also an important means to
improve people’s intelligence levels. Everyone’s physical health level is closely related to their mental health. A healthy mind
comes from a healthy body. A large number of scientific studies have confirmed that reasonably arranging the contents and
methods of physical exercise according to their own health level and psychological state cannot only enhance the physique of
college students but also cultivate their excellent personality. Firstly, this paper summarizes the influence of physical exercise
on mental health. The ways of employing physical exercise to improve and improve the mental health of college students are
presented in this study. Then, this paper proposes a physical exercise intervention based on an improved neural network (NN),
which has an impact on the mental health level of college students, and the effectiveness of this model is verified by simulation
experiments.

1. Introduction

Nowadays, with the rapid development of the social econ-
omy, the stress events faced by college students will also
increase in a complex environment. When people encounter
stressful events in life, they will have a sense of stress [1].
When people do not know how to face this sense of pressure,
they will have all kinds of negative emotions. The National
Health Commission released the content on the develop-
ment of teenagers’ mental health, pointing out that with
the rapid development of the economy and society, various
complex relationships between adults will involve teenagers,
and they will also face environmental changes and complex

interpersonal communication, which will put pressure on
them [2]. The psychological and physiological development
of college students in this period is not fully mature. They
are more likely to feel pressure and develop psychological
and behavioral difficulties, such as irritation and anxiety,
when their living environment changes [3]. In recent years,
negative emotions have also received extensive attention in
the field of psychology. Previous studies have shown that
college students’ stress events lead to the rise of psychologi-
cal pressure, and the impact of the increase of psychological
pressure on negative emotions is also gradually increasing
[4]. The relationship between physical exercise and students’
mental health is shown in Figure 1.
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The proportion of negative emotions caused by psycho-
logical pressure is as high as more than 20%, mainly because
college students are prone to negative emotions such as
anger, anxiety, and depression in the face of various stress
events [5]. Foreign researchers have found that stress can
predict negative emotions; at the same time, some studies
have found that the pressure perceived by individuals in
daily life can positively predict a series of negative emotions
such as worry and anger. Therefore, it is necessary to adopt
effective regulation methods to regulate and guide college
students’ psychological pressure and negative emotions, so
as to enhance the development of physical and mental health
[6]. Physical exercise, as a means of control, has been dem-
onstrated in some studies to be more sensitive to the impact
of individual mood in the field of mental health; both short-
term exercise and long-term exercise can alleviate the nega-
tive emotional state caused by psychological pressure [7]. In
an experimental study, the meta-analysis of the impact of
stressors on emotion pointed out that when subjects respond
to stressors, their negative emotions will also increase. In
daily life, college students’ psychological stress, negative
emotion, and physical exercise are different [8]. By tracking
and measuring them, this paper explores the relationship
between college students’ psychological stress and negative
emotion, and the impact of psychological stress on a nega-
tive emotion further enriches the relevant research on the
relationship between college students’ psychological stress
and negative emotion and explores the regulatory effect of
physical exercise between psychological stress and negative
emotion. It serves as a vital foundation for future daily
follow-up study in this sector [9].

This paper proposes a physical exercise intervention
based on an improved NN, which has an impact on the
mental health level of college students. Track and measure
the daily psychological pressure, negative emotion, and
physical exercise of college students, understand the overall
situation of college students in these three aspects, deeply
analyze the relationship between psychological pressure

and negative emotion and the impact of psychological pres-
sure on a negative emotion, and explore the regulatory effect
of physical exercise on their relationship. At the same time,
it puts forward reasonable suggestions for improving college
students’ psychological pressure and negative emotional
state and promoting their physical and mental health.

The arrangements of the paper are as follows: Section 2
discusses the related work. Section 3 defines the design of
application model. Section 4 examines the experiments and
results. Section 5 concludes the article.

2. Related Work

2.1. Effect of Sports Intervention on Psychological Stress of
College Students. Compared with teenagers, college students
enjoy higher freedom of activities. They choose their own
way of life according to their own principles, schedules,
and likes and dislikes. They can control their leisure time
and choose their favorite exercise environment and exercise
methods [10]. They can arrange the time according to their
own schedule, regularly participate in physical exercise, mas-
ter the skills needed for lifelong physical exercise, and may
eventually become a lifelong sports population. Therefore,
it is particularly important to increase the frequency of phys-
ical exercise during college. However, research shows that
the frequency of physical exercise decreases with age [11].
Generally speaking, from children to teenagers, from teen-
agers to college students, and from college students to adults,
the frequency of physical exercise is getting lower and lower.
Researchers conducted a survey on the reasons for the for-
mation of exercise habits among college students. The
results found that students who participated in a course on
jogging and health knowledge may have a more positive atti-
tude towards physical exercise and are more likely to become
a person who adheres to jogging as a way of fitness [12]. The
mechanism of physical exercise affecting psychological stress
is shown in Figure 2.

Intervention of physical exercise
on college students� mental health

Influence mechanism

Influence on personality perfection

Relationship with social adaptability

Relationship with social adaptability

Methods to improve anxiety disorder

Ways to improve depression

Enhance self-confidence

Enhance social adaptability

Mechanism of influence on intelligence

Relationship with emotional control

Figure 1: The relationship between physical exercise and students’ mental health.
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Regular physical exercise increases the nerve excitation
conduction frequency between brain and muscle, promotes
the increase of brain nerve excitation, and then inhibits the
level of individual psychological pressure [13]. There is an
obvious item effect of sports on psychological stress: it may
be related to the item group characteristics of sports.
According to the event group theory, football and basketball
belong to skill-dominated the same field antagonistic pro-
jects. The characteristics of this event group are high exercise
intensity, which can make the exerciser focus on the limited
stimulus sources during the exercise, and then lose the feel-
ing of time. Integrate oneself organically with the environ-
ment so that the body and soul are in a balanced state with
a strong sense of control and ability [14].

Volleyball, table tennis, and badminton belong to skill-
oriented net separated antagonistic events, which are charac-
terized by strong confrontation and sports load. In the pro-
cess of exercise, exercisers communicate through body
language. The sense of joy after victory or the negative mood
after failure makes physical activities stimulate the nervous
system, which is conducive to the individual getting rid of
the paranoid symptoms of depressed thoughts and delusions
[15]. Roller skating belongs to endurance events dominated
by physical fitness. This group belongs to aerobic exercise.
Aerobic exercise has a good therapeutic effect on mild to
moderate anxiety and depression. Wushu belongs to the
skill-oriented project, which is difficult to express beauty.
The characteristics of the project can improve the flexibility
and balance of the exerciser’s nervous system, effectively
enhance the individual’s self-control ability, and significantly
promote the adjustment of individual psychological states
[16]. Individuals can improve their self-awareness and self-
awareness in their interpersonal communication and then
adjust their adaptive adjustments in the objective environ-
ment, which is crucial in improving individual psychological
difficulties and development.

2.2. Effect of the Exercise Intervention on College Students’
Health Belief. Health belief can not only affect the behavior
of individuals participating in physical exercise but also
effectively improve the level of individual health belief
through sports intervention [17]. There is no systematic
research and explanation on the mechanism of sports affect-
ing health belief, but it can be explained according to three
theories. First, there is social cognitive theory, which main-
tains that human activities are the outcome of interactions
between people, their behavior, and their surroundings.
Individuals increasingly realise the function and importance

of physical activity in sports and believe that physical activity
can successfully avoid their personal risks and diseases,
resulting in an increase in individual health belief [18]. Sec-
ond, the theory of planned behavior holds that attitude has
the function of behavior belief, which enables individuals
to perceive the advantages and disadvantages of physical
exercise behavior when participating in sports, so as to rec-
ognize physical exercise behavior and improve the level of
individual health belief [19]. Third, the theory of protective
motivation holds that the comprehensive perception of effi-
cacy and response cost produces stress evaluation. When the
internal reward and external reward system of individual
health behavior perceive that physical exercise can reduce
the severity and susceptibility of individual diseases, the
comprehensive perception of reward and fear will produce
benign evaluation, so as to improve the level of individual
health belief [20].

College students’ perceptions of physical activity are not
limited to certain sports, such as aerobics. This study is sig-
nificant because it demonstrates that previously acquired
knowledge about physical activity and health can be carried
over from college to adulthood. In other words, if a person
takes physical exercise as an important part of his life in col-
lege, this lifestyle is more likely to last for the rest of his life
[21]. Then, scholars compared the physical exercise of stu-
dents from four different universities, which have different
requirements for physical education. The results show that
the subjects from schools with high requirements for physi-
cal education have a higher level of physical exercise than
other subjects and are better than other subjects in mastering
physical exercise knowledge, attitude towards physical edu-
cation, and exercise habits. At the same time, the research
also shows that subjects from schools with high require-
ments for physical education are relatively more active in
physical exercise and tend to show a high desire for exercise
[22]. The impact of an exercise intervention on college stu-
dents’ health beliefs is shown in Figure 3.

2.3. Research Status of Improved Neural Network. The NN is
a system that simulates the results and functions of the
human brain NN. Good self-learning, self-organization,
fault tolerance, and the ability to simulate nonlinear rela-
tions make NNs widely used in the field of science and tech-
nology [23]. It has been proved that a simple three-layer
feedforward NN using a sigmoid response function can
approximate any nonlinear function. The superior perfor-
mance of NNs largely depends on the learning of weights
[24]. The most widely used weight learning method is the

Mechanism of physical exercise
affecting psychological stress Endorphin effect hypothesis

Interactive conduction hypothesis of
brain and muscle excitation

Hypothesis of self-protection mechanism
against stress

Figure 2: The mechanism of physical exercise affecting psychological stress.
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BP algorithm, which uses the response propagation of error
to adjust the weight. However, the BP algorithm is powerless
for systems that cannot determine gradient information [25].

Many academics have begun to examine utilizing the
particle swarm optimization algorithm to alter the weight
of NN, and the particle swarm optimization method can also
optimize the structure of the NN [26], due to its develop-
ment as a good global convergence approach that is simple
to implement. So far, there are two main methods to train
NNs with particle swarm optimization algorithms: to train
the weights of NNs with particle swarm optimization algo-
rithms [27]. One is to combine the particle swarm optimiza-
tion algorithm with the BP algorithm, using the powerful
global search ability of the particle swarm optimization algo-
rithm and the good local search characteristics of the BP
algorithm [28]. When the particle swarm optimization algo-
rithm converges to a certain degree, the BP algorithm is used
to continue to search for the global best of particle swarm
optimization and finally get the global optimal solution [29].

3. Design of Application Model

3.1. Basic Particle Swarm Optimization Algorithm. The par-
ticle swarm optimization algorithm updates iteratively from
the initial random position until it finds the global optimal
position, that is, the global optimal solution of the problem.
The particle swarm optimization algorithm is a random
search optimization algorithm, which has good global con-
vergence for multimodal problems. The updated formula is
as follows:

vk+1i,d = vki,d + c1 × r1 × pki,d − xki,d
� �

+ c2 × r2 × pkg,d − xki,d
� �

,

xk+1i,d = xki,d + vk+1i,d :

ð1Þ

The speed update of particle swarm optimization is
divided into three parts: the first portion is the particle’s
speed before iteration; the second part is the cognitive part,
which is the particle’s best location; and the third part is
the social part, which is the particle’s best position in the
particle group. Figure 4 depicts the basic flow of the particle
swarm optimization technique.

Unless the optimal solution of the problem is on the tra-
jectory of particle swarm optimization, the particle swarm
will fly down at the current speed and in the same direction

until it hits the edge of the search; particle swarm optimiza-
tion algorithm cannot find the optimal solution, and the
optimal solution must be almost impossible on the trajectory
of particle swarm optimization. In order to achieve a better
balance between local search and global search, inertia
weight factor is introduced into the basic particle swarm
optimization algorithm. The mathematical expression is as
follows:

vk+1i,d =w∗vki,d + c1 × r1 × pki,d − xki,d
� �

+ c2 × r2 × pkg,d − xki,d
� �

:

ð2Þ

The inertia weight factor decreases linearly, as shown
below.

w kð Þ = −0:5 k
max number

� �
+ 0:9: ð3Þ

The decreasing inertia weight factor makes the algorithm
has better global search ability in the early stage and better
convergence in the later stage, but the convergence speed is
relatively slow. The increasing inertia weight factor makes
the algorithm to converge quickly in the early stage. The
inertia weight factor that increases first and then decreases
is shown in the figure below.

w kð Þ =
1 × k

max number + 0:4, 0 ≤ k
max number ≤ 0:5,

−1 × k
max number + 1:4, 0:5 ≤ k

max number ≤ 1:

8>><
>>:

ð4Þ

In the whole iterative process, the initial W is large, and
the particles fly rapidly all over the whole search space. After
reaching the iterative threshold, the inertia weight will be
limited to FW, and the particles maintain a certain speed
to find the global optimal value in the neighborhood of the
optimal value. The values of uniformly distributed random
inertia weight factors vary according to whether the global
optimal particle position changes, as shown in the following:

If Δg best = 0,w = rand r1, r2ð Þ ; elsew = rand r3, r4ð Þ: ð5Þ

Social cognitive theory

Planned behavior theory

Protection motivation theory

The impact of an exercise
intervention on college
students' health beliefs

Figure 3: The impact of an exercise intervention on college students’ health beliefs.
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The change rate of the optimal fitness value is shown in
the following formula.

k = f tð Þ − f t − 10ð Þ
f t − 10ð Þ : ð6Þ

The convergence of particles can be seen from its
change. If the parameter setting is unreasonable, the speed
of particles will increase or decrease rapidly. The ideal veloc-
ity of a particle swarm is to start relatively large, get smaller
and smaller, and finally become 0. The inertia weight for-
mula is as follows.

w t + 1ð Þ =max w tð Þ − σ × rand,wminf g, vave t + 1ð Þ > videal t + 1ð Þ,
w t + 1ð Þ =min w t + 1ð Þ + σ × rand,wmaxf g, vave t + 1ð Þ ≤ videal t + 1ð Þ:

(

ð7Þ

When the position of the particle swarm does not change
in a continuous number of iterations, the k-dimension of the
optimal particle position is randomly taken and replaced
with a random number with a certain probability. The aver-
age particle spacing formula is as follows.

D tð Þ = 1
M · L

� �
〠
M

i=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
D

d=1
xtid − �pd
� �2

vuut : ð8Þ

No matter which mutation operation is adopted, the
adaptive mutation operator actually uses an evaluation
mechanism to randomly change the position of the optimal
particle when the algorithm falls premature. In this case,
similar to the multiobjective constraint processing method,
all constraint functions are treated as an objective function.
When there is a dominant relationship, the multiobjective
constraint processing method is used for individual
comparison.

3.2. Particle Swarm Optimization Improved Neural Network.
The NN was trained using the particle swarm optimization
approach, which included weight training and structural

correction. The optimization problem of finding the ideal
continuous weight for NNs is essentially a continuous and
difficult optimization problem. However, the possibility of
a single restricted infeasible solution in the individual opti-
mal solution may not be the most effective method, because,
under this idea, the information of some important infeasi-
ble solutions cannot be used, such as the infeasible solutions
with small objective function values, which may be closer to
the global optimal solution than some feasible solutions.
Therefore, it is very necessary to allow the infeasible solution
as the guiding position with a certain probability under cer-
tain conditions. When using the particle swarm optimiza-
tion algorithm to train the weights of the NN, the first is
the coding of particle swarm optimization, as shown in
Figure 5.

The position of each particle represents the value of all
weights of a group of NNs. The specific coding method is
as follows.

particle ið Þ = w31w32w41w42w51w52w61w62w63ð Þ: ð9Þ

After particle swarm optimization coding, the error cri-
terion function in the BP algorithm is taken as the particle
fitness function, and then, the optimization is carried out
according to the basic particle swarm optimization process.
Finally, the location of the globally optimal particle is the
ownership value of the NN. The speed update formula for
connecting variables is as follows.

vih ⟵w ∗ vih + c1 ∗ rand ∗ pi − δihð Þ + c2 ∗ rand ∗ g − δihð Þ:
ð10Þ

The output of each node is calculated according to the
following equation:

Q1
i = μAi

xð Þ = 1
1 + x − við Þ/σið Þ2	 
b : ð11Þ

The two successive changes of weight can be regarded as
the change of particle velocity, as shown as follows:

Q2
i =wi = μAi xð ÞμBi yð Þ, i = 1, 2: ð12Þ

The outputs are normalized firing strengths, as shown as
follows:

Q4
i = �wif i = �wi pix + qiy + rið Þ, i = 1, 2: ð13Þ

The summation of all input signals as the overall output
is shown as follows:

Q5
i = overall output =〠

i

�wif i =
∑i wi f i
∑i wi

: ð14Þ

Start

Data preparation

Create initial FIS based on FCM
clustering

Train dataTest data

Set membership functions parameters

Randomly divide data into train and test set

Normalizing data

Figure 4: The basic flow of particle swarm optimization algorithm.

5Computational and Mathematical Methods in Medicine



The inertia weights can be presented as follows:

Δω2 = λ1e kð Þxj′+ λ2 c1r1 ω2 bð Þ − ω2ð Þ + c2r2 ω2 gð Þ − ω2ð Þ½ �:
ð15Þ

However, the current particle swarm optimization algo-
rithm needs a lot of calculation when optimizing the struc-
ture of the NN, and it is difficult to meet the requirements
for some problems that need online learning. One location
is a feasible solution, and the other location is an infeasible
solution. When this happens, in order to avoid the problem
that the algorithm cannot jump out of the local extreme
point due to the loss of important infeasible solution infor-
mation, in the early stage of evolution, it is allowed to accept
the infeasible solution with a certain probability when the
function value of the infeasible solution is less than the func-
tion value of the feasible solution. However, in the later stage
of the algorithm, in order to better carry out local mining,
the emergence of the infeasible solution is unbearable; there-
fore, the probability of accepting an infeasible solution
decreases to 0. At this time, it is obviously unreasonable to
only consider the size of constraint violation degree and
ignore the optimization function of function. Therefore, in
this case, how to reasonably balance the relationship
between function value and constraint violation degree and
select a more reasonable position as the individual optimal
guidance position is very important. In order to better evolve
continuous variables and discrete variables, this algorithm
uses the PSO algorithm with outstanding performance to
solve continuous optimization to deal with the optimization
of continuous variables, uses the GA algorithm which is
mature to solve discrete optimization to deal with the evolu-
tion of discrete variables, and organically combines the two
by means of collaborative crossover.

4. Experiments and Results

Physical exercise refers to the process in which people pro-
duce a series of stimuli to various organ systems through sci-
entific activities, promote a series of adaptive changes and
reactions to the human body’s morphological structure and
physiological function, and improve health and physique.
Exercise time is usually related to people’s exercise load,
which is mainly manifested in that if the exercise load is
large, the exercise time is short. The analysis of each physical
exercise time of college students is shown in Table 1 and
Figure 6.

The study found that college students have sufficient
physical exercise time. Those who exercise more than 30
minutes each time account for 55% of the total survey, of
which 36% are in 30-60 minutes. Boys have more exercise
time than girls in general. There are significant differences
in physical exercise time between the sexes. Exercise inten-
sity plays a very important role in improving and improving
college students’ mental health. Different physical exercise
intensities will have different effects on the mental health
level of college students; that is, the psychological status of
students varies with the intensity of physical exercise. The
intensity of each physical exercise of college students is
shown in Table 2Figure 7 and Figure 8.

The study found that nearly 80% of students said that
the intensity of each exercise can reach more than medium
intensity, that is, slight sweating all over the body. 36% of
the students said they could reach the level of exhaustion
every time they exercised. However, studies have shown that
the effect of moderate-intensity physical exercise on educat-
ing the mental health of college boys is significantly higher
than that of low-intensity and high-intensity physical exer-
cise. It is suitable for college girls to use a lower moderate
amount of exercise, and the suitability of exercise intensity
is the guarantees of good mental health effect. The research
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Figure 5: Particle swarm optimization NN structure diagram.
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shows that the exercise intensity of college boys is generally
higher than that of girls, and girls are mainly in the exercise
mode below medium intensity. There is a significant differ-
ence between exercise intensity and students’ gender. Self-
stress assessment is to use the self-stress assessment test
form to let students fill in the form and answer according
to the actual situation, calculate the total score according
to the corresponding bisection standard, and then evaluate
the degree of stress they feel according to the corresponding
score segment. The study found that the mental health level
of college students is low, in which only 5% and 25% of the

students feel no pressure or feel less pressure, while the
number of students with moderate self-pressure accounts
for 46% of the total survey, and 18% of the students feel
greater self-pressure. The relationship between college stu-
dents’ self-stress test and exercise time is shown in Table 3.

Physical activity is not only beneficial to college students’
intellectual growth, but it also has a clear influence on reduc-
ing anxiety, building a positive self-concept, and removing
psychological barriers, as evidenced by the findings. In the
process of exercise, it improves the level of college students’
health belief, makes individuals subjectively evaluate psycho-
logical stress, and has a great negative impact on health
caused by illness so that the health belief that avoiding psy-
chological stress is good for personal health regulates the
process of exercise to improve psychological stress. Taking
the students in five colleges and universities in Jiangsu Prov-
ince as the survey object, this paper studies the intervention
of physical exercise on college students’ mental health by
using the methods of literature, investigation, mathematical
statistics, and logical analysis.

5. Conclusion

College students are a special group, and their physical and
mental health is the basis for success. Their physical appear-
ance and health are directly tied to the future health, scien-
tific, and technical benefits of high-tech teams. We require
physical exercise to strengthen our bodies because our daily
studies and lives prevent us from moving for long periods of
time. This research suggests a physical exercise intervention
based on enhanced NN that has an effect on college students’
mental health. To sum up, the appropriate sports plan can
help college students carry out scientific and reasonable

Table 1: Analysis of physical exercise time of college students.

Exercise time Man Woman Total

10min~ 30min 17% 28% 45%

30min~ 60min 21% 15% 36%

More than 60 minutes 13% 6% 19%

Total 51% 49% 100%

0% 20% 40% 60% 80% 100% 120%

Total

30min~60min

10min~30min

More than 60 minutes

Man
Woman

Figure 6: Analysis of physical exercise time of college students.

Table 2: The intensity of each physical exercise of college students.

Exercise time Man Woman Total

High strength 21% 15% 36%

Medium strength 23% 20% 43%

Small strength 6% 9% 15%

Other 1% 5% 6%

Total 51% 49% 100%

120%
100%

80%
60%
40%
20%

0%
High strength Medium

strength
Small

strength
Other Total

Man

Woman

Figure 7: The intensity of each physical exercise of college
students.

Table 3: The relationship between college students’ self-stress test
and exercise time.

Exercise time
High

pressure
Medium
pressure

Low
pressure

10min~ 30min 55 64 42

30min~ 60min 32 57 66

More than 60
minutes

20 33 76

0 10 20 30 40 50 60 70 80

More than 60 minutes

10min~30min

30min~60min

Medium pressure

High pressure

Low pressure

Figure 8: The relationship between college students’ self-stress test
and exercise time.
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exercises. This kind of physical exercise mode has stronger
pertinence and is effective in improving and improving the
mental health level of college students.

At present, medical psychology has achieved certain
results in the diagnosis and treatment of mental diseases,
but the particularity of physical exercise cannot be compared
with other ways to improve and treat mental diseases. For
college students, it is more effective and useful. College stu-
dents are frequently impacted by emotional oscillations
and excessive mental tension due to the quick speed of work
and living in today’s culture, as well as severe rivalry. College
students can formulate appropriate physical exercise
methods to improve their mental health level according to
their own physical conditions, health status, interests, and
hobbies and make timely adjustments and interventions
for their psychological and emotional adverse reactions, so
as to make their physical and mental relaxation moderate
and always maintain a relatively stable state. Because physi-
cal exercise has high application value and theoretical
research value to promote the level of mental health, we
should constantly explore this field and study more effective
means and methods to improve the level of mental health.
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With the continuous improvement of medical technology and the aging of the population, the death rate of stroke is gradually
decreasing, but the recurrence rate is still high, and the number of recurrences is increasing, resulting in disability and other
symptoms, which brings great burden and distress to patients and their families. As the number of strokes increases,
neurological impairment becomes more and more severe, affecting patients’ ability to live, socialize, and work, and seriously
reducing their quality of life. Clustered care is a combination of evidence-based linked interventions and a multidisciplinary
team providing the best possible care through evidence-based research and highly operational practice, and it can improve
outcomes for ischemic stroke patients more than implementation alone. This paper presents a Cox proportional risk
regression-based model, using it to build the most used semi-parametric model for multifactorial survival analysis, due to its
advantages of both parametric and nonparametric models, and to analyze the factors influencing survival time in study
subjects with incomplete data. The proposed strategy has been found to be useful in predicting ischemic stroke recurrence and
cluster care interventions for patients.

1. Introduction

Currently, the treatment strategy of ischemic stroke is to
improve cerebral blood circulation, restore blood flow in
obstructed blood vessels as early as possible, ensure the sta-
bility of cerebral blood flow, and reduce neurological dam-
age through pharmacological thrombolysis or mechanical
embolization. The advantages, disadvantages, and research
progress of cerebral blood circulation improvement therapy,
neuroprotective therapy, and preventive therapy for IS are
reviewed in order to provide new ideas for the development
of IS prevention strategies and therapeutic drugs [1–3].

Irreversible necrosis will develop in the ischemic core
area of brain tissue after the development of IS. It is possible
to successfully reduce cerebral ischemia damage and recover
the structure and function of brain tissue if cerebral blood
circulation can be improved promptly within the therapy

time window. Measures like thrombus clearance and vasodi-
lation are frequently employed in clinical practice to
improve cerebral blood circulation. Within the therapeutic
time window, thrombus removal is the most effective way
to restore blood flow to the ischemic area. In clinical prac-
tice, thrombus removal therapy includes intravenous throm-
bolysis and endovascular intervention [4–6]. The major
thrombolytic method is intravenous thrombolysis using
tissue-type fibrinogen activator, which is straightforward,
quick, and relatively safe within the therapeutic time win-
dow. In addition, neuroprotective agents are a promising
IS treatment strategy, which can reduce the extent and
degree of neuronal cell death after IS to play an anti-IS role.
The main symptoms of ischemic stroke are shown in
Figure 1.

Therefore, the clinical translation of neuroprotective
agents has become a hot topic of research. The use of tPA
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beyond the time window (6 h) will lead to an increased risk
of hemorrhagic transformation and mortality by four; there-
fore, only 1% of patients benefit from clinical treatment with
t-PA intravenous thrombolysis. There is no significant
thrombolytic effect with intravenous thrombolysis for vascu-
lar occlusion caused by platelet-rich emboli, old emboli, cal-
cified emboli, or fat emboli. With the maturity of medical
imaging technology, scholars found that there exists part of
the ischemic semi dark zone with mainly apoptotic neurons
in the marginal zone between the normal zone around the
central area of ischemia and the ischemic zone, and restoring
the blood flow state of the ischemic semi dark zone can stop
its transformation into necrotic tissue. Therefore, the brain
tissue density and gray-white matter interface of the insular
zone after 4.5 h of IS attack were observed with the cooper-
ation of imaging, and patients with small infarct core volume
and disproportionate cerebral infarct area were selected for
intravenous thrombolytic therapy by assessing the size of
salvageable brain tissue. The thrombolytic effect and prog-
nosis were good [7]. One study used CT/magnetic resonance
perfusion imaging and RAPID automated software to assess
the degree and extent of cerebral ischemia, identify salvage-
able brain tissue, and screen patients with a perfusion defect-
core ischemic area mismatch for t-PA intravenous thrombo-
lysis and showed that good outcomes and prognosis were
still achieved by extending the thrombolysis time window
to 9 h in the screened patients.

In China, where the nurse-patient ratio is severely imbal-
anced, targeted evidence-based practice is more conducive to
rational deployment of medical resources to improve the
quality-of-care delivery in terms of quantity and quality.
The development of a clustered nursing intervention pro-
gram as a link in the distribution of evidence for JBI
evidence-based nursing practice integrates evidence into
clinical practice in a way that supports nursing interven-
tions’ scientific basis in clinical implementation [8, 9]. Clus-
tered care is the construction of specific task lists and
standardized care processes. Each care intervention in a
structured program is based on high-level clinical evidence,
and its effects are greater than the effects of individual inter-
ventions through integration, which can be targeted to pro-
vide patients with safer and more reliable care and to achieve
the best possible outcomes. The single-patient cluster care
interventions are not static but are implemented in a way
that considers clinical realities and patient wishes. Both
patients and caregivers are involved in the health manage-
ment process, and each intervention is evaluable, providing
feedback to clinical staff, improving the quality of clinical
care, enhancing the patient-nurse relationship, and increas-
ing patient compliance and satisfaction [10]. Currently, tra-
ditional empirical nursing approaches are used to avoid

lower extremity DVT in acute ischemic stroke patients,
and a scientific preventative system has yet to be developed.
The use of mechanical prophylaxis, pharmacological pro-
phylaxis, and early activity alone can improve one aspect
of the cause of lower extremity DVT and thus prevent
thrombosis, which has been verified in clinical studies. For
example, early functional exercise and intermittent pneu-
matic compression devices can improve the flow rate of
blood in patients’ lower extremities, accelerate blood flow,
avoid blood stagnation in the lower extremities, and prevent
the aggregation of clotting factors while through drugs can
not only improve the hypercoagulable state of blood, but
also increase the risk of bleeding in patients, and how to
make the benefits of drug prophylaxis outweigh the risks in
patients is still controversial. The occurrence of LDVT is
based on high blood viscosity, slow blood flow, and vascu-
lar wall. The interconnection and interaction between the
three main etiologies of LDVT lead to abnormal clotting
of blood to form emboli and impede blood flow. The risk
of lower extremity DVT in patients with acute ischemic
stroke can be more effectively prevented through the devel-
opment and implementation of a cluster care intervention
program and enhanced health education for patients and
caregivers [11].

The Cox proportional risk regression model, also known
as Cox regression, was proposed in 1972 and is now the
most widely used and classic modelling method in survival
analysis. It is primarily used in the medical field for the anal-
ysis of prognostic factors in oncology and other chronic dis-
eases, as well as the evaluation of clinical outcomes and
etiologic exploration. The application of the Cox propor-
tional risk regression model is limited to some extent by
the presence of nonlinear effects between the independent
and dependent variables. However, compared with the
Kaplan-Meier method, it can satisfy the simultaneous analy-
sis of multiple variables and also analyze the effects of con-
tinuous variables on survival outcomes. In this paper, we
propose a COX-based proportional risk regression model
for ischemic stroke recurrence prediction and patient clus-
tering care intervention.

The paper’s organization paragraph is as follows: The
related work is presented in Section 2 as well as ischemic
stroke disease and bundled patient care. Section 3 analyzes
the methods of the proposed work. Section 4, discusses the
experiments and results. Finally, in Section 5, the research
work is concluded.

2. Related Work

In this section, we define the ischemic stroke disease, and
bundled patient care in depth.

Causes of ischemic
stroke recurrence

Damage to brain
tissue Once cerebral

blood flow is blocked,
brain tissue can be

damaged

Blocked
arteries

Along the sides
of the neck the
blood vessels

that carry blood
to the brain

Figure 1: Main symptoms of ischemic stroke.
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2.1. Ischemic Stroke Disease. Stroke is currently the number
one disease causing death among Chinese residents. Ische-
mic strokes account for about 80% of all stroke cases and
are characterized by high mortality, disability and recurrence
rates, posing a huge burden to the world. Currently, the inci-
dence of ischemic stroke is decreasing year by year in devel-
oped countries worldwide, but it is still on the rise in China,
making the task of prevention and treatment very difficult.
Nerve cells in the brain are highly intolerant to ischemia
and hypoxia, and rapid and effective intervention in the
acute phase is a key aspect to improve the prognosis of
patients with ischemic stroke [12, 13].

The half-life of rt-PA is only 3-5min, which requires
continuous intravenous drip administration, and for strokes
caused by acute occlusion of large vessels, the rate of revas-
cularization after rt-PA intravenous thrombolysis does not
exceed 25%. Therefore, the search for a drug with a wider
therapeutic window, a simpler method of administration
(e.g., intravenous push), and a higher revascularization rate
has become the goal. The new thrombolytic drugs tenecte-
plase, a recombinant product, and desmopressin, derived
from the saliva of vampire bats, both have higher fibrin spec-
ificity and longer half-life than rt-PA; however, whether
these drugs are more effective than rt-PA remains to be con-
firmed in more clinical studies. Endovascular therapy, as
opposed to intravenous thrombolytic therapy, provides
direct local intervention in thrombosis and theoretically
allows for more rapid and effective opening of occluded ves-
sels. Prior to the advent of thrombolytic devices, intra-
arterial thrombolysis was used with a view to intervene
locally on the thrombus. The ischemic stroke diagnosis pro-
cess is shown in Figure 2.

The Study of the Use of Recombinant Urokinase Pro in
Acute Cerebral Thromboembolism (PROACT)-II has dem-
onstrated that intra-arterial local instillation of urokinase
pro has a high rate of revascularization, but with a concom-
itant increased risk of intracranial hemorrhage. Mechanical
thrombolysis relies on local mechanical force to remove
the thrombus, theoretically avoiding the effect of drugs on
coagulation and thus reducing the risk of bleeding. Mechan-
ical thrombolysis based on intravenous thrombolysis
improves the revascularization rate significantly when com-
pared to intravenous thrombolysis alone, while the propor-
tion of patients with 90-day modified Rankin Scale (mRS)

scores 0-2 increases significantly, and the risk of bleeding
even tends to decrease, demonstrating that thrombolysis
[14–16]. Therefore, endovascular therapy is the second
breakthrough in the field of ischemic stroke treatment after
rt-PA intravenous thrombolysis. Endovascular techniques
include intra-arterial thrombolysis and stent retrieval, the
latter of which has evolved into thrombus aspiration and
Solumbra techniques to further improve recanalization
rates, reduce the risk of distal embolism, and mitigate
mechanical damage to the cerebral vasculature. Compared
with intravenous thrombolysis, thrombectomy has signifi-
cantly improved the recanalization rate, even up to 90%
or more. Further meta-analysis showed that thrombolysis
is a highly effective treatment for achieving good clinical
outcome, and the treatment time window can be further
extended to 7.3 h. For patients with acute occlusion of large
cerebral vessels within the thrombolysis time window,
bridging therapy remains the gold standard, but it is still
controversial whether endovascular treatment should be
performed directly instead of intravenous thrombolysis.
Some studies suggest that bridging within the time window
of thrombolysis is not superior to direct endovascular ther-
apy for ischemic stroke with large vessel occlusion in the
anterior circulation, but there are no additional clinical
studies to confirm this conclusion [17, 18].

The limited time window for stroke treatment requires
that stroke patients be identified and recognized as soon
as possible and that emergency systems transport stroke
patients to the nearest stroke center as soon as possible.
Therefore, it is important to establish a regionalized stroke
care network. Primary stroke centers within the network
should provide plain-scan computed tomography (CT)
and intravenous thrombolysis, while advanced stroke cen-
ters should provide more comprehensive neuroimaging,
including magnetic resonance imaging, CT angiography,
and digital subtraction angiography, with formally trained
neurovascular interventionalists, stroke physicians, neuro-
surgeons, neurologists, and neurocritical care physicians.
The mobile CT system allows patients to be seen at the
same time. The use of mobile CT allows patients to receive
an initial imaging evaluation in the ambulance, while the
telemedicine consultation system allows specialists to direct
emergency physicians to initiate rt-PA IV thrombolysis
prior to transport at any time.

Atherosclerosis

Hemiplegia

Cerebral
infarction

Non-cerebral
infarction

Large ArterySmall
artery occlusion

Other
causes

Unknown
cause Cardiogenic

Figure 2: Ischemic stroke diagnostic process.
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2.2. Bundled Patient Care. Bundle of care is a collection of
evidence-based interventions offered by a multidisciplinary
team using evidence-based research and practice to provide
the best possible care, is highly actionable, and can enhance
patient outcomes more effectively than if executed sepa-
rately. The patient cluster care intervention process is shown
in Figure 3.

The following factors were generally considered: whether
the patient directly benefited, whether the number of days in
the hospital was shortened, whether the cost was reduced,
and whether the utilization of health care resources was
improved. Timely feedback on the results of the implemen-
tation of cluster-based care and continuous promotion of
its application in clinical practice [19]. Evidence-based care
is a nursing concept that has played a huge role in the devel-
opment of nursing specialization worldwide and has
increased as the impact of evidence-based medicine has
grown on the medical community. The core idea of
evidence-based nursing is the judicious, explicit, and judi-
cious application of the best research evidence to provide
the best care for patients with the goal of achieving the best
possible recovery outcomes. Evidence-based nursing is
primarily a clinical practice based on scientific evidence,
combining subjective and objective patient data, clinical
experience, and the application of best practice evidence to
clinical care and as a basis for clinical care decisions.
Cluster-based care is the introduction of evidence-based
concepts into clinical practice and the creation of best prac-
tice guidelines for the care of patients with prevalent nursing
problems or a certain disease, which are highly operational,
reliable, and scientific, and their joint interventions are more
effective in improving the quality of patient care than indi-
vidual interventions. The most important feature of clus-
tered care is its ability to integrate with clinical practice,
i.e., to apply high-quality evidence that is consistent with
clinical scenarios and patient preferences and wishes,
thereby promoting the standardization and effectiveness of
clinical care practices and improving patient outcomes. In
summary, the most important advantage of cluster-based
care is that it is based on a combination of patient prefer-
ences and clinical scenarios that address the many influenc-
ing factors and difficult care issues. Clustered care is
supported by evidence-based theory and aims to provide
the best and most complete care possible for the patient. It

is applied in patients with AIS dysphagia, combining effec-
tive interventions and maximizing the impact of each inter-
vention to reduce the incidence of adverse events and
improve the patient’s recovery outcome. Cluster-based care
requires nursing staff to continuously summarize lessons
learned and grasp the evidence-based basis when imple-
menting interventions and to give the best care plan based
on the original nursing evidence [20, 21].

The concept of clustered care originated from the 1996
to 1998 policy on medical care, stating that evidence-based
principles should be followed before all measures are carried
out to promote the quality of care. Currently, the interna-
tional application of clustered care is focused on critical care,
emergency care, catheter-associated bloodstream infections,
and sepsis, where the rate of catheter-associated bloodstream
infections is increasing year by year, accompanied by
increased mortality, disability, and length of stay, so clus-
tered care interventions, such as skin preparation with chlor-
hexidine gluconate, maximizing sterile barriers during
placement, selection of subclavian vein placement, hand
hygiene, and daily catheterization, which have been catego-
rized by the IHI as central venous catheterization care inter-
ventions, have been effective in reducing the incidence of
catheter-associated bloodstream infections and improving
the quality of life of patients.

3. Methods

In the method section, we define the model assumptions and
their tests, parameter interpretation, parameter estimation
and hypothesis testing, and implementation of a centralized
nursing intervention program in detail.

3.1. Model Assumptions and their Tests. The COX model
recurrence prediction process is shown in Figure 4. The
Cox proportional risk regression model is as follows:

h tð Þ = h0 tð Þ exp β1X1 + β2X2 +⋯ + βPXPð Þ: ð1Þ

From the Cox proportional risk regression model, the
ratio of any two individual risk functions, i.e., the risk
ratio, is

HR = hi tð Þ
hj tð Þ

= h0 tð Þ exp β1Xi1 + β2Xi2 +⋯ + βPXiPð Þ
h0 tð Þ exp β1Xj1 + β2Xj2 +⋯ + βPXjP

� �
= exp

h
β1 Xi1 − Xj1
� �

+ β2 Xi2 − Xj2
� �

+⋯

+βp Xip − Xjp

� �i
i, j = 1, 2,⋯, n:

ð2Þ
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The ratio is independent of h0ðtÞ and independent of
time t. That is, the effects of the independent variables
in the model do not change with time, and the risk of
recurrence for a patient with a particular prognostic factor
vector remains in a constant ratio at all-time points to the
risk of recurrence for a patient with another particular
prognostic factor vector, a situation known as proportional
risk. The test for the PH assumption consists of a graphi-
cal method and a test method. The graphical method
involves observing the distribution or trend of the scat-
tered points in the scatter plot, primarily the COX-KM
survival curve, and the graphical method based on the
cumulative risk function, the Schoenfeld residual plot,
and the Score residual plot to determine whether the sur-
vival time satisfies or approximates the PH assumption.
The test method is to determine whether the PH assump-
tion is satisfied or approximately satisfied based on the
magnitude of the test statistic and the corresponding p
value, mainly the time covariance method, linear correla-
tion test, weighted residual score test, and the third
spline function method. Due to the limitation of space,
only the COX-KM survival curve and the graphical
method based on the cumulative risk function are intro-
duced here, and readers interested in other methods can
refer to the literature.

The COX-KM survival curve method is to observe the
Kaplan-Meier survival curves grouped by that variable
(meaning the independent variable to be examined), and if
the survival curves are significantly crossed, the PH assump-
tion is not satisfied. The graphical method based on the
cumulative risk function is to plot the survival curves for
each group of the categorical covariate with the survival time
t as the horizontal axis and the log survival ln ½−ln ŜðtÞ� as
the vertical axis, and the PH assumption is satisfied if the
curves corresponding to each group of the covariate are
approximately parallel or equidistant. For continuous vari-
ables, the variable can be discrete, and the COX-KM survival
curves or ln ½−ln ŜðtÞ� plotted against survival time t for each
group can be compared, or the interaction term of continu-
ous variables with log survival time can be put into the
regression model, and if the interaction term is not statisti-
cally significant, the PH assumption is satisfied. If all covar-
iates (meaning independent variables or influences other
than time t) satisfy or approximately satisfy the PH assump-
tion, the Cox proportional risk regression model can be
applied directly.

3.2. Parameter Interpretation. Let 8 represent the absolute
value of the difference in the value of the ith independent
variable taken on two different individuals, under the condi-
tion that the other independent variables take the same
value, the variable 8, the natural logarithm of the risk ratio
caused by each unit increase βin the Cox proportional risk
regression model, that is, ln HRi = βi. When β > 0, HR > 1,
indicating that when X increases, the risk function increases,
and X is risk factor (its real meaning is: such factors take
high level relative to take low level risk increase); when β
< 0, HR < 1, it means that when X increases, the risk func-

tion decreases, and X is a protective factor (its real meaning
is: such factors take high level relative to take low level risk
decrease); when β = 0, HR = 1, it means that when X
increases, the risk function remains unchanged, and X is a
factor with no effect on survival time factors that have no
effect on survival time.

3.3. Parameter Estimation and Hypothesis Testing. The esti-
mation of the partial regression coefficients β1, β2,⋯, βp

needs to be obtained with the maximum likelihood estima-
tion method with the help of the partial likelihood function.
The partial likelihood function is calculated as follows:

L = q1q2 ⋯ qi ⋯ qk =
Yk
i=1

qi

=
Yk
i=1

exp β1Xi1 + β2Xi2 +⋯ + βPXiPð Þ
∑S∈R tið Þ exp β1Xs1 + β2Xs2 +⋯ + βPXsPð Þ ,

ð3Þ

The baseline risk function hjðtÞ in the denominator
resists j = i elimination. Taking the logarithm of the partial
likelihood function, the logarithmic partial likelihood func-
tion lnL is obtained, and the solution of lnL with the first-
order partial derivative of 0 with respect to βP is obtained
(usually a nonlinear iterative algorithm is required, which
is omitted here).

The maximum likelihood estimate b of β is then
obtained. The hypothesis testing approach is comparable to
logistic regression analysis, with likelihood ratio test, Wald
test, and score test, and the detailed theory is ignored here;
both parameter estimation and hypothesis testing may be
done quickly with statistical software.

For 0-1 variables (i.e., two-sample survival information),
the following expressions hold when the PH assumptions are
satisfied:

h tð Þ = h0 tð Þ exp βxð Þ,
H tð Þ =H0 tð Þ exp βxð Þ,

log H tð Þ = log H0 tð Þ + βx

log −log S tð Þ½ � = log −log S0 tð Þ½ �:

ð4Þ

For a numerical variable Cox model, the data can be
divided into layers based on a numerical variable within
the model, and the Cox model is fitted to each layer sepa-
rately. If the values of each layer are similar to the original
model and the plot of log HðtÞ or log ½−log SðtÞ� against t
for each layer is approximately parallel, then the risk rate is
proportional, and it is appropriate to introduce this variable
in the model. This method can also be used for the PH
assumption when graphing k covariates. Assuming that
there are M subgroups based on combinations of values
of the k variables, the m-th subgroup will contain individ-
uals with covariate characteristic X. The survival curve is
estimated within each subgroup by a nonparametric
method, i.e., the Kaplan-Meier method, and the M groups,
can be considered proportional if the plot of the M log
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cumulative risk functions log ½−log SðtÞ� against t is approxi-
mately parallel:

ŵ tð Þ = Ĥ1 tð Þ
Ĥ0 tð Þ = exp bβ� �

,

r̂ tð Þ = log −log Ŝ1 tð Þ� �
− log −log Ŝ0 tð Þ� �

:

ð5Þ

Then, the graph of ŵðtÞ or r̂ðtÞ versus t can be used to
evaluate whether the PH assumption is satisfied. It is charac-
terized by the evaluation of the constancy of one curve
instead of comparing the parallelism of two curves. The scat-

ter plot fluctuates randomly around the center exp ðbβÞ or bβ
under the PH assumption. Note that if βðtÞ = log ½h1ðtÞ/
h0ðtÞ�, log ½H1ðtÞ/H0ðtÞ� = log ½h1ðtÞ/h0ðtÞ� when the PH
assumption is satisfied, and not when the PH assumption
is satisfied, because log ½H1ðtÞ/H0ðtÞ� ≠ log ½h1ðtÞ/h0ðtÞ�,so
f ðtÞ ≠ BðtÞ, we cannot infer from (t) from the shape of
(1), i.e., such graphs can only give disproportionate base-
line risk for each stratum, but not detailed information
about the type of deviated risk, which is exactly what we
need.

3.4. Implementation of a Centralized Nursing Intervention
Program. Although DVT prophylaxis has been carried out
for many years, it is now commonly believed that DVT
occurs mostly in surgical patients, ignoring internal medi-
cine, which lacks awareness of DVT prophylaxis, and even
lacks the organizational awareness of multidisciplinary joint
DVT prophylaxis. The clinical nursing staff has the most
contact time with patients, and the nursing staff has perfect
knowledge of thrombosis prevention, which is helpful for
early clinical detection of thrombosis risk and prevention.
By forming an evidence-based care practice group for pre-
vention of lower extremity DVT in patients with acute ische-
mic stroke, including evidence-based medical experts,
clinical specialists, nursing managers, and nurse specialists,
the multidisciplinary team provided a more scientific
approach to the construction of the program, increased clin-
ical caregivers’ awareness of thrombosis prevention, and
ensured the feasibility of the program for clinical research
so that patients could receive continuous professional care.
The program has improved the awareness of clinical staff
on thrombosis prevention, ensured the feasibility of clinical
research, and provided patients with continuous profes-
sional care.

4. Experiments and Results

In this part, we describe the dataset, experimental setup,
basic data characteristics, and experimental results in detail.

4.1. Dataset. The chronic disease morbidity and mortality
surveillance system of a city in China was relied on to con-
struct a cohort of ischemic stroke cases in the city from
2014 to 2018. A total of 16,383 ischemic stroke cases were
included according to the International Classification of Dis-
eases criteria for all household residents with stroke estab-

lished from January 1, 2014, to December 31, 2018,
excluding missing or abnormal data.

4.2. Experimental Setup. The assessment indexes were mea-
sures of vegetation cover, using normalized difference vege-
tation index (ND-VI), enhanced vegetation index (EVI),
and soil adjusted vegetation index (Soi NDVI is the ratio
of near-infrared to visible red irradiation, and SAVI is like
NDVI with the addition of a soil brightness correction fac-
tor). EVI corrects for atmospheric aerosol scattering and soil
background based on NDVI and is commonly used in areas
with dense vegetation. The values of NDVI, EVI, and SAVI
were extracted using ENVI5.3 and ArcGIS10.2 software.

The graph was created using research literature to iden-
tify the exposure and result between the intervening factors
and to select a minimal set of more appropriate covariates
to correct for confounding. According to the DAG plot,
age, sex, population density, spatial GDP, walking index,
and road density were ultimately selected as the minimum
adjusted set on the causal pathway between vegetation cover
and stroke death.

Statistical treatment for basic characteristics of the
study population, quantitative information was described
using (mean± standard deviation), and qualitative informa-
tion was described using number of cases and percentages.
The Cox proportional risk model was used to quantify the
risk ratio of changes in vegetation index to mortality and
then adjusted for age, sex, population density, spatial
GDP, road density, and walking index. The first quartile
(Q1) of NDVI, EVI, and SAVI were used as reference
values, respectively, and the 95% confidence interval (CI)
of the risk ratio (HR) between quartile (Q2, Q3, Q4) of
NDVI, EVI, and SAVI and death from ischemic stroke
were reported separately.

4.3. Basic Data Characteristics. 16383 patients with ischemic
stroke and 3697 deaths due to ischemic stroke were
included, after quadrating the cumulative mean NDVI,
EVI, and SAVI from 2014 to 2018. Among them, 8471
new cases of ischemic stroke in men and 12797 new cases
of ischemic stroke ≥60 years old were included.

4.4. Experimental Results. The error drop of the model train-
ing process is shown in Figure 5. Cox proportional risk
regression model analysis of NDVI and risk of recurrence
in patients with ischemic stroke quadrupled NDVI and cal-
culated ORs and 95% CIs for Q2 and Q3, using the Q1 group
as reference. 1237 deaths from ischemic stroke were
recorded in the Q1 group, 843 deaths from ischemic stroke
in the Q2 group, 923 deaths from ischemic stroke in the
Q3 group, and 694 deaths from ischemic stroke in the Q4.
Ischemic stroke claimed the lives of 694 people in the Q4
group. The NDVI-Q4 level was the most protective against
death in individuals with ischemic stroke in both the
adjusted and unadjusted models for different NDVI levels.
In unadjusted model 1, patients with ischemic stroke resid-
ing at NDVI-Q4 levels had the lowest risk of recurrence
(HR = 0:67, 95% CI: 0.61-0.74), and in model 2, patients
with ischemic stroke residing at ND-VI-Q4 levels had the
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risk of recurrence was lowest in model 2 (HR = 0:67, 95% CI:
0.61-0.73). In model 3, patients with ischemic stroke at the
NDVI-Q4 level had the lowest risk of recurrence
(HR = 0:63, 95% CI: 0.57 to 0.69) (see Table 1). The perfor-
mance improvement of the model training process is shown
in Figure 6.

Cox proportional risk regression model analysis of EVI
and risk of recurrence in patients with ischemic stroke qua-
drupled the EVI and calculated the OR and 95% CI for Q2
and Q3 using the Q1 group as reference. 1324 deaths from
ischemic stroke were recorded in the Q1 group, 818 deaths
from ischemic stroke in the Q2 group, 851 deaths from
ischemic stroke in the Q3 group, and 851 deaths from ische-
mic stroke in the Q4 group. The number of deaths from
ischemic stroke was 704. In both adjusted and unadjusted
models, for different EVI levels, the EVI-Q4 level was the
most protective against death in patients with ischemic
stroke. In unadjusted model 1, patients with ischemic stroke
residing at EVI-Q4 levels had the lowest risk of recurrence
(HR = 0:61, 95% CI: 0.55 to 0.66), and in model 2, patients
with ischemic stroke residing at EVI-Q4 levels had the low-
est risk of recurrence (HR = 0:60, 95% CI: 0.55 to 0.66). The

risk of recurrence was lowest in patients with ischemic
stroke at the EVI-Q4 level in model 3 (HR = 0:58, 95% CI:
0.53 to 0.63) (see Table 2).

Cox proportional risk regression model analysis of SAVI
and the risk of recurrence in patients with ischemic stroke
quadrupled SAVI, and the ORs and 95% CIs were calculated
for Q2 and Q3 using the Q1 group as a reference. 1108
deaths from ischemic stroke were recorded in the Q1 group,
830 deaths from ischemic stroke in the Q2 group, 915 deaths
from ischemic stroke in the Q3 group, and 915 deaths from
ischemic stroke in the Q4. The number of deaths from ische-
mic stroke in the Q4 group was 844. In both adjusted and
unadjusted models, for different SAVI levels, SAVI-Q2 levels
were the most protective against death in patients with
ischemic stroke. In unadjusted model 1, patients with ische-
mic stroke residing at SAVI-Q2 levels had the lowest risk of
recurrence (HR = 0:75, 95% CI: 0.69 to 0.83), and in model
2, patients with ischemic stroke residing at SAVI-Q2 levels
had the lowest risk of recurrence (HR = 0:75, 95% CI: 0.68
to 0.83). The risk of recurrence was lowest in patients
with ischemic stroke at the SAVI-Q2 level in model 3
(HR = 0:79, 95% CI: 0.72 to 0.86) (see Table 3).
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Figure 5: Error drop diagram of model training process.

Table 1: Cox proportional risk model analysis of NDVI and risk of recurrence in patients with ischemic stroke.

Models
Quadratic quartiles of NDVI (HR, 95% CI)

Q1 95% CI of Q2HR 95% CI of Q3 HR 95% CI of Q4 HR

Model 1 1 0. 68 (0. 63~0. 75) 0.79 (0.72~0.86) 0.67 (0.61~0.74)
Model 2 1 0.68 (0.62~0.74) 0.77 (0.71~0.84) 0.67 (0.61~0.73)
Model 3 1 0. 71 (0. 65~0. 78) 0.74 (0.68~0.81) 0.63 (0. 57~0. 69)
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5. Conclusion

Clinical utility and extrinsic realism must be considered
while evaluating ischemic stroke recurrence prediction
models. Clinical usefulness is required for physician
approval and use. Firstly, the prediction model should have
clinical significance and application value, and secondly,
the variables of the model should be easy to collect in the
clinical setting, i.e., clinical applicability. Especially for emer-
gency patients or newly admitted patients, good prediction
results of the prediction model can guide physicians to make
decisions, direct clinical treatment, and secondary preven-
tion and prevent recurrence.

In this study, a hospital-based prospective cohort study
was conducted with a 4-year follow-up, and the Cox propor-

tional risk regression model was applied to establish individ-
ual equations for ischemic stroke recurrence, and the final
variables entered into the main effect equation were as fol-
lows: age, heart disease, hypertension, diabetes mellitus,
and TC. We also verified the model’s external truthfulness,
which is one of the most critical requirements for doctors
to accept and use it. The established prediction model was
initially utilized to forecast the 4-year recurrence rate of
ischemic stroke patients, and it has good extrinsic realism
and is simple to use with high accuracy, making it ideal for
further validation and application promotion.

The construction of a clustered care intervention proto-
col for lower extremity deep vein thrombosis in patients
with ischemic stroke has some clinical applicability and
validity. The protocol is based on high-quality evidence,
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Figure 6: Model training process performance improvement chart.

Table 2: Results of a Cox proportional risk model analysis of EVI and risk of recurrence in patients with ischemic stroke.

Models
Quadratic quartiles of EVI (HR, 95% CI)

Q1 95% CI of Q2HR 95% CI for Q3 HR 95% CI of Q4 HR

Model 1 1 0.64(0.58 to 0.69) 0.69 (0.64~0.76) 0.61 (0. 55~0. 66)
Model 2 1 0. 63(0. 58~0. 69) 0.69 (0.63~0.75) 0.60 (0. 55~0. 66)
Model 3 1 0. 67(0.62~0. 74) 0.67 (0.62~0.73) 0.58 (0. 53~0. 63)

Table 3: Results of a Cox proportional risk model analysis of SAVI and risk of recurrence in patients with ischemic stroke.

Models
Quadratic quartiles of SAVI (HR, 95% CI)

Q1 95% CI of Q2HR 95% CI for Q3 HR 95% CI of Q4 HR

Model 1 1 0.75 (0.69~0. 83) 0.88 (0. 80~0.96) 0.89 (0.81~0.97)
Model 2 1 0. 75 (0. 68~0. 82) 0.86 (0.79~0.94) 0.88 (0.80~0.96)
Model 3 1 0.79 (0.72~0.86) 0.84 (0.77~0.91) 0.83 (0.76~0.91)
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which has changed the status quo of traditional empirical
nursing care, promoted the scientific of clinical nursing deci-
sions, ensured the safety of nursing practice, and improved
the quality of clinical nursing services. This intensive care
intervention program reduces the risk of lower limb deep
vein thrombosis in patients with ischemic stroke, improves
patients’ coagulation function, and facilitates the functional
recovery of patients’ lower limbs by improving muscle
strength, neurological deficits, and functional disability
levels, making it clinically valuable.

Data Availability

The datasets used during the current study are available
from the corresponding author on reasonable request.
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Rock and soil landslides, a regular geological disaster in engineering construction, endanger national property and, in severe
circumstances, result in a huge number of casualties. A set of methods for landslide stability analysis and prediction has been
established, with the academic idea of “geological process mechanism analysis-quantitative evaluation” at its core, combined
with detailed field investigation of geological hazards, forming a relatively complete technical route for research on landslide
stability analysis. The work of this paper can be summarized as follows: (1) Introduce the research status of geotechnical
landslide stability at home and abroad and the current development trend of neural network. (2) Through the collected sample
database, take the training function and the number of hidden layer neurons as variables to optimize the BP neural network,
and combine the optimized BP neural network with the genetic algorithm to construct the GA-BP neural network. (3) The
stability coefficients of the BP neural network, the genetic algorithm based back propagation neural network (GA-BPNN), and
the limit equilibrium technique are analyzed and compared. The findings imply that landslide stability can be assessed using
neural networks. GA-BPNN is a viable alternative to back propagation neural network (BPNN). The algorithm is more
accurate, has a faster convergence rate, and is more stable.

1. Introduction

Geotechnical landslide is a geological phenomenon of slid-
ing of the slope rock and soil along the through shear plane
caused by natural geological action and human engineering
activities. Landslide instability and damage cause heavy
losses and disasters. The EM-DAT catastrophe database esti-
mates that 8,658 persons perished as a direct result of land-
slide activity throughout the globe during 1990 and 1991 [1].
“The Durham Fatal Landslide Database” (DFLD) database
indicates that the death toll from landslide events between
1980 and 2000 was about 72,000 worldwide, or about 3,400
per year, a figure that is considered a significant underesti-
mation of landslide hazard outcomes because the underre-
porting of small events (events with very low mortality
rates) and events that occur in very remote areas keeps the
count far below the actual number [2]. Landslide geological
disasters are widely distributed in my country. According

to statistics from the Ministry of Land and Resources, moun-
tains in my country account for about 33% of the country’s
land area, plateaus account for 26%, and hills account for
10%. Usually people refer to mountains, hills, and relatively
rugged plateaus as mountainous areas. Mountainous areas in
my country account for more than two-thirds of the coun-
try’s land area. One of the important reasons for the under-
developed economy in the vast mountainous areas of our
country is the poor topographic and geological conditions
and the backward infrastructure, especially the transporta-
tion facilities. In order to fundamentally enhance the eco-
nomic growth of these places, the state has been
concentrating larger efforts in recent years and for a long
time in the future to establish various infrastructures in these
areas. There are many geological threats in large areas of
mountainous areas. Various engineering constructions in
the mountainous areas have more and more disturbances
to the natural geology, coupled with natural factors such as
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climate change and seismic activity, resulting in frequent
occurrence of geological disasters such as rock and soil land-
slides, hindering and limiting the occurrence of geological
disasters. The development and construction of mountain-
ous areas, especially in recent years, the rural highway net-
work and the “eight vertical and eight horizontal” high-
speed railway network, as the main artery of the national
economy and the construction of major livelihood projects,
are in full swing. Geotechnical landslides have been listed
as one of the major geological disasters in my country, and
key research has been carried out. The prediction and con-
trol of landslides has always been an important research
direction in the field of geotechnical engineering. In order
to better provide a basis for landslide prevention and con-
trol, it is necessary to deeply understand the mechanical
mechanism and failure process of landslide instability and
establish accurate stability evaluation standards to achieve
scientific prevention and control and reduce and eliminate
landslide disasters in engineering construction. Slope stabil-
ity is a means of determining prevention measures and engi-
neering quantities. The calculation of landslide safety factor
is the basis for control design. Stability calculation is the core
of slope stability analysis. Slope stability is a state that indi-
cates whether the slope is safe or not and the degree of
safety. The result of treatment should be to make the slope
reach the safety standard state. Since slope rock and soil is
a complex geological medium, it is difficult to obtain quanti-
tative values accurately, so qualitative analysis based on geo-
logical statistics and experience should be combined with
quantitative calculation. In the semiquantitative evaluation
method, there is also the problem of artificially quantifying
each factor index and determining the weight of the factor
based on experience, which is difficult to truly reflect the
actual situation. With the deepening of research, the phe-
nomenon of interdisciplinary is becoming more and more
common, so it has become a trend to study the stability of
rock and soil landslides with new analytical methods. This
paper mainly improves the traditional BP neural network
based on the genetic algorithm, and applies the GA-BP neu-
ral network to the stability analysis of the landslide, aiming
to seek a way to improve the prediction accuracy.

The paper organizations are as follows: Section 2 defines
the related work. Section 3 discusses the methods of the pro-
posed concepts. Section 4 discusses the analysis of experi-
mental and discussions. Section 5 concludes the article.

2. Related Work

The landslide mechanism is the physical and mechanical
nature and laws of the whole process of the slope under cer-
tain geological structure conditions, from stable to unstable
state under the action of various factors, and then to a new
stable state or permanent instability. The concept of progres-
sive failure of soil was first proposed by reference [3, 4]. The
theory of stress differentiation and shear strength redistribu-
tion was used to explain the progressive failure, and it was
pointed out that its essence was that the soil flowed from
the initial strength state to the plastic flow, but only limited
to the brittle clay range at that time. It is reference [5] that

really applies the concept of progressive failure to slope anal-
ysis. By analyzing and studying the long-term stability of soil
slopes, and analyzing the results of a large number of field
direct shear tests, it is pointed out that the slope deformation
changes from local to overall through failure. In the process,
the research on the gradual development of the slope is
developed on the basis of the traditional static research.
After that, the gradual failure of the slope has made more
development, and reference [6] studied the gradual failure
mechanism of the slope from the perspective of failure cri-
teria and stress-strain relationship according to the experi-
mental study of soil strength. Reference [7] established a
mechanical model of progressive failure of excavation slopes
according to the strain softening characteristics of soil under
fatigue load and considered that the discontinuity of the
slope soil resulted in progressive failure. Reference [8] ana-
lyzes the development of cracks in the slope, applying vari-
ous parameter combinations to represent the peak and
residual shear strength conditions along the cracked and
uncracked parts of the critical surface, and analyzes the pro-
gressive failure process. Reference [9, 10] established a calcu-
lation model for the gradual development of the slope from
the toe to the top and explained the progressive failure
mechanism from the perspective of probability analysis.

The stability analysis of rock and soil landslides has a
research history of more than a century, and many scholars
have achieved a series of achievements, forming the theoret-
ical basis of slope analysis. There are currently a variety of
methods for assessing the stability of geotechnical landslides,
the most common of which are the geological analysis
method, empirical analogy method, structural analysis
method, limit equilibrium analysis method, numerical anal-
ysis method, and probability analysis method, the first three
of which are qualitative analysis methods. However, the lat-
ter three are used more in the stability evaluation of rock and
soil landslides. The limit equilibrium method regards the
sliding body as a rigid body and analyzes its equilibrium
state along the sliding surface. The commonly used methods
include the Janbu method, the simplified Bishop method, the
wedge body method, the transfer coefficient method, the
Fellenius method, and the Sama method. These methods
are all based on the limit equilibrium state, treat the rock
and soil mass as a rigid body, and assume that the sliding
zone as a whole reaches a critical state, which is far from
reality in many cases and cannot reflect the real stress-
strain relationship inside the rock and soil mass. A large
number of studies have shown that the deformation and fail-
ure of slopes are a gradual process. Some scholars have
extended the limit equilibrium method combined with the
change of strength parameters and developed a system of
gradual development research on the basis of traditional
static research. Skempton put forward the concept of gradual
failure of slope through the analysis and research of soil
slope and developed the research of gradual development
on the basis of traditional static research. Reference
[11–13] considered the softening characteristics of soil
strength parameters, and considered the mechanical mecha-
nism and failure evolution process of the gradual develop-
ment of the slope, and extended the limit equilibrium
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analysis method. The numerical analysis strength reduction
method can calculate the stability of the slope in combina-
tion with the constitutive relationship of the rock and soil
mass and can reflect the gradual failure process of the slope
to a certain extent. The area where the shear strength is
exceeded is the failure area. Reference [14] proposed the
strength reduction method, which has been widely used in
the numerical calculation of slope stability and is also devel-
oping continuously; the strength reduction method provides
convenience for the calculation of various complex slopes;
and the calculation amount and accuracy are guaranteed to
a certain extent. The determination of the final result of
the strength reduction method depends on the selection of
the calculation termination conditions, that is, the choice
of the instability criterion. Reference [15] takes the noncon-
vergence of a certain number of nonlinear iterative calcula-
tions as the instability criterion, and uses a large number
of strength reduction methods and numerical calculations
to demonstrate its feasibility [16]. Geological issues such as
earthquakes, geophysical research, and geological hazard
prevention and prediction have recently used neural net-
work theory. In terms of geological disaster prevention and
prediction, the application of domestic BP neural network
can be roughly divided into three stages: understanding,
development, and extension. The cognitive stage is the
enlightenment period for the application of BP neural net-
work to geological disasters. This period mainly provides a
theoretical basis and is not used in practical engineering
applications; in the development stage, geologists use BP
neural network to solve landslides, land subsidence, and
sand liquefaction. Extension of the BP neural network to a
new study stage was made possible by geologists combining
ideas and technology from other disciplines to create new
research approaches [17]. Neural networks are projected to
have a wide range of applications in multivariate analysis,
parameter prediction, inversion, and factor sensitivity analy-
sis in engineering geological issues. The danger elements
impacting landslide stability were discovered after a thor-
ough review of landslide stability assessment methodologies.
Researchers have developed a novel approach for analyzing
slope stress by combining discrete element computation
with neural network prediction; an assessment model for
town landslides’ stability was developed by researchers using
BP neural networks; and the forecast findings were in line
with the actual circumstances. Abroad, a research group of
scientists had insight into the importance of neural network
information processing, and established a parallel and dis-
tributed processing (PDP) group in 1982 to explore parallel
distributed processing technology, and three years later, the
BP network learning algorithm was researched, and Min-
sky’s multilayer network vision was realized [18]. Subse-
quently, reference [19] published three academic papers on
the application of neural networks in distinguishing earth-
quakes from blasting. Reference [20] used a new method of
GIS combined with artificial neural network model earlier
to evaluate the landslide risk in the Boeun area of Korea.
It can be seen from the above that in recent years, scholars
at home and abroad have achieved many research results
in engineering applications using BP neural network, espe-

cially the improvement of BP neural network combined
with other disciplines. There are few studies related to pre-
diction [21, 22].

3. Method

3.1. Construction of BP Neural Network Model

3.1.1. Principle of BP Neural Network Algorithm. The follow-
ing nodes make up the BP neural network: In other words, a
BP neural network is used to teach the error back propaga-
tion method. The training process is divided into two stages.
To determine your mistake, start by comparing your output
value to a real-world value. The BP neural network has three
layers: an input layer, a hidden layer, and an output layer.
The training data enters the model through the input layer,
which acts as a buffer for the data. It is up to the user to
decide how many layers of the hidden layer they want, and
the number of neurons in each layer is determined empiri-
cally by training and testing the model many times with dif-
ferent combinations of input data parameters. The input
layer sends data to the hidden layer, which transforms it
before passing it on to the output layer, which generates
the forward-propagated data. The activation function of
the output layer transforms data that has been passed from
the hidden layer. The network performs the error back prop-
agation process when the difference between the output
result and the measured value is too large. The BP neural
network gradient descent algorithm is used to correct each
layer’s weights and thresholds, and then, forward prediction
is performed once more. End the training session now. The
structure of the BPNN model is shown in Figure 1.

3.1.2. BP Neural Network Parameter Selection. Many vari-
ables must be taken into account while creating a BP neural
network model. The number of hidden layers, the number of
neurons in the hidden layer, the starting weights, the activa-
tion function, the anticipated error, the learning rate, and
the number of repetitions of learning, among other factors,
are not precisely described.

Since there is just one hidden layer in the BP neural net-
work, it is unknown how many layers it may have. However,
this is plausible. If you have a three-layer BP neural network
with only a single hidden layer, you can complete any non-
linear mapping, even if the nonlinear map goes from n to
m dimensions. Despite the fact that the BP neural network’s
three layers can approximate any nonlinear mapping, there
is a large difference between the output result and the actual
value and a poor degree of accuracy in identification. Allow-
ing for a greater number of hidden layers helps alleviate this
drawback. A more complicated BPNN structure results from
adding more hidden layers, since the weight training time
for neuron connections across layers increases as more
layers are added. Although adding more hidden layers
improves the BP network’s output accuracy, it is simpler to
see and change the network training effect when there are
more neurons in each layer. Therefore, increasing the num-
ber of hidden layers is the best method for reducing network
training error.
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The buried layer’s neuron count is as follows: It is neces-
sary to start with a small hidden layer to train and debug the
neural network and then increase the number of neurons in
the hidden layer until it performs to specifications. Increase
the number of hidden layers if it does not work. It has been
found that the process of adding hidden layer nodes is sig-
nificantly easier than the process of adding hidden layers.
If you have just one hidden layer in your neural network,
you may use this method to figure out the number of nodes
in the hidden layer’s first layer.

z = ffiffiffiffiffiffiffiffiffiffi
q + p

p + a, ð1Þ

where p and q represent the number of nodes in the input
layer and output layer, respectively, and a is a constant with
a value range of (1, 0).

Activation function, learning rate, and expected error:
The activation function is introduced into the BP neural net-
work because the BP neural network model studies nonlin-
ear problems, and the nonlinear function is introduced to
increase nonlinear factors. When the activation function is
introduced into the BP neural network, the network
becomes more complex than before, thus improving the
expressive ability of the network. However, there are certain
restrictions when choosing the activation function; that is,
the function must be derivable and continuous. There is an
activation function for this paper’s hidden layer that is called
tansig, and its value range is between 1 and 1. Due to the fact
that the normalized data in this study fall between -1 and 1,
the output layer picks the purelin function, which is linear,
in the MATLAB toolbox in order to expand the range of
values for the output. For the tansig function, the following
expression is appropriate:

f xð Þ = ex − e−x

ex + e−x
, ð2Þ

It can be obtained by simple operation. f ðxÞ ∈ ð−1, 1Þ.
The mathematical equation for the first derivative of

tansig is

f ’ xð Þ = 4
ex + e−xð Þ2 tanh xð Þ = sech xð Þ2: ð3Þ

A significant aspect in the BP neural network’s success is
its ability to adapt to changes in the model’s weights
throughout the training phase. If the learning rate is too
high, the weights will change more often, resulting in a big-
ger change each time they are updated, and it is very likely
that the optimal weights cannot be found or not easily
found, and even the BP neural network will collapse. If the
learning rate is too small, the time for each training weight
update will be longer, reducing the convergence speed of
the network. In practical applications, even if the learning
rate is too small, it will affect the convergence speed of the
network, but this method avoids the local optimal solution
of the trained network, so a relatively small learning rate is
often selected. The value range of the learning rate in the
BPNN model is commonly found to be between 0.01 and
0.08. This article regularly trains the existing BP neural
network-based geotechnical landslide prediction model with
a learning rate of 0.01, and its performance is superior.

The expected error is very important for the BP neural
network. It is an evaluation criterion for the excellent per-
formance of the network model. In order to make the
error of the BP neural network relatively small, the net-
work structure and performance must be paid to a certain
extent, increasing the number of hidden layers of the net-
work or increasing the number of neurons in the hidden
layer and consuming more training and learning time. In
order to reduce the cost of the network, it is necessary
to work on the expected error function. There are three
kinds of error functions commonly used in BP neural net-
work, and the following is the comparison of these three
error functions. The error function commonly used in
the BP network model is the formula Ep1:

Ep1 =
1
2〠

m

j=1
tpj − ypj
� �2

, ð4Þ

where m is the number of neurons in the output layer; p is
the number of training samples; Ep is the error of the p

data of the training sample; tpj is the true value; and ypj
is the output value.

Each time the BP neural network updates the weights, it
will be affected by each sample. However, there are certain dis-
advantages in using this error function. It only considers the
influence of the current sample on the weights, and does not
consider the influences of other samples on the modified
weights. Therefore, this error function will increase the train-
ing times of the BP neural network. The cumulative error
Ep2 is a global error function, which is defined as follows:

Ep2 =
1
2〠

p

p=1
〠
m

j=1
tpj − ypj
� �2

= 〠
p

p=1
EP1, ð5Þ

where p represents the data of p training samples; Ep2 repre-

sents the expected error of the p-th training sample; MSE = 1
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Figure 1: The structure of the BP neural network model.
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/mp∑p
p=1∑

m
j=1ðy,pj − ypjÞ2 represents the real value; ypj repre-

sents the output value of each loop; andm represents the num-
ber of neurons in the output layer.

The role of the global error function is to reduce the
global error of the system. If it is only used in a sample, it
can only improve the global error accuracy of the sample,
and cannot affect the error of each sample. In addition, it
cannot be compared with the performance of other net-
works, because the error values are different for m and p in
the formula on different networks; when m is constant, the
larger p is, the larger the global error Ep2 is; when p is chan-
ged, the larger m is, the larger the global error Ep2 is. The
mean square error function of the BP network is

MSE = 1
mp

〠
p

p=1
〠
m

j=1
y,pj − ypj
� �2

, ð6Þ

where m represents the number of neuron nodes in the out-
put layer; p represents the number of samples; y,pj represents
the true value; and ypj represents each training value.

3.1.3. Limitations of BP Neural Networks. Although the BP
neural network has many advantages and has been widely
used and promoted, there are still some limitations in terms
of its structure and performance. The problems mainly
include the following aspects.

(1) Since the learning rate of the network cannot be
selected too large, the BP neural network training
takes a long time

(2) The BP neural network algorithm may generate a
local minimum solution, because the gradient
descent method may be used to obtain a local mini-
mum solution when updating the weights. As an
optimal solution, the BP neural network will make
the weights converge to a certain value, but not nec-
essarily the global optimal value

(3) The hidden layer of the BP neural network finally
uses several layers and the number of neurons in
each layer. Only a few can make the network perfor-
mance optimal, so far there is no clear formula or
theory, and their numbers are determined by users
using empirical formulas and repeated training.
Therefore, the network performance is uncertain. If
there are too many hidden layers and nodes in each
layer, the system will be too complicated, and the
training speed will be slow; otherwise, the target
curve cannot be better fitted

(4) The predicted value of BP neural network is unsta-
ble. For the same training samples and prediction
samples, the results of each prediction are different

3.2. Establish a Neural Network Based on GA-BP. The BP
neural network must be tuned because of its high volatility
and proclivity for local optimal solutions. The genetic algo-
rithm has global search ability and can improve the defects

of the BP model, so this paper uses the genetic algorithm
to optimize the BP neural network.

3.2.1. Principle of Genetic Algorithm. The calculation process
of genetic algorithm ismainly composed of coding, population
initialization, fitness function evaluation, selection, crossover,
mutation, and other modules. The following is a detailed dis-
cussion of each module of the genetic algorithm. For coding,
before carrying out the genetic algorithm, an important work
must be done to the solution of the problem, which is to
encode it into a symbol that the genetic algorithm can operate,
that is, the chromosome string. Binary, floating-point, mixed
encoding, and other methods can be used to encode the issue
solution, with floating-point encoding having the maximum
accuracy. For the initial population, the convergence speed
of the genetic algorithm and the accuracy of the feasible solu-
tion must be guaranteed, and the precondition is that the size
of the population should be appropriate. If the size selection of
the population is too large, individuals with low fitness will be
eliminated early in the process of genetic algorithm optimiza-
tion, the diversity of the population will be reduced prema-
turely, and the distribution of feasible solutions will become
sparse. The number of local solutions is reduced, and the oper-
ation process will also converge prematurely, and the global
optimal solution of the problemwill be difficult to search. Sim-
ilar to the requirements of BP neural network training sam-
ples, as the input of genetic algorithm, the distribution of
individuals in the population and the characteristics of the
population should be rich, and these two aspects must be con-
sidered when selecting input data. When the starting popula-
tion’s features are basic, the genetic algorithm is prone to
premature and local convergence, which affects the accuracy
of the algorithm optimization; thus, attempt tomake the initial
population’s individual characters as rich as possible. How-
ever, a diverse distribution of population individuals can over-
come the lack of a single individual trait, even if the population
is scattered in the entire search space. Usually, the initial pop-
ulation size is selected in the range of 20 to 100. In the design
of the fitness function, the fitness is an evaluation of the ability
of the individual population to adapt to the natural environ-
ment. Similarly, the fitness function is also an evaluation of
the adaptive ability of the individual in the evolutionary pro-
cess of the genetic algorithm. History has proved that organ-
isms follow a law in the process of evolution; that is, the
driving force and purpose of evolution are to evolve in the
direction of adapting to the current living conditions. Genetic
algorithm is a simulation of biological evolution, and the con-
vergence of objective function can be regarded as the goal and
motivation of evolution. The genetic algorithm population
solely executes optimization calculations using its own fitness
function during evolution, and does not seek input from the
outside environment. As a result, the fitness function used in
the genetic algorithm has a significant impact on the algo-
rithm’s performance. Usually, the reciprocal of the objective
function is used as the objective function of the genetic
algorithm, as follows:

F f xð Þð Þ = 1
1 + c + f xð Þ c ≥ 0, c + f xð Þ ≥ 0: ð7Þ
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For selection, selection is also called regeneration or
replication. The step is that the individual string randomly
selects a certain individual from the parent population as
the genetic information of the offspring according to the
size of the fitness to replicate. The selection operation has
a decisive influence on the size of the crossover individual
and its offspring. In crossover, the genetic information of
the individual will be passed on to the next generation in
the process of evolution, and at the same time, each gener-
ation of individuals will change themselves in order to
adapt to the surrounding environment. Therefore, the
crossover operator can be understood through this concept.
The function of the crossover operator is to make the next
generation appear new individuals that are different from
the previous generation. After generations of evolution,
the crossover operator continuously adds new individuals
to the population to participate in the calculation and elim-
inates the old individuals. According to the rules of biolog-
ical inheritance, the exchange of genetic information
between two combined individuals will generate two
completely new individuals, and this operation will be
repeated between the new individuals until it converges to
the optimal solution. In mutation, for biological evolution,
the probability of mutation is very small. Similarly, in
genetic algorithm, mutation operation will randomly replace
the value of chromosome string, but the probability of this
operation is very small. For example, a mutation operation
replaces 0 s with 1 s on a string of binary chromosomes
with a probability of 0.1. The influence of mutation opera-
tion on the optimization of genetic algorithm should not be
underestimated. First, it can make the local search of the
algorithm more thorough and increase the search accuracy
and the speed of the local optimal solution, preventing pre-
mature convergence of the algorithm.

3.2.2. Genetic Algorithm Framework Process. The genetic
algorithm framework process is shown in Figure 2.

3.3. BP Neural Network Based on Genetic Algorithm

3.3.1. The Basic Principle of GA-BP Algorithm. Due to the
fact that its method can map the nonlinear connection
between input and output of any issue, BP neural network
is extensively employed in a broad range of industries. It is
simple to slip into the local minimum value using the typ-
ical BP neural network, and it takes an extremely lengthy
time to train. Consequently, it is vital to strengthen and
optimize the BP network in order to overcome its weak-
nesses. Genetic algorithms are employed to optimize the
BP network in this article, creating the GA-BP network
model. To begin, the BP network uses the genetic algo-
rithm to optimize its initial weights, and then, the BP net-
work uses its own method to train weights and thresholds
that match the error criteria based on those optimized
starting weights. The research reveals that the GA-BP
algorithm can improve the classic BP network model’s
existing flaws, and it is currently the most often used BP
network optimization approach. The operation flow of
the GA-BP algorithm is shown in Figure 3.

3.3.2. Optimizing the GA-BP Algorithm. Whether the appro-
priate crossover operator Pc and mutation operator Pm can
be selected has a great impact on the performance of the
genetic algorithm. The reason why the genetic algorithm
can generate new individuals, the crossover algorithm plays
a decisive role. Through crossover operation, excellent traits
can be combined advantageously and be inherited to the
next generation with higher fitness value. Therefore, in
order to obtain as many optimal individuals as possible,
the value of Pc is usually relatively large. However, if the
value of Pc is too large, excellent parent individuals will
be included in the crossover category, which will destroy
the preservation mechanism of excellent individuals and
slow down the evolution rate. If the value of Pc is selected
too small, the growth rate of new individuals in the popu-
lation will become very slow, and the process of GA opti-
mization will take too long. The usual range for the
probability of Pc is (0.40, 0.99). Mutation Pm is one of the
methods to avoid prematurity in the genetic algorithm,
and it is also an important method for the population to
generate new individuals. However, the probability of
mutation in nature is very small. In order to improve the
effect of mutation in the genetic algorithm, its value will
be appropriately increased. However, if the value of Pm is
too large, it loses its original significance in genetics; on
the contrary, if the value of Pm is small, the precocious
effect of mutation suppression genetic algorithm will no
longer exist. Pm usually takes the value (0.0001, 0.1).

Target data encoding

Determine GA parameters and
fitness function

Randomly generate initial
population

Choose

Cross

Mutations

Inherited offspring population

Decoding

Reach genetic set algebra

Genetic
manipulation

Yes

No

Figure 2: Genetic algorithm framework process.
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When the probability of crossover and mutation is deter-
mined, individuals with particularly high fitness may occupy
all the positions of the population after several generations of
inheritance, which makes the genetic algorithm converge pre-
maturely, resulting in a high probability of obtaining a local
minimum value. By analyzing this phenomenon, it is con-
cluded that once the algorithm appears precocious, the fitness
of many individuals in the population is very close. At this
time, the fitness variance value of the population is very small,
so the variance characteristics at this time can be used as a pre-
cocious evaluation index. For ease of calculation, let

E2 =
1
M

〠
M

i=1
f i − f avg
��� ���, ð8Þ

where E2 is less than a certain value, the genetic algorithm is
judged to be premature, and then, the processing measures
are taken. In this paper, the adaptive crossover and mutation
algorithm are used to realize the connection between the prob-
ability change of the genetic operator and the individual fit-
ness. The optimized algorithm is shown in the formula.

Pci = Pc × 1 − f xið Þ
∑M

i=1 f xið Þ

 !
, ð9Þ

Pmi = Pm × 1 − f xið Þ
∑M

i=1 f xið Þ

 !
, ð10Þ

where Pci and Pmi are the crossover andmutation probabilities
of the i-th individual after optimization and Pc and Pm are the
crossover and mutation probabilities of the original entire
population, respectively. It can be calculated from the formula
that when the population is precocious, the probability of indi-
viduals in the population being genetically manipulated will
decrease as the fitness increases. Individuals with very small
fitness will not be eliminated completely because their value
is too small, which enriches the diversity of the population.
The biggest difference from the traditional algorithm is that
the probability of the improved crossover and mutation oper-
ator will change with the change of the individual itself. There-
fore, the genetic algorithm optimized by using the genetic
operator is more in line with the evolutionary rules of biology
and has obvious inhibitory effect on the precocious
phenomenon.

4. Experiments and Discussions

In the experimental and discussions section, we define the
example analysis of geotechnical landslide, stability analysis
of geotechnical landslides by BP neural network, stability
analysis of GA-BP neural network, and comparison of two
stability evaluation methods.

4.1. Example Analysis of Geotechnical Landslide. This paper
takes a soil slope as an example. The slope aspect is about
12°, the rear elevation is more than 450m, the slope is 26-
29°, the elevation is between 423 and 456m, and the terrain
slope is about 23.5°. The landslide is the Quaternary loose

Determine the BP neural network
structure

Randomly determine weights and
thresholds

Determine the optimized weights and
thresholds

Enter the kth pair of samples

Calculate the output of each layer of
neurons

Calculate the total error

E<Emin

Use E to calculate the error signal of
each layer

Adjust the weights of each layer

n = n+1

Finish

E = 0, k = k+1

Determine GA parameters and fitness
function

Randomly generate initial population

Choose

Cross

Mutations

Inherited offspring population

Reach genetic set algebra

Decoding

Decoding

Figure 3: Operation flow of the GA-BP algorithm.
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gravel soil sliding and deforming along the top surface of the
bedrock. The plane is approximately rectangular. The eleva-
tion of the Yellow Sea at the front edge is 425m, and the ele-
vation of the Yellow Sea at the trailing edge is 455m. The
width of the front and rear edges is about 80m, and the mid-
dle is slightly wider. Calculated by the limit equilibrium
algorithm, the stability coefficient of the landslide is 0.9956,
and there is the possibility of overall slippage.

4.2. Stability Analysis of Geotechnical Landslides by BP
Neural Network. Since the weights and thresholds of the
neural network are randomly generated at the beginning of
training, the results of each network training cannot be guar-
anteed to be consistent, and sometimes even large errors
may occur; the trainlm function trains the neural network
with high prediction accuracy for training samples, but not
consistently high for detection samples. Therefore, in order
to ensure the accuracy of the results, this paper makes 10
correlation predictions and then takes the average value.
The results of the 10 operations are shown in Table 1.

The mean of the 10 sets of predicted values is 1.0243, the
absolute error is 0.0287, and the relative error is 2.68%. As
can be seen from the table, compared with the limit equilib-
rium method, the single maximum error of the BP neural
network reaches 9.36%, but the average relative error is only
2.68%, and the prediction accuracy is relatively high.

4.3. Stability Analysis of GA-BP Neural Network. In order to
reduce the random error of a single prediction, the GA-BP
neural network also made 10 correlation predictions for
the landslide and then took the average value. The operation
results of its 10 predictions are shown in Table 2.

It can be seen from the table that the relative error of the
predicted value of GA-BP neural network is between 0.10%
and 3.86%, the error is small, and the stability is better. Its
mean is 1.0078, the mean absolute error is 0.0122, and the
mean relative error is 1.19%.

4.4. Comparison of Two Stability Evaluation Methods. The
comparison between the absolute error and the relative error
of the BP neural network and the GA-BP neural network
stability evaluation method are shown in Figures 4 and 5.
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Figure 4: Comparison of absolute differences between the two
methods.

Table 1: Prediction stability coefficient of BP neural network.

Serial
number

Predictive
value

Actual
value

Absolute
difference

Relatively
poor

1 0.999 0.995 0.003 0.36%

2 0.998 0.995 0.003 0.33%

3 1.042 0.995 0.046 4.48%

4 1.098 0.995 0.102 9.36%

5 0.999 0.995 0.003 0.37%

6 0.999 0.995 0.004 0.40%

7 1.003 0.995 0.007 0.77%

8 1.006 0.995 0.011 1.12%

9 1.092 0.995 0.096 8.86%

10 1.003 0.995 0.007 0.75%

Table 2: Predicted stability coefficient of GA-BP neural network.

Serial
number

Predictive
value

Actual
value

Absolute
difference

Relatively
poor

1 0.998 0.995 0.003 0.31%

2 1.023 0.995 0.027 2.69%

3 0.996 0.995 0.001 0.10%

4 1.001 0.995 0.005 0.55%

5 0.997 0.995 0.001 0.14%

6 1.026 0.995 0.030 2.99%

7 0.999 0.995 0.004 0.42%

8 1.001 0.995 0.005 0.56%

9 0.998 0.995 0.003 0.32%

10 1.035 0.995 0.040 3.86%

0

10

1

2

3

4

5

6

7

8

9

0 1 432
Serial number

Re
la

tiv
el

y 
po

or
 (%

)

5 6 7 8 9 10 11

BP neural network
GA-BP neural network

Figure 5: Changes in relative difference between the two methods.
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It can be seen from the figure that the GA-BP neural net-
work algorithm has faster convergence speed, higher accu-
racy, and better stability than the BP neural network
algorithm. The average comparison of the relative errors
between the two is shown in Figure 6.

5. Conclusion

This paper firstly introduces the basic knowledge of BPNN
from the research history, application research, and other
aspects; clarifies the origin, definition, characteristics, appli-
cation, and existing defects of BPNN; and determines the
BPNN in this research. Because of the neural network model
structure, using neural networks in the analysis and predic-
tion of rock and soil landslides has a strong theoretical basis.
The genetic algorithm’s premise is also examined, and a neu-
ral network based on GA-BP is built and optimized. The two
stability evaluation methods and the traditional limit equi-
librium method are used in the actual geotechnical measure-
ment, and the results are as follows:

(1) The GA-based BP neural network can effectively
improve the convergence speed of the network,
improve the solution space of the network, and over-
come the problem that it is easy to fall into local
minima, thereby improving the prediction accuracy
of the network

(2) The training process of the BP neural network is
greatly affected by the initial weights and thresholds.
In addition to the insufficient number of samples
and incomplete input parameters, in practical appli-
cations, there is a large error in the single training
result of the neural network, and the method of aver-
aging multiple training results can effectively reduce
this error, thereby improving the prediction accuracy

(3) The results show that utilizing methods like the
BPNN algorithm and the GA-BPNN algorithm, neu-
ral networks can be utilized to analyze the stability of
the Baitupo landslide using the limit equilibrium
approach. The GA-BPNN algorithm provides a
quicker convergence time, more accuracy, better sta-

bility, and more dependable outputs compared to the
BP neural network method

(4) The landslide stability calculation shows that the
landslide is in an understable state as a whole under
natural working conditions, and there is a possibility
of overall slippage

(5) The sample database in this work selects 9 character-
istics that affect landslide stability; however, the rock
mass structure, geological structure, and other issues
that are difficult to measure have not been taken into
account, which will invariably have an impact on the
results. Therefore, the scientific selection of influenc-
ing factors will be a reasonable quantification of non-
quantitative factors and is a problem worthy of
further study
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Forest biodiversity is an important component of biological diversity that should not be disregarded. The question of how to
evaluate it has sparked scholarly inquiry and discussion. The purpose of this paper is to describe the principles of general
linear regression, the selection of model variables in OLS autoregressive modelling, model coefficient testing, analysis of
variance of autoregressive models, and model evaluation indicators in order to clarify the suitability of GWR models for
solving biomass-related data problems. The GWR 4.0 program was used to create a spatially weighted autoregressive model.
Model testing and an accuracy analysis were performed on the model. Following a comparison and study with the general
linear regression model, it was discovered that the geographically weighted autoregressive model is better suited to defining
spatially correlated data than the general linear regression model.

1. Introduction

Since the industrial revolution, the impact of human activi-
ties on the biosphere has spread from local to global, espe-
cially the concentration of CO2, CH4 and other greenhouse
gases in the atmosphere is increasing year by year, resulting
in a continuous increase in global temperature [1]. The rise
in global temperature will lead to a rise in sea level, an
uneven distribution of precipitation, increased desertifica-
tion and natural disasters, which will seriously affect the
development of national economies [2].

Forest biomass is the carrier of the carbon cycle in forest
ecosystems and an important parameter for assessing the
forest carbon cycle [3]. There are basically three traditional
ways to study forest biomass: firstly, the micrometeorologi-
cal field method, which combines the rules of micrometeo-
rological field with wind direction, wind speed and
temperature; secondly, the carbon dioxide balance method,
which measures the change of carbon dioxide in the ecosys-
tem; and thirdly, the direct harvesting method, which inves-
tigates the existing biomass of the forest, although this

method is more accurate, it is difficult to use because of
the large workload, complicated process and long period;
Accurate determination of forest biomass is important for
both production and theoretical research, and has been
valued by ecologists and foresters worldwide [4]. The use
of forest biomass models to estimate biomass has become a
popular method.

There are three basic types of forest biomass models:
linear models, non-linear models and polynomial models.
These models are based on the basic assumption that the
biomass distribution is random and do not take into account
the spatial non-stationarity of the study variables [5]. It has
been found that the spatial correlation between many sam-
ple data is due to the proximity of geographical locations;
in order to take into account the spatial correlation of data
when studying biomass distribution, In recent years, the
evaluation of forest biodiversity has been studied more from
a systemic perspective, and the factors affecting the evalua-
tion include not only natural factors, but also various factors
such as human, social and economic development [6]. The
methods proposed to prevent the decline of biodiversity
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include not only natural measures, but also socio-economic
and cultural measures. For example, concluded that the
decline of species and biological assets is mainly caused by
the neglect of ecological values other than private interests,
and proposed that ecosystems and biodiversity the scientific
assessment process for ecosystems and biodiversity is policy
change [7]. Studies by [8, 9] also show that habitat loss and
habitat fragmentation are major contributors to environ-
mental degradation and biodiversity loss. In addition, it is
difficult to know the exact number of species, ecosystems
and genes in forest biodiversity, no matter how it is evalu-
ated, and its evaluation is a typical ‘black box’ system [10].
The evaluation of forest biodiversity is a typical “black
box” system, and the “black box” theory should be applied
to evaluate changes in forest biodiversity through the
pressure-state and response caused by human socio-
economic activities [11]. The author takes the biodiversity
of forest nature reserves as the research object, collects rele-
vant information based on the data of the seven national for-
est resources inventories, and establishes a differential
equation between biodiversity changes and economic devel-
opment in forest nature reserves at the national level to find
out the optimal price for forest biodiversity value evaluation,
with a view to providing a basis for biodiversity value com-
pensation and management [12].

The paper’s organization paragraph is as follows: The
related work is presented in Section 2. Section 3 analyzes
the geographically weighted regression of the proposed
work. Section 4, discusses the comparative analysis of
results. Finally, in Section 5, the research work is concluded.

2. Related Work

In a study of the application of geographically weighted
autoregressive models, [13] for the first time used a geogra-
phically weighted regression model to study the distribution
of disease and compared it with the traditional least squares
method, showing that the residuals of the method were
much smaller than those of the ordinary linear regression
model. [14] Established a spatial relationship between
China’s GDP and the variation of each province. The usual
regression analysis assumes that the regression coefficients
are consistent across regions, but in actual geographical
space, the impact of a certain factor on the level of industri-
alization development is not entirely consistent across
regions. This method is a good way to analyses the relation-
ship between the local economy and the overall economy
and the process of change. [In Sendai, Japan, he studied
the spatial variation of the heat island effect in the city and
showed that the same spatial variation in urban temperature
trends could be addressed by a geographically weighted
autoregressive model. [15] Used the geographically weighted
autoregressive principle to model the relationship between
climate and elevation in the UK, and showed that the model
fit was very well matched to reality. [16] used a GWR model
to successfully solve the spatial distribution pattern of vege-
tation. In the same year, [17, 18] applied this method to the
analysis of regional industrialisation and his results showed
that the level of industrialisation varied significantly spatially

due to environmental influences. [8] applied this method to
traffic, studying the relationship between average visual traf-
fic and environmental factors, and thus predicting future
traffic congestion levels in different regions [19].

In general, a lot of research has been done in geographi-
cally weighted regression at home and abroad, and a lot of
results have been achieved. However, forest biomass distri-
bution research is limited to classic geostatistical approaches
and remote sensing spectral analysis, which leaves a lot to be
desired. Geographically weighted regression models have
great advantages in solving the spatial distribution of geo-
graphic things, especially the new geographically weighted
regression models, whose powerful function type is getting
more and more attention and application [19]. Therefore,
the geographically weighted regression models used in this
paper simulate the spatial distribution of forest biomass,
and it is important to analyze the advantages and disadvan-
tages of geographically weighted regression models in the
spatial distribution of forest biomass [20–22].

3. Geographically Weighted Regression

In forest manager surveys, the distribution characteristics of
all the data we collect often vary depending on location. Tra-
ditional regression analysis methods ignore the relationship
between parameter estimates and the geographical location
of data collection and fail to represent the spatial sub-
characteristics of the data. To address this problem.

3.1. Geographically Weighted Regression Model Basis. It has
the following basic form:

yi = β0 ui, við Þ + 〠
p

k=1
βk ui, við Þxik + εi i = 1, 2⋯ , n ð1Þ

Where ðui, viÞ is the geographical coordinate of the ith
sampling point, βkðui, viÞ is the kth regression coefficient
on the ith sampling point, εi is the random error term, and
the underlying assumption is that it follows a normal distri-
bution, i.e.

εi ~N 0, σ2
� �

Cov εi, εj
� �

= 0 i ≠ jð Þ ð2Þ

Equation (2) can also be written as:

yi = βi0 + 〠
p

k=1
βikxik + εi i = 1, 2⋯ , n ð3Þ

If β1k = β2k =⋯ = βnk, then the GWmin model is the
same as the general linear regression model, i.e, which will
W better reflect the spatial variation patterns of the study
variables. To simplify the calculation process, Brunsdon
et al. introduced a spatial weight wij into the model so that
the regression parameters at point i would have to make

〠
n

j=1
wij yj − βi0 − 〠

p

k=1
βikxik

 !2

ð4Þ
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The estimated value of the regression parameter is calcu-

lated when the minimum value is taken as bβðui, viÞ, where
wij is the geographical weight, the size of which increases
as the geographical distance between point i and point j
decreases.

The estimated value of the regression parameter bβðui, viÞ
at observation point i is:

bβ ui, við Þ = X ′W ui, við ÞX
� �−1

X ′W ui, við ÞY ð5Þ

Of which:

X =

1 x11 ⋯ x1k

1 x21 ⋯ x2k

⋯ ⋯ ⋯ ⋯

1 xn1 ⋯ xnk

26666664

37777775,W ui, við Þ =Wi

=

wi1 0 ⋯ 0

⋯ wi2 ⋯ 0

⋯ ⋯ ⋯ ⋯

0 0 ⋯ win

26666664

37777775

ð6Þ

β =

β0 u1, v1ð Þ β1 u1, v1ð Þ ⋯ βk u1, v1ð Þ
β0 u2, v2ð Þ β1 u2, v2ð Þ ⋯ βk u2, v2ð Þ

⋯ ⋯ ⋯ ⋯

β0 un, vnð Þ β1 un, vnð Þ ⋯ βk un, vnð Þ

2666664

3777775, Y =

y1

y2

⋯

yn

2666664

3777775
ð7Þ

n is the number of sample sites, β
_
is the estimated value

of the regression coefficient slice, and k is the number of
independent variables. wijðj = 1, 2,⋯, nÞ is the weight given
to sample point j when fitting the model at observation i.

Xi is the vector consisting of the ith observed indepen-
dent variable factor, and according to Equation (7), the fitted
value ŷi is obtained as

ŷi = Xi
bβ ui, við Þ = Xi X ′W ui, við ÞX

� �−1
X ′W ui, við ÞY ð8Þ

The matrix shape of the fitted values can be expressed as
follows:

Ŷ =

X1 X ′W u1, v1ð ÞX
� �−1

X ′W u1, v1ð Þ

X2 X ′W u2, v2ð ÞX
� �−1

X ′W u2, v2ð Þ
⋯

Xn X ′W un, vnð ÞX
� �−1

X ′W un, vnð Þ

2666666664

3777777775
Y = SY ð9Þ

Where

S =

X1 X ′W u1, v1ð ÞX
� �−1

X ′W u1, v1ð Þ

X2 XW u2, v2ð ÞXð Þ−1XW u2, v2ð Þ
⋯

Xn X ′W un, vnð ÞX
� �−1

X ′W un, vnð Þ

266666664

377777775
ð10Þ

is the spatial hat matrix of the geographically weighted back
coincidence fit.

3.2. Selection of Spatial Enumeration Functions. The spatial
weights are used to represent the degree of relationship
prior to the regression point’s neighboring point j. Equation
Equation (9) provides the definition of spatial weights,
which is used to calculate the GWR model’s regression
parameters. The following four spatial weight functions
are commonly used, respectively.

3.2.1. Distance Threshold Method. Distance threshold
method is actually given a distance D, such as is less than
the distance D is considered to be the weight of 1, otherwise
the weight is considered to be 0, that is, the points beyond
the distance is considered irrelevant to the current point,
the distance outside the point does not participate in the
model fitting calculation. The formula is expressed as follows:

wij =
1 dij ≤D

0 dij >D

(
ð11Þ

3.2.2. The Inverse Distance Method. The inverse distance
method was proposed by the scholar Tobler and the formula
is expressed as follows:

wij = 1/dαij ð12Þ

Where is a constant that is determined by the situation.
The formula above shows that the closer the point is to the
center, the more weight it receives. Tobler proposed it mostly
based on the first law of geography. The inverse distance
method is much better than the distance threshold, but the
only drawback is that if the regression points overlap with
the sample data points dαij = 0, then the weights appear to
be infinite at this point. If this point is removed, the accuracy
of the parameter estimation is reduced, so this method is also
not applicable to GWR models.

wij = exp − dij/b
� �2� �

ð13Þ

Where b is the bandwidth. From the formula, the larger
the bandwidth, the slower the decay of the weights, and vice
versa. If b =0, then wij = 1, which means that the weight at
regression point i is 1 and the weights at other observation
points tend to be 0, the fit becomes a local fit. If b is infinite,
then the weights at all observation points converge to 1, and
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the fit is in fact a global fit. If the bandwidth is fixed, the
wij = 1 weights reach a maximum when dij = 0; wij decreases
as the distance between the sample point and the regression
point increases.

3.2.3. Truncated Function Method (Bi-Square). Gaussian
function will be the sample data involved in the calculation,
while the truncated function only calculates the distance less
than the bandwidth of the sample data, truncated function is
to improve the efficiency of the calculation of Gaussian func-
tion of the improved type, the form of the following:

wij =
1 − dij/b
� �2h i2�

dij ≤ b

0 dij > b

8><>: ð14Þ

3.3. Geographically Weighted Regression Model
Implementation Method. In this paper, the geo-weighted
regression model was calculated using GWR4.0, a Gaussian
kernel function was used for the fitting process, and C V
was used as the evaluation index to select the best band-
width. The dependent variable of the model was the forest
biomass of each sample plot, the environmental factor Eleva-
tion and the average diameter at breast height (AVER DBH)
of the stand were used as independent variables. The GWR
model was expressed as follows: the biomass yi per hectare
of sample plot number i was expressed as the sum of the
product of the jth independent variable xijðj = 0, 1, 2Þ and
the corresponding coefficient ðβij, j = 0, 1, 2Þ, and ε was the
model residual.

yi = βi0 + βi1xi1 + βi2xi2 ð15Þ

Where yi is the biomass per hectare in plot i, xi1 is the eleva-
tion of plot i, xi2 is the mean diameter at breast height in plot
i and ε is the model residual.

A weighting function is used in the GWR model to
quantify the effect of each site biomass on the forest biomass
of the sample site. The weight function chosen in this paper
is a Gaussian function with a bandwidth of 1083m and the
weight function is shown below:

wij = e−
dij
1083

� �2
ð16Þ

4. Comparative Analysis of Results

The five evaluation indicators for the two models are given
in Table 1. From the table, it can be seen that the AIC value
of the GWR model is 18.325 smaller than the ALC value of
the OLS model. In addition, the AICc and CV of the local
model are much smaller than those of the traditional linear
regression model, which further indicates that the local
model has improved the accuracy of biomass estimation,
and that the R2 and R2-squared values have increased
further compared to those of the OLS model. Because the
geographically weighted regression model handles spatial
unsteadiness in its modelling, these measures suggest that

the GwR model’s model accuracy, predictive power, and pre-
cision are substantially higher than those of the OLS model.

The estimated values, standard errors, p-values, β-1× SD
and β+1× SD of the least squares model coefficients are
shown in Table 2. For the general linear regression model,
the model coefficients showed significant correlation at the
a =0.05 level of significance.

In terms of model coefficients, mean diameter at breast
height was the most important factor. Another important
factor is elevation. The data show that forest biomass is
higher at higher elevations and lower at lower elevations.
Lower elevations are flatter and more heavily damaged by
humans, but higher elevations have steeper slopes and are
less prone to tree removal, resulting in larger forest biomass.
The GWwR model is a local regression model in which a set
of local regression parameters is calculated for each regres-
sion point, and the variation between the regression param-
eters can explain the spatial non-stationarity of the
predictors very well. The spatial non-stationarity of the
study factors can be well explained by the variation between
regression parameters. The results of the geographically
weighted regressions for the Liangshui National Nature
Reserve include: maximum, minimum, median, 25% quan-
tile (Q1) and 75% quantile (Q3). As shown in Table 3.

National studies have found that the median GWR
model coefficient is similar to the OLS model coefficient;
between Q1 (25% quantile) and Q3 (75% quantile) 50% of
the GwR model coefficients are included. If the data meet
the basic assumption of a normal distribution, with 68% of
the OS model coefficients included within ±1 standard devi-
ation of the model coefficients, it is generally accepted that if
there is no non-stationarity in the spatial distribution of the
data, then the geo-weighted regression model coefficients Q1
and Q3 should be included within ±1 standard deviation of
the least squares model coefficients. If Q1 or Q3 do not fall
within the range [β-1× SDB+1xSD], then there is non-
stationarity in the spatial distribution of the study variables.
1 For example, the range of Q1 to Q3 for the coefficients of
the AVER DBH values in the geo-weighted regression is 5.04
to 7.7 [22–25].

This demonstrates the spatial non-stationarity of the
relationship between the mean diameter at breast height and
the elevation coefficients. With the development of GIS tech-
nology, the spatial variation of the coefficients of the geo-
weighted regression model can be visualised using GIS tech-
nology to produce maps. Figures 1 and 2 use maps to depict
the spatial distribution patterns of these regression coeffi-
cients. The mean diameter at breast height of the sample plots
is generally positive throughout the study area, whereas eleva-
tion varies from negative to positive in different areas.

The scatter plots of the residuals of the GWR model and
the OLS model are shown in Figures 3 and 4, respectively.

Table 1: Two model fit statistics.

Model AIC AICc R2 R2
adj CV

OLS 1324.741 1223.147 0.554 0.521 2164.010

GWR 1305.421 1254.291 0.745 0.654 1954.623
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This indicates that the GWR model is more accurate and
solves the heteroskedasticity problem to a certain extent.

Local residuals spatial correlation analysis Global Mor-
an’sI can only reflect the spatial correlation of the study var-
iables as a whole. The local Moran’sI statistic was introduced

Table 2: Linear back old model coefficients, standard errors and p-values.

Variable Estimate StandardError T value Pr> t β-1× SD β+1× SD
Intercept -54.021 23.412 -2.010 0.0214 -75.241 -31.247

Elevation 0.157 0.0640 2.630 0.008 0.099 0.214

AVER_DBH 6.321 0.5620 11.24 <0.001 5.741 6.852

Table 3: Estimated values of the 3GTO model parameters.

Variable Mean Standard Min Lwr quartile Median Upr quartile Max

Intercept -32.14 76.54 -214.75 -74.40 -74.23 1.15 189.61

Elevation 0.09 0.23 -0.35 -0.480 0.07 0.25 0.60

AVER_DBH 6.50 1.47 0.23 5.240 7.01 7.80 10.54
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Figure 1: Spatial distribution of regression coefficients.
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in this research to further investigate the spatial correlation
of model residuals in different regions. In order to make
comparative analysis easier, a bandwidth of 1083m was
selected and the local Moran’sI statistic of the residuals
was calculated using the EXCEL plug-in ROOTCASE, and
finally the Moran’sI was plotted using the bubble chart tool
in EXCEL. The results are shown in Figure 5.

5. Conclusions

The fundamentals of general linear auto regression, model
variable selection in OLS regression modelling, model coeffi-
cient tests, regression model analysis of variance, and model
evaluation indicators are all covered in this work. The
weighting function selection procedure in the geographically
weighted regression model is presented, as well as the pros
and disadvantages of each weighting function, and the
Gaussian function is finally chosen as the weighting function
in this study. The selection methods and criteria of different
bandwidths are presented, and after comparison, the model
finally decides to choose 1083m as the bandwidth to achieve
forest value protection.

Data Availability

The datasets used during the current study are available
from the corresponding author on reasonable request.
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Background. Chitinase-3-like protein 1 (CHI3Ll) has been identified as a novel tumor marker in several cancers. The objective of
this study was to detect the expression of Chitinase-3-like protein 1 (CHI3L1) and CD31-labeled microvessel density (MVD) in
cervical squamous cell carcinoma (CSCC) and to assess its prognostic impact. Methods. Elivision™ plus immunohistochemical
method was used to detect CHI3L1 expression and MVD in different cervical tissues. We analyzed the relationship between
CHI3L1 and MVD in CSCC tissues and investigated the relationship between CHI3L1, MVD, and clinicopathological parameters.
Univariate and multivariate survival analyses were performed to assess the impact on progression-free survival (PFS) and overall
survival (OS). Results. The positive expression rate of CHI3L1 protein in CSCC tissues (69.9%, 72/103) was significantly higher
than that in high-grade cervical intraepithelial lesions (53.3%, 32/60), low-grade cervical intraepithelial lesions (25%, 15/60), and
normal cervical tissues (16.7%, 10/60). MVD values ranged from 6 to 64 in CSCC, and no microvascular formation was observed
in normal cervical tissues, high-grade intraepithelial lesions, or low-grade intraepithelial lesions. The high expression of CHI3L1
and MVD was significantly correlated with the invasion depth, differentiation degree, vascular invasion, and lymph node
metastasis of CSCC (all P < 0:05). In CSCC, the expression of MVD in the CHI3L1 high-expression group (41:35 ± 9:056) was
significantly higher than that in the CHI3L1 low-expression group (23:26 ± 11:000, P < 0:05). On univariate Kaplan–Meier
analysis, FIGO stage, tumor diameter, lymph node metastasis, vascular invasion, CHI3L1, and MVD of CSCC were related to the
prognosis of PFS and OS (all P < 0:05); however, CHI3L1 and MVD were not independent prognostic factors. Conclusion. CHI3L1
may be involved in the progression of cervical cancer. Its high expression can promote neovascularization in the tumor
microenvironment. CHI3L1 is a potential therapeutic target in the context of cervical cancer.

1. Introduction

Globally, cervical cancer is one of the most common cancers
and among the most common causes of cancer-associated
mortality in women. The incidence of cervical cancer is par-
ticularly high in underdeveloped settings [1]. An estimated
600000 women worldwide are diagnosed with cervical can-
cer every year, and more than half of these die of this disease
[2]. The main reasons for the deterioration of cervical cancer
are infiltration and metastasis, resulting in a poor prognosis.
Finding possible molecular targets that lead to the incidence

and progression of cervical cancer is therefore crucial for the
treatment and evaluation of cervical cancer patients in the
future. Cervical cancer includes squamous cell carcinoma
and adenocarcinoma, among which cervical squamous cell
carcinoma (CSCC) is the most important histological type.

Chitinase-3-like protein 1 (CHI3L1, also known as YKL-
40), is located on human chromosome 1q32 [3]. As an impor-
tant growth factor for connective tissue cells, CHI3L1 has been
shown to regulate vascular endothelial growth factor and
angiogenesis [4], differentiation, and proliferation of cells [5],
reregulate the extracellular matrix [5], and activate Akt to par-
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ticipate in the migration of vascular endothelial cells [5]. It has
important roles in signaling [6], preventing apoptosis [7], pro-
moting metastasis [8], and tumor progression [5, 9–12]. Stud-
ies have demonstrated the involvement of CHI3L1 in tumor
angiogenesis [13] and the formation of angiogenic mimicry
in cervical cancer [14].

In a hypoxic environment, malignant tumor cells secrete
proangiogenic factors, which promote the migration of vas-
cular endothelial cells and formation of new blood vessels.
Microvessel development has the potential to create tumor
vascular networks, deliver nutrients to tumors, and further
infiltrate the surrounding matrix. Tumor occurrence and
metastasis are both influenced by microvessel density
(MVD) [15, 16]. Many studies have found that tumor
microvessels are closely linked to clinical progression and
prognosis in a variety of solid tumors and that the expression
of endothelial cell markers can be utilized to quantify the for-
mation of MVD in tumor tissue [17]. CD31, also known as
platelet endothelial cell adhesion molecule-1 (PPECAM-1),
as one of the specific markers of endothelial cells, is often used
to count tumor microvessels in immunohistochemical experi-
ments to evaluate tumor angiogenesis [18].

This study is aimed at detecting the expression of
CHI3L1 and MVD in CSCC and at the same time clarifying
the relationship between CHI3L1 and MVD and its impact
on the progression and evolution of disease. Our findings
may provide a combination of targeted molecular therapy
for cervical cancer.

2. Materials and Methods

2.1. Patients and Specimens. Paraffin archived specimens of
103 cases of CSCC tissues, 120 cases of cervical intraepithe-
lial lesions (60 cases of high-grade intraepithelial lesions and
60 cases of low-grade intraepithelial lesions), and 60 cases of
normal cervical epithelial tissues were retrospectively
selected from the First Affiliated Hospital of Bengbu Medical
College from January to December 2014. The pathological
results of all cases were jointly diagnosed by two experienced
senior pathologists, and all cases had complete clinical and
follow-up data. Patients with CSCC were followed up until
December 2021 or had died. In CSCC patients, the age
ranged from 31 to 72 years, and the median age was 49 years
old, mean ± standard deviation (49:0 ± 8:906) years old;
tumor diameter is as follows: <2 cm in 10 cases, ≥2 cm and
<4 cm in 50 cases, and ≥4 cm in 43 cases. The general types
were endogenous infiltration in 24 cases, external lettuce
flower in 30 cases, ulcer in 21 cases, and superficial erosion
in 28 cases. Depth of infiltration is as follows: <1/2 full layer
42 cases, ≥1/2 and<2/3 full layer 40 cases, and ≥2/3 full layer
21 cases; degree of differentiation is as follows: high differen-
tiation in 9 cases, medium differentiation in 63 cases, and
low differentiation in 31 cases; 27 cases had lymph node
metastasis, and 76 cases had no lymph node metastasis. Vas-
cular invasion is as follows: 68 cases were found to have
tumor thrombus, and 35 cases were found to have no tumor
thrombus. According to the 2018 International Federation
of Gynecology and Obstetrics (FIGO) staging criteria [19],
there are 3 cases of IA1, 3 cases of IA2, 23 cases of IB1, 11

cases of IB2, 10 cases of IB3, 16 cases of IIA1, 10 cases of
IIA2, 1 case of IIIA, 16 cases of IIIC1, 7 cases of IIIC2, and
3 cases of IVA. For the convenience of data statistics, the
cases in this study are divided into IA (IA1+IA2), IB (IB1
+IB2+IB3), II (IIA1+IIA2), and III+IV (IIIA+IIIC1+IIIC2
+IVA). All patients did not receive any radiotherapy or che-
motherapy before surgery. The ethics committee of Bengbu
Medical College has approved the implementation of this
experiment.

2.2. Immunohistochemistry. The collected cervical tissues
were fixed with 10% neutral formalin, paraffin-embedded,
and sequentially sectioned (3~5μm thick sections). Tissue
antigens were restored after deparaffinization and hydration
of paraffin slices. Phosphate-buffered solution (PBS) was
diluted three times to eliminate the PBS solution. Diluted
with 50μl of primary antibody per section (CHI3L1, rabbit
polyclonal, diluted 1 : 1000, Abcam, USA and CD31, rabbit
polyclonal, diluted 1 : 200, Abcam, USA), overnight at 4°C.
Wash with PBS 3 times, remove PBS solution, add 50μl
polymer reinforcement to each section, incubate at room
temperature for 20min, and rinse with PBS 3 times. Remove
PBS solution, add 50μl enzyme-labeled anti-mouse/rabbit
polymer (secondary antibody) to each section, and incubate
at room temperature for 30min. Rinse with PBS 3 times.
The slices were stained with DAB (3,3′-diaminobenzidine)
and observed under a microlens for 3~5 minutes. Hematox-
ylin was restained and turned blue with PBS. PBS replaced
primary antibodies as negative control and known positive
tablets as a positive control. The above experiments were
performed according to the Elivision™ Plus detection kit
instructions (Fuzhou Maixin Co., Ltd., China).

2.3. Positive Criteria for CHI3L1. CHI3L1 positive particles
are light yellow to brownish yellow, mainly located in the
cytoplasm. Immunohistochemical labeling results were eval-
uated by the semiquantitative scoring method from staining
intensity and staining range. We randomly selected five
high-power fields (400x) in the tumor cell region, and 200
tumor cells were counted. According to the proportion of
positive cells, the cells were divided into <5% as 0, 5%-
~25% as 1, 26%~50% as 1, 51%~75% as 3, and >75% as 4.
Staining intensity of positive cells is as follows: no staining
as 0, light yellow as 1, brown-yellow as 2, and tan as 3. When
the two of the same case are multiplied, the standard of low
expression or no expression is <3 points and the standard of
high expression is ≥3. All results were judged by the double-
blind method and repeated three times.

2.4. MVD Positive Evaluation Criteria.MVD was counted by
Weinner counting method [20]. At low magnification
(100x), the area with the highest microvascular density was
selected. At medium magnification (200x), the number of
microvessels in 5 different fields was manually counted and
the average value was MVD. CD31 was located in vascular
endothelial cells, and a positive microvessel was counted as
a single endothelial cell or endothelial cell cluster with posi-
tive staining. Inclusion criteria are as follows: endothelial
cells with complete structural outline were stained, isolated
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from adjacent microvessels showed single vascular endothe-
lial cells or clusters of vascular endothelial cells and branch-
ing vascular structures with unconnected structures.
Exclusion criteria are as follows: vessels with diameter ≥ 8
red blood cells, thick-walled smooth muscle vessels, and ves-
sels in the sclerotic necrotic zone. All of the results were
judged three times using the double-blind approach.

2.5. Statistical Analysis. All data were collected by SPSS26.0
(IBM Corp., Armonk, NY, USA) statistical software analysis.
Statistically, the cut-off value is 0.05. When P < 0:05, it was
statistically significant. t-test or Fisher’s exact test was used
for measurement data of both groups, one-way ANOVA
was used for measurement data of multiple groups, and χ2

test was used for counting data. The follow-up data were

(a) (b)

(c) (d)

(e) (f)

Figure 1: Immunohistochemical analysis of CHI3L1 and MVD expression in cervical squamous cell carcinoma (CSCC) and control groups
(×400 magnification). CHI3L1 was negatively expressed in (a) normal cervical tissue. CHI3L1 (red arrow) is brown or tan granules in the
cytoplasm in (b) low-grade intraepithelial lesions, (c) high-grade intraepithelial lesions, and (d) ESCC, respectively. CD31-marked
microvessels are expressed between nests of (e, f, black arrows) ESCC.
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analyzed by the Kaplan–Meier method for univariate sur-
vival and Cox regression analysis for multivariate survival.

3. Result

In this section, we explain the expression of CHI3L1 in dif-
ferent cervical tissues, the relationship between the expres-

sion of CHI3L1 in CSCC tissues and its clinical parameters
in patients, and the expression of CD31-marked MVD in
different cervical tissues in detail.

3.1. Expression of CHI3L1 in Different Cervical Tissues. The
positive expression rate of CHI3L1 was 16.7% (10/60), 25%
(15/60), 53.3% (32/60), and 69.9% (72/103) in normal cervi-
cal tissues, low-grade intraepithelial lesions, high-grade
intraepithelial lesions, and CSCC, respectively. The positive
expression of CHI3L1 in cervical tissues increased during
the progression of malignant transformation (χ2 = 56:486,
P < 0:001), which was statistically significant. Meanwhile,
the positive expression rate of CHI3L1 in CSCC tissues
was significantly higher than that in normal cervical tissues,
low-grade intraepithelial lesions, and high-grade

Table 1: The relationship between CHI3L1, MVD, and clinicopathological parameters of cervical squamous cell carcinoma (CSCC).

Variable
CHI3L1

χ2 P MVD t-test/ANOVA P
High expression Low expression

Age (years) 2.356 0.125 7.985 0.357

<50 37 21 34:88 ± 12:802
≥50 35 10 37:22 ± 12:669

Diameter (cm) 1.785 0.410 10.123 0.001

<2 6 4 20:60 ± 10:255
≥2, <4 33 17 35:98 ± 11:531
≥4 33 10 39:12 ± 12:204

General type 2.522 0.471 2.068 0.109

Endogenous infiltration 15 9 34:38 ± 14:080
External lettuce flower 24 6 38:57 ± 11:726
Ulcer 15 6 39:29 ± 10:494
Superficial erosion 18 10 31:82 ± 13:358

Depth of infiltration 13.420 0.001 4.975 0.009

<1/2 21 21 31:31 ± 13:616
≥1/2, 2/3 33 7 39:15 ± 11:116
≥2/3 18 3 38:90 ± 11:458

Differentiation 26.122 0.001 12.151 0.001

Well 1 8 21:44 ± 13:602
Moderately 41 22 34:81 ± 12:076
Poorly 30 1 42:32 ± 9:639

Lymph node metastasis 4.062 0.044 4.570 0.001

Yes 23 4 44:70 ± 9:376
No 49 27 32:78 ± 12:341

Vascular invasion 31.967 0.001 7.985 0.001

Yes 60 8 41:56 ± 9:670
No 12 23 24:91 ± 10:678

FIGO stage 2.296 0.513 1.591 0.196

IA 3 3 26:17 ± 15:690
IB 29 15 35:36 ± 11:654
II 20 6 38:46 ± 11:863
III+IV 20 7 36:48 ± 14:132

Table 2: The relationship between CHI3L1 and MVD in CSCC.

Variable MVD t P

CHI3L1 8.473 0.001

High expression 41:83 ± 10:024
Low expression 23:03 ± 11:020
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intraepithelial lesions (χ2 = 42:983, χ2 = 30:718, and χ2 =
4:507, all P < 0:05). The positive expression of CHI3L1 in
high-grade intraepithelial lesions was significantly higher
than that in normal cervical tissues and low-grade intraepi-
thelial lesions (χ2 = 17:729 and χ2 = 10:108, both P < 0:05).
However, there was no significant difference in the positive
expression of CHI3L1 between low-grade intraepithelial
lesions and normal cervical tissue, as shown in Figure 1.

3.2. The Relationship between the Expression of CHI3L1 in
CSCC Tissues and Its Clinical Parameters of Patients. The

results showed that in CSCC tissues, the positive expression
rate of CHI3L1 was significantly correlated with the depth of
tumor invasion, degree of differentiation, vascular invasion,
and lymph node metastasis (all P < 0:05), but not with the
patient’s age, tumor diameter, gross type, and FIGO stage
(all P > 0:05). With the deepening of tumor infiltration,
especially the infiltration depth of more than 2/3 of the full
thickness, the positive rate of CHI3L1 (85.7%, 18/21) was
significantly higher than that of the infiltration depth of less
than 1/2 of the full thickness (50%, 21/42) and the positive
rate of more than 1/2 but less than 2/3 full-thickness
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Figure 2: Kaplan–Meier analysis of the survival rates of patients with CSCC: (a) lower overall survival (OS) of patients with positive CHI3L1
expression (log − rank = 12:655, P < 0:001), (b) lower OS of patients with positive MVD expression (log − rank = 7:248, P = 0:007), (c)
progression-free survival (PFS) of patients in relation to CHI3L1 (log − rank = 24:431, P < 0:001), and (d) lower PFS of patients with
positive MVD expression (log − rank = 8:522, P = 0:004).
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(82.5%, 33/40). The positive rate of CHI3L1 in poorly differ-
entiated tissues (96.7%, 30/31) was significantly higher than
that in well-differentiated tissues (11.1%, 1/9) and moder-
ately differentiated tissues (65.1%, 41/63). The CHI3L1
protein-positive rate in patients with lymph node metastasis
(85.2%, 23/27) was significantly higher than that in patients
without lymph node metastasis (64.5%, 49/76). The positive
rate (88.2%, 60/68) was higher than the positive rate of
patients without intravascular tumor thrombus (34.3%, 12/
35). The above data are shown in Table 1.

3.3. Expression of CD31-Marked MVD in Different Cervical
Tissues. In 103 cases of CSCC tissues, MVD was mainly
characterized by irregular morphology, increased number,
and disorganized branching and was concentrated at the
edge of tumor invasion. MVD values ranged from 6 to 64,
with the median value of 36 as the truncated value. MVD
in the high-expression group was ≥36, and MVD in the
low-expression group was <36, as shown in Figures 1(e)
and 1(f). No microvascular formation was detected in nor-
mal cervical tissues, low-grade intraepithelial lesions, and
high-grade intraepithelial lesions, and only CD31-marked
MVD was detected in CSCC tissues, suggesting that the pro-
duction of MVD generation increased significantly after cer-
vical tissue carcinogenesis.

3.4. The Relationship between the Expression of MVD in
CSCC Tissues and Its Clinicopathological Parameters. Fur-
ther analysis showed that MVD expression in CSCC tissues
was correlated with tumor size, invasion depth, differentia-
tion type, vascular invasion, and lymph node metastasis
(P < 0:05), but not with age, tumor gross type, and FIGO
stage (P > 0:05). With the increase in tumor diameter, the
MVD value increased gradually (F = 10:123, P < 0:05). The
MVD value of cases with invasion depth of tumor invasion
was 1/2 of the full layer (≥2/3 full layer, 38:90 ± 11:458 and
≥1/2 and<2/3 full layer, 39:15 ± 11:116) was significantly
higher than that of cases with invasion depth of <1/2 full
layer (31:31 ± 13:616). The more poorly differentiated the
tumor was, the higher the MVD value was (F = 12:151, P
< 0:05). The MVD value of the CSCC patients with lymph
node metastasis (44:70 ± 9:376) was significantly higher

than that of patients without lymph node metastasis
(32:78 ± 12:341). The MVD value of CSCC with vascular
invasion (41:56 ± 9:670) was significantly higher than that
of CSCC without vascular invasion (24:91 ± 10:678). The
above data are shown in Table 1.

3.5. The Relationship between CHI3L1 and MVD in CSCC
Tissue. CSCC tissues were divided into two groups: the high
CHI3L1 expression group and the low CHI3L1 expression
group. MVD value of the high-expression group of CHI3L1
was 41:83 ± 10:024, while that of the low-expression group
of CHI3L1 was 23:03 ± 11:020, and the difference was statis-
tically significant (t = 8:473, P < 0:05). The positive rate of
MVD in the group with high CHI3L1 expression was higher
than that in the group with low CHI3L1 expression, as
shown in Table 2.

3.6. Prognosis. The overall survival (OS) and progression-
free survival (PFS) after operation in 103 patients were eval-
uated to see if there was a link between the expression of
CHI3L1 and MVD in CSCC and patient survival. Kaplan–
Meier (log-rank) survival analysis was performed on the rel-
evant data. The results showed that the OS survival time of
CSCC patients over five years after operation was 82:42 ±
15:789 months, and the OS survival rate over five years
was 66.9% (69/103). The survival time of PFS was 74:63 ±
21:630 months, and the survival rate of PFS over five years
was 50.4% (52/103). FIGO stage (log − rank = 26:469, P <
0:001), tumor diameter (log − rank = 8:779, P = 0:012),
depth of invasion (log − rank = 6:108, P = 0:047), degree of
differentiation (log − rank = 7:689, P = 0:021), lymph node
metastasis (log − rank = 33:316, P < 0:001), vascular inva-
sion (log − rank = 17:062, P < 0:001), CHI3L1 expression
(log − rank = 12:655, P < 0:001, Figure 2(a)), and MVD
expression (log − rank = 7:248, P = 0:007, Figure 2(b)) corre-
lated with OS prognosis (P < 0:05). FIGO stage
(log − rank = 13:084, P < 0:001), tumor diameter
(log − rank = 14:211, P = 0:001), depth of invasion
(log − rank = 6:108, P = 0:047), degree of differentiation
(log − rank = 13:084, P = 0:001), lymph node metastasis
(log − rank = 39:522, P < 0:001), vascular invasion
(log − rank = 25:180, P < 0:001), CHI3L1 expression

Table 3: Results of multivariate Cox regression analysis of overall survival (OS).

B SE Wald df P Exp (B)
95.0% CI for Exp (B)
Lower Upper

Age (years) 0.505 0.384 1.732 1 0.188 1.657 0.781 3.514

FIGO stage -0.817 0.545 2.250 1 0.134 0.442 0.152 1.285

Diameter (cm) 0.551 0.392 1.972 1 0.160 1.735 0.804 3.745

Depth of infiltration -0.282 0.286 .973 1 0.324 0.754 0.431 1.321

Differentiated 0.433 0.396 1.197 1 0.274 1.542 0.710 3.352

Lymph node metastasis -2.618 1.075 5.927 1 0.015 0.073 0.009 0.600

General type -0.456 0.325 1.970 1 0.160 0.634 0.335 1.198

Vascular invasion -0.946 0.886 1.140 1 0.286 0.388 0.068 2.204

CHI3L1 -1.219 0.816 2.232 1 0.135 0.296 0.060 1.463

MVD 0.587 0.446 1.731 1 0.188 1.798 0.750 4.312
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(log − rank = 24:431, P < 0:001, as shown in Figure 2(c)),
and MVD expression (log − rank = 8:522, P = 0:004, as
shown in Figure 2(d)) were correlated with PFS prognosis
(P < 0:05). Cox multivariate analysis is shown in Tables 3
and 4.

4. Discussion and Conclusion

CHI3L1 can be expressed and secreted by a variety of cells,
including macrophages, neutrophils, epithelial cells, smooth
muscle cells, chondrocytes, and tumor cells [21]. In recent
years, more and more investigations on CHI3L1 in malig-
nant tumors have been conducted. Serum CHI3L1 levels
are significantly increased in endometrial cancer, melanoma,
colorectal cancer, lung cancer, and breast cancer [22–24].
Increased serum CHI3L1 protein level in patients with
CSCC and cervical adenocarcinoma was shown to lead to
aggravation of cervical cancer, resulting in poorer prognosis
and shorter survival [25, 26]. The expression level of
CHI3L1 protein in cervical cancer tissues was also shown
to be significantly higher than that in normal cervical tissues
[13]. Although several studies have demonstrated the
involvement of high expression of serum CHI3L1 protein
in the growth, proliferation, infiltration, and metastasis of
cervical cancer [21, 25, 26], the relationship between the
expression level of CHI3L1 protein and the specific clinico-
pathological parameters of cervical cancer patients from
the perspective of histology is not well characterized. Only
Ngernyuang et al. [13] reported a much higher positivity
rate of CHI3L1 in cervical cancer patients with regional
lymph node and organ metastasis compared to that in
patients with nonmetastatic disease, which is consistent with
the results of the present study. In the present study, we
detected the expression level of CHI3L1 in different cervical
tissue samples and confirmed that the positive expression
rate of CHI3L1 in CSCC tissues was significantly higher than
that in cervical intraepithelial lesions and normal cervical
tissues, which was consistent with the results reported above
[13]. The presence of lymph node metastases in CSCC
patients enhanced the expression level of the CHI3L1 pro-
tein, according to this study (P < 0:05). Meanwhile, it was
confirmed for the first time in this study that the protein

level of CHI3L1 was significantly increased with the lower
differentiation degree of CSCC, the deepening of tumor
invasion depth or vascular invasion (all P < 0:05). These
findings suggest that dynamic monitoring of the positive
expression level of CHI3L1 in cervical tissue may predict
whether the cervix will undergo malignant changes, so
CHI3L1 may become a candidate gene for predicting cervi-
cal cancer. The high expression of CHI3L1 protein is closely
related to lymph node metastasis and tumor invasion of cer-
vical cancer, which may aggravate the progression of cervical
cancer.

How does CHI3L1 participate in the occurrence and
progression of cervical cancer, and what is the specific mech-
anism? One of the leading causes of death in cancer patients
is tumor metastasis and dissemination. Microangiogenesis
and dietary factors are primarily used by lymph node metas-
tases and hematogenous dissemination to offer ample blood
supply. Tumor metastasis and spread are one of the causes
of death in cancer patients. Lymph node metastasis and
hematogenous dissemination mainly rely on microangio-
genesis to provide abundant blood supply and nutritional
factors. Growth and migration cannot leave the blood vessels
that provide nutrients and energy. In order to ensure the
survival and growth of malignant tumor cells, a continuous
blood supply is required, and a good blood supply can fur-
ther maintain and promote the growth of malignant tumor
cells. Genogenesis plays an extremely important role in the
occurrence and development of tumor tissues [27]. It has
been reported that CHI3L1 plays a key role in tumor devel-
opment by promoting tumor angiogenesis [6, 28]. Based on
this, the relationship between MVD and clinicopathological
parameters of CSCC and CHI3L1 was also detected in this
study. No microvascular formation was observed in the con-
trol tissues (cervical intraepithelial lesions and normal cervi-
cal tissues), while a higher number of MVD was observed in
cervical tissues, which is consistent with previous reports
[13]. This experiment showed that the number of MVD
would increase with the increase of tumor, the deepening
of invasion depth, the lower degree of differentiation, lymph
node metastasis, and vascular invasion, suggesting that the
occurrence and deterioration of CSCC are closely related to
the formation of neovascularization.

Table 4: Results of multivariate Cox regression analysis of progression-free survival (PFS).

B SE Wald df P Exp (B)
95.0% CI for Exp (B)
Lower Upper

Age (years) 0.130 0.313 0.171 1 0.679 1.138 0.616 2.103

FIGO stage -0.387 0.415 0.867 1 0.352 0.679 0.301 1.533

Diameter (cm) 0.592 0.308 3.691 1 0.055 1.808 0.988 3.307

Depth of infiltration -0.365 0.233 2.454 1 0.117 0.694 0.440 1.096

Differentiated 0.401 0.337 1.414 1 0.234 1.494 0.771 2.893

Lymph node metastasis -1.792 0.807 4.931 1 0.026 0.167 0.034 0.810

General type -0.618 0.273 5.123 1 0.024 0.539 0.316 0.921

Vascular invasion -0.564 0.608 0.859 1 0.354 0.569 0.173 1.875

CHI3L1 -1.867 0.676 7.617 1 0.006 0.155 0.041 0.582

MVD 0.502 0.357 1.972 1 0.160 1.652 0.820 3.328
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This study was the first to explore the effects of CHI3L1
and MVD on the prognosis and survival of CSCC from the
histological perspective. The study showed that the survival
status of OS and PFS was related to the expression of
CHI3L1 protein and MVD (P < 0:05). However, CHI3L1
expression cannot be used as an independent prognostic fac-
tor for OS and DFS in CSCC patients, nor can MVD expres-
sion be used as an independent prognostic factor for OS in
CSCC patients, while MVD expression level can be used as
an independent factor to evaluate the survival of PFS. It is
suggested that high expression of CHI3L1 protein and
MVD may indicate poor prognosis of CSCC patients, but
neither of them can be used as independent prognostic cri-
teria for CSCC. A similar conclusion was obtained in detect-
ing the influence of serum CHI3L1 expression level on the
prognosis of cervical cancer [25]. Mitsuhashi et al. [25]
showed in a retrospective study that high serum CHI3L1
protein level is a potential independent prognostic bio-
marker for assessing short-term OS before treatment in
patients with CSCC and cervical adenocarcinoma. This
study also confirmed that FIGO stage, tumor size, lymph
node metastasis, and vascular invasion were correlated with
the prognosis of OS and PFS in patients with ESCC (P < 0:05
), and these factors were key factors affecting the prognosis
of patients.

In this study, the number of MVD in the high-
expression group of CHI3L1 was significantly higher than
that in the low-expression group of CHI3L1, suggesting that
CHI3L1 may be involved in the occurrence and develop-
ment of cervical cancer and promote tumor angiogenesis
as an angiogenic factor. Ngernyuang et al. [13] also reached
the same conclusion in previous studies. Studies have shown
that CHI3L1 is involved in the adhesion and migration of
vascular endothelial cells [4, 29]. Studies have shown that
the addition of CHI3L1 recombinant protein in vitro pro-
motes vascular endothelial cell migration and tubule forma-
tion, which are important steps in angiogenesis. Moreover,
CHI3L1 can promote the secretion of vascular endothelial
growth factor (VEGF) by U87 cells and accelerate tumor
angiogenesis by cooperating with other proangiogenic fac-
tors [4]. CHI3L1 activates the activities of focal adhesion
kinase (FAK) and extracellular regulated protein kinase
(ex-tracellular signal regulated kinases-1, ERK-1)/(ex-tracel-
lular signaI regulated kinases-2, ERK-2). Increased VEGF
and angiogenesis [30], in particular the membrane receptor
syndeca-1 and integrin αvβ5, act as triggering molecules to
trigger the CHI3L1 signaling cascade. CHI3L1 binds to the
receptor of advanced dycation endproducts (RAGE) and
induces the proliferation of cancer cells. ERK1/2-MAPK
(mitogen activated protein kinase) pathway plays a role in
the downstream signal cascade of RAGE-CHI3L1 [30].
Therefore, the next step of this research group is to detect
the relationship between CHI3L1 and MVD through
in vitro experiments, to further analyze the role of CHI3L1
in the formation of new blood vessels in CSCC and to
explore the mechanism of CHI3L1 involved in CSCC.

In general, the tumor size, FIGO stage, invasion depth,
vascular invasion, lymph node metastasis, and differentia-
tion degree of CSCC are all linked to high CHI3L1 and

MVD expression. The high expression of CHI3L1 and
MVD may indicate a poor prognosis for patients, but it can-
not be used as an independent prognostic factor to evaluate
the prognosis of patients with cervical cancer. Studies have
pointed out that the growth and progression of tumors can
be effectively controlled by controlling tumor angiogenesis
[31]. It seems plausible that targeted inhibition of CHI3L1
expression level may potentially control tumor neovascular-
ization and inhibit generation of lymphatic vessels, so as to
effectively control tumor growth and progression.
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Objective. To explore the efficacy of digestive endoscopy (DEN) based on artificial intelligence (AI) system in diagnosing early
esophageal carcinoma. Methods. The clinical data of 300 patients with suspected esophageal carcinoma treated in our hospital
from January 2018 to January 2020 were retrospectively analyzed; among them, 198 were diagnosed with esophageal
carcinoma after pathological examination, and 102 had benign esophageal lesion. An AI system based on convolutional neural
network (CNN) was adopted to assess the DEN images of patients with early esophageal carcinoma. A total of 200 patients
(148 with early esophageal carcinoma and 52 with benign esophageal lesion) were selected as the learning group for the
Inception V3 image classification system to learn; and the rest 100 patients (50 with early esophageal carcinoma and 50 with
benign esophageal lesion) were included in the diagnosis group for the Inception V3 system to assist the narrow-band imaging
(NBI) with diagnosis. The diagnosis results from Inception V3-assisted NBI were compared with those from imaging
physicians, and the diagnostic efficacy diagram was drawn. Results. The diagnosis rate of AI-NBI was significantly faster than
that of physician diagnosis (0:02 ± 0:01 vs. 5.65± 0.32 s (mean rate of two physicians), P < 0:001); between AI-NBI diagnosis
and physician diagnosis, no statistical differences in sensitivity (90.0% vs. 92.0%), specificity (92.0% vs. 94.0%), and accuracy
(91.0% vs. 93.0%) were observed (P > 0:05); and according to the ROC curves, AUC (95% CI) of AI-NBI diagnosis = 0:910
(0.845-0.975), and AUC (95% CI) of physician diagnosis = 0:930 (0.872-0.988). Conclusion. CNN-based AI system can assist
NBI in screening early esophageal carcinoma, which has a good application prospect in the clinical diagnosis of early
esophageal carcinoma.

1. Introduction

Esophageal carcinoma is a malignant tumor originating at the
mucosal or glandular epithelium of the esophagus [1, 2].
According to epidemiological survey data, the incidence of
esophageal carcinoma ranks eighth among all malignant
tumors worldwide [3], the incidence in East Asia has been
consistently higher than the world average due to the special

dietary habits, and in China in 2018, new cases and deaths of
esophageal carcinoma accounted for 53.7% and 55.7% of the
global total, respectively, with esophageal carcinoma burden
about two times the world level [4, 5]. Early diagnosis and
treatment is key to reducing such burden in China [6, 7]. Cur-
rently, endoscopy, a set of devices for the diagnosis and treat-
ment of digestive diseases by direct acquisition of images of
the alimentary tract and digestive organs through the
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alimentary tract, has become a main method for diagnosis of
early esophageal carcinoma in practice. Chromoendoscopy,
high-frequency micro probe ultrasonic endoscopy, and elec-
tronic staining are common clinical examination modalities.
Among them, narrow-band imaging (NBI) is one of the most
widely used endoscopic optical staining techniques at present,
which, by combining with magnifying endoscopy, can clearly
present subtle changes of the capillaries and mucosa within
the epithelial papilla with the help of a spectral combination
and then effectively improve the detection rate of superficial
neoplastic lesions under endoscopy [8], and therefore, it is
often used in the clinical diagnosis of early esophageal
carcinoma.

In recent years, the development of artificial intelligence
(AI) has allowed NBI examinations to be further optimized,
and AI model relying on convolutional neural network
(CNN) can precisely identify NBI endoscopic images of cancer
patients and improve the diagnostic efficiency of NBI [9]. The
diagnostic value of the current AI model in gastrointestinal
malignancies, such as colorectal cancer and gastric cancer,
has been confirmed by literature at home and abroad [10],
and Tan et al. reported that the CNN-based AI model had a
sensitivity of 90.12% and a specificity of 91.53% for the inter-
pretation of NBI endoscopy in patients with laryngeal cancer
[11], with exact application value. Based on this, the study
combined AI system with NBI and selected 200 patients
(148 with early esophageal carcinoma and 52 with benign
esophageal lesion) as the learning group for the Inception
V3 image classification system to learn and included another
100 patients (50 with early esophageal carcinoma and 50 with
benign esophageal lesion) in the diagnosis group for the Incep-
tion V3 system to assist the narrow-band imaging (NBI) with
diagnosis, aiming to improve the efficacy of diagnosing early
esophageal carcinoma and provide theoretical support for
practice and application. The flow diagram of the study is
detailed in Figure 1.

2. Materials and Methods

2.1. Study Design. It was a retrospective study conducted in
our hospital from January 2018 to January 2020 to explore
the clinical application value of AI system combined with
DEN in diagnosing early esophageal carcinoma.

2.2. Inclusion and Exclusion Criteria. Inclusion criteria of the
study were as follows. (1) The patients were found to have sus-
pected mucosal lesion in the esophagus such as rough, erosive,
andmildly protrudedmucosa after general white light gastros-
copy; (2) the patients were at least 18 years old and voluntarily
joined the study; and (3) the patients were treated in our hos-
pital in the whole course and had complete clinical data.

Exclusion criteria of the study were as follows. (1) The
patients had clearly diagnosed diseases such as polyp and
diverticulum of the esophagus; (2) the patients were in the
progressive period of esophageal carcinoma or had accepted
treatments such as esophageal carcinoma surgery or chemo-
therapy before; (3) the patients had obviously extended coa-
gulogram; (4) the patients had severe organic diseases that
might affect the accuracy of study results; (5) the patients

were pregnant or lactating women; (6) the patients could
not tolerate with the NBI examination; and (7) the patients
could not communicate with others due to factors such as
mental diseases.

2.3. General Data. A total of 300 patients with suspected
esophageal carcinoma were included in the study; among
them, 198 were diagnosed with esophageal carcinoma after
pathological examination, and 102 had benign esophageal
lesion. A total of 200 patients (148 with early esophageal car-
cinoma and 52 with benign esophageal lesion) were selected
as the learning group for the Inception V3 image classification
system to learn; and the rest 100 patients (50 with early esoph-
ageal carcinoma and 50 with benign esophageal lesion) were
included in the diagnosis group for the Inception V3 system
to assist NBI with diagnosis. By collecting the socio-
demographic data and clinical manifestation data, it could be
concluded that patients with early esophageal carcinoma
included in the study (128 males and 70 females) had a mean
age of 68:14 ± 9:20 years, and among them, 28 patients had
lesion at the median esophagus, 90 patients at the upper
esophagus, and 80 patients at the lower esophagus; according
to Vienna Classification, 198 patients had high-grade intraep-
ithelial neoplasia (108 with severe atypical hyperplasia and 90
with carcinoma in situ); and the length of patients’ lesion was
13:11 ± 2:65mm. Patients with benign esophageal lesion (72
males and 30 females) had a mean age of 69:17 ± 9:48 years,
and according to Vienna Classification, 70 patients had low-

Selecting patients

Learning group Diagnosis group

AI learning NBI images

NBI examination

AI assisting NBI images with diagnosis

Summarizing the diagnostic results

Analyzing the results

Writing the paper

Figure 1: Flow diagram of the study.
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grade intraepithelial neoplasia (40 with mild atypical hyper-
plasia and 30 with moderate atypical hyperplasia), and 32
patients had inflammatory lesions.

2.4. Moral Consideration. The study met the principles in
World Medical Association Declaration of Helsinki (2013)
[12] and followed the generally recognized scientific princi-
ples and codes of ethics. The patients included understood
the study purpose, meaning, contents, and confidentiality
and signed the informed consent.

2.5. Methods

2.5.1. NBI. The Olympus GIF-H290 endoscopy (Olympus
Corporation; NMPA Registration (I) no. 20153223719) and
Olympus CV-290SL NBI endoscopy examination system
(Olympus Corporation; NMPA Registration (I) no.
20153223192) were adopted. Routine fasting and water dep-
rivation were performed to patients, and 15min before
examination, patients took lidocaine mucilage (Zhejiang
Kangde Pharmaceutical Co., Ltd.; NMPA approval no.
H20066381), and then, endoscopy examination was per-
formed by endoscopists from the department of digestive
medicine with the following steps. Patients were in the left
lateral position. First, the scope was entered to the descen-
dant duodenum and then slowly retracted, during which
pumping was constantly conducted to expose the gastric
cavity and esophageal cavity, and after the scope reached
the esophagus, the esophageal mucosa was first observed
with white light; when the lesion position was found, it
was flushed with dimethyl silicone oil and normal saline,
and observation was performed again after removing esoph-
ageal mucus. Two physicians used magnifying endoscopy to
observe the capillary loops and mucosal microstructure
within the papilla of esophageal epithelium to observe the
lesion area and then draw corresponding conclusions, which
were determined by discussion in case of inconsistency.

2.5.2. Algorithm Construction. The Inception V3 image clas-
sification system (Google, California, USA) based on Google
Net model was adopted, ImageNet 2012 Challenge training
dataset was used, Net was adjusted in NBI image data, algo-
rithm was trained by RMSprop, and the diagnosis model was
TensorFlow 1.6. The NBI image data were complete images
and marked as pathological benign or malignant for the sys-
tem to learn, so that the predictive value was infinitely close
to the target value, and then, the NBI images of the diagnosis
group were interpreted.

2.6. Observation Criteria

2.6.1. Diagnosis Results. The diagnosis results from AI-NBI
and physicians were recorded, i.e., the number of positive
and negative patients obtained by different diagnostic
methods.

2.6.2. Diagnostic Efficacy. The diagnostic efficacy of different
diagnosis modalities was calculated. (1) Sensitivity: number
of true positive cases/ðnumber of true positive cases +
number of false negative casesÞ ∗ 100%; (2) specificity:
number of true negative cases/ðnumber of true negative cases
+ number of false positive casesÞ ∗ 100%; (3) positive pre-
dictive value (PPV): number of true positive cases/ðnumber
of true positive cases + number of false positive casesÞ; and
(4) negative predictive value (NPV): number of true
negative cases/ðnumber of false negative cases + number of
true positive casesÞ.
2.6.3. ROC Curve. The ROC curves of the two diagnosis
modalities were plotted by recording the positive and nega-
tive results from imaging examination into SPSS20.0 and
using the ROC analysis method.

2.7. Statistical Processing. In this study, the data processing
software was SPSS20.0, the picture drawing software was
GraphPad Prism 7 (GraphPad Software, San Diego, USA),
the item included was enumeration data, the method used
was X2 test, and differences were considered statistically sig-
nificant at P < 0:05.

3. Results

3.1. Diagnostic Results. The diagnosis rate of AI-NBI was sig-
nificantly faster than that of physicians (0:02 ± 0:01 vs.
5:65 ± 0:32 s (mean rate of two physicians), P < 0:001). See
Table 1 for the diagnosis results from AI-NBI and
physicians.

3.2. Diagnostic Efficacy. Between AI-NBI diagnosis and phy-
sician diagnosis, no statistical differences in the sensitivity
(90.0% vs. 92.0%), specificity (92.0% vs. 94.0%), and accu-
racy (91.0% vs. 93.0%) were observed (P > 0:05). See Table 2.

3.3. ROC Curve. According to the ROC curves, AUC (95%
CI) of AI-NBI diagnosis = 0:910 (0.845-0.975), and AUC
(95% CI) of physician diagnosis = 0:930 (0.872-0.988), as
detailed in Figure 2.

4. Discussion

Early esophageal cancer refers to esophageal carcinoma with
severe dysplasia, lesions confined within the mucosal layer,
and no lymph node metastasis, which can be cured by endo-
scopic minimally invasive treatment with little trauma, rapid
recovery, and a 5-year survival rate more than 90.0% [13], so
improving the early detection rate of esophageal carcinoma
is key to safeguarding patient outcome. As esophageal carci-
noma is mainly squamous cell carcinoma [14], Lugo’s solu-
tion iodine staining is currently the most common clinical
diagnostic method at this stage, which, although has high

Table 1: Analysis of diagnosis results from AI-NBI and physicians.

Group AI-NBI Physicians

Sensitivity 90.0 (45/50) 92.0 (46/50)

Specificity 92.0 (46/50) 94.0 (47/50)

Positive predictive value 91.8 (45/49) 93.9 (46/49)

Negative predictive value 90.2 (46/51) 92.2 (47/51)

Accuracy rate 91.0 (91/100) 93.0 (93/100)
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sensitivity, is limited in clinical application due to its suscep-
tibility to trigger burning sensation and allergic reactions in
the stomach [15]. With the continuous advancement of
DEN, NBI is developing rapidly, which can apply filters to
filter the broad-band spectrum of endoscopic light sources
and leave a narrow-band spectrum of green light and blue
light and then fully exhibit the subtle changes of the mucosa
and the capillaries within the epithelial papilla [16]. When
combined with magnifying endoscopy, the contrast of the
superficial and underlying blood vessels in the esophageal
mucosa can be greatly enhanced, which will facilitate the ini-
tial histological diagnosis of early esophageal lesions by clini-
cians, thereby guiding lesion targeted biopsy and reducing
the number of biopsies [17, 18]. Not only that, NBI also
has advantages such as easy operation and no adverse reac-
tions induced by chemical stains, so currently, it has been
widely used in the clinical diagnosis of Barrett’s esophagus
early carcinogenesis, early esophageal squamous cell carci-
noma, and early esophageal adenocarcinoma.

The report by Liu concluded that the sensitivity and
specificity of NBI diagnosing Barrett’s esophagus early carci-
nogenesis were, respectively, 97.0% and 94.0% [19], indicat-
ing desirable sensitivity but a certain false positive rate,
which was close to the results of Lugo’s solution iodine stain-
ing. Zhang S.M. et al. showed that the sensitivity of NBI for
the diagnosis of esophageal squamous high-grade intraepi-
thelial neoplasia varied greatly, reaching up to 100.0% by
experienced endoscopists and only 69.0% by inexperienced
physicians [20], indicating that the examination results of

NBI are still influenced by the subjective factors of endosco-
pists. Because clinical upper DEN needs to be done by endos-
copists, and diagnosis relies entirely on the endoscopist’s
visual interpretation and pathological biopsy, the essence is
continuously accumulating experience to enhance accuracy.
Although endoscopists can fully master the technique of
DEN after years of training, the possibility of misdiagnosis
and erroneous diagnosis still cannot be excluded. To improve
the objectivity and efficiency of diagnosis, AI-assisted DEN
has become a hot spot in recent clinical research. AI can
enhance its own performance in a way that it learns data with-
out explicit instruction, and feature learning enables AI to
actively learn and recognize features in image data, thereby
automatically inferring input and output values [21]. On a
technical level, such deep learning modality can adopt CNN
to analyze complex information, making AI an intelligent sys-
tem to assist diagnosis, which is beneficial to reduce the study
cost of endoscopists, and facilitate the faster application of new
technologies such as NBI into practice.

At present, the effectiveness of AI-NBI in the diagnosis
of gastrointestinal tumors such as gastric cancer and colorec-
tal cancer has been demonstrated [22]; scholars Barragán-
Montero et al. showed that the accuracy of IMRI deep
learning-based AI system in diagnosing esophageal cancer
was superior to that of 4 endoscopists [23] and that this
technique could further determine the depth of invasion of
early esophageal carcinoma, proving that AI system can
compensate for the shortcomings of incomplete visual cap-
ture in humans and assist endoscopists in DEN for precise
diagnosis. Scholars Pham et al. constructed an AI model
based on CNN and found that its sensitivity for detecting
melanoma was 98.0% and the detection rate was signifi-
cantly higher than endoscopists [24], and this study also
found that the diagnosis rate of AI-NBI was 0:02 ± 0:01 s,
significantly faster than that of physicians (P < 0:001).
Zhang S.M. et al. adopted a great number of samples to con-
struct an AI model to learn 8,428 endoscopic images of
patients with esophageal carcinoma, and the results showed
that the sensitivity of AI diagnosis was 98.0% and the PPV
was 40.0% [20]. Based on the features of AI learning, the
PPV will continuously increase with the number of samples,
and with the building of IOT data platform, the accuracy of
AI also elevates. The study showed that the sensitivity, spec-
ificity, and accuracy of AI-NBI diagnosis were, respectively,
90.0%, 92.0%, and 91.0%, and AUC ð95%CIÞ = 0:910
(0.845-0.975), while the AUC (95% CI) of physician
diagnosis = 0:930 (0.872-0.988), demonstrating that AI sys-
tem under deep learning could better improve the positive
rate of NBI. The future direction should be to achieve real-
time diagnosis and make the best use of the advantages of
AI technology to reduce the esophageal carcinoma burden
in China.

Table 2: Analysis of diagnostic efficacy of AI-NBI and physicians.

Group Sensitivity (%) Specificity (%) PPV (%) NPV (%) Accuracy (%)

AI-NBI 90.0 (45/50) 92.0 (46/50) 91.8 (45/49) 90.2 (46/51) 91.0 (91/100)

Physician diagnosis 92.0 (46/50) 94.0 (47/50) 93.9 (46/49) 92.2 (47/51) 93.0 (93/100)

ROC

AINBI
Physician
Reference line

1.0

0.8

0.6

0.4

0.2

0.0
0.0 0.2 0.4 0.6 0.8 1.0

1-Specificity

Se
ns

iti
vi

ty

Figure 2: ROC curves of AI-NBI diagnosis and physician
diagnosis.
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5. Conclusion

CNN-based AI system can assist NBI with screening early
esophageal carcinoma, presenting a desirable diagnosis rate
and a good application prospect in clinical diagnosis of early
esophageal carcinoma.
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Objective. Its goal was to see how convolutional neural network- (CNN-) based superresolution (SR) technology magnetic
resonance imaging- (MRI-) assisted transition care (TC) affected the prognosis of children with severe viral encephalitis (SVE)
and how effective it was. Methods. 90 SVE children were selected as the research objects and divided into control group (39
cases receiving conventional nursing intervention) and observation group (51 cases performed with conventional nursing
intervention and TC intervention) according to their nursing purpose. Based on SR-CNN-optimized MRI images, diagnosis
was implemented. Life treatment and sequelae in two groups were compared. Results. After the processing by CNN algorithm-
based SR, peak signal to noise ratio (PSNR) (40.08 dB) and structural similarity (SSIM) (0.98) of MRI images were both higher
than those of fully connected neural network (FNN) (38.01 dB, 0.93) and recurrent neural network (RNN) (37.21 dB, 0.93)
algorithms. Diagnostic sensitivity (95.34%), specificity (75%), and accuracy (94.44%) of MRI images were obviously superior to
those of conventional MRI (81.40%, 50%, and 80%). PedsQLTM 4.0 scores of the observation group 1 to 3 months after
discharge were all higher than those of the control group (54:55 ± 5:76 vs. 52:32 ± 5:12 and 66:32 ± 8:89 vs. 55:02 ± 5:87).
Sequela incidence in the observation group (13.73%) was apparently lower than that in the control group (43.59%) (P < 0:05).
Conclusion. (1) SR-CNN algorithm could increase the definition and diagnostic ability of MRI images. (2) TC could reduce
sequelae incidence among SVE children and improve their quality of life (QOL).

1. Introduction

Viral encephalitis is an inflammatory lesion of the brain
parenchyma mainly caused by viral infection, including her-
pes simplex virus, arbovirus, and other common viruses. It is
the commonest disease among children [1, 2]. Viral encepha-
litis is featured with sudden onset, rapid development, and
high mortality, especially severe viral encephalitis (SVE) [3].
Children with SVE usually suffer from epilepsy, mental retar-
dation, paralysis, dyskinesia, and other sequelae, which cause
huge burden to families. Therefore, definite diagnosis and
out-of-hospital care are very important for SVE children [4].

According to several research, a thorough systematic
nursing intervention (mental nursing and rehabilitation

guidance) for children with SVE sequela after discharge
could enhance their prognosis and quality of life (QOL)
[5]. Based on the preceding findings, American specialists
propose transition care (TC). TC was aimed at enabling pat-
ents to receive collaborative and transition care on different
sites [6]. TC focuses on long-term nursing and enhances the
self-care abilities of patients and their family members under
the guidance of evidence-based basis. Besides, it was shown
that TC mode can evidently enhance functional activities,
compliance, and QOL of patients [7]. TC mode is gradually
developed towards China. At present, the study on the appli-
cation of TC focuses mainly on postpartum [8] and chronic
diseases [9]. The studies on its application in SVE sequela
among children.
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In terms of the diagnosis of viral encephalitis, imaging
technologies currently show good application values. Mag-
netic resonance imaging (MRI) is one of them [10]. It is pro-
posed in a large number of studies that MRI examination
demonstrates significant clinical application values in the
diagnosis and differential diagnosis of viral encephalitis in
children [11, 12]. In addition, MRI images possess high res-
olution. However, an MRI image with higher resolution
indicates longer acquisition time and higher requirement
for devices due to hardware, physical, and physiological lim-
itations. With the studies in recent years, superresolution
(SR) technology is put forward. SR technology assesses low
resolution (LR) images and then transmits the result to high
resolution (HR) images to minimize the error between HR
images and original images [13]. With the emergence of
deep learning (DL), SR technology is further optimized
[14]. Convolutional neural network (CNN) algorithm is a
widely applied SR technology. Relevant studies reveal that
CNN algorithm shows excellent performance in image pro-
cessing [15].

CNN-based SR technology (SR-CNN) was adopted to
optimize MRI images, assist TC in carrying out the progno-
sis and nursing of SVE children, and assess the application
effects on the improvement of SVE sequela among children,
which are aimed to provide more effective therapeutic and
nursing methods for the children with viral encephalitis,
reduce the incidence of SVE sequela, and improve the daily
QOL of SVE children.

The following is the paper’s organization paragraph: In
Section 2, the research method is provided. The experimen-
tal results are examined in Section 3. Section 4 consists of the
discussion section. Finally, the research job is completed in
Section 5.

2. Research Methods

2.1. Research Objects. A total of 90 SVE youngsters were cho-
sen as research subjects, with 49 boys and 41 females hospi-
talised to our hospital between March 2020 and March 2021.
Their average age was between 5 and 14 with the average of
8:98 ± 1:08. There were 78 children with clinical fever, 26
with vomiting, 58 with convulsion, 31 with coma, 12 with
limb disorder, 23 infected by herpes simplex virus, 31 with
infected by adenovirus, 19 infected by cytomegalovirus,
and 11 for other reasons. The children were divided into
two groups depending on the intentions of the children
and their families: control group (39 cases with typical nurs-
ing intervention after discharge) and observation group (51
cases receiving TC intervention based on conventional nurs-
ing). SR-CNN-based MRI images were utilized to diagnose
the patients in two groups. Besides, the prognosis of the
two groups was compared. The implementation of the
research had been approved by relevant Medical Ethics
Committee.

The patients were included based on the following
standards.

(A) All children could engage in the research and com-
munication with certain understanding ability

(B) Children’s parents did not suffer from cognitive or
speech dysfunction

(C) Children volunteered to participate in the research
and had signed informed consent

(D) All children conformed to the standard of viral
encephalitis in neurology [16]

The patients were excluded based on the following
standards.

(A) Children themselves sufferer from other central ner-
vous diseases or chronic diseases

(B) Children suffered from severe epidemic encephalitis
type B

(C) Children did not participate in a complete study

2.2. CNN Algorithm-Based SR Technology. CNN algorithm
currently shows good application effects in various fields.
As a feedforward neural network (FNN), CNN mainly con-
sists of three components, including convolutional layer,
pooling layer, and fully connected layer, as shown in
Figure 1.

Convolutional layer is made up of convolution kernel
and activation function. Its main function is the extraction
of the features of target images. Convolutional kernel recog-
nizes the features of images, and activation function obtains
multidimensional images. The specific calculation method is
shown as follows:

S =
ðL−1
L

ðW−1

W
P•ω + b: ð1Þ

In equation (1), P represents the input target image. S
refers to the output image. L and W denote the length and
width of the image, respectively. ω stands for convolutional
kernel. b represents bias. • is the convolution operation. In
convolutional layer, the convolution operation is performed
on P and ω according to bitwise multiplication. The calcula-
tion method is expressed as follows:

S′ =Q1 × ω +Q2 × ω+⋯+Qn × ω: ð2Þ

In equation (2), Q represents the image region, n refers
to the number of regions, and S′ denotes the output convo-
lution feature diagram.

The main function of the pooling layer is the sampling of
feature images to reduce training parameters as well as com-
putation and avoid overfitting. The pooling layer is mainly
divided into maximum pooling layer and average pooling
layer. Figure 2 demonstrates the specific calculation process.

The white region in Figure 2 is set as the example. The
pooling process of the average is expressed as follows:

P′ = p4 + p5 + p5 + p6
4 : ð3Þ
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The above equation is simplified as follows:

4 + 5 + 5 + 6
4 = 5: ð4Þ

The pooling process of the maximum is expressed as
follows:

P′ = p4 < p5 = p5 < p6f gP′ = pmax: ð5Þ

The above equation is simplified as follows:

P′ = 6 4 < 5 = 5 < 6ð Þ: ð6Þ

In equation (6), P′ represents the pooling value of out-
put image features, p denotes the pooling value in the pic-
ture of an image region, and Pmax refers to the maximum.

The main function of fully connected layer is the con-
nection of all feature images and the classification of these
images to obtain the results by classifier.

In image reconstruction, SR technology reversely obtains
HR images from LR images. The key step is upsampling,
which is also the main action step of CNN algorithm. The
upper sampling layer is divided into preupsampling (the
images of the same size as target images are obtained from
LR images, and their features are extracted, and their display
effects are enhanced), postupsampling (the size of input
images is kept the same), progressive upsampling (the recon-
structed images are gradually enlarged to 2 times to obtain
the images with different resolutions), and iterative up-

down sampling (the features of HR images at different stages
are obtained). According to the operation methods of upper
sampling layer, it can also be divided into deconvolution
layer and subpixel layer.

The main operation of deconvolution layer is enlarge-
ment-zero-padding-convolution. It is assumed that the orig-
inal image T is m × n, enlarged image T ′ is specifically
expressed as follows:

T ′ = m +m × 1ð Þ × n + n × 1ð Þ: ð7Þ

The image T″ obtained by zero-padding is expressed as
follows:

T ′′ = m +m × 1 + 1ð Þ × n + n × 1 + 1ð Þ: ð8Þ

Convolution refers to the convolutional image obtained
by calculation according to CNN algorithm.

The main function of subpixel layer is the rearrangement
of the image features obtained by convolution to acquire
high-resolution images.

CNN algorithm-based SR image is assessed by peak sig-
nal to noise ratio (PSNR), structural similarity (SSIM), and
its diagnostic efficacy.

PSNR = 10 ∗ log10
2B − 1
� �2

1/mnð Þ∑m−1
i=0 ∑n−1

l=0 C −Uð Þ

 !
, ð9Þ

where 2B − 1 denotes the maximum pixel value of the

Convolution Down
sampling

Convolution Down
sampling

Figure 1: CNN action process (inside the yellow boxes are the captured feature images).
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Figure 2: Pooling layer action process: (a) average pooling; (b) maximum pooling.
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image, n refers to the binary number of pixel value, m
represents the number of image samples, i and l stand
for certain pixel point in the image, C refers to clear
image, and U means noisy image.

SSIM C,Uð Þ = 2αCαU + B
αC

2 + αU
2 + B

, ð10Þ

αC =
1

H ×W
〠
H

i=1
〠
W

l=1
C, ð11Þ

αU = 1
H ×W

〠
H

i=1
〠
W

l=1
U , ð12Þ

where H ×W denotes the images size, α represents the
average value, and B refers to the constant.

Greater PSNR and SSIM values indicate better process-
ing effect on images.

2.3. MRI Examination. The examination of all children was
performed by one magnetic resonance scanner and review
by one surgeon. The films were reviewed by two experienced
(20 years or more) clinicians. Siemens superconducting mag-
netic resonance scanner (model number was Magnetom
Impct 1.0T, spin echo, Germany) was adopted. The scanning
parameters were set as follows. The thickness was 2.5mm,
layer-to-layer spacing was 3mm, and time of repetition (TR)
was 0.6 s and 3.4 s. Time of echo (TE) was 15 sm and 89 sm.
Scanning planes included cross plane, sagittal plane, and cor-
onal plane. Scanning sequences included T1WI and T2WI.
The process of enhanced scanning was as follows. The contrast
agent (Gd-DTPA, 0.2mL/kg) was injected intravenously. The
obtained images were processed by MRI and then optimized
by CNN algorithm-based SR technology.

2.4. Nursing Methods. The children in the control group were
performed with conventional nursing. The information about
the patients’ disease was obtained by phone 3 days after dis-
charge, including diet, physical condition, and activity level.
According to the obtained information, the corresponding
nursing guidance was offered. The patients were told to visit
outpatient department for review after 1 month and 3months.

The children in the observation group received TC based
on the nursing method for the control group. Firstly, a special
TC team was composed of chief physicians, supervisor nurses,
nursing graduates, therapists, and psychologists at pediatric
department. Secondly, scales of pediatric quality of life inven-
tory version 4.0 (PedsQL™ 4.0) [17] assessment was con-
ducted on the patients before discharge and then set up
health files, formulated discharge plans, and handed out
record books to the patients’ parents to prompt them to record
their children’s daily health status. Finally, to promote contact
between patients’ parents and medical nursing workers, a net-
work video technique was used to provide SVE advice and
training 2 to 3 weeks following discharge. Finally, the patients
were informed that a follow-up visit would be scheduled one
month after discharge. Besides, a target nursing scheme was
formulated according to the result of the follow-up visit.
Fifthly, home nursing guidance was carried out 2 months after
discharge. Besides, psychological nursing intervention was
performed according to the specific situations. Finally, the
patients were informed of review 3 months after discharge,
and nerve physique examination was also needed.

PedsQL™ 4.0 scores of the children in two groups at dis-
charge, 1 month after discharge, and 3 months after dis-
charge were compared. In addition, the incidence
probability of patients’ sequela (aphasia, acroparalysis, con-
sciousness disorder, psychiatric disorders, dementia, epi-
lepsy, deafness, impaired vision, and facial nerve
numbness) 3 months after discharge was also compared.

2.5. Statistical Methods. The original data were input into the
SPSS 22.0 statistical software for data analysis. Measurement
data were expressed by mean ± standard deviation (�x ± s).
Independent sample t-test was used for pairwise comparison.
Enumeration data were denoted by frequency and percentage
(%). χ2 test was utilized for pairwise comparison. P < 0:05
indicated that the differences were statistically significant.

3. Results

3.1. Comparison of Algorithm Performance. MRI images of 3
children with viral encephalitis were used as the sample, and
the optimization performance of CNN algorithm, fully

CNN FNN RNN

PSNR/dB

CNN FNN RNN

SSIM

Original FNN RNN CNN

Figure 3: PSNR and SSIM results as well as the comparison of processing effects (the images in line 1 were taken from diagonal plane, those
in line 2 were taken from transverse slope, and those in line 3 were taken from sagittal view).
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connected neural network (FNN) [18], and recurrent neural
network (RNN) [19] for SR technology was compared. The
result showed that the average PSNR and SSIM values of

MRI images processed by CNN algorithm-based SR technol-
ogy were 40.08 dB and 0.98, respectively. Those processed by
FNN algorithm-based SR technology were 38.01 dB and
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Figure 4: Comparison of general data (A represents fever, B denotes vomiting, C refers to convulsion, D means coma, and E indicates limb
disorders) (A represents herpes simplex virus, B denotes adenovirus, C refers to cytomegalovirus, and D stands for other viruses).

Table 1: Diagnostic results of SR-CNN-based MRI images.

Cerebral effusion examination
(n = 90 cases) Total

Positive Negative

SR-CNN-based MRI (n = 90 cases)
Positive 82 01 83

Negative 04 03 07

Total 86 04 90

Table 2: Diagnostic results of conventional MRI images.

Cerebral effusion examination
(n = 90 cases) Total

Positive Negative

Conventional MRI (n = 90 cases)
Positive 70 02 72

Negative 16 02 18

Total 86 04 90
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0.93, respectively. Those processed by RNN algorithm-based
SR technology were 37.21 dB and 0.93, respectively. Accord-
ing to the comparison, PSNR and SSIM of the images proc-
essed by CNN algorithm-based SR were both higher than
those processed by FNN algorithm- and RNN algorithm-
based SR, as Figure 3 illustrates. Figure 4 displays the pro-
cessing effects of three algorithms on images. It was demon-
strated that MRI images processed by CNN algorithm-based
SR technology showed higher definition.

3.2. Diagnostic Efficacy of SR Algorithm-Based MRI Images.
According to the results of cerebral effusion examination,
the diagnostic effect of MRI images on 90 included children
with viral encephalitis was assessed and compared with that
of conventional MRI images (the children diagnosed with
viral encephalitis were positive, otherwise negative), as

Tables 1 and 2. According to the calculation results, the
diagnostic sensitivity, specificity, and accuracy of SR-CNN
algorithm-based MRI images reached 95.34%, 75%, and
94.44%, respectively. Those of conventional MRI images
amounted to 81.40%, 50%, and 80%, respectively. Appar-
ently, the diagnostic efficacy of SR-CNN algorithm-based
MRI images was superior to that of conventional MRI, indi-
cating certain accuracy of the research.

3.3. Comparison of General Data. Figure 4 shows the statis-
tical comparison of general clinical data on the patients in
two groups. In terms of gender distribution, the proportions
of male and female children in the control group were
53.85% and 46.15%, respectively. In the observation group,
the proportions of male and female children reached
54.90% and 45.10%, respectively. The gender distribution
in the two groups showed no remarkable statistical signifi-
cance (P < 0:05). As for average age, the average age of the
children in the control group was 8:12 ± 1:68, and that in
the observation group amounted to 8:89 ± 0:99. The com-
parison of the average age between two groups revealed no
notable statistical difference (P < 0:05). With respect to the
distribution of clinical manifestations, the proportions of
clinical manifestations of fever, vomiting, convulsion, coma,
and limb disorders in the control group were 84.62%,
28.21%, 64.10%, 33.33%, and 12.82%, respectively. Those
in the observation group were 88.24%, 23.53%, 64.71%,
35.29%, and 13.73%, respectively. The comparison indicated
no evident statistical difference (P < 0:05). As to virus type
distribution, the proportions of herpes simplex virus, adeno-
virus, cytomegalovirus, and other viruses in the control
group reached 25.64%, 33.33%, 20.51%, and 10.26%, respec-
tively. Those in the observation group amounted to 25.49%,
35.29%, 21.57%, and 13.73%, respectively. The comparison
showed no statistical difference (P < 0:05). The above results
suggested that the research was feasible to some extent.
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Figure 5: Comparison of PedsQLTM 4.0 scores (A represents PedsQLTM 4.0 scores at discharge, B denotes those 1 month after discharge,
and C refers to those 3 months after discharge).

Table 3: Incidence of sequelae.

Control group
(n = 39 cases)

Observation group
(n = 51 cases)

Total

Aphasia 04 01 05

Acroparalysis 02 01 03

Consciousness
disorder

00 0 0

Psychiatric
disorders

0 0 0

Dementia 01 0 01

Epilepsy 01 0 01

Deafness 02 02 04

Impaired vision 03 01 04

Facial nerve
numbness

04 02 06

Total 17 07 24
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3.4. PedsQLTM 4.0 Scores. Figure 5 displays the compari-
son of PedsQLTM 4.0 scoring results of the children in
two groups at discharge, 1 month after discharge, and 3
months after discharge. There was no discernible differ-
ence in PedsQLTM 4.0 scores between control group
(48:99 ± 4:91) and observation group (49:03 ± 4:32) at
discharge (P < 0:05). PedsQLTM 4.0 scores of the chil-
dren in the control group 1 month and 3 months after
discharge were 52:32 ± 5:12 and 55:02 ± 5:87, respectively.
Those in the observation group reached 54:55 ± 5:76 and
66:32 ± 8:89, respectively. PedsQLTM 4.0 scores in the
two groups were both improved compared with those
before discharge. Besides, PedsQLTM 4.0 scores of the
observation group 1 month and 3 months after discharge
were both superior to those of the control group
(P < 0:05).

3.5. Incidence of Sequelae. Table 3 displays the incidence of
various sequelae among the children in two groups. Accord-
ing to the calculations, the incidence of squeal in the control
group was 43.59% percent, while it was 13.73% in the obser-
vation group. The incidence of squeal in latter group was
apparently lower than that in former one (P < 0:05), as
Figure 6 presents.

4. Discussion

With the development of current medical industry, the need
for high-resolution images by the diagnosis and treatment of
clinical diseases is becoming more and more urgent. Deep
leaning method is of great significance to the reconstruction
of SR images. Multiple research have suggested that deep
learning-based neural network algorithms, particularly the
CNN method, have considerable optimization impacts in
the medical imaging SR field [20–22]. The processing effect
of SR technology based on the CNN algorithm was com-
pared to that of SR technology based on the FNN and
RNN algorithms. The results demonstrated that PSNR
(40.08 dB) and SSIM (0.98) of MRI images processed by
CNN algorithm-based SR were both higher than those proc-
essed by FNN algorithm- (38.01 dB and 0.93) and CNN

algorithm-based SR (37.21 dB and 0.93). MRI images proc-
essed by CNN algorithm-based SR showed the highest defi-
nition, which indicated that CNN algorithm improved the
image reconstruction effects of SR technology very well.
The result was consistent with the conclusions of most rele-
vant studies [23, 24]. In addition, it was concluded that the
diagnostic sensitivity (95.34%), specificity (75%), and accu-
racy (94.44%) of SR-CNN algorithm-based MRI images
were obviously superior to those of conventional MRI
(81.40%, 50%, and 80%). The conclusion revealed that SR-
CNN algorithm-based MRI images could improve the diag-
nostic effect of MRI images, which was consistent with the
outcomes of the studies conducted by Yan et al. [25] and
Park et al. [26] and provided the basis for the accuracy of
subsequent studies.

Based on the above research results, the effect of TC on
children with SVE was investigated and compared with con-
ventional nursing effect. It was pointed out in some studies
that TC technology was not only very practical but also
could reduce health care costs [27]. The systematic analysis
of the consumption of health care costs was not involved
in the research. However, the nursing effects of TC on
QOL of SVE children after discharge and sequelae were
compared. The results suggested that PedsQLTM 4.0 scores
of the children in the observation group 1 month and 3
months after discharge were both superior to those in the
control group (54:55 ± 5:76 vs. 52:32 ± 5:12 and 66:32 ±
8:89 vs. 55:02 ± 5:87). The incidence of sequelae in the
observation group (13.73%) was obviously lower than that
in control group (43.59%) (P < 0:05), which implied that
reasonable and normative physiological and psychological
nursing based on detailed record and understanding of chil-
dren’s disease was more conducive to the recovery of the
children and reduced the incidence probability of sequelae
among them. According to the study conducted by Chen
et al. [28], TC exerted a profound influence on the nursing
of stroke patients. Besides, it was put forward in multiple
studies that TC was needed in the late care for many diseases
[29]. Van et al. [30] also pointed out in their study that TC
could not only effectively reduce medical system cost but
also enhanced the effective rate of the treatment for patients
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and reduce patient readmission rate. The results of the above
studies were all consistent with the research outcome and
gave good support to the research.

5. Conclusion

After the examination on SVE patients with SR-CNN
algorithm-based MRI images, TC was adopted to carry out
prognostic care for SVE children. The results were as
follows.

(A) SR-CNN algorithm could enhance the definition
and diagnostic efficacy of MRI images

(B) TC could reduce the incidence of sequelae among
SVE children and improved their QOL

Nonetheless, the impact of diagnostic accuracy on nurs-
ing effects was left out of the study, making it incomplete. As
a result, more research was required. It could not be under-
estimated that the application of TC in sequela nursing for
SVE children after discharge was advanced, and the applica-
tion prospect was worth expectation.
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With the popularization and rapid development of Internet technology (IT), social activities based on the exchange of personal
information are rapidly popularizing. Although the free flow of a huge volume of personal data meets the needs of information
exchange, its illicit use poses legal risks to rights holders and infringes on the applicable rights and interests of the information
subject. The ambiguity of the right attribute and legal attribute of personal information leads to the scattered protection of personal
information in the legislative system in different legal norms. Based on this background, this paper constructs an evaluation index
based on the legal attributes and rights attributes of personal information rights and proposes a rationality evaluation method for
the attributes of personal information rights based on neural networks. The completed work is as follows: (1) focusing on the legal
attributes and the right attribute is discussed in detail, and the dissimilar views of scholars at home and abroad are presented. (2)
The back propagation neural network (BPNN) model structure required in this study is defined, and the evaluation index based on
the legal attribute and right attribute of personal information right is produced. (3) Use big data technology to collect relevant data
and compare the results obtained by the BPNN model with the results obtained by the improved BPNN model. The results show
that the improved BPNN evaluate model has smaller error and higher accuracy.

1. Introduction

With the development of the Internet, more and more atten-
tion has been paid to the protection of personal information,
which is closely related to the characteristics of the relevant
subjects, and can accurately identify the identity of the infor-
mation subject, thus reflecting the particularity of the subject
in society, including the identity of the individual, family,
property status, and medical health. Article 111 of the “Gen-
eral Principles of Civil Law” has formulated a special law for
the protection of personal information. This article clarifies
the relevant guidelines that others should follow when using
citizens’ information [1]. In the information age, this is the
era’s necessity for the security of personal information, and
it expresses society’s intent. The legislative spirit of this arti-
cle is to affirm that personal information is a private interest
enjoyed by natural persons in accordance with the law, and
such private interests are protected by legal coercive force,
which also ensures the freedom of natural persons to exer-

cise personal rights within a certain range. At the same time,
the right to personal information has the attribute of will-
power. In this regard, the right to personal information
should belong to a civil right, not a general legal interest.
First of all, the right to personal information protects the
specific interests of natural persons and is a collection of nat-
ural persons’ spiritual interests and property interests. The
“General Principles of Civil Law” provides legal protection
for such specific interests [2]. Personal information encapsu-
lates the private interests of natural persons; therefore, the
subject of personal information should be safeguarded under
the right to personal information. This kind of private inter-
est is mainly reflected in two aspects: on the one hand, when
personal information is infringed by others, the natural per-
son can request the relevant authorities to protect it, and at
the same time, it can also require the relevant infringer to
act or refrain from taking certain actions, so that the right
holder can independently decide how your personal infor-
mation will be used. This not only reflects the freedom of
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civil subjects to exercise relief methods when they are vio-
lated but also demonstrates the personal dignity and per-
sonal interests of civil subjects but also shows the
protection of civil subjects by laws and regulations, and it
is guaranteed that civil subjects can realize their relevant
legal interests of personality in civil activities. On the other
hand, the law allows the right holder to freely dominate
and control personal information within a certain range,
which is mainly manifested in the commercial use of the
personal information by the right holder, and in the process
realizes a certain property value of the personal information,
which reflects the freedom of civil subjects to exercise civil
rights [3]. Secondly, the right to personal information has
the attribute of willpower, and the essential attribute of civil
rights is the willpower, which is the right granted by the law
to civil subjects to make independent decisions within a spe-
cific range. This attribute of willpower is the fundamental
characteristic of civil rights, and it is also the fundamental
characteristic that distinguishes civil rights from general
legal interests [4]. For example, in the theory of ownership,
the right holder can independently control and dominate
the property and exclude the interference of others, thus
realizing the fundamental value of the property [5]. Whether
the right to personal information can be recognized as a civil
right, we must first analyze whether it conforms to the essen-
tial attributes of civil rights. Personal information is owned
by natural persons, and natural persons can autonomously
control and dominate within a specific range and can dis-
close their information or use it commercially. In order to
realize its interests, it reflects the right of natural persons
to independently decide how to use personal information,
and it is a manifestation of the free development of the per-
sonal freedom of the subject of personal information within
a certain range [6]. Furthermore, when personal information
is disturbed, the right holder can request the counterparty to
variation and delete it or request the state agency for com-
pulsory protection, which demonstrates the personal dignity
of the natural person. The control and domination of per-
sonal information by natural persons also reflect the free
exercise of personality power within a certain range [7]. In
other words, the right to personal information has already
demonstrated a positive willpower, that is, the willpower of
self-determination; so, it is a civil right. The theoretical sig-
nificance of this thesis is to clarify the legal and power attri-
butes of personal information right from the perspective of
private law through the specific sorting and analysis of
domestic and foreign theories. The location and choice of
personal information legislation are determined by the legal
attribute of personal information right and the attribution of
power attribute. This paper will conduct in-depth research
on this theoretical issue and use neural network technology
to analyze the rationality of the attribute of personal infor-
mation right. Therefore, accurately judging its legal attri-
butes is the actual problem of this paper. Article 111 of the
General Principles of Civil Law has made relevant rules for
the protection of personal information. Therefore, before
formulating systematic and comprehensive relevant laws
and regulations, defining its attributes is the first step. For
the issues to be discussed, more reasonable laws and regula-

tions can be formulated only by clarifying the nature of their
rights. Reference [8] believes that personal data refers to any
information that has a relationship with a natural person
that can be identified or can be identified. A natural person
who can be identified refers to one of a series of factors that
can directly participate or indirectly refer to its own identifi-
cation number and its own unique physical, cultural, spiri-
tual, physiological, economic, and social identification and
other factors, one or several people who can confirm its
identity.

2. Related Work

Due to the development of network technology and the
speed of changes in the times, personal information itself
has great economic value, and there are continuous cases
of personal information infringement. People have begun
to pay attention to issues with personal information, and
the protection of personal information has been a hot topic
in academia in recent years, with experts holding a variety
of viewpoints and beliefs. At the same time, reference [9]
also has a similar definition of the concept of personal infor-
mation. It believes that the scope of personal information
generally includes a natural person’s address, name, ID
number, personnel records, and birth date medical records
and photos and a series of individual or specific personal
information that can be identified individually or compared
with other information. It is commonly used in the academic
community to refer to whether there is a direct relationship
between individuals and personal information and to divide
personal information into two categories: sensitive informa-
tion and nonsensitive information [10]. Furthermore, our
country’s current national standards, “Guidelines for Per-
sonal Information Protection” and “Personal Information
Security Specifications,” use approaches such identifying
connotations and examples for personal sensitive informa-
tion. Among them, sensitive personal information, if leaked
or modified, will have a negative impact on the subject of
personal information related to identity. Compared with
domestic research, foreign research on personal information
started earlier and has a long time, and the personal infor-
mation legislative protection system is more comprehensive.
Looking at the experiences of various countries, in terms of
the current international environment, almost all countries
in the world protect personal information. Reference [11]
officially published “On the Right to Privacy” in 1890, which
triggered discussions on the right to privacy in domestic the-
oretical circles. Since then, the United States has promul-
gated a special law on the right to privacy, and personal
information has been included in the scope of this law in
terms of privacy. Reference [12] believes that with the
expansion of personal social interpersonal relationships, per-
sonal information plays an increasingly important role in
social interaction, the relationship between privacy and
social interaction is becoming increasingly close, individuals
have the right to privacy so that individuals can control the
dissemination of their personal information, and the use of
third parties is restricted. In actuality, American law has
enlarged the area of protection of the right to privacy, and
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the information subject can freely use and control the infor-
mation, according to reference [13], which also defaults to
the view that privacy is a property of personal information.
Individuals can restrict the scope of information activities
within the legal limits, according to reference [4], which is
an expression of the right to privacy. In terms of personal
information protection, as the economization of personality
rights progresses, personal information increasingly repre-
sents property interests, and a brand-new right, the right of
publicity, has evolved in the theoretical circle. The United
States uses the right of privacy and the right of publicity to
protect the personal interests and property interests embod-
ied in personal information, respectively. In terms of data
protection legislation, the United States adopts a segmented
legislative approach. Reference [14] believes that the protec-
tion of personal information in the United States mainly
relies on industry self-discipline, the protection of personal
information is scattered in the laws of various states, and
the fragmented and fragmented model cannot effectively
protect the personal information of its citizens. Reference
[15] believes that a right to be forgotten system should be
established in line with national conditions. Reference [16]
analyzes from the perspective of protecting personal dignity
and personal freedom and believes that the essence of pro-
tection of personal information rights in European and
American countries is to take it as an independent personal-
ity interest and incorporate it into the protection of privacy
rights. In Germany, personal information is positioned and
protected by law in the protection mode of personality
rights. The legal interests protected are general personality
interests, and Germany is a typical representative. Reference
[17] believes that the “other rights” stipulated in article 823
of the “German Civil Code” do not include the right to per-
sonal information, and that personal information that
reflects the interests of general personality is essentially a
system of general personality rights. Reference [18] in his
book “The Munich Commentary on the German Civil
Code” believes that the right to personal information
belongs to the category of “other rights” stipulated in article
823 of the “German Civil Code” and belongs to a separate
right. Reference [19] believes that under the framework of
German law, whether the right to personal information
belongs to the “other rights” in article 823 of the “German
Civil Code” or the general system of personality rights, dif-
ferent views on the attributes of the right to personal infor-
mation will lead to the same conclusion which is that the
right to personal information is an absolute right. In terms
of German judicial practice, the 1983 “census case” gave
birth to a new concept of rights, namely, “information self-
determination,” and the right to personal information began
to develop in the direction of constitutional rights. At the
same time, the Federal Court, based on the “German Basic
Law,” affirmed the important value of the right to personal
information in protecting personal dignity and personal
freedom. From the perspective of doctrine and precedent,
Germany recognizes the right attribute of personal informa-
tion right as a general personality right and realizes the pro-
tection of personal information with the use of “information
self-determination right.” By analyzing the status quo of per-

sonal information rights at home and abroad, it is deter-
mined that its legal attributes are mainly the theory of
privacy rights, the theory of general personality rights, the
theory of specific personality rights, the theory of property
rights, and the theory of dual rights. Extraterritorial law
mainly identifies the legal attributes of personal information
rights as privacy rights and publicity rights, general person-
ality rights, and basic human rights [20–23]. There is a cer-
tain gap between the domestic legal tradition and the foreign
legislative environment; so, these theories cannot be used for
reference. Considering the development trend of personality
rights in the new era, it should be considered that certain
personality elements reflect certain property interests.

3. Method

Here, it discusses the BP neural network. They evaluate the
legal attributes and rights attributes of personal information.

3.1. Back Propagation (BP) Neural Network. In this subsec-
tion, analyze the definition and characteristics of BP net-
work. They define the structure of BP neural network and
also discussing the BPNN algorithm. They examine the defi-
ciencies and applications of BPNN.

3.1.1. Definition and Characteristics of BP Network. In the
mid-1980s, different scholars independently discovered and
proposed the BP algorithm. In 1986, Rumelhart and McClel-
land published a book titled “Parallel Distributed Processing:
Exploration in the Microstructures of Cognition” that had a
significant effect on the BP algorithm’s implementation.
Later, the development of the BP algorithm benefited in
the advancement of neural networks by addressing the mul-
tilayer perceptron learning problem. The BPNN, a multi-
layer feed-forward network for algorithm training based on
error back propagation, was established in 1986 by a group
of academics led by Rumelhart and McCelland. It is one of
the most popular neural network models out there. The for-
ward and backward propagations of error are the two main
components of BPNN. A neuron in the input layer receives
input signals from the external environment and passes
them on to a neighboring one or more hidden layers of neu-
rons in the middle layer, which process the transformed
data. The middle layer can be a single hidden layer or a mul-
tihidden layer structure, depending on the needs of the input
signal changes. Direct transmission of learning to the output
neurons takes place in a single-layer neural network. A mul-
tihidden layer neural network uses a forward propagation
method to learn from the previous hidden layer, and then
the output layer sends the processing results to the external
world. Back propagation of the mistake occurs if the actual
output value does not match the predicted output value.
Output errors are used to adjust the weights of each layer
in the form of error gradient descent, while the error is
reversely communicated to the hidden and the input layers.
Network learning is an ongoing process in which weights are
continually adjusted in order to propagate information and
correct faults in a neural network’s hidden and output layers.
In order for this process to continue, the operator must
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either be satisfied with the output error or a certain number
of learning cycles have been completed.

The information processing technique of BPNN has the
following characteristics:

(1) Information distributed storage: the BPNN simulates
the characteristics of the human brain to store infor-
mation on the connection strength between neurons
and stores the information on the connection weight
and distributes it in the network

(2) Parallel processing of information: although the
speed of human brain neurons transmitting signals
is not as fast as that of computers, the human brain
can quickly judge and deal with many problems
because of its unique properties, which is unmatched
by computers. BPNN simulates the human brain to
run parallel processing to improve processing power

(3) It is fault-tolerant: the BPNN simulates the auto-
matic repair characteristics of the biological nervous
system, and the damage of some neurons does not
affect the overall error

(4) It has the ability of self-learning, self-organization,
and self-adaptation. The BPNN can continuously
adjust the weights of each layer to adapt to different
external environments during learning or training.
Under different learning methods, the BPNN can
play different network functions. In addition, after
training and learning, the BPNN can remember
inventory characteristics like as weight matrices
and neuron conversion function coefficients and
adjust this memory to the inventory, and it may
store the system’s information distribution in the
weight matrix and these coefficients. Changes in
the environment are constantly reflected in inven-
tory characteristics, which aid our inventory analy-
sis. BPNN is the core part of the forward neural
network. In fact, in the practical application of artifi-
cial neural network (ANN), the application of BPNN
accounts for a large part of the ANN model. It fully
reflects the best part of ANN

3.1.2. Structure of BP Neural Network. Neural networks with
several layers are called BPNNs because of their structure. It
has three parts: input layer, hidden layer, and output layer.
The concealed layer is separated into a single layer and a
multilayer structure. For each layer, weights link each node
to the next, and each node has a threshold and transfer func-
tion for the output layer. The transfer function of BPNN
should be differentiable everywhere.

Input layer: the input variable of the BPNN is a variable
that has a great influence on the output variable and can be
extracted with specific values. In addition, as the input vari-
ables of the BPNN, the two must be uncorrelated or the cor-
relation is very small.

Hidden layer:extracting and storing internal rules from
the sample is what this node is all about. For each hidden layer
node, there are numerous weights, and each weight promotes

network mapping. Generally speaking, complex nonlinear
functions withmany fluctuations and large amplitude changes
require the network to have more hidden layer nodes to
enhance its mapping ability. Whether the number of hidden
layer nodes is optimal depends on the following factors:

(1) The number of input and output layer nodes

(2) The number of training samples

(3) The noise in the target output

(4) The function to be learned by the neural network or
the complexity of the classification problem

(5) The structure of the network

(6) The activation function adopted by the hidden layer
nodes

(7) The training algorithm

(8) The regularization

Output layer: generally speaking, the output volume repre-
sents the functional goal of the system to be expressed. Under
normal circumstances, the output variable is a numerical
value, and the system needs to analyze, compare, and study
this numerical value. The selection of output variables is rela-
tively simple, and there can be multiple output variables.

3.1.3. BPNN Algorithm

(1) Introduction of the neural network algorithm: in 1974,
Werbos first proposed the idea of the BP algorithm.
Moreover, some other scholars also proposed the BP
algorithm in the same period. However, this algorithm
has not received the attention of the theoretical com-
munity until Rumelhart et al. began to study again.
The BP algorithm mainly uses the LMS learning algo-
rithm, which makes the actual result value infinitely
close to the expected result value through the gradient
search technology. The learning process of BPNN is a
process in which the error is propagated backward,
and the weights are constantly revised. Figure 1 shows
the algorithm flow of BPNN

In a multilayer ANN, there are two types of signals that
are exchanged. When a first-order digital signal is applied to
a second-order digital signal and then to a third-order digital
signal, the working signal is formed. Input variables and
weights of connections determine this. The error signal is
the signal from the output layer to the input layer that
reflects the difference between the predicted output and the
actual output of the neural network. The forward propaga-
tion of the input signal and the reverse propagation of the
error signal comprise the BP learning algorithm, an iterative
process. Its learning method is as follows. The input signal is
sent via the transmission process of the input layer-hidden
layer-output layer, and the output signal is created at the
output layer port. As long as the signal is being sent forward,
the network’s weights remain constant; therefore, the
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activity in any given layer of neurons has no effect on the
activity in the layer above it. The error signal is transmitted
to back propagation if the intended output is not achieved at
the output layer. The error signal is the difference between the
network’s actual output and its predicted output. The back
propagation of the error signal occurs when the signal travels
from the output layer to the hidden layer to the input layer.
Weights in the network are recalculated during the back prop-
agation of error signals. Weights are constantly adjusted to
bring the network’s output closer to the desired output.

(2) Although the improved BP algorithm of the neural
network algorithm has been widely used, it also has
its own limitations and shortcomings, such as slow
training speed, easy to fall into the minimum point,
and low generalization ability. With the continuous
in-depth study of the BP algorithm by experts and
scholars, many improvement methods have
emerged: adaptive learning rate modification and
additional momentum methods, for example. First,
the adaptive learning rate adjustment method is
introduced. There is an optimal learning rate for
each specific link of the neural network; so, there
are several different learning rates in different stages
of a neural network. In order to change this situation
and speed up the convergence process, the method
of adaptively changing the learning rate came into
being. The network automatically adjusts to different
learning rates at different stages of neural network
training. The adjustment formula is as follows:

θ t + 1ð Þ =
1:15θ tð Þ E t + 1ð Þ < E tð Þ,
0:75θ tð Þ E t + 1ð Þ > 1:14E tð Þ
θ tð Þ others

8
>><

>>:

, ð1Þ

where θ is the learning rate, which can be automatically
adjusted according to the size of the error E.

The second is the additional momentum method. When
the neural network uses the additional momentum method
to modify the weights of the network, the effect of the error
on the gradient and the influence of the change trend on the
error surface must be considered. If additional momentum is
applied, the network is able to avoid getting stuck in local

minima and possibly slip through it. The weight adjustment
formula with additional momentum factor is

Δwij t + 1ð Þ = 1 −mað ÞθSiOj +maΔwij tð Þ,
Δvij t + 1ð Þ = 1 −mað ÞθSi +maΔvij tð Þ,

(

ð2Þ

where Oj is the input of the j-th neuron in the input layer, Si
is the error signal output by the ith neuron, and ma is the
momentum factor, generally around 0.95.

3.1.4. Deficiencies and Applications of BPNN. Although
BPNN has been widely used in the field of prediction, it still
cannot cover up the defects of neural network more or less.

(1) The learning rate of ordinary BP neural network is
fixed, which leads to slow network convergence and
long training time. The learning rate is too small so
that the training time of BPNN can be too long.
We can use varying learning rates or adaptive learn-
ing rates to improve BPNN

(2) The BP algorithm can converge the weights to a
value that is likely to be a local minimum rather than
a global minimum. We can solve this problem with
the additional momentum method

(3) The number of layers and nodes of the hidden layer
of the neural network can only be determined
through experience or through experiments one by
one, which will make the BPNN, have great redun-
dancy, and increase the pressure of network learning
to a certain extent

(4) The learning and memory of the network are unsta-
ble. The neural network cannot memorize the previ-
ous weights and thresholds. If the sample data
changes, the neural network has to start training
again. But better weights for prediction, classifica-
tion, or vergence can be saved. The main application
of BPNN is as follows:

(i) Function approximation: train a grid to approx-
imate a function with training samples consist-
ing of input variables and output variables

(ii) Pattern recognition: using a pending output
variable to associate it with an input variable

System
modeling

Build the right
neural network

Neural network
initialization

Neural network
training

Training is
over

Neural network
evaluation Test data

No

Yes

Figure 1: BP neural network algorithm flow.
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(iii) Categorize: categorize the appropriate way of
defining the input variables

(iv) Data compression: to facilitate transmission or
storage, the dimension of output variables can
be reduced

3.2. Legal Attributes and Rights Attributes of Personal
Information. Here, defining the concept of the human right
to information, they analyze the dispute over personality
rights.

3.2.1. The Concept of the Human Right to Information. The
connotation of right is the premise of researching the attri-
bute of a right, and the research on the attribute of personal
information right needs to start from its concept. “The Gen-
eral Provisions of the Civil Law” promulgated in 2017 used
the expression of personal information in civil legislation
for the first time and made it the basis and core concept
of article 111, but “The General Provisions of the Civil
Law” did not further explain this concept. The concept of
personal information first appeared in the data protection
proposed in the “International Human Rights Conference”
convened by the United Nations in 1968. The expressions
of each country vary slightly when compared to the regula-
tions of other countries. Personal information is used in
Japan, while personal data is used in Germany and the
European Union; personal privacy is used in the United
States, replacing personal information with privacy. Differ-
ent cultural and legal tradition backgrounds in different
countries lead to different expressions of data protection,
and different expressions are only the relationship between
essence and appearance; they are the specific manifestations
of information. Based on the above considerations, personal
information can better reflect the fundamental rights and
interests protected by law. The huge rights system of civil
law endows citizens with various rights, and each right is
generated based on a specific legal relationship generated
by a specific behavior. It takes a long period of development
to form a specific right and then join the civil law in the
rights system. The most important thing to study a right
is to explore its inherent legal attributes. Only by grasping
the attributes of a right can the right solve the problems
encountered in the real society.

3.2.2. Dispute over Personality Rights

(1) The General Theory of Personality Rights. Some scholars
believe that personal dignity, equality, and freedom can well
protect personal information rights under the theory of
general personality rights. The specific reasons are as fol-
lows: first, with the development of today’s social economy,
the nature of the identifiability of personal information
rights determines as its scope becomes wider and wider,
and it is difficult for a specific personality right to effectively
protect the increasingly complex and changing personal
information rights, while the openness and inclusiveness
of general personality rights in the content of rights can
be protected in specific personality rights. Secondly, general

personality rights can effectively protect the personal dig-
nity and freedom of natural persons. If the right to personal
information falls under the category of general personality
rights, it can be adequately safeguarded under the current
legal system without the need to create new special rights,
which would jeopardize the current system’s stability.
Finally, there are pertinent practice cases to refer to. For
example, in “Ren v. Beijing Baidu Netcom Technology
Co., Ltd. Dispute on General Personality Rights,” the plain-
tiff tried to use the general personality right to claim the
“right to be forgotten,” but the law of our country did not
provide for this right, and the court finally decided that it
was not necessary for protection and did not support it.

(2) The Theory of Specific Personality Rights. Some scholars
hold the view of specific personality rights for the follow-
ing reasons: first of all, there are many differences between
personal information rights and privacy rights in terms of
attributes, objects, and protection methods, and traditional
methods of protecting privacy rights and traditional legal
protection methods cannot continue to be used. It is easy
to cause judicial loopholes, resulting in the inability to
effectively protect the right to personal information. It is
necessary to defend the personal information of natural
persons with a new definite personality right that is differ-
ent from the right to privacy. Secondly, the development
of the market makes personal information generate com-
mercial value. Personal information right not only reflects
the interests of personality rights but also reflects certain
property interests. The right holder can obtain certain eco-
nomic remuneration by selling, using, and other means,
but it should not be considered that personal information
right belongs to the scope of property rights, and its
essence still belongs to specific personality rights, while
economic value is one of the manifestations in the process
of social development. Finally, specific personality rights
can coexist with property interests. Personality interests
and property interests are not an either-or relationship.
With the development of society, there will be more civil
rights to reflect the emerging new interests, but this does
not affect the original positioning of the rights. The nature
of specific personality rights can better safeguard personal
information rights.

(3) Privacy Right Theory. Scholars who hold a privacy point of
view are inevitably influenced by the protection of personal
information in the United States and believe that first, in the
age of information networks, individuals’ attitudes towards
personal information related to themselves have undergone a
significant change. Second, article 2 of the “Tort Liability
Law” specifies the legal attitude toward the protection of the
right to privacy. As a result, if the right to personal information
is linked to the right to privacy, the right to privacy can be uti-
lized to safeguard it directly without the need to invoke the
right to privacy in principle or practice. New rights and solu-
tions, without having to seek new legislation, can leverage
mature privacy protection models to maintain legal stability.
Finally, in my country’s judicial practice, for personal informa-
tion infringement cases, there are cases based on the right of
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reputation and the right of portrait, but most cases still use the
right of privacy as the cause of the case to define the nature of
the case, and the right to privacy is more accustomed to use in
practice.

(4) Property Rights Theory. Scholars arguing for this theory
advocate the right attribute of property rights and believe
that in the face of the property interests that constantly
reflected by personal information, the traditional personality
rights model cannot provide a reasonable explanation for
this nor can it be fully protected by the use of personality
rights. Therefore, the right attribute of the property right
provides effective protection for personal information, and
the main reasons are as follows: first, property interests are
constantly highlighted. With the development of the market
and the wide application of big data, the commercial value of
personal information exists as a resource. To some extent,
mastering personal knowledge entails mastering future mar-
ket wealth. The property attribute of personal information
rights is becoming increasingly important as data analysis
may help corporations change product structure and build
individualized marketing campaigns for different con-
sumers, among other things. Secondly, the attribute of prop-
erty right is a supplement to the theory of personality right.
Under the personality rights model, personal information is
closely integrated with the subject of rights, has a strong
dependence, and cannot exist independently of the subject.
However, since entering the era of big data, commercial
exchanges have made the commercial value reflected in the
information continue to highlight, resulting in many crimi-
nals illegally using a large amount of personal information.
Therefore, for the separation status of personal information,
the use of property rights attributes is an extension and
supplement to the traditional theory of personality rights.
Finally, attributing personal information rights to property
rights is more conducive to the protection of rights sub-
jects. Personal information is vulnerable to illegal infringe-
ment in the process of collection and use. Protecting
personal information rights in a property rights model
can effectively provide adequate protection at all stages
of personal information circulation.

According to the various theories of different scholars
above, and combined with the specific conditions of the
country, this paper constructs a personal information right
attribute evaluation system suitable for neural network eval-
uation, as shown in Table 1. By analyzing the right-related
characteristics in the attribute of personal information
rights, the rationality of the attribute is judged.

4. Experiment and Analysis

Here, it analyzes the dataset sources and defines the BP neu-
ral network evaluation model construction. They evaluate
the contrastive experiment of BP neural network and the
improved model.

4.1. Dataset Sources. According to the analysis of the legal
attributes and rights attributes of personal information
rights in Chapter 3, this paper designs relevant question-
naires and collects and extracts the required data through
big data technology. There are 180 groups of data collected,
of which 150 groups use as the training set, and 30 groups
were used as the test set.

4.2. BP Neural Network Evaluation Model Construction

4.2.1. Input and Output Layers. The input layer neurons of
the BPNN are the attribute indicators of the personal infor-
mation analyzed in this paper. In the third chapter, 11 attri-
bute indicators of personal information are analyzed.
Therefore, we can set the number of neurons in the input
layer of the BPNN to 11 and the number of neurons in the
output layer to be 1.

4.2.2. Hidden Layer. This paper designs a 3-layer BPNN
model consisting of an input layer, a hidden layer, and an
output layer. The number of hidden layer nodes can be
selected by the following formula:

H =
ffiffiffiffiffiffiffiffiffiffiffiffi
m + n

p
+ a, ð3Þ

where H represents the number of hidden layer nodes, m
represents the number of neurons in the output layer of

Table 1: Personal information right attribute assessment system.

First-level indicator Secondary indicators Label

General personality rights

Protect human dignity and freedom X1

Equal rights of individuals X2

Support the right to be forgotten X3

Specific personality rights

Enjoy personal interests such as privacy and name X4

Enjoy personal interests such as life and health X5

Enjoy personal benefits such as reputation and honor X6

Privacy rights

Include an individual’s private life X7

Use of personal information, such as sale and transfer X8

Insulting information reduces social evaluation X9

Property rights
Personal information has commercial value X10

Collect personal information to meet interests X11

7Computational and Mathematical Methods in Medicine
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the neural network, n represents the number of neurons in
the input layer of the neural network, and a represents a
constant in the range [1–9, 24].

Then, the number of hidden layer nodes of the BPNN in
this paper is in the range of [3–13]; so, the trial and error
method is used to determine the specific value. Select the
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Figure 2: Training effect when N = 4 and N = 6.
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experiments. The experimental results are shown in
Figures 2–4. Finally, the number of nodes selected is 8.

4.3. Contrastive Experiment of BP Neural Network and the
Improved Model. After the structural analysis of the BPNN,
through the training of the training samples, the BPNN fully
absorbed the fuzzy and complex laws contained in the train-
ing samples. Therefore, using the trained BPNN model to
simulate the test samples has a relatively high accuracy.
The accuracy of the trained BPNN is uncertain. Here, we
must pass the test of the test sample to be sure. The main
content of this section is to use 30 sets of test samples to test
the trained network and observe its prediction results. Some
results are shown in Table 2.

From the results in Table 2, it can be found that the
improved BPNN model has smaller error, higher accuracy,
and better evaluation effect.

5. Conclusion

The fundamental difficulties that must be resolved in the cre-
ation of personal information protection legislation are the
legal qualities and rights attributes of personal information
rights, which are also contentious questions among scholars.
There are “basic rights theory” and “private law rights the-
ory,” which comprises “property rights theory,” “personality
rights theory,” and “privacy rights theory,” among other
things. The “basic rights theory” and the “private law rights
theory” genuinely entail the problem of where to place per-
sonal information rights for protection when deciding
between public and private rights. There is no essential con-
tradiction and can coexist at the same time. The right to per-
sonal information can and should be a fundamental right of
citizens. However, due to the lack of clear provisions on per-
sonal information rights in my country’s constitution,
coupled with the delay of my country’s constitutional inter-
pretation system and the imperfect constitutional litigation
mechanism, the right to personal information cannot actu-
ally become a basic right in my country. The emergence of
commercial entities among the infringing entities and the
balance of interests between protecting individual rights
and the effective flow of information make it possible for
them to be protected in a timely and effective manner only
if they are regarded as a private law right in legal policies.
Even so, the protection of personal information from admin-
istrative, criminal, and other fields is still necessary. This
paper builds an assessment index based on the legal qualities
and rights attributes of personal information rights and pre-
sents a neural network-based rationality evaluation approach

for the attributes of personal information rights. The com-
pleted work is as follows:

(1) Focusing on the legal attributes and the rights attri-
butes is discussed in detail. First of all, the different
viewpoints of scholars at home and abroad are intro-
duced one by one, and they are analyzed one by one.
Then, summarize and analyze many academic view-
points and put forward the viewpoints of this paper
and demonstrate

(2) The evaluation index based on the legal attribute and
right attribute of personal information right is con-
structed, and the BPN model structure required in
this paper is determined

(3) Compare the results obtained by the BPNN model
with the results obtained by the improved BPNN
model. The results show that the improved BPNN
model has smaller error, higher accuracy, and better
evaluation effect
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Although the “Internet+” technologies (big data and cloud computing) have been implemented in many industries, each industry
involved in rural tourism economic information services has its own database, and there are still vast economic information
resources that have not been exploited. Z travel agency through rural tourism enterprise third-party information services and
mobile context-awareness-based Z travel has achieved good economic and social benefits by deep value mining and innovative
application of the existing data of the enterprise through the third-party information service of rural tourism enterprises and
mobile context-aware travel recommendation service. It clearly demonstrates that, in order to maximise the benefits of
economic data, rural tourist businesses should focus not only on the application of new technologies and methodologies but
also on the core of demand and data-driven and thoroughly investigate the potential value of current data. This paper mainly
analyzes the problems related to how rural tourism can be upgraded under the smart tourism platform, with the aim of
improving the development of China’s rural tourism industry with the help of an integrated smart tourism platform, and
proposes a hybrid cloud-based integrated system of smart scenic rural tourism information services, which can meet the actual
use needs of rural tourism, with good shared service effect and platform application performance, and promote the
development of rural tourism and resource utilization rate.

1. Introduction

The rise of the smart tourism model provides a new oppor-
tunity for rural tourism information construction, and the
full integration of rural tourism information technology
and smart tourism development is beneficial to the realiza-
tion of rural tourism industry development systemic linkage,
but also the future of rural tourism economic construction
indispensable main content, to enhance the impact of rural
tourism, has important significance [1–3].

International rural tourism information technology
started earlier, and in the late 1990s, some developed coun-
tries have formed the prototype of intelligent tourism. With
the improvement of the level of information development
and the popularization of intelligent technology, intelligent
tourism development has become the main form of rural
tourism development in some international developed
countries.

Among them, the customised service model [4, 5], which
analyses the market demand of tourism consumers to
develop tourism programs and carry out the entire process
of tourism management services from the perspective of
consumers, effectively improving the accuracy of the posi-
tioning of the rural tourism industry and providing a strong
guarantee for the expansion of potential consumer groups, is
widely used in the development of intelligent tourism in
Western Europe. In contrast to developed countries in West-
ern Europe, the use of intelligent tourism technology in the
development of rural tourism information technology in
some North American countries is primarily reflected in
the fields of marketing advertising and advertising informa-
tion propaganda, with the use of information technology
and intelligent technology in rural tourism services being
relatively limited. This difference is mainly due to the differ-
ent economic development patterns and economic develop-
ment systems in different regions, so that each region must

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2022, Article ID 5316304, 9 pages
https://doi.org/10.1155/2022/5316304

https://orcid.org/0000-0003-1309-6622
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5316304


RE
TR
AC
TE
D

choose the appropriate way to carry out rural tourism infor-
matization construction based on its own conditions, thus
promoting the formation of a diversified rural tourism infor-
matization development pattern worldwide. China’s domes-
tic rural tourism information construction started nearly 20
years later than the international developed countries, the
early stage of development level is particularly lagging
behind, and development resources are limited to economic
development areas. Rural tourism informatization develop-
ment has become the basis of modern rural tourism eco-
nomic construction in China, influenced by the level of
information technology development and the soft power of
information management, especially in Central China, South
China, and Southwest China, where rural tourism informati-
zation development is relatively high. It is due to the devel-
opment of information technology and the wide
application of Internet technology that China’s
information-based rural tourism construction was formed
with local characteristics and cultural style. With the launch
of many domestic tourism apps in recent years, the develop-
ment of rural smart tourism has gradually been emphasized
by all regions and has become a major thrust for regional
economic development. Although China’s current rural
intelligent tourism development is relatively good, there are
still some basic problems to be solved, which is also an
important factor hindering the development of China’s rural
tourism information construction [6, 7]. The basic features
of cloud computing are shown in Figure 1.

China and governments at all levels have deployed the
rural revitalization strategy, and rural revitalization has
become an important grasp of China’s three agricultural
works during the period of China’s rural transformation
and development. Economic revitalization is the foundation
of rural revitalization, and rural tourism industry has
become an important way to promote rural economic revi-
talization and industrial prosperity because of its diversified
resource elements input requirements to integrate rural nat-
ural ecology and traditional culture and plays a pivotal role
in the transformation of modern rural production mode
and industrial structure. And with the development of mod-
ern technologies such as big data and Internet of Things,
rural tourism development has advanced with the times,
through the deep integration of technology and tourism,
not only to achieve the systematic integration of tourism
resources but also through the application of big data, cloud
computing, artificial intelligence technology, etc. [8, 9], to
improve tourism infrastructure, enhance tourism experi-
ence, and promote services with technology, forming a new
tourism industry of wisdom, information, and personaliza-
tion and creating a wisdom tourism. With the help of wis-
dom tourism-related technology and production and
management system, we improve the rural tourism service
system, consolidate the technical foundation of rural tour-
ism development, promote the construction of tourism-
oriented villages with wisdom tourism, realize rural afflu-
ence, rural income, and ecological improvement with the
new mode of tourism industry development, and provide
the industrial foundation for comprehensive rural revitaliza-
tion. This paper focuses on the overall architecture of the

wisdom tourism hybrid platform and proposes a hybrid
cloud-based integrated architecture of wisdom scenic rural
tourism information service, which realizes the virtualiza-
tion management of rural tourism resources through cloud
computing to achieve unified sales, service, and management
of rural tourism resources. As an important service industry,
exploring a cloud computing application scheme suitable for
rural tourism scenic areas is an important element of future
smart tourism construction. The deployment strategy of
hybrid cloud is analyzed, and the effectiveness of the method
in this paper is verified through experiments.

The following is the paper’s organization paragraph: Sec-
tion 2 discusses the related work. The suggested work’s
approaches are examined in Section 3. The trials and results
are discussed in Section 4. Finally, the research job is com-
pleted in Section 5.

2. Related Work

2.1. Rural Intelligent Tourism Construction. There will very
certainly be a lot of infrastructure rehabilitation and indus-
trial development as part of the process of rejuvenating the
countryside and boosting rural tourism. To avoid destroying
the original rural landscape and cultural traditions during
construction and development, intelligent tourism technol-
ogy can be used to achieve sustainable utilization, such as
using mapping and positioning technology in intelligent
tourism, applying satellite remote sensing mapping, drone
mapping, tilt photography technology, and Baidoo precise
positioning technology in large regional project implementa-
tion monitors. In terms of monitoring regional project
implementation, land resource protection, and use, as well
as environmental protection of rural villages and restoration
of ancient buildings, tourism development and utilization
can be realized without changing the original rural land-
scape, and the authenticity of tourism resources can be pro-
tected as much as possible. For the intangible cultural
heritage, mainly intangible cultural heritage, which is widely
inherited in the countryside, big data technologies such as
database, knowledge mapping, block chain, and other tech-
nologies in smart tourism can be used to achieve sustainable
utilization of traditional rural culture. The purpose of wis-
dom tourism development for rural tourism system con-
struction is to carry out scientific wisdom tourism
development management layout according to the charac-
teristics of rural tourism information development, promote
the diversified design of wisdom tourism content [10–13],
and develop wisdom tourism strategies centered on rural
tourism development. For example, vigorously promote
rural tourism with some companies to enhance tourism
market resources to rural tourism construction, using joint
development with relevant enterprises to achieve the syn-
chronization of rural tourism and wisdom tourism develop-
ment content, so that rural tourism information
construction can benefit from mobile Internet for effective
information promotion. On the one hand, to meet the basic
needs of rural tourism informatization construction; on the
other hand, to improve the perfection of industrial content
of wisdom tourism development, so that rural tourism

2 Computational and Mathematical Methods in Medicine



RE
TR
AC
TE
D

informatization development and wisdom tourism industry
layout can effectively achieve mutual benefit and win-win
situation. To strengthen rural tourism informatization of
wisdom tourism synergistic development mainly tourism
development marketing, service management and tourism
project design, and other levels to achieve synergistic devel-
opment and wisdom tourism as a carrier to rural tourism
service information conduction, the process of rural tourism
informatization construction mainly plays a terminal service
management role, that is, to achieve offline tourism services
and management planning [14–17]. Rural tourism informa-
tion development background and intelligent tourism indus-
try integration should give rural tourism certain help in
tourism development innovation. For example, in travel
mode, travel items and travel content can be adjusted
according to the needs of travel consumer groups. Through
the smart tourism data platform and information manage-
ment, it is possible to ensure that the content of tourism pro-
jects and publicity content remain unified, so that the
construction of rural tourism information and the integra-
tion of smart tourism can ensure a consistent pace, keep
pace with the times [18], and promote industrial construc-
tion and development.

2.2. Hybrid Cloud. The industry has progressed from simple
computing virtualization to the cloud of the entire data cen-
ter, employing a software-defined approach to automate and
scale the administration of computing, network, and storage
resources in the data center. A multi-AZ interoperable
resource sharing paradigm has been adopted across various
cloud data centers by large companies with numerous data
centers. Today, an increasing number of businesses are com-
bining clouds from various providers to solve specific busi-
ness concerns. The evolution from traditional IT to the
cloud has given birth to a large number of different cloud
technologies (see Figure 2) [19–21]. The most basic catego-
ries include traditional IT environments, private clouds built
by enterprises, hosted clouds built by service providers for
specific enterprises, and public clouds built by service pro-
viders for the general public. Each production environment
in turn has different technology choices and feature options,
both large and small, framing an exceptionally complex
application deployment relationship. In the short and
medium term, different enterprises and different applica-
tions have their own intrinsic reasons for choosing different

execution environments and cannot simply choose one and
discard the others.

At this stage, enterprises usually use three types of com-
puting resources, namely, dedicated server resources run-
ning in enterprise data, virtual resource pools established
on the basis of private clouds in enterprise data centers,
and computing resources provided by public cloud providers
[22]. For these three different types of enterprise computing
resources, it is less cost-effective to use a private cloud that
consumes a lot of resources to run enterprise applications
that would be more efficiently run on a public cloud plat-
form, but some enterprise-critical applications must be run
in a private cloud environment. The advantage of hybrid
cloud is that it can adapt to the needs of enterprises for dif-
ferent platforms, providing both the security and conve-
nience and management and operation and maintenance
levels of a private cloud and the openness and convenience
of a public cloud, and is now considered to be the main-
stream business cloud solution that enterprises will increas-
ingly adopt in the future. These platforms operate
independently of each other and are interconnected, allow-
ing data to be shared as required to meet service agreements
[23]. Deploying a successful hybrid cloud starts with a good
understanding of which datasets and applications are best
suited to run in a private cloud environment and which
can be delivered to a trusted cloud service provider to ensure
that a fully integrated platform can be provided to the enter-
prise. A trusted partner can help identify and articulate the
reasons for a well-performing business, in addition to help-
ing oversee a catalog of service portfolios, including creating
metrics and portfolio management. Finally, the partner can
help select a portfolio of services for delivery models such
as financial, compliance, security, and workload. The specific
hybrid cloud deployment strategy is shown in Figure 3.

3. Methodology

3.1. Hybrid Cloud Platform Architecture Design. Both public
and private clouds offer infrastructure resources including
processing, storage, and networking, as well as open APIs
for consumers to employ. However, each cloud provider’s
APIs are distinct, and there is no consistent standard, which
makes adapting heterogeneous clouds a difficult task for cus-
tomers. Therefore, in this paper, we build independent
Kubernetes container clusters in each cloud provider, such

Massive distributed
computing

Resource sharing
system

On-demand, volume-
based billing

Support for
heterogeneous systems

Dynamic resource
allocation

Figure 1: Map of the basic features of cloud computing.
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as public and private clouds, and then design and implement
a unified global controller to manage and schedule the
Kubernetes container clusters on each heterogeneous cloud
at the upper layer. This ensures API homogeneity across
the underlying heterogeneous clouds, as well as the simplic-
ity of cross-cloud deployment, migration, and business elas-
tic scalability. Figure 4 depicts the full hybrid cloud platform
architecture.

The hybrid cloud management platform mainly man-
ages application publishing and resource scheduling of con-
tainer clusters on the underlying heterogeneous cloud and
contains four modules: API, scheduler, controller, and data-
base. The API is mainly used to receive commands from the
front-end, the scheduler is used to schedule Kubernetes clus-
ters in the heterogeneous cloud, the controller is used to
handle business logic, and the database is used to persis-
tently store resource data managed by the platform. The
underlying public or private cloud Kubernetes cluster
mainly manages the scheduling and dispatching of resources
of a single container cluster, including master and node
nodes. Master mainly controls the resource scheduling of a
single cluster, and node runs the actual business container
as a working node.

3.2. Heterogeneous Kubernetes Access Design. To deploy
Kubernetes on each heterogeneous cloud infrastructure of
the user, the upper global controller needs to add the plat-
form address, port and Barberton of each Kubernetes clus-
ter, etc. The upper controller makes calls through the
standard API and the underlying Kubernetes. Namespaces
of Kubernetes represent namespaces, which are mainly used
to achieve resource isolation of tenants. Nodes represent
host nodes in the cluster, which are the bearers of resource
scheduling. Deployments are primarily used to manage the
number of copies of applications. Pods are the smallest units
for application operation and scheduling. Services are ser-
vices that can expose access portals for back-end applica-

tions. Figure 5 depicts a schematic diagram of cloud data
transfer and exchange.

3.3. Hybrid Cloud Framework Application Performance
Analysis. Considering the economic cost and time cost, often
different cloud service models are used to accomplish big
data analysis. Therefore, the hybrid cloud platform should
give the estimated computational resources and computa-
tion time to the user before the user submits the data with
the target problem to determine the required virtual
machine configuration. Initially, the MapReduce application
is deployed on N internal private cloud VMs, and all the ini-
tial invariant data is stored in a distributed manner. When
there are M external public cloud VMs scaled to support N
internal VMs for big data analytics tasks, the perception pol-
icy rescales the deployment of MapReduce applications and
iterates the MapReduce-based big data analytics application
on the generated hybrid cloud platform. For analysis, let the
internal VMs have the same configuration capability as
external VMs, and users can trace the historical state of the
application or have access to the following MapReduce per-
formance metrics: the total number of map/reduce tasks,
denoted as PM and PR; the number of physical slots for per-
forming map/reduce tasks, denoted as kM and kR; the aver-
age time to execute map, reduce, and scheduling tasks,
denoted as AM, AR, and AS; and the average amount of
scheduling data per execution of map, reduce, and schedul-
ing tasks, denoted as DM, DR, and DS. In addition, let the
dynamic behavior of the big data analysis application at run-
time be measurable; i.e., the first iteration process is known a
priori, while the input data volume, newly generated data
volume, and computational complexity during each subse-
quent MapReduce operation are independent of each other.
The internal virtual machine performance evaluation met-
rics are used in the ith map operation, and the set of tasks
with the number NumM,i is assigned to kM,i physical
machines using a greedy allocation strategy. In this process,
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data center
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cloud data center
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hybrid cloud

Virtualized
clusters

Single data center
OpenStack cloud

Multi-datacenter
OpenStack cloud

Cloud within
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VM
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Virtual
machine
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hosting
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OpenStack
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OpenStack
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Figure 2: Cloud computing trends.
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Figure 3: Hybrid cloud deployment strategy flowchart.
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the task scheduling operation needs to be started first, so
extra time is introduced and its time overhead needs to be
considered separately, and its execution time is noted as
T1, whose value is related to the physical device performance
and software system working mechanism, and can be con-
sidered as a constant. The theoretical lower bound on the
execution time of subsequent task execution occurs in the
case that the slowest task is scheduled to be executed last,
while the previous NumR,i tasks have already been executed.
Therefore, the theoretical maximum execution time of the ith

map operation is

Tmax
M _,i =

NumMi
− 2

À Á
�τ

kM,i
+ τmax, ð1Þ

where τ is now the average execution time of the task and
τmax is the slowest execution time of the task. Further, its
minimum execution delay occurs when the workload is fully
balanced, and all tasks are executed with normal efficiency.
Therefore, the theoretical minimum execution time of the

Hybrid cloud management platform

Scheduler Control Database API

Public cloud
Kubernetes cluster

Private cloud
Kubernetes cluster

Master

Node1 Node2 Node3

Master

Node1 Node2 Node3

Figure 4: Overall hybrid cloud platform architecture.
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ith map operation as

Tmin
M−

=
NumM−

− 1
À Á

�τ

kM_i

: ð2Þ

Since the reduce and map operations in MapReduce are
independent of each other but do not require task schedul-
ing operations again, the minimum and maximum execu-
tion times for the ith reduce operation are

Tmax
R−

=
NumR_i

− 1
� �

�τ

kR−

+ τmax,

Tmin
R−

=
NumR _−�τ

kR _H

,

8>>>>><
>>>>>:

ð3Þ

where Tmax
R−

and Tmin
R−

are the theoretical upper and lower

bounds of the execution time of the ith reduce operation,

NumM,i is the number of tasks in the ith reduce operation,
and kR,i is the number of physical machines in the ith reduce
operation. In summary, for the ith iteration process, the
lower bound on the time delay required to complete its exe-
cution can be estimated by the following equation

Tmax
i = Tmax

M−
+ Tmax

R−
+ T1: ð4Þ

For a big data analysis application with iteration I, the
total completion time can be estimated by the following
equation.

Tmax = 〠
I

i=1
Tmax
M−

+ Tmax
R−

� �
+ IT1: ð5Þ

3.4. Rural Tourism Information Ranking. Let the length of all
retrieval result lists be N . The rating of the ith data in the list
is ðN − i + 1Þ, so the first data in the retrieval result list with
the highest rating can be obtained as N and the last data with
the lowest rating. Assuming that a data appears more times
in different retrieval result lists, the rating of the data can
be expressed as the sum of the rating values of each retrieval
queue. Then, the data that appears in all of the multiple
retrieval result lists has a higher rating than the one that
appears individually. The total score is obtained by first scor-
ing each retrieval result data, and then, the data appearing in
different retrieval result queues are summed into a list and
sorted according to the weight value from largest to smallest.
LetMM be the amount of data in the longest retrieval return
list. In this paper, the longest retrieval chain is NC, i.e., M
M =MO. For the j-th retrieval result list, let the rating base

Table 1: Experimental dataset.

Statistics Number of species Query the records Average record Related documentation Average kind Different words

User 1 11 49 4.50 335 1.10 7965

User 2 09 52 6.10 168 01 6248

User 3 07 62 7.20 276 10 6689

User 4 08 49 5.20 103 1.20 4893

User 5 12 69 6.90 158 1.10 4903

User 6 09 39 4.50 164 01 4405

User 7 10 32 3.80 213 01 4498

Table 2: Accuracy comparison results.

Accuracy User 1 User 2 User 3 User 4 User 5 User 6 User 7

Rocchio 0.65 0.71 0.89 0.72 0.81 0.70 0.69

Proposed algorithm 0.85 0.89 0.92 0.80 0.83 0.95 0.78

Table 3: Comparison of average accuracy of different algorithms.

Method
Personal characteristics

match
Universal feature

matching
Mixed feature
matching 1

Mixed feature
matching 2

Mixed feature
matching 3

Accuracy 0.7658 0.9046 0.7051 0.9158 0.8957

Table 4: Average completion time per iteration of TestDFSIO.

Configuration serial
number

Configure
Time per iteration/

min
β

Configuration 1 3-on-0-off 6.90 3.40

Configuration 2 3-on-3-off 11.80 3.41

Configuration 3 3-on-6-off 11.90 3.38

Configuration 4 3on-9-off 11.60 3.45

Configuration 5
3-on-12-

off
12. 05 3.42
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beWj, and let the rating of the ith data in the j-th column be
Wj ∙ ðMM − i + 1Þ. The relevance of the search term to its
corresponding search category C and the amount of data
in the retrieval queue will have an impact on the scoring base
Wj. The retrieval queue scoring baseWj is shown as follows:

Wj = rankC ·
ffiffiffiffiffiffiffiffiffiffi
simC

p
· numC , ð6Þ

where assuming the best similarity between retrieval cate-
gory C and retrieval keywords, rankC is 1. In the second
rank,rankCis 0.5, and in the third rank,rankCis 0.25.simC is
Simðq, cÞ, and numC indicates the number of data in the
retrieval list. If a retrieval result list is not summed by
retrieval category, rankC is 0.5 and simC is 0.1.

3.5. Realize Off-site Disaster Recovery. A new private cloud
data center is built off-site, and public cloud services are
rented to form a “hybrid cloud” architecture. At the same
time, the local data center of the health Bureau is used as
the disaster recovery center, which eventually forms a
“hybrid cloud” based two-location, three-center architecture.
The existing hardware and network resources are fully pro-
tected, and under the cloud environment of the new data
center, the appropriate level of protection is provided for
each level of business, and the colocation and off-site disaster
recovery of business and data backup are completed. The
core key services of the new private cloud data center are
built in 1 : 1 mode, which can realize business-level disaster
recovery, and when the main system fails, the backup system
takes over the business without losing business data. In addi-
tion, in order to avoid the hidden danger of data loss caused
by natural disasters, the local server room of the health
Bureau is used as the disaster recovery center, and a flexible
deployment backup strategy is adopted, so that when the
private cloud data center fails, no data can be lost, storage
level disaster recovery can be realized, and the local data cen-
ter has the ability to quickly resume business. The hybrid
cloud disaster recovery solution is shown in Figure 6.

4. Experiments and Results

4.1. Dataset. In order to verify the effectiveness of the algo-
rithm proposed in this paper, cross-simulation tests are con-
ducted. The user’s rural tourism retrieval records were all
divided into 10 subsets, each with the same number of tour-
ism retrieval records. The retrieval algorithm was repeated
10 times for each different subset of data, and 9 of them were
used as the training set. For the training set, the matrix
DTtrain and matrix DCtrain are built using the method pro-
posed in this paper, and the matrix DTtest and matrix
DCtest are built according to the test set. Once the individual
retrieval feature matrix M is constructed, the relevance of
the retrieval categories in theDTtest matrix and DCtest matrix
to the retrieval keywords is obtained, and the relevance score
is performed. The experiments are from a travel information
website, and the statistical results are shown in Table 1.

4.2. Experimental Results. For each user’s retrieval, the algo-
rithm feeds the user 3 categories with high relevance to the

retrieved term, and the following equation is used to score
the relevance of the retrieved category to the retrieved key-
word.

Accuracy =
∑Cletop 3 scoreci

n
,

scoreci =
1

1 + rankci − ideal rankci
,

ð7Þ

where n denotes the number of all retrieval categories related
to the retrieved keywords, scoreci denotes the rating of the
top three retrieval categories ci in terms of relevance. rankci
denotes the ranking of retrieval categories ci, and ideal
rankci denotes the highest ranking that retrieval categories
ci may receive. The feature matrix simulation experiments
use the Rocchio algorithm and the Im-Rocchio algorithm
proposed in this paper to calculate the user retrieval feature
matrix M, respectively, and then, use the user retrieval fea-
ture matching algorithm to perform category matching and
calculate the matching accuracy. From the results in
Table 2, we can see that the average retrieval accuracy of
the Im-Rocchio algorithm proposed in this paper is higher
than that of the standard Rocchio algorithm.

Feature matching simulation experiments are first con-
ducted using the experimental dataset to compare user
retrieval feature matching, generic retrieval feature match-
ing, and 3 kinds of mixed feature threshold extraction
matching, and the average accuracy of retrieval results is
counted, as shown in Table 3. From the results in Table 3,
we can see that the precision of the three-hybrid feature
threshold extraction matching algorithms is not much dif-
ferent, but all of them are more precise than the user
retrieval feature matching and universal retrieval feature
matching, so the hybrid feature threshold extraction match-
ing algorithm is better than the other algorithms. In addi-
tion, user retrieval feature matching is better than generic
retrieval feature matching. To further validate the perfor-
mance of the algorithm, the hybrid feature threshold extrac-
tion matching algorithm is considered and the training set is
gradually increased. The above experiments show that when
the data training set is small, the user retrieval feature
matching algorithm is less accurate than the general-
purpose retrieval matching algorithm. Even when the train-
ing set is small, the hybrid feature threshold extraction
matching algorithm still achieves better results. When the
training set is gradually increased, the accuracy of both the
user retrieval feature matching strategy and the hybrid fea-
ture threshold extraction matching strategy increases.

4.3. Hybrid Cloud Performance Testing. In this experiment,
the size of the input data volume used is 20GB, and the size
of the data volume processed by each mapping processor
varies randomly, which equates to the number of mapping
processors varying randomly. As a result, the following is
the data sample creation process utilized to construct the
random forest algorithm: First, HDFS is installed on three
virtual machines in the internal virtual cloud and configured
to generate data blocks using TestDFSIO. After the initial
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data is written, the HDFS deployed on the internal private
cloud VMs can be further extended and deployed to the
external public cloud VMs; second, during the load balan-
cing phase, another TestDFSIO program is made to start at
the same time. At the same time, at least one copy of each
data block stored internally during the load balancing phase
is moved to the externally deployed VMs. During the exper-
imental run, the amount of data migrated to the external
public cloud in the load balancing phase is recorded, thus
forming a data sample containing different VM configura-
tion scenarios and the performance of the corresponding
algorithms. The proposed steps are then applied to construct
a random forest. Denote the configuration scheme with N
virtual machines deployed on the internal private cloud
and M virtual machines deployed on the external public
cloud as N-on-M-off. LetM = 0 denote the traditional single
cloud storage scheme in the benchmark case, existing
methods as a comparison, and M > 0 denote the proposed
hybrid cloud storage scenario. The TestDFSIO experiments
in the baseline and hybrid configuration scenarios are
repeatedly executed 10 times, and these results are computed
for the parameter β. Table 4 gives the correspondence
between the data transfer time and the load balancing time
under the indicated partial configuration scenarios. Among
them are configuration 1: 3-on-0-off; configuration 2: 3-
on-3-off; configuration 3: 3-on-6-off; and configuration 4:
3-on-9-off. It can be seen that the hybrid cloud model, where
the rack-aware policy-based data migration storage and load
balancing significantly take up physical overhead, reduces
concurrent read throughput, and the load balancing over-
head time rises by more than 40.5 percent compared to the
single cloud model.

5. Conclusion

The importance of rural tourism to rural revitalization is
largely due to its high industrial correlation feature, which
relates to transportation, accommodation, medical care,
entertainment, catering, and a series of other supporting
industries. Hybrid cloud platform has obvious technical
and economic advantages because it combines the advan-
tages of private cloud security and reliability and public
cloud computing power. However, running intensive data
businesses such as big data analytics under the hybrid cloud
framework is still in its infancy, and there are difficulties in
mismatching the underlying data storage with advanced
applications and inaccurate application execution time pre-
diction. The cloud platform is a new type of sharing infra-
structure that employs cloud computing technology to
gather a huge number of online resources and manages them
automatically with software. The hybrid cloud-based inte-
grated system of information services for rural tourism in
smart scenic areas designed in this paper can use the hybrid
cloud platform to get a large number of available resources
in rural tourism and use software to manage them automat-
ically. The test of this paper shows that the platform shares a
relatively large number of resources and has comprehensive
contents to meet the needs of users, and the rural tourism

resources have good sharing application effects, which can
improve the economic benefits of rural tourism.
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This research focuses on the effectiveness of the clinical nursing pathway (CNP) in the treatment of infant hypoxic-ischemic
encephalopathy (NHIE). This research enrolled 120 cases of NHIE admitted to the First Affiliated Hospital of Heilongjiang
University of Chinese Medicine, including 70 cases (research group, the Res) who received CNP intervention and 50 cases
(control group, the Con) treated by routine nursing pathway intervention. The psychomotor development index (PDI), mental
development index (MDI), neurodevelopment (ND), physique growth, and incidence of adverse events (AEs) were recorded
and analyzed. The results identified that in comparison with the Con (1) the PDI and MDI were obviously better in the Res 6
months postintervention; (2) the Res had significantly superior ND of behavioral capacity, passive tone, active tone, primitive
reflex, and general assessment 1 month after intervention, as well as physical development of body weight, height, and head
circumference after 40 days of birth, (3) the incidence of total AEs within 40 days was statistically lower in the Res. As a result,
CNP is considerably superior to the traditional nursing pathway in the treatment of NHIE, and it merits clinical promotion.

1. Introduction

Birth asphyxia is the most common risk factor for early neo-
natal death, followed by premature delivery, low birth
weight, and infection [1]. The exploration of the pathological
mechanism of neonatal asphyxia found that hypoxia and
ischemia can make the nutrition and energy supply of the
neonatal brain abnormal, which in turn leads to neuronal
cell death, cell dysfunction, and neurodevelopmental defects
[2]. Neonatal hypoxic-ischemic encephalopathy (NHIE) is
one of the serious complications of perinatal asphyxia, and
its etiology is related to impair ND [3]. According to statis-
tics, about a quarter of NHIE cases will die during the neo-
natal period, and another quarter may develop long-term
sequelae such as cerebral palsy, epilepsy, and sensory distur-
bance, which seriously compromise the healthy growth of
children’s body and mind [4]. Choosing appropriate and
effective treatment methods is crucial to improve the prog-
nosis of NHIE children, and the postnatal care of neonates
with hypoxic-ischemic encephalopathy (HIE) is also critical

[5, 6]. Accordingly, we herein discuss the application effect
of nursing intervention for NHIE, aiming at providing clin-
ical reference for improving the neurological and physical
development of HIE children, which is of positive signifi-
cance for improving the prognosis of such neonates.

As far as the healthy development of families and even
the country is concerned, improving the survival rate and
long-term neurodevelopmental outcome of children with
HIE has huge implications [7]. At present, routine nursing
mainly focuses on targeted treatment or nutritional support,
which has no significant effect on improving neither the ND
nor the long-term ND outcome of HIE children [8]. The
clinical nursing pathway (CNP) is mainly aimed at helping
children with HIE improve their ND by providing the
children’s family members with disease introduction, oxygen
guidance, and rehabilitation direction and giving sensory
stimulation training to children during their hospitalization
[9]. CNP is currently widely utilized in a variety of
conditions, including advanced schistosomiasis ascites, acute
bronchial asthma, and acute cerebral hemorrhage, with the
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benefits of lower mortality, less adverse reactions, and faster
resolution of clinical symptoms and indications [10–12]. In
addition, CNP has been proved to facilitate neurological
recovery and improve the curative effect and prognosis of
childhood diseases (e.g., nephropathy) [13, 14]. We believe
that CNP is effective and has positive significance for the
ND and physique growth of HIE children. We hereby com-
pare the application effect of CNP with routine nursing in
the care of NHIE and report it.

This study is unique in that it examines the effectiveness
and dependability of CNP in the care of NHIE from a variety
of viewpoints, including PDI, MDI, ND, physical growth,
and safety, providing fresh insights into nursing techniques
for NHIE. There are various limitations to this study that
will need to be addressed in future research.

2. Data and Methods

2.1. General Data. This research enrolled 120 cases of NHIE
treated in the First Affiliated Hospital of Heilongjiang Uni-
versity of Chinese Medicine between December 2017 and
December 2020 and assigned them into a research group
(the Res, n = 70) receiving CNP intervention and a control
group (the Con, n = 50) treated by routine nursing pathway
intervention. The male-to-female ratio and the mean ges-
tational age in the Res were 32 : 38 and 39:17 ± 2:89 years,
respectively, while in the Con they were 22 : 28 and 39:43 ±
2:73 years, respectively. Inclusion criteria: diagnosis of HIE;
no placenta residue during delivery; neonatal birth weight:
3-5 kg; voluntary participation of the neonate’s family
members, with the consent form provided; no maternal
genetic diseases that can pass on to the baby. Exclusion cri-
teria: severe multiple organ dysfunction, hematopathy or
infectious diseases, neurologic disorders, other congenital
diseases, and incomplete clinical data. This research was eth-
ically ratified by the First Affiliated Hospital of Heilongjiang
University of Chinese Medicine.

2.2. Nursing Methods. A standard nursing pathway inter-
vention was given to the Con. Nurses treated hypoglyce-
mia, hypotension, and acidosis; administered oxygen; and
cleansed the respiratory secretions of infants on a regular
basis to maintain the respiratory tract clear. Anti-infection
treatment or nutritional support was given according to the
presence of infection and malnutrition. Nursing staff also
attached special importance to the mental state, vital signs,
and skin color of neonates.

2.2.1. CNP Was Implemented in the Res in addition to
Routine Nursing. (1) On the first day of admission, the neo-
nates’ families were introduced to the environmental func-
tion of the ward, the relevant matters that doctors and
nurses were responsible for, and the work schedule and
safety system. Besides, health education, etiology, and clini-
cal symptoms of HIE as well as matters needing attention
during hospitalization were disseminated to the neonates’
families. (2) On the second day of admission, related knowl-
edge of oxygen use was introduced to the neonates’ families,
and guidance was given to them so that they could under-

stand the knowledge of oxygen inhalation and the appropri-
ate way of oxygen supply. Family members were also told to
remove respiratory secretions as soon as possible to keep the
respiratory tract clear and avoid suffocation while sleeping.
(3) On day 3 after admission, some children with high fever
were treated with mild hypothermia, and health education
and publicity were given to the families of such children so
that the families could have a certain understanding of the
precautions when the children were cooled down and
maintained. (4) On the fourth day of admission, children’s
sensory stimulation was strengthened for passive gymnastics
training. (5) On day 5 after admission, family members were
instructed in rehabilitation training, as early motor and
perception training is helpful to promote the recovery of
brain function. By patiently answering the illness of the
newborns to the families, the nursing staff gained the trust
and understanding of family members. In addition, parents
were instructed to master the rehabilitation training mea-
sures during the convalescence period, so as to obtain
parental cooperation and enhance their compliance with
the regular follow-up.

2.3. Endpoints

2.3.1. Mental Development Index (PDI) and Mental
Development Index (MDI) [15]. The scores of these two indi-
cators are above 120 points for excellent, 110-119 points for
upper-middle intelligence, 90-109 points for moderate intel-
ligence, 80-89 points for middle-lower points, 70-79 points
for critical state, and below 69 points for mental retardation.

2.3.2. ND. The neonates were scored for their neurodevelop-
mental status using the Neonatal Behavioral Neurological
Assessment (NBNA) [16] from the aspects of behavior, pas-
sive tone, active tone, primitive reflex, and general assess-
ment. The score was proportional to the ND of children.

2.3.3. Physique Growth. It was evaluated by measuring the
weight gain, height gain, and head circumference growth of
children.

2.3.4. Incidence of Adverse Events (AEs). The cases of anemia,
emaciation, malnutrition, growth retardation, cough and
vomiting, hypotension, intracranial hypertension, and other
AEs were observed and recorded.

2.4. Statistical Processing. The software used for data analysis
and image description was SPSS v23.0 and GraphPad Prism
v8.0, respectively. For counting data described in the form of
number of cases/percentages (nð%Þ), either the chi-square
test or the chi-square test with continuity correction (applied
when the theoretical frequency in the chi-square test was less
than 5) was used for intragroup comparisons. Mean ±
standard deviation (SD) was used to represent the measure-
ment data, and the statistical methods for intergroup and
intragroup (before and after treatment) comparisons were
independent samples t-test and paired t-test, respec-
tively. P < 0:05 is regarded as the difference with statistical
significance.
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3. Results

3.1. General Data. The two cohorts of patients were compa-
rable in age, gestational age, head circumference, weight,
natural delivery, and symptoms (P > 0:05) (Table 1).

3.2. Comparative Analysis of PDI and MDI between Two
Groups of Patients. We evaluated the psychomotor devel-
opment (PMD) and intelligence development of the two
groups of patients by PDI and MDI, respectively. The data
showed no evident difference in PDI and MDI between
groups before nursing (P > 0:05) and notably elevated
parameters after nursing, especially in the Res, with statistical
significance (P < 0:05) (Figure 1).

3.3. ND of Two Groups of Patients. We analyzed neonates’
ND with the NBNA scale. The data identified significantly
enhanced behavioral capacity, passive tone, active tone,
primitive reflex, and general assessment in both groups after
nursing; moreover, in comparison with the Con, the five
indexes were higher in the Res at 2 weeks and 1 month of
birth, with statistical significance (P < 0:05) (Figure 2).

3.4. Physique Growth of Two Groups of Patients.We evaluate
the physique growth of newborns through three indicators:
weight gain, height gain, and head circumference growth.
The Res had much higher weight gain, height rise, and head
circumference growth than the Con, with statistical signifi-
cance (P < 0:05) (Figure 3).

3.5. Incidence of AEs in Two Groups. We observed and com-
pared the incidence of AEs to evaluate the influence of
different nursing intervention methods on AEs. The results
identified a markedly lower incidence of AEs in the Res
versus the Con (8.58% vs. 32.00%, P < 0:05) (Table 2).

4. Discussion

HIE is a brain dysfunction related to oxygenation and blood
flow insufficiency [17]. Our research has confirmed that
CNP has a good application effect in the care of NHIE,
which can significantly promote the PMD, intelligence
development, ND, and physique growth of HIE children
with a favorable safety profile.

Table 1: Baseline data of patients in the two groups (nð%Þ, mean ± SD).

Variables n Control group (n = 50) Research group (n = 70) χ2/t P

Gender 0.035 0.85

Male 54 22 (44.00) 32 (45.71)

Female 66 28 (56.00) 38 (54.29)

Gestational age (weeks) 120 39:43 ± 2:73 39:17 ± 2:89 0.504 0.62

Head circumference (cm) 120 33:90 ± 3:16 33:54 ± 3:21 0.610 0.54

Weight (kg) 120 3:41 ± 0:45 3:36 ± 0:42 0.624 0.53

Natural delivery 0.403 0.52

Yes 37 17 (34.00) 20 (28.57)

No 83 33 (66.00) 50 (71.43)

Symptoms 0.040 0.98

Seizures or hyperexcitability 35 15 (30.00) 20 (28.57)

Lethargy 54 22 (44.00) 32 (45.71)

Indifference or coma 31 13 (26.00) 18 (25.72)
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Figure 1: PDI and MDI of two groups of patients. (a) Comparative analysis of PDI between two groups of patients. (b) Comparative
analysis of MDI between two groups of patients. Note: ∗∗P < 0:01.
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Figure 2: Neurodevelopment of two groups of patients. (a) Behavioral capacity of two groups of patients at 2 weeks and 1 month of birth.
(b) Passive muscle tone of two groups of patients at 2 weeks of birth and 1 month of birth. (c) Active muscle tone of two groups of patients at
2 weeks and 1 month of birth. (d) The primitive reflex of two groups of patients at 2 weeks and 1 month of birth. (e) The general reflex of
two groups of patients at 2 weeks and 1 month of birth. Note: ∗P < 0:05; ∗∗P < 0:01.
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Figure 3: Physique growth of patients in two groups. (a) Weight gain of neonates in the two groups after 40 days of birth. (b) Height gain of
neonates in the two groups after 40 days of birth. (c) Head circumference growth of neonates in the two groups after 40 days of birth. Note:
∗∗P < 0:01.

Table 2: Incidence of adverse events in two groups of patients (nð%Þ).

Categories Control group (n = 50) Research group (n = 70) χ2 value P value

Anemia 2 (4.00) 1 (1.43) — —

Emaciation 3 (6.00) 1 (1.43) — —

Malnutrition 4 (8.00) 1 (1.43) — —

Growth retardation 3 (6.00) 2 (2.86) — —

Cough and vomiting 1 (2.00) 0 (0.00) — —

Hypotension 2 (4.00) 0 (0.00) — —

Intracranial hypertension 1 (2.00) 1 (1.43) — —

Total 16 (32.00) 6 (8.58) 10.693 0.001
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Traditional nursing intervention has been shown to have
several limitations, as the nursing procedure’s basic thought
cannot fully adjust to illness development or address
patients’ main clinical demands [18]. CNP, on the other
hand, is a modern nursing model that emphasizes postad-
mission cognition, treatment, and rehabilitation guidance
for hospitalized patients; it requires nurses to have profes-
sional knowledge reserves, and it meets the needs of patients
by formulating reasonable and predictable nursing pro-
grammes [19]. In our study, the children who received
routine nursing pathway were set as the Con, and those
who received CNP were taken as the Res. The research data
showed significantly elevated PDI and MDI scores in the Res
after nursing, which was statistically higher than the Con,
indicating that the CNP can significantly improve the
PMD and intellectual development of patients. In terms of
ND, the behavioral capacity, passive tone, active tone, prim-
itive reflex, and general assessment in the Res were statisti-
cally better than those before treatment and the Con after
nursing, suggesting that the CNP has significant positive
significance for the ND of HIE children. Physically, more
evident weight gain, height gain, and head circumference
growth were observed in the Res, demonstrating that CNP
is helpful to promote the physique growth of children with
HIE. CNP’s intervention in children’s movement and per-
ception training, as well as the guidance of rehabilitation
training for children’s family members, is credited with
increasing children’s nerve, intelligence, and motor develop-
ment [20]. Finally, we assessed the safety of neonates in both
groups and discovered that they were mostly malnourished,
growth retarded, and emaciated. In addition, the Res had a
significantly decreased overall incidence of AEs, implying
that the CNP provides some assurance of postpartum child
safety.

5. Conclusion

The novelty of this study lies in the analysis of the effective-
ness and reliability of CNP in the care of NHIE from multi-
ple perspectives of PDI, MDI, ND, physique growth, safety,
etc., which provides new insights for the choice of nursing
strategies for NHIE. This study also has several limitations,
which need to be gradually addressed in future research.
First, given the limited cases included, it is necessary to
increase the sample size to improve the accuracy and univer-
sality of the research results. Second, there is no long-term
follow-up. Supplementary examination of this feature can
be used to assess children’s long-term neurodevelopmental
outcomes, which can help to enhance their long-term prog-
nosis. Third, if the analysis of risk factors affecting neurolog-
ical development of HIE children can be increased; the
nursing strategy can be further optimized.

Evidence from this study shows that while reducing the
incidence of AEs, CNP is beneficial to improve the PMD,
intellectual development, ND, and physique growth of
children with HIE, which provides new cognition for the
management of NHIE and helps to improve the prognosis
of children.
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As a conceptual superstructure, ideology plays a very important role in national security, social stability, and healthy economic
development. As a result, ideological work is critical to the Party’s success, and the current focus of ideological work is to
increase ideological risk prevention. The focus of ideological risk avoidance is gradually shifting to cyberspace as the Internet
becomes the primary arena and forum for information interchange, value dissemination, and ideological exchanges. Deep
learning, as a data processing technology, is characterized by deep data analysis and full generalization and can have an impact
on ideological security work: on the one hand, it helps work subjects evaluate and count the process and effect of work in
order to grasp the trend of public opinion; on the other hand, it helps work subjects understand and reflect on the inner logic
and contemporary value of Marxist theory through diversified work platforms and diverse work methods and promotes work
subjects’ understanding of Marxist theory. On the other hand, through diversified working platforms and various working
methods, we help the working targets to understand and reflect on the inner logic and contemporary values of Marxist theory
and promote their true identification with socialist core values. Based on the impact of deep learning on work subjects and
work objects, this paper proposes that Marxian ideological security workers can use it to effectively achieve good
communication and contemporary value assessment among different work subjects, set specific indicators according to the
division of labour, adopt different working methods according to the groups to which the learning bjects belong, and establish
a long-term evaluation mechanism in the process.

1. Introduction

Along with the accelerated pace of reform and opening,
China’s economic construction has grown rapidly, and the
rapidly changing science and technology has continued to
promote economic globalization, and various products from
the west have flocked to China [1–3]. In the process of
cultural globalization, different national cultures, which are
the crystallization of the wisdom of the working people, inter-
mingle and collide with each other. On the one hand, through
the continuous exchange and integration of international and
local Chinese cultures, we have been able to learn from and
appreciate the excellent cultures of different nationalities. On
the other hand, the continuous integration of foreign cultures
challenges the traditional Chinese culture and has a great
impact on the mainstream ideology of China, and various

western cultural ideologies impact the ideological conscious-
ness of contemporary college students and affect their ideals
and beliefs [2]. Vices such as greed for pleasure and obsession
with online games seriously affect the normal study of college
students and their desire to pursue ideals and benefit mankind.
In today’s era, in the face of the great adjustment and change
of the world pattern, the frequent intermingling of various ide-
ologies and cultures, and the rise of China, many developed
countries are anxious in the international arena, and in the
international arena, the western hostile forces are using all
available forms to constantly infiltrate and invade China
culturally and develop various cultural communication chan-
nels to spread their “free thinking” and “hedonism.” They are
trying to assimilate China ideologically and culturally by
developing various cultural channels of communication and
spreading their “free thinking” and “hedonism,” and by
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propagating their ideology. In China, with the rise of the
market economy and the infiltration of western culture, the
development of the Chinese cultural market has lagged and
is relatively imperfect [4, 5].

Many young people have become confused about
Chinese culture and lack self-confidence in their own
outstanding culture, and at the same time, they have become
skeptical of the core values of socialism with Chinese charac-
teristics. Some college students are eager to learn about west-
ern culture and western festivals and worship everything in
the west blindly. Culture carries the future destiny of the
nation, and a country and a nation need strong cultural con-
fidence if they want to be invincible in the forest of the
world’s nations. Cultural confidence is the correct examina-
tion and application of the history of the Chinese nation and
is the cornerstone of national self-confidence, which must be
nurtured in the practice of socialism with Chinese character-
istics in the new era. By practicing cultural self-confidence,
we can realize the grand blueprint of building a strong cul-
tural nation [6, 7]. The logic of contemporary changes calls
for great theories, and great theories keep advancing the emer-
gence of practice. Under the increasingly fierce international
competitive environment, studying the cultural self-
confidence of college students is an inevitable requirement
for realizing a strong cultural nation with Chinese characteris-
tics. Only in this way can the nation have faith, the people have
hope, and the country have strength.

The media industry, communication ecology, and public
opinion environment are changing as a result of the iterative
development of visual media and the rapid emergence of
visual communication, and Internet users’ “visual survival”
is quietly affecting their cognitive habits and cognitive
choices and, even to a degree, their intrinsic value judgment
of information [8–10]. The Marxist materialistic dialectic
emphasizes that things always have two sides, and it is nec-
essary to grasp them comprehensively from both positive
and negative aspects. Therefore, while we are happy to see
a wide range of visual landscapes to enrich the online life
of Internet users, we must also be aware that many visual
information, although superficially no different from other
information, contains elements of wrong social trends and
antimainstream ideology and implies the realistic purpose
of anti-Marxism, and the explosive and fissionable spread
of such information is bound to cause ideological erosion
to Internet users, leading to a continuous decline in the value
of the majority of Internet users. The explosion and fission
of this kind of information are destined to produce ideolog-
ical erosion among netizens, resulting in a steady reduction
in the value of most netizens and even a misguided ideolog-
ical shift. In such circumstances, Internet ideology, as a
conceptual superstructure built on an economic foundation,
is today facing the hazards of metaphorization [10], frag-
mentation, and panentertainment, all of which are affecting
and contesting mainstream ideology’s dominance. Figure 1
shows the meaning of Marxist philosophy.

Internet users are no longer limited to getting informa-
tion through old monotonous text media but are increas-
ingly using innovative and dynamic visual media such as
photographs and videos, thanks to the iterative updating of

mobile information technology. Visual media has arguably
become the primary source of information for Internet users
[11]. The rise of visual media in cyberspace has not only
brought richer and more shocking online life experience
for Internet users but also brought new impact and risk to
network ideology, which to a certain extent affects the
Party’s dominance, initiative, and right to speak in network
ideology work. The transmutation of the network communi-
cation pattern and netizens’ access to information requires
us to actively explore the use of new technological means
to empower ideological work and further enhance the rele-
vance, scientific, and longevity of network ideological risk
prevention. As a cutting-edge application of artificial intelli-
gence in the field of vision, visual recognition has the unique
ability to intelligently acquire, identify, analyze, and inter-
pret images and video images and is expected to become
an important focus point for the innovation of network
ideological risk prevention means under the new situation
and environment. Therefore, based on the perspective of
Marxist theory discipline, this study is dedicated to explor-
ing the important role and realization mechanism of intro-
ducing visual recognition in network ideological risk
prevention, so as to provide innovative ideas, useful sugges-
tions, and reference paths for the practice of risk prevention
in the ideological field as far as possible.

The organizational paragraph is given below: Section 2
contains the related work. Section 3 reviews the methods
of the proposed work. Section 4 described the experimen-
tal design and results. Finally, the paper ends with the
conclusion in Section 5.

2. Related Work

2.1. Marxist Ideology. Numerous practices have proven that
Marxism is a universally applicable reality since the May
Fourth Movement and the dissemination of Marx to China.
No matter in the war years or in the socialist construction in
peacetime [12–14], Marxism has always been a guiding light
for the Chinese revolution, and only under the guidance of
Marxism can the Chinese revolution be invincible. In the cul-
tivation of cultural self-confidence of college students, adher-
ing to the Marxist view of culture has a double significance.
Ideological assessment indicators are shown in Figure 2.

It enriches the theory of cultural self-confidence of
college students. Adhering to the Marxist cultural outlook
and exploring the cultivation path of cultural confidence of
college students not only enrich the connotation of cultural
confidence of college students but also expand the theoreti-
cal scope of the Marxist cultural outlook. Cultural self-
confidence has been mentioned by national leaders many
times. Extensive and in-depth discussion on the cultural
self-confidence of college students and new initiatives to
adapt to the growth of college students under the threshold
of Marxist cultural outlook are of great significance to the
expansion of the breadth and depth of cultural self-
confidence of college students and to the process of advanc-
ing Marxist cultural theory, which is not only beneficial to
the cultivation of cultural self-confidence of college students
but enables also college students to clearly understand the
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mainstream ideology of Chinese characteristics, which can
stimulate the whole nation creativity and innovation of
culture [14–16]. Second, it favors the advancement of ideo-
logical and political education disciplines in colleges and
universities. Adhering to a Marxist view of culture and
proposing countermeasures aimed at increasing college
students’ cultural self-confidence can help to advance and
improve college ideological education theory, provide a the-
oretical foundation for reforming college ideological educa-
tion, and provide strategies for increasing college students’
cultural self-confidence. Adhering to the Marxist cultural
view, the discussion on the cultivation of college students’
cultural self-confidence is conducive to improving the work-
ing methods and approaches of college political education,
improving the level of college political education, consolidat-
ing the scientific research ability of college political educa-
tion, and providing strong guarantee for the reform of
college political education and the cultivation of talents,
which can enhance the timeliness of college students’ politi-
cal education in the new era and strengthen its teaching and
education. It can enhance the timeliness of political educa-
tion for college students in the new era and strengthen the

effectiveness of teaching and educating people [17–19].
Third, it demonstrates the profound effect of Marxist cul-
tural perspectives. The discussion on topics connected to
the road of nurturing cultural self-confidence among college
students can strengthen the theory of Marxist cultural out-
look and encourage the greater growth of advanced socialist
culture, according to the Marxist cultural outlook. To culti-
vate the cultural self-confidence of college students, we have
a deep cultural heritage and a strong base. The October
Socialist Revolution in Russia promoted the progressive
intellectuals in China to study and propagate Marxism,
and the wide spread of Marxism in China laid the ideological
foundation for the establishment of the Communist Party of
China, and the Chinese Revolution has had a brand-new
guiding ideology and direction since then. Marxist cultural
theory is a classic reproduction of human cultural concepts.
Starting from a materialistic historical view, it stands at the
high point of human culture and reflects the characteristics
of the times comprehensively and accurately, “caging heaven
and earth within the form and thwarting all things in the
brush,” gaining insight into the times, and meeting the light.
Nowadays, under the new situation of promoting socialist
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Figure 2: Ideological assessment indicators.
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culture to a higher and deeper goal, adhering to the Marxist
view of culture, further analyzing the confusion arising from
the cultural self-confidence of college students, finding out
where the problems lie, and proposing targeted cultivation
programs not only manifest the profound practical logic
and theoretical logic of Marxist cultural theory but also
make rational thinking and theoretical responses to the
cultivation of cultural self-confidence of college students,
so that college students can continuously improve their
cultural cultivation. It makes college students continuously
improve their cultural cultivation [20].

It is conducive to the transmission of excellent Chinese
culture. Guided by the Marxist view of culture, the study of
cultural confidence of college students not only helps to
inherit and carry forward the excellent Chinese traditional
culture but also helps to forge a new splendor of Chinese cul-
ture and gives new vitality to the cultivation of enhancing
cultural confidence of college students. As the times are
changing and the society is changing, college students in
the new era should adapt to the development of the times,
bear in mind the origin and historical lineage of Chinese
national culture, and make efforts to spread it. Only in this
way can it be conducive to solving the problems of college
students themselves and enhancing the timeliness of Civic
Education, and only then can it be conducive to the
enhancement of national cultural soft power and influence,
strengthening the discourse of the Chinese nation in the
international arena, enhancing the international status of
the Chinese nation, and showing the style of a great nation
for global peace. Second, it is conducive to the formation
of a correct life orientation. Educators should appropriately
guide college students to determine Marxism’s ideology
and the wonderful Chinese culture as their knowledge and
absorb their comprehensive quality during the university
time, which is the formation period of life outlook, world
outlook, and values. They should supervise college students
to perfect their overall value orientation, improve their cul-
tural literacy, comprehensively strengthen the cultivation of
their comprehensive quality, and promote their rational
treatment of Chinese and western cultures. We should guide
college students to correctly grasp the connotation of main-
stream culture, to “look far ahead, be vigilant in peace, be
brave in change, be brave in innovation, never be rigid, never
be stagnant,” so that under the guidance of Marxist cultural
outlook [23], college students can strengthen their cultiva-
tion, correct their thinking, not be influenced by western
nihilism and retrogressive, and, under the guidance of Marx-
ist cultural outlook, be guided by a loud and clear voice.
Under the guidance of the Marxist cultural concept, they will
manifest the spiritual power of cultural confidence with a
loud main theme and strong positive energy, so that Chinese
culture will be more vigorous and vital.

2.2. Deep Learning and Ideology. Metaphor itself is simply a
neutral linguistic method that can have both positive and
negative effects. However, when metaphors are used in polit-
ical topics, i.e., when political metaphors are created, they
can pose ideological risks and threats. Before the era of visual
communication, political metaphors mainly appeared in the

form of textual metaphors [16]. However, with the advent of
the era of visual communication, a new type of political met-
aphor, visual metaphor, has emerged quietly, posing a new
threat to online ideological security. Visual metaphors refer
to the cultural behavior of using visual images such as
pictures and videos to suggest people to perceive, imagine,
and experience a viewpoint or value. Visual images may
seem straightforward and simple, bringing a visual impact
without conveying too much of a point of view or value,
but they are not. Like words, visual images also can convey
ideas and opinions and do so in a more subtle and flexible
way. We should not underestimate the power of image
cultures, especially dynamic ones, to influence emotions
through images and thus to have a significant impact on
systems of representation and value. Similarly, visual images
are often used as a metaphor, and visual images have an
ideology behind them. Therefore, it can be said that the con-
tent of visual images is to a large extent ideology and various
social trends, which spread and spread in cyberspace by
means of visual image shells, so that most Internet users
“hear the thunder in silence.” At present, visual metaphors
have three main characteristics: first, they spread faster.
Visual images have the advantage of being intuitive and
dynamic, and their audiences are not restricted by age, region,
culture, and occupation, so visual metaphors tend to spread
faster and more widely. Second, they are more concealed. In
the process of visual metaphors, negative factors are embed-
ded in the visual information structure, which makes them
appear calm and untouched on the surface, but in fact, they
are treacherous and harmful. Third, it is more attractive.
Visual metaphors are often set in the subject matter of interest
to Internet users, which can be close to social hotspots and
close the distance between the mind and the heart of Internet
users, thus attracting them to browse and watch [22-23].

Hostile forces use metaphorical images to attack the
mainstream ideology. The characteristics of visual meta-
phors largely give hostile forces an opportunity to take
advantage of them. Hostile Chinese and international forces
often target and choose the painful points, hot spots, and
focal points of Internet users, especially the youth, and very
cleverly express their so-called western “universal values,”
neoliberalism and other capitalist ideologies, and wrong
social trends with false qualities through visual metaphors.
They question the scientific, value, and legitimacy of the
mainstream ideology; attack the Party’s leadership and the
existing institutional arrangement; and vilify the core social-
ist value system, with the intention of competing with the
mainstream ideology for people’s hearts and minds. In the
communication of visual metaphors, very often, the content
expressed by the content distributor does not stop after one
simple transmission but is repeatedly transferred and even
spread geometrically, so that the undesirable information
content is constantly embedded in people’s visual neurons,
reaches people’s minds, and influences their thoughts. Hos-
tile forces are good at infiltrating through uninterrupted
and elaborate visual content, like “boiling a frog in warm
water” to poison the minds of Internet users, especially the
youth, little by little for a long time, in an attempt to achieve
the sinister purpose of identifying with their wrong ideas
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and wrong values. Young Internet users, who are often weak
in media literacy, are unwittingly incited and compelled by
them, unable to discern between good and evil, resulting in
ideological distortion and polarisation. At present, it is very
difficult to control such visual metaphors. This is because,
for textual metaphors, we can get better control by setting
up sensitive words and keywords to retrieve and filter unde-
sirable contents, but not for visual metaphors. The meta-
phorical connection is not natural but gradually built up
during the communication process within the network cir-
cle, so it is extremely concealed and creates a more difficult
governance problem. This makes it difficult to reach the crux
of the problem by using traditional regulation and gover-
nance methods, and there is the disadvantage of treating
the symptoms but not the root cause, with little effect. At
present, almost all mobile social platforms take short videos
as the first choice of information dissemination, forming a
new pattern of short videos leading and influencing the
communication style and content of cyberspace. The biggest
feature of short video is to create a “light communication”
mode with short duration and small length. This “short”
and “light” determine that the content presentation of short
videos must be fragmented, fragmentary, and incomplete.
Video producers tend to large volume and long content
through splicing, editing, compression, and other techniques
to process and then produce a short video; a few minutes of
content is often cut from several minutes or even hours of
content. This content fragmentation problem is character-
ized by the commonality of short videos and the perfor-
mance of many objects, and the effect is not the same. For
the expression of life and leisure content, short video is the
most suitable media tool. This is because the content of life
and leisure does not seek to express the complete, logical,
rational thinking, but the most important thing is to express
the emotion; the most important thing is to be concise; the
most important thing is to go straight to the subject; short
video is suitable for this demand. For example, using short
videos to watch TV series, movies, and variety shows can
help Internet users with limited free time to focus on the
main plot of the TV series, movies, and variety shows; using
short videos to watch sports highlights can help Internet

users who miss the opportunity to experience live games to
quickly view the highlights afterwards. However, for serious
content and theoretical content, short videos add to the dif-
ficulty of expression, making it difficult to present the origi-
nal content in a panoramic view and accurately express the
true and perfect meaning of mainstream ideology.

3. Methods

In this section, we defined the model structure, data prepro-
cessing, text features, word embedding, LSTM layer, and
output layer in detail.

3.1. Model Structure. Traditional machine learning, according
to previous research, always suffers from the problem that the
influence of Marxian ideology recognition is restricted by the
corpus size and feature selection, resulting in a lack of general-
ization ability in complicated recognition tasks. To address the
above problems, a hybrid deep neural network-based senti-
ment recognition model for Chinese Marxian ideology text is
proposed through the study of deep learning, as shown in
Figures 3. The model integrates bi-LSTM, CNN, and with
attention mechanism, which first obtains the contextual
semantic features of the corpus and then extracts local seman-
tic features, while giving r different schemes of attention to the
feature information at each moment in order to get a better
representation of text features and then further improve the
accuracy of text sentiment recognition.

The model mainly consists of seven parts:

(1) Input layer: acquisition of corpus data

(2) Preprocessing layer: splitting words and removing
irrelevant data

(3) Bi-LSTM layer: extracting contextual semantic fea-
tures of the corpus

(4) Attention mechanism layer: obtaining weighted
contextual semantic features with different focus
representations of the sentence

Output
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Figure 3: Model architecture.
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(5) kCNN layer: obtaining the final vector representa-
tion containing both contextual and local semantic
features

(6) Output layer: realize text recognition prediction

The steps are briefly described as follows:

(1) Obtain real text corpus data through crawlers and
other means

(2) Preprocessing of the corpus such as word separation

(3) Vectorized representation of the corpus text:

(4) Build a Chinese text sentiment recognition model
based on hybrid deep neural network

(5) Designing the cost function and training the network
with relevant algorithms

(6) Validation of the model using the validation set
corpus

(7) Practical application of the model

3.2. Data Preprocessing

3.2.1. Text Corpus Cleaning Preprocessing. The main purpose
is to carry out traditional and simplified conversion and
remove duplicate data and irrelevant data in the Marxian
ideological corpus, involving special symbols, text, HTML
web tags, and other processing objects. The duplicate data
may be the result of wrong crawling in the process of crawl-
ing data or due to the malicious brush reviews of the
network water army; whatever the reason is, the same data
need to be filtered. The original corpus sometimes also con-
tains some meaningless text data, such as text content is full
of numbers, letters, symbols, etc. This kind of corpus usually
does not have much emotional information. If we do not
filter out the repetitious and irrelevant data, it will inevitably
impair the recognition effect, and these two types of data can
be processed using Excel and other ways. The corpus is
labeled with categories, such as good, medium, and bad
reviews. The corpus is divided into words and deactivated
using jieba. It is the process of cutting the text in the corpus
into a series of sentences based on punctuation and then cut-
ting the sentences into individual words, and it is found that
the effect of precise mode of word separation is relatively
good. Since some new Internet terms usually appear in the
web text and the content is often colloquial, it is often neces-
sary to load the user dictionary in order to make the word
separation more accurate. User dictionaries are composed
of unregistered words, user-built dictionaries, etc. In the
user-built dictionaries, some domain-specific terms can be
organized. The identification of unregistered words can be
achieved by using fastText new word discovery algorithm,
adding them to the user dictionary, then using sentiment
polarity calculation algorithm to determine their sentiment
polarity, and then adding them to the semantic sentiment
dictionary if they are sentiment words. In addition, some com-
mon deactivated words should be removed in this process;

most of them are some auxiliary words, tone words, and some
symbols, which not only do not provide help but also take up
resources making the processing time grow. The removal of
deactivated words can be done through the constructed deac-
tivated word lexicon. To make the model work well for long
text data, the corpus is further filtered with the TextRank algo-
rithm to avoid the problem of “dimensional disaster” in the
subsequent processing, the preprocessed corpus is divided into
three parts: validation set, test set, and training set.

3.3. Text Features. In this paper, a new algorithm TextRank
is used to achieve text feature extraction. The algorithm
comes from the PageRank algorithm, which is a graph-
based algorithm for calculating the importance ranking of
web pages; it treats the whole network as a graph; the nodes
are web pages; if there is a link relationship between two
nodes, then there will be an edge between these two nodes.
The importance of the pages SðVÞ is

S Við Þ = 1 − dð Þ + d ∗ 〠
j∈ln við Þ

S V j

� �
Out V j

� ��� �� , ð1Þ

where d is the damping factor used for smoothing, SðV jÞ
indicates the existence of a collection of web pages pointing
to the web page; links, OutðV jÞ indicates the collection of
web pages to which the web page V j can jump, and jOut
ðV jÞj is the number of elements in the collection. The
inspiration from the study of the PageRank algorithm is
that for text, as long as the graph can be constructed from
words/sentences, and then, the relationships between nodes
in this graph can be determined by some method, such as
word order relationships, semantic relationships, and content
similarity; then, we can use the PageRank algorithm to get the
core information such as keywords and key sentences in the
corpus. Using sentences as nodes, we construct edges with
the similarity relationship SðSi, SjÞ between sentences.

S Si, Sj
� �

=
wk wk ∈ Si&wk ∈ Sj

��� ��� ��
log Sij jð Þ + log Sj

� � : ð2Þ

Iterate the node weights until convergence; sort the node
set weights in reverse order, and output the most important
N results.

3.4. Word Embedding. In order to enable the computer to
recognize and process Marxian ideological text content, the
corpus first needs to be converted into digital form. The text
data T with labels are loaded by batch, and then, the word
embedding matrix E obtained by Word2Vec is mapped to
map the text T containing the comment content D and the
label content L into a three-dimensional vector matrix E.
At this point, a vectorized text T j = fx1, x2,⋯, xi,⋯, xng
containing n words denote E is described as follows:

E = e1, e2,⋯, ei,⋯, enð Þ,
ei =wxi

Ew,
ð3Þ
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where E ∈ Rbatch×Sxdd, EV ∈ RVn×d , batch is the size of the
batch data, S is the set text sequence threshold, d is the word
vector dimension, Vw denotes the word embedding matrix
size, and w is the index of the one-to-one correspondence
between word x and E. The flow chart of text vectorization
is shown in Figure 4.

3.5. LSTM Layer. When LSTM extracts the contextual
semantic features of the text, the cell information at moment
t is updated as follows:

it = σ Weiet +Whiht−1 + bið Þ,
f t = σ Wef et +Whfht−1 + bf

� �
,

gt = tanh Wecet +Whfht−1 + bc,ð Þ,
ct = itgt + f tct−1,

ot = σ Weoet +Whoht−1 + boð Þ,
ht = ot tanh ctð Þ,

ð4Þ

where it, f t, ot, and gt denote input gate, forget gate, output
gate, and candidate gate, respectively; Wei, Whi, Wef , Whf ,
Wec, Weo, Who, and Whf denote weights; and σ and tanh
are activation functions. However, LSTM only focuses on
the temporal information and ignores the most important
contextual information in the text. Bi-LSTM extends the
one-way LSTM into a bidirectional structure, which retains
the good performance of LSTM and can obtain the pre- and
postcontextual information well. Input E into the forward

and backward structures of bi-LSTM, respectively, to get the
forward and reverse hidden features, and the cascade is the
output h at the ith moment, and finally, the output of each
moment is spliced to get the contextual semantic features.

H = h1, h2,⋯, hi ⋯ , hnð Þ,

hi = h
!

i ⊕ �hi

� �
,

ð5Þ

where H ∈ Rbatch×n×2d , ⊕ is the splicing process, and n is the
required time size and equal to the text sequence threshold.

3.6. Output Layer. Inputting C to the output layer, the out-
put vector pðyÞ is obtained by determining the class to which
the Marxian ideological text belongs through SoftMax. To
prevent overfitting, the dropout technique, a common mea-
sure in neural network models, is used in this layer.

p yð Þ = soft max WcCd + bcð Þ, ð6Þ

where pðyÞ ∈ Rhatchixclasses; Wc ∈ R2n×c lasses and bc are the
weight matrix and bias matrix of the output layer, respec-
tively; and classes are the number of recognition categories
required by the task. Softmax is used to estimate the proba-
bility pðvÞ that the corpus text belongs to each target recog-
nition category, and the label corresponding to the
maximum probability y is selected from it as the final

Table 1: Corpus information.

Category
Good reviews
(5 stars)/article

Moderate rating
(3 stars)/article

Poor reviews
(1 star)/article

Training set 600 600 600

Test set 150 150 150

Validation set 100 100 100

End of training

Corpus Network parameters Model Output

Tags Error

Parameter Updates

Surrogate functions

Convergence?

No
Yes

Figure 5: Training process.

Corpus with
tags 

Batch text
Read-in corpus

by batch
Word vector

mapping

Word2Vec
or

NNLM

Figure 4: Text vectorization.
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recognition. The result is selected as the final recognition
result.

y = arg max p yð Þð Þ: ð7Þ

In this paper, when training the model, the cost function
JðθÞ is used as the crossentropy between the output of the
model and the corpus labels, and the model parameter e is
updated using the Adam optimizer with good performance

in deep learning, and the training process is shown in
Figure 5.

J θð Þ = 1
N
E D, L ; θð Þ + λ

2 θk k2,

E D, L ; θð Þ = −〠
N

i=0
p Lið Þ log y ; θð Þf

+ 1 − p Lið Þ½ � log 1 − y ; θð Þ½ �g:

ð8Þ
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Figure 6: Sentence length distribution of the corpus.

Table 3: Results of ablation experiments.

Models P R F1

SVM +Word2vec + wordiness + adverb of degree + emotion + negation 0.88 0.78 0.81

SVM +Word2vec + transitive + wordiness + degree adverb + emotional word + negative word 0.89 0.86 0.88

SVM +Word2vec + conditionals + transitions + wordiness + degree adverbs + emotional words + negation 0.90 0.91 0.90

SVM +Word2vec + punctuation + conditional word + transitive + degree adverb + negative word
+ emotional word + negative word 0.86 0.88 0.85

NB +Word2vec + word vector averaging 0.76 0.74 0.75

NB +Word2vec + word vector“voting” method 0.77 0.82 0.80

NB +Word2vec + emotional words 0.98 0.96 0.99

Table 2: Performance comparison.

Models Number of cycles Training time (s) Test time (s) Accuracy rate Recall rate F1 value

CNN 3800 3594 36 0.89 0.89 0.89

LSTM 2300 33456 139 0.77 0.77 0.76

Bi-LSTM 4000 219008 1412 0.88 0.87 0.87

Bi-LSTM-attention 4000 206272 776 0.90 0.90 0.90

RCNN 1900 185709 2051 0.92 0.91 0.91

Proposed method 5000 162950 720 0.94 0.94 0.94
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4. Experiments and Results

In order to ensure the objectivity and authenticity of the
experiment, the corpus used in this experiment was crawled
using crawler technology to crawl the comment data about
Marx’s ideology-related content on a large Chinese social
platform, and the basic information of the corpus is shown
in Table 1, and Figure 6 shows the sentence length distribu-
tion of the corpus.

The experiment is implemented in TensorFlow deep
learning framework using Python language and the specific
experimental environment configuration. Table 2 shows that
the experimental findings indicate good performance in both
general and particular recognition outcomes for each cate-
gory. The model also has higher recognition accuracy in real
estate, lottery, finance, sports, and gaming, but lower recog-
nition accuracy in society, science and technology, and other
fields. The latter may be related to the constant emergence of
new words and the rapid changes of current affairs and
social hotspots, while new topics and new terms may not
be recognized in time for the model that has been trained,
so the performance in these fields will be slightly worse.

The results of the ablation experiments are shown in
Table 3. As can be seen from Experiments 20 and 21, the F
-value of bi-LSTM is improved by about 3% compared with
LSTM, which indicates that bi-LSTM with two-layer network
structure of forward and reverse can better obtain the contex-
tual information of the text, so the accuracy will be improved,
but the complexity is greater than that of LSTM network,
resulting in a slightly longer computing time compared with
LSTM. As can be seen from Experiments 21 and 22, using
the attention mechanism after the bi-LSTM model leads to
an improvement in the F-value of about 4%, which indicates
that attention does have the ability to identify key information
that can be helpful for the results. Due to the unique model
parameter-sharing feature of CNN, it makes the recognition
effect not the best, but it can greatly save the computing
time. Experiments 19-23 show that the RCNN network,
which combines the advantages of RNN (and its variants)
and CNN, outperforms each network individually. From
the whole Table 3, the network model proposed in this sec-
tion has the highest accuracy, which indicates that the deep
neural network obtained by integrating bi-LSTM and CNN
and introducing the attention mechanism, using TextRank
algorithm in the preprocessing process, and using dropout
technique in order to avoid overfitting, L2 regularization,
and early stopping three strategies is a very effective
method for Chinese text sentiment recognition.

5. Conclusion

Marxism believes that society is constantly changing, devel-
oping, and moving forward. Ideological work must always
adhere to the materialistic view of history, problem-oriented,
advancing with the times, deepening understanding with the
development of the times, constantly innovating ideas, and
constantly updating the means. In this sense, the network
ideological risk prevention is only a work in progress; there
is no time to complete; we cannot let down our guard; we

must rely closely on new technological means to manage
the network, especially the application of artificial intelli-
gence to help network ideological work, to ensure that cyber-
space adhere to the correct, mainstream orientation of
public opinion and value orientation. Looking ahead, the
new wave of technology, which has artificial intelligence at
its core, will continue to make significant progress. Visual
recognition technology will also usher in new iterations of
upgrading opportunities, and we have reason to believe that
the strong leadership of the Party, as well as the joint partic-
ipation of multiple subjects, will help to accelerate this pro-
cess. Artificial intelligence-supported network is a good
technique to ensure that the network ideological risk preven-
tion work to introduce the role of visual recognition will
continue to improve. Work on preventing ideological risk
will be more steady and widespread, and the Internet will
be brighter, cleaner, and clearer.
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One of the most significant aspects of English teaching, as well as the embodiment of students’ comprehensive English skill, is the
cultivation of English learning ability. Teachers of English should help students understand the topic’s material and be able to
convey, describe, and analyze the topic’s substance, such as summarizing, subjective judgments analysis, and tale continuation.
Students’ English learning is restricted by the learning environment, teachers’ quality, students’ own ability, and other aspects.
Furthermore, schools and families do not prioritize English learning, resulting in low teacher expectations for English
instruction, as well as a lack of English practice and strategy training among students. In order to improve the inefficiency of
English teaching, this paper combines corpus technology with English teaching and proposes an online autonomous learning
resource recommendation algorithm. The model is optimized in the aspects of high efficiency, diversity, and timeliness of
learning resource recommendation supported by deep learning technology. The model is pretrained through the processed
dataset, and the algorithm designed in this study is compared with the classical algorithm to verify the rationality and
effectiveness of the algorithm designed in this study. Based on the previous studies, this study attempts to apply the teaching
model combining corpus and recommendation algorithm to online teaching, so as to optimize English teaching model and
teaching methods.

1. Introduction

Corpus is a research resource for scientists to study language
use and an important part of language teaching. In fact,
European linguists represented by Geoffrey Leech began to
propose that the application of corpus in language teaching
would become an important part of corpus linguistics when
corpus linguistics just came into the field of scientists. They
propose that corpus can be applied in teaching from the fol-
lowing two perspectives: one is the indirect application of
corpus, such as corpus dictionary, textbook compilation,
and language software package and test and evaluation tool
compilation. The other is direct corpus development, such
as corpus teaching knowledge, corpus exploration methods,
and the use of corpus resources.

With the deepening of linguists’ research on corpus
linguistics, corpus linguistics has been widely used in the
research of second language teaching [1]. In English teach-

ing and research, corpus method is used to make the charac-
teristics and development rules of students’ language output
be scientifically quantified, from subjective qualitative
research to scientific quantified embodiment. This research
paradigm fundamentally expands the approach to second
language research, covering two main aspects, including lan-
guage output and language error analysis. The application of
this research method in English teaching is mainly embod-
ied in “language error analysis,” which is the corpus-based
teaching model discussed in this paper.

The education industry has also jumped on the Internet
bandwagon, launching a number of online learning plat-
forms that allow users to take their courses without leaving
home. The outbreak of COVID-19 in 2020 has also pro-
moted the development of online courses. For students
who cannot go back to school, the school has launched
online classes for online teaching and online exams.
Students’ safety is maintained by this new online learning
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approach, as is the efficiency and quality of studying at home
[2]. Figure 1 depicts the characteristics of online learning in
general. For starters, it has a larger learning resource base
thanks to the Internet. Learners can make decisions based
on their interests and present needs, allowing them to suit
the various learning needs of users at various stages. Second,
online learning can save time and resources. Through the
tool of online courses on the Internet, users can choose a
convenient place and study at an appropriate time. Com-
pared with offline teaching in fixed time, fixed site, and huge
number of personnel management, online learning makes it
possible to study anytime and anywhere.

The proliferation of learning platforms has resulted in an
increase in course resources. While they aid people in their
learning, they also cause issues such as information overload.
How people find the materials they are interested in and
suitable for themselves from a large number of learning
resources as well as how to find the courses to learn at the
present stage is a major difficulty for online courses to
improve users’ learning efficiency. Among the common
solutions to the problem of information overload, it is
straightforward to use the methods of catalogs or search
engines, which are important tools for obtaining informa-
tion. Classified catalog in the format of a catalog, to classify
the content according to the category of display. Users
search resources according to the classification, which can
further save the time of searching resources [3]. However,
when the content is very large and the amount of data is very
large, it becomes very difficult for users to find useful infor-
mation, which consumes both time and energy. In the face
of the challenge of massive data, search engines can better
solve the problem of information search than classified
directory. But users often do not have a good overview of
what they are looking for, and if they do not enter accurate
keywords in the search box, users may not be able to find
what they need. In order to better deal with the problems
brought by various information, the recommendation sys-
tem appeared. It can not only solve the problem of massive
data which is difficult to deal with in classified catalogue,
but also solve the problem that users need accurate keywords

to search in search engine. It connects users to information
to find value in it. This data make recommendations to users
[4]. The application of recommendation system in online
learning can better save the time for users to search for
information and make it more convenient for users to find
courses that meet their learning needs. For the course itself,
it can also promote the further development and circulation
of high-quality course resources, get rid of useless inferior
courses, and promote the healthy development of the whole
online learning environment.

Currently, the collaborative filtering algorithm has a pos-
itive impact on course recommendation, but it is not without
flaws, such as recommendation accuracy and data scarcity.
Collaborative filtering makes recommendations for users
through a large number of rating data. However, in our real
life, users do not score everything they touch, so the rating
data of users on projects are not very complete, resulting
in the problem of low accuracy of recommendations. In
2006, the concept of deep learning was proposed, and deep
learning has brought vigorous vitality to the information
technology industry [5]. In the image field, images and user
preferences are put together through two subnetworks, and
the distance between images and users is calculated to judge
the similarity. The accuracy of image classification is
improved by learning residual network. In the aspect of
speech recognition, DNNs are successfully applied in the
theory of acoustics.

Deep learning has strong learning ability. It can find dee-
per characteristics through a small number of individuals, so
as to discover the nonlinear relationship between users and
items and obtain more potential information between users
and items. Using deep learning in recommendation algo-
rithms can fully mine the features of various types of data,
alleviate the problem of missing values in datasets, and
improve the recommendation effect. In this paper, the rec-
ommendation algorithm and deep learning are combined
to ensure better recommendation effect of course resources.

The use of recommendation algorithm in course
resource suggestion is an important application of recom-
mendation system in life, and this work has a good
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Figure 1: Characteristics of online learning.
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recommended effect. Curriculum resource recommendation
for learners can suggest corresponding courses based on dis-
tinct learning demands, hence improving learning efficiency;
for curriculum resources, it can speed up the removal of
ineffective resources, which has great research relevance.

The paper arrangements are as follows: Section 2 dis-
cusses the related works. Section 3 examines the algorithm
design. Section 4 evaluates the experiment and analysis.
Section 5 concluded the article.

2. Related Works

2.1. Research Status of Corpus. John Sinclair, the pioneer of
corpus linguistics, believes that “corpus is a collection of
actual languages used in real life, which can reflect the char-
acteristics of language in the process of use.” Yang pointed
out that many linguists in China have also defined corpus,
which is a large electronic text database of language that lin-
guists randomly collect natural language according to the
expression rules of language and store them together. GUI
believes that corpus is a kind of language database, which
is established by linguists to collect language materials by
random sampling for language research.

Due to the limitations of science and technology, manual
recovery was adopted for retrieval, which was the earliest
corpus research adopted by linguists. After entering the
twentieth century, corpus research had a preliminary devel-
opment in the 1950s to 1970s. Quirk, a British grammar,
compiled a Survey of English Usage while studying English
grammar and produced an electronic version in the 1980s
[6]. Since 1980s and 1990s, corpus-related research has
developed vigorously, and countries, regions, and fields
around the world have begun to build their own corpus,
and the trend of internationalization has initially formed.

The application of corpus in the field of teaching is an
important research direction of corpus research, and signif-
icant research results have been obtained in the application
of corpus in language teaching. The data processing process
of corpus is shown in Figure 2. Wu expounds the positive
role of corpus in second language acquisition from the

aspects of grammar, vocabulary, error analysis, and indepen-
dent learning. Xu from the angle of the corpus in the teach-
ing of second language acquisition application points out the
advantages of corpus.

In recent years, in the researches of scholars, corpus lin-
guistics is increasingly combined with language teaching and
presents a trend of diversification and automation, trying to
explore the characteristics and development rules of inter-
language students. The formal birth of corpus linguistics
was in the 1980s, when the study of natural language texts
was the main research direction. Its purpose is to provide
objective evidence for linguistic research and guide the
development of natural language.

In the early twenty-first century, some foreign scholars
began to learn the teaching methods of corpus-assisted
instruction. Tim Johns was a pioneer in this sector, and they
were the first to use corpus-assisted instruction in class-
rooms. They advocate for “data-driven learning” and “class-
room priming exercises.” Since then, researchers have shown
that learners can use data from the database to improve
learning. Some linguists point out that data-driven learning
is consistent with current language learning theories, in
which students learn to observe and summarize under their
own guidance [7]. This indicates that language teaching
assisted by corpus technology can strengthen students’
attention to a certain knowledge structure in the process of
learning, thus promoting the improvement of students’ lan-
guage learning ability. Criterion-E-Rater is a corpus-based
automatic evaluation system that provides real-time com-
munication about the grammatical structure, style, thinking
structure, and content of essays, as well as overall grading of
essays. Some studies have shown a high degree of consis-
tency between this system and manual scoring, while other
studies have found significant differences between the sys-
tem and manual scoring, and their reliability is affected by
the range of scoring. According to Liang, it is very important
to analyze the advantages and disadvantages of the existing
foreign automatic composition scoring system for the devel-
opment of our own automatic scoring system [8]. However,
due to the different technologies used, existing automated
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Figure 2: Processing flow of corpus data.

3Computational and Mathematical Methods in Medicine



RE
TR
AC
TE
D

evaluation systems abroad differs greatly in their ability to
analyze the performance quality of words.

The experimental results show that students have an
important influence on reducing grammatical errors, spell-
ing errors, punctuation marks, and word arrangement, and
corpus retrieval plays an important role in the interaction.
Yoon examined the use of corpus by EFL learners in aca-
demic studies and found that the corpus method to cultivate
second language ability is helpful and can enhance confi-
dence. The case study shows that the use of corpus is not
only supportive to solve academic problems, but also to
improve students’ comprehensive English language ability
[9]. Foreign scholars conducted research on students learn-
ing English and a second language as their mother tongue,
combined with corpus-related software, corpus-related
retrieval, and education. Many studies have shown that by
using corpus skills, students can improve their understand-
ing of grammar and vocabulary, reduce writing errors, and
increase their confidence by improving their skills. Scholars’
flexible use of corpus technology and its integration with
practical education provide inspiration for this research.

Recent trends in the number of papers published in
major Chinese journals indicate that corpus linguistics has
become an important tool for linguistic research. The study
of corpus linguistics is still an important field in Chinese lin-
guistics and has been developing rapidly [10]. Many Chinese
scholars have made great efforts in using corpus as an auxil-
iary tool and method for language teaching and research. He
investigated the application of corpus-assisted instruction in
practical teaching and listed relevant examples in Introduc-
tion to Corpus-Assisted English Teaching. Attempts to
introduce corpora into teaching continue. Theoretically,
some researchers have discussed the current situation, char-
acteristics, and advantages of corpus when writing scientific
articles in English, as well as the methods of using corpus in
teaching, encouraging more integration of corpus technol-
ogy with second language teaching. Using corpus technol-
ogy, remarkable achievements have been made in error
analysis and feedback [11]. In the collection from the basic
education phase to the stage of higher education of Chinese
students to learn English composition of the material, there
are millions of words and marked with the Chinese students
in this corpus in English that often appear in the process of
sixty-one types of errors, for Chinese corpus made outstand-
ing contributions to the construction and teaching research.

2.2. Research Status of Recommendation Algorithms. In the-
ory and method, Debnath studied the selection method of
feature weight and its influence on the recommendation
effect. Blanco combines the Semantic Web with content-
based recommendation to provide users with recommenda-
tions based on the precise feature relationships contained in
the Semantic Web. Noia further applies the latest Semantic
Web of open Connected Data items to recommendations;
Zenebe applies fuzzy set theory to the matching process of
user and item feature sets to provide users with content-
based recommendations [12]. Cramer looked at the impact
of system transparency on user trust and acceptance in the
context of content-based recommendations. In practical

application, Mooney studied and launched a content-based
book recommendation system; Cano has introduced a
content-based music recommendation system; Basu studied
the application of social relationship information in the
recommendation system, and Cantador further applied
content-based recommendation to the social tag system, so
as to recommend the most likely objects of interest to users
for labeling. Chen studied the content-based e-commerce
system; Phelan has studied content-based news recommen-
dation systems.

Lemire proposed the famous Slope One series algorithms
to simplify the regression function of collaborative filtering
in order to further solve the problem of large amounts of
similarity calculation, which achieved the same or even bet-
ter effect than the original nearest neighbor based algorithm
while greatly reducing calculation time and storage require-
ments. Item clustering was developed by Connor to simplify
the complexity of similarity calculation [13]. Gong tried and
compared the effects of clustering users and items separately.
George uses the method of cross-clustering to cluster users
and items at the same time and searches for neighbors on
this basis. Ma proposed an accelerated algorithm to find
the nearest neighbor and calculate the prediction score based
on similarity threshold filtering. Zhou used Hadoop to
research and constructs a parallel similarity calculation and
collaborative filtering approach.

One of the most significant issues in collaborative filter-
ing recommendation systems is cold start. Because new users
have little or no past behavior records, collaborative filtering
algorithms struggle to model their preferences when they
first join the system. For example, in user-based collabora-
tive filtering, similar neighbor users cannot be calculated
for cold-start users because they have no historical scoring
records. The same problem also exists in the collaborative
filtering algorithm based on items. As there is almost no user
rating for newly added items, it is difficult to be recom-
mended by the algorithm. Gantner solved the cold start
problem by learning attribute feature mapping. Zhang uses
social tagging to alleviate the cold start problem; Bobadilla
studied the application of neural network learning algorithm
in cold start problem [14]. Leroy et al. studied the correla-
tion prediction of cold start. Ahn proposed a heuristic simi-
larity calculation method to solve the problem of cold
startup for new users. Zhou proposed the functional matrix
decomposition model, which uses the combination of deci-
sion tree and matrix decomposition to select appropriate
items for users to score during the cold start process, so as
to understand users’ preferences as accurately as possible.
Closely related to the cold start problem is the data sparsity
of collaborative filtering [15]. Compared with the huge total
number of items in the system, only a small part of items
that each user has interacted with are evaluated. Data spar-
sity brings challenges to user preference modeling.

The benefit of content-based recommendation is that
there is no problem with cold startup, but the construction
of user and item portraits requires a lot of time and man-
power; however, the recommendation based on collaborative
filtering makes use of the wisdom of the group to carry out
portrait and modeling of users and items, but it also has
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shortcomings such as cold start and data sparsity. Claypool
then combines content-based and collaborative filtering
recommendations for the task of news recommendation;
Wang combined traditional user collaborative filtering and
item collaborative filtering based on similarity fusion
method. Good proposes a collaborative filtering framework
combined with personal assistants. Pennock combines the
nearest neighbor-based coco-co-filtering with the mode-
based square method [16]. Melville proposed a collaborative
filtering method based on content enhancement. Kim stud-
ied the mixed recommendation model based on decision
tree. Popescul studied a probabilistic approach to hybrid
recommendations.

The basic framework of the research on the combination
of deep learning and recommendation algorithm is shown in
Figure 3. Kim proposed a new context-aware recommenda-
tion model, convolution matrix decomposition model,
which combined convolution neural network and probabil-
ity matrix decomposition to solve the problem of sparse
score. In other words, the features of learning resources were
extracted by convolutional neural network, and then the
learning resources were recommended based on the prefer-
ences of learners. Shu introduces convolutional neural net-
work to extract text information from learning resources,
realizes content-based recommendation algorithm, and
improves the recommendation quality of learning resources.
Mao designed a time model and constructed a dynamic con-
volutional recommendation model [17]. Zhang proposed a
recommendation algorithm based on feedback information,
which uses convolutional neural network to extract features
from feedback information of learners’ comments. Zhao
uses information about users’ use of resources between dif-
ferent domains to construct collaborative filtering recom-
menders by mining users’ shared preferences between
domains and unique preferences within domains through a
novel multibranch neural network. In this recommendation
method, input is processed by feature selection model, and
output is processed by learner-learning resource association
model to determine whether learning resources are recom-
mended [18]. Combining natural language processing and

deep learning technology, he classifies new users, calculates
the similarity of learning level between target users and other
users in the classification, finds the similar user set through
learning level similarity, and then determines the final simi-
lar user set through fusion calculation, so as to recommend
learning resources.

3. Algorithm Design

Here, they discuss the algorithm requirements. They analyze
the algorithm flow. They also examine the algorithm model.

3.1. Algorithm Requirements. There are many factors that
affect accuracy, and the most important factors are learner
characteristics, learning resource characteristics, situation
characteristics, and recommendation method design.
Incomplete feature mining, right feature selection, inappro-
priate feature processing, and unreasonable method design
will all affect the accuracy of learning resource suggestion.
The accuracy of learning resource suggestion can only be
increased if features are correctly handled and recommenda-
tion techniques are properly built. If the feature engineering
is done very well and the recommendation method is not
designed properly, the result will be short board effect, or if
the recommendation method is perfect but the feature engi-
neering is not good, the short board effect will also be
caused, affecting the accuracy of the recommendation of
learning resources [19]. When designing the learning
resource recommendation model, we should reduce the
error between the predicted value of learner-learning
resource score and the real value and improve the accuracy
of the recommendation.

(1) Accuracy is mainly used to evaluate the degree of
matching between recommended learning resources
and learners’ learning interests. Accuracy is not only
the primary goal of learning resource recommenda-
tion, but also the most important evaluation index
of learning resource recommendation effect. It is
also the basic requirement of learning resource
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Figure 3: Block diagram of combination of deep learning and recommendation algorithm.
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recommendation. The correctness of learning resource
recommendations should be prioritized. As long as the
recommended learning resources do not match
learners or their matching degree is not high or suitable
for learners, that is, the accuracy is not high, no matter
how rich the other functions are, they are meaningless

(2) Individuation is to recommend different learning
resources according to different learners, that is, to
recommend customized learning resources with each
learner as the center. The personalized recommenda-
tion of learning resources is a significant goal, but the
personalized recommendation of learning resources
not only contains the personalized recommendation
of recommended resources, but also contains the
personalized recommendation of personalized learn-
ing resources, which should be personalized from
numerous perspectives. Personalized recommenda-
tion of learning resources includes that the recom-
mended learning resources are personalized and the
recommendation process is personalized

(3) High efficiency refers to the high efficiency of learn-
ing resource recommendation, that is, the relevant
processing in the recommendation process is simple,
the recommendation response time is short, and the
resource recommendation page responds quickly.
The growth rate of learning resources in the Internet
era and the era of sharing is beyond our imagination
[20]. Exponential growth is not an exaggeration. We
should not only study the recommendation of learn-
ing resources at the level of ten thousand, but also
study the learning resources at the level of one hun-
dred thousand, one million, or even ten million. In
the face of such a large number of learning resources,
how to reduce the program processing time, reduce
the response time, and improve the efficiency of rec-
ommendation is also what we need to consider

(4) Diversity means that the learning resources recom-
mended by learners are not immutable but will be
appropriately expanded according to learners’ learn-
ing interests, which not only matches the static and
fixed learning interests of learners, but also matches
the dynamic and changing learning interests of
learners, so as to avoid excessive homogeneity of
the recommended learning resources

(5) Initiative is a recommended system at the right time
to recommend suitable learning resources for
learners to learn actively; the initiative also reflects
timeliness, and related research suggests that actively
recommending learning resources for learners at the
proper time and place in a timely manner can have
the effect of reminding learners to study and can
increase mobile learning effect [21]. Relevant studies
also show that actively pushing learning resources to
appropriate learners can effectively improve the uti-
lization rate of learning resources and improve the
quality of learning resources

3.2. Algorithm Flow. The learning resource recommendation
model based on deep neural network contains three core
modules: resource filtering, resource recommendation, and
resource display. The core of resource display is real-time
push. The relevant algorithms involved in these three core
modules will be explained below.

If massive learning resources are recommended directly
through the deep neural network model or other neural net-
work models, the model complexity will be increased,
response time will be increased, and the recommendation
efficiency of learning resources will be reduced. Therefore,
this study proposes a resource filtering technique based on
similarity ranking, which filters out most irrelevant learning
resources or learning resources with low similarity with
learners’ learning interests before entering the deep neural
network model for recommendation, thus reducing the
input and output of the neural network model and decreas-
ing the complexity. The similarity ranking method is that,
with the help of natural language processing technology,
existing text generation vectors such as learners’ learning
interest, names of learning resources, and themes of learning
resources are calculated, and then the average value of exist-
ing text feature vectors such as names of learning resources
and themes of learning resources is calculated to obtain a
vector about learning resources. Then the cosine similarity
of the learning interest vector and the learning resource vec-
tor is calculated, and the similarity of the learning resource
name and the learning resource theme is compared with
the learning interest of the learner [22]. Most of the irrele-
vant resources are filtered out, which is easy to process and
fast to calculate. Meanwhile, in order to preferentially select
the latest resources, a method of similarity reduction based
on time factor is designed. The calculation method of simi-
larity between learning resources and learners’ learning
interest is as follows:

S = A · B
Ak k × Bk k : ð1Þ

The filtering algorithm based on similarity ranking is
equivalent to a simple content-based learning resource rec-
ommendation method.

Traditional learning resource recommendation approaches
have low feature acquisition accuracy and require complex
model building. A deep neural network model is a nonlinear
model that can produce high-quality nonlinear relationships
and data characteristics.

Studies on the recommendation of existing learning
resources seldom consider the initiative and timeliness of
resource recommendation. First, new resources suitable for
learners are actively pushed to learners in time, and second,
resources are timely pushed to learners at specific time of
learning to improve learners’ learning experience. The other
is the timely push method based on deep neural network,
which pushes specific learning resources at the time when
learners are likely to learn.

Learning resources in order to timely push actively, this
paper uses a timely push method based on the depth of the
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neural network resources, through the existing situation,
learning resources situation, and the learning environment
data such as depth of training the neural network model,
which make its study can effectively predict the interval of
learning and then calculate the time of the next learning.
The present learning time and the next learning time
interval are the outputs, and the data processing and selec-
tion procedure are the same as the previous deep neural net-
work. After predicting the learning interval of learners and
calculating the next learning date, this study designed the
following methods to calculate the learning time of learners
on the day:

T =max nið Þ⟶ ti 1 ≤ i ≤ 5ð Þ: ð2Þ

3.3. Algorithm Model. The performance of recommendation
algorithm is improved by introducing knowledge graph.
After the model is given the item that has interacted with
the user, the user’s embedded table is finally obtained
through the interaction calculation between the item vector
and the items around the user. The network model can
better capture the neighborhood information of the project,
give the weight of the neighbor node and the aggregation of
the neighbor node according to the specific relationship
between the specific user and the map, and use the weighted
result to represent the neighbor node to complete the calcu-
lation of the project vector. Both methods provide end-to-
end recommendations that enable users and embedded rep-
resentations of knowledge graph entities and relationships to
become learnable vectors [23]. When aggregating the first-
order or higher-order neighbor nodes of learning resources,
the learner’s embedded representation of the user is used to
assign aggregation weight to it to expand its embedded rep-
resentation. Finally, the interaction probability of learners
and learning resources is calculated by embedding them.

From the perspective of learners, the KNDP model uses
the relationship between entities in knowledge graph G to
find the entity set K between msl = 1 and msl = 0 nodes,
aggregates the information of entities and their neighbors
in the set, and transmits its features to the target node
through the knowledge graph, allowing learners’ representa-
tion to be obtained. Fixed-size sampling is considered as the
acceptance domain of this node in the neighbor entity set
NðLÞ from the standpoint of learning resources, and the
embedded representation of learning resources is obtained
by aggregation with a given weight and L. Finally, the inter-
action probability of the two is obtained through the full
connection layer. The overall algorithm model of this paper
is shown in Figure 4.

4. Experiment and Analysis

4.1. Experimental Environment and Dataset. The experiment
in this paper was carried out in PyCharm on 64-bit
Windows 10 system, based on TensorFlow framework and
Python 3.6 implementations, and the experimental environ-
ment is shown in Table 1.

The experiment uses MOOPer dataset. The dataset is
divided into two parts: interactive data and knowledge

graph. There are three types of interactive data, namely,
learner behavior, learner feedback, and system feedback.
Learner behavior shows the interaction process with learn-
ing resources, learner feedback reflects their learning status
and satisfaction, and systematic feedback data describes the
result feedback of learners in the process of practice. The
knowledge graph is formed by modeling the attribute infor-
mation of curriculum, practice, level and knowledge point,
and their relationship among them. The statistical informa-
tion of the dataset after preprocessing is shown in Table 2.

4.2. Comparison Model. To verify the effectiveness of the
algorithm, the proposed KNDP is compared with the follow-
ing recent recommendation model. The parameter Settings
of the comparison model are the same as those in the
original text.

(1) The improved deep neural network learning resource
recommendation algorithm (UDN-CBR) takes learner
information and learning resource information as
input and obtains its feature vector through the full
connection layer; at the same time, word2vec is intro-
duced to get the text features of learning resources
and fuse them with the feature vectors of learning
resources. Finally, the scores are predicted by multi-
layer perceptron network

(2) KGCN: using the neighborhood information of the
entity in the knowledge graph, the information of
its neighbor nodes is aggregated into the node
through graph convolution to enrich the representa-
tion of the project

(3) Dual-end recommendation algorithm based on
knowledge graph convolution network (DEKGCN):
at the client end and the project end, the neighbor
information is aggregated into the node by graph
convolution, so as to obtain the embedded represen-
tation of the user and the project, and finally calcu-
late the interaction probability of the two

4.3. Experimental Results and Analysis. The experiment in
this paper divided interactive data into training sets, valida-
tion sets, and test sets in a ratio of 7 : 2 : 1 to train the model.
When the number of fully connected layers is set to 4, the
activation function of the nonlast layer is ReLU, and that
of the last layer is tanh, and the learning rate is 0.001.

In the interaction rate prediction, the trained model is
used to predict each interaction in the test set, and the
AUC and ACC indicators are used to evaluate the model
performance. For the Top-K recommendation task, the
Top-K learning resources were recommended for learners
in the test set, and the performance of the model was evalu-
ated by using Precision@K and Recall@K indicators. The
comparison results of AUC and ACC in interaction proba-
bility prediction are shown in Table 3. It can be seen from
Table 3 that KNDP model achieves good performance in
both ACC and AUC evaluation indicators and increases
the AUC indicators by 2 to 7 percentage points compared
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with other benchmark models and increases by 1 percentage
point to 4 percentage points in ACC indicators.

The comparison results of Precision@K in the Top-K
task are shown in Figure 5. As can be seen from
Figure 5, when K = 5, Precision@K of base-line DEKGCN
is the best, and KDNP increases by 6% compared with
Precision@K. When comparing experimental data, it can

be found that the baseline models KGCN and DEKGCN
outperform the UDN-CBR model, implying that entity
and relationship information in the knowledge graph
helps to improve recommendation performance following
knowledge graph introduction. Among them, DEKGCN
starts from the client side and uses entities around learn-
ing resources to spread learners’ preference information
to calculate learners’ vector representation. Its deficiency
lies in that it does not use knowledge graph to improve
the information quality of the project side.

The result of Recall@K in the Top-K task is shown in
Figure 6. Base-line DEKGCN performed best at Recall@K,
with KDNP up 11% each on Recall@K. The advantage of
DEKGCN is that it considers both the client and the
project. However, when aggregating the information of
the client, it chooses to aggregate the demographic infor-
mation of the user by constructing the user attribute

Table 1: Experimental environment.

System environment Windows 10

GPU version GTX1080Ti

Programming language Python 3.6

TensorFlow version TensorFlow 1.8

Anaconda version Anaconda 4.9.2
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Figure 4: Overall algorithm model.
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graph. This results in the lack of knowledge characteristic
information on the user end, which leads to the lack of
semantic richness of learners’ embedded representation.
The KNDP model proposed in this paper makes full
use of the heterogeneous information of the knowledge
graph on both the client and project sides and fuses the
entity and neighbor information between the project
and the learning target that the learner has interchanged
with into the vector embedded representation of the
learner, thus resulting in a significant improvement in
performance.

5. Conclusions

This research effectively improves the problem by applying
corpus and deep learning technology to the suggestion of
learning resources, in light of Chinese English teachers’
weaknesses in teaching technology. The characteristics of
learning resource suggestion are presented based on a thor-
ough examination of the needs for learning resource recom-
mendation, the principles of deep learning technology, and
the deficiencies of previous research. At the same time,
guided by relevant theories, a learning resource recommen-
dation model based on deep neural network is constructed.
Compared with existing studies, the model is optimized
mainly from the aspects of high efficiency, diversity, and
timeliness of learning resource recommendation supported
by deep learning technology. For the three modules of
resource filtering, resource recommendation, and resource
display in the proposed model, a resource filtering algorithm
based on similarity ranking and a resource recommendation
and resource display algorithm based on deep neural net-
work are designed. The experiment proves that the method
in this paper has good recommendation effect, and the

Table 2: Dataset statistics.

Interactive data Knowledge map

Learners number 45637 Types of entities 13

Learning resources number 5063 Entities number 60875

Interactions number 2651618 Relationship types 16

— — Relationship number 82174

Table 3: Performance comparison of AUC and ACC.

Model AUC ACC

UDN-CBR 0.852 0.811

KGCN 0.871 0.822

DEKGCN 0.911 0.833

KNDP 0.933 0.854
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The contemporary ubiquitous “cloud” network knowledge and information resources, as well as ecological pedagogy theory, have
enlarged teaching research’s perspective, widened teaching research’s innovation area, and created practical options for English
classroom reform. Cloud education relies on the Internet of Things, cloud computing, and big data to have a huge impact on
the English learning process. The key to the integration of English education resources is the storage of huge amount of
English teaching data. Applying the technology and methods of cloud storage to the construction of English education
resource integration can effectively save the educational resources of schools, improve the utilization rate of English education
resources, and thus enhance the teaching level of English subjects. In this work, we examine the existing state of English
education resource building and teaching administration and offer a way for creating a “private cloud” of English education
materials. We not only examined the architecture and three-layer modules of cloud computing in depth, but we also analyzed
the “private cloud” technology and built the cloud structure of English teaching materials on this foundation. We hope that
this paper can help and inspire us to solve the problems of uneven distribution, irregular management, and difficult sharing in
the construction of English education resources.

1. Introduction

With the continuous development of Internet of Things
(IoT) technology and its educational application research,
the promotion of IoT technology for educational manage-
ment and educational teaching is becoming more and more
obvious, and the popularization of IoT educational applica-
tions seems to be an inevitable trend [1]. The new IoT edu-
cation application mode with education resource library as
the core can greatly reduce the cost and technical threshold
of IoT education application and make the popularization
of IoT education application possible [2]. At present, various
network educational resources, mainly network storage
resources and educational resources that can be accessed
through the net network, including various materials, multi-

media courseware, integrity training videos, and e-books, are
intended to provide support for teachers and students’
use [3].

Traditional online English education resource platforms
have many problems such as uneven distribution, irregular
management, duplicate construction, difficulty in sharing,
limited by storage capacity, and low security [4]. This makes
it difficult for users to tap a large number of high-quality dig-
ital English education resources in the process of using them,
and they are prone to low accuracy in information retrieval
and low utilization of personalized resources [5]. However,
the construction of English education resources is not a
one-time performance completion, but a long-term process
that must have long-term planning for sustainable develop-
ment [6]. To eliminate the conventional closed model, data
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silos, and open up the environment for exchanging educa-
tional resources, it is required to regularly update and adapt
construction methodologies [7]. In addition, the
construction of educational resources must take service
teaching as the main goal, and the basic principles of
integrated planning, clear division of labor, broadening
mode, strengthening application, and continuous innovation
should be done in the construction process [8]. The existing
resources need to be organized in a reasonable order and
sorted out, while continuously introducing the latest and
foreign excellent achievements [9].

The purpose of using cloud computing to build an
English education resource store is to serve many users at
the same time [10]. The cloud computing system uses many
technologies, among which virtualization, data storage, and
cloud computing platform management are the most critical
[11]. The cloud computing system uses redundant storage to
ensure the reliability of data, and the distributed storage
method can effectively store data [12]. The construction of
an open English education resource platform based on cloud
computing provides an important opportunity for the
sharing of English education resources [13], and the basic
architecture of cloud computing is shown in Figure 1. The
feasibility analysis is as follows:

(1) Expand the sharing of English education resources,
avoid duplication of resources, and effectively improve
the utilization of infrastructure. Since cloud comput-
ing supports crossplatform IoT terminal devices, the
network can be used to share resources anytime and
anywhere

(2) Improving educational resource management. Through
distributed and parallel computing, cloud computing
analyzes and manages English education resources and
stores and calculates them, and the high reliability can
ensure the efficient operation of the open education
resource platform

The goal of this study is to construct a “private cloud” envi-
ronment and use cloud computing, a new Internet of Things
technology, to overcome the shortcomings of the traditional
English education resource platform. By establishing a large
digital educationplatform for resourcemanagement and shar-
ing, educational resources can be widely used. It can also serve
as a reference for the development of cloud computing model
education reform and information technology for English
education.

The paper’s organization paragraph is as follows: the
related work is presented in Section 2. Section 3 analyzes
the architecture of the cloud platform. Section 4, discusses
the design of English education resource storage system
based on Eucalyptus private cloud platform. Finally, in
Section 5, the research work is concluded.

2. Related Work

In this section, we define the analysis of the current situation of
English online education resources, obstacles encountered in

the construction of English online educational resources, and
advantages of private cloud-based English education resource
construction in detail.

2.1. Analysis of the Current Situation of English Online
Education Resources

2.1.1. Analysis of Resource Management Model of Network
Education on Various Platforms. In terms of the current
management modes of various English education resource
repositories [14], they can be basically summarized into
three types: centralized management, open management,
and centralized plus open management. Centralized man-
agement emphasizes privacy and copyright protection [15],
orderliness, and standardized use of educational resources
to ensure security and effective use. With this approach, a
single department is usually solely responsible for unified
management. The model emphasizes that the characteristics
of educational resources should fully reflect the professional
advantages of each educational platform with distinctive cul-
tural advantages. The disadvantage of this model, on the
other hand, is the closed lack of openness. Because educa-
tional resources are often restricted to use within a single
specific group, this greatly limits the space for utilization, is
not conducive to fully reflecting their value, and is poorly
shared. In the open management model, the idea is to open
up. This management paradigm assigns different permis-
sions to distinct groups of resource users and creates a secu-
rity hierarchy for educational resources, allowing some users
to have administrator privileges and upload resources. The
advantage of open and interactive management is that users
and managers can interact and by doing so, information
resources can be continuously improved to a higher and
higher level. It can truly reflect the needs of the users, and
the resource effectiveness is fully reflected. The centralized
management mode, together with completely open manage-
ment, effectively avoids the disadvantages of both. Realizing
openness in centralization and centralization in openness is
the future development direction of education resource
management model.

2.1.2. Current Situation of the Development of English Online
Education Resources on Various Platforms. At present, the
main form of network education resource construction is
resource library [16]. From the construction of English edu-
cation resource library of each platform, all of them have
purchased online education resource library and online
teaching platform [17]. Teachers, professionals, and software
companies work together to integrate educational resources;
conduct online courses, online teaching, and online course
development; and build “high-quality courses.” From the
perspective of the construction mode, there are mainly the
following modes: (1) there are many companies engaged in
research work in this area, they have made a large number
of highly targeted teaching materials, direct purchase can
save a lot of development costs in terms of manpower and
financial resources, and these materials can be widely
adapted to the majority of teachers’ requirements; (2)
resource sharing with various professional open websites;
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and (3) mainly for each platform’s own teaching philosophy
and the needs of teaching teachers.

2.2. Obstacles Encountered in the Construction of English
Online Educational Resources. According to the survey of
educational resource libraries on various platforms, it is
found that many inventories have problems in the following
aspects.

(1) Resource construction emphasizes quantity but
neglects quality

Today’s educational resource repositories range from
tens of GB to several TB. The platforms often store large
amounts of data with large storage capacity. Platforms often
take the large data of storage capacity as a selling point and
spend a lot of effort to collect more resources without paying
attention to the quality of resources, resulting in impractical
resource contents that do not meet the needs of teaching and
learning, reducing the availability of resources and leading to
the waste of resources.

(2) Poor communication and interactive performance
among users

The lack of communication between users and resource
builders results in poor initiative of users, which prevents
resource builders from getting timely feedback information.
Because of the lack of systematic research and study to fully
understand the needs of teachers and students in terms of
usage, the dimension and depth of cooperation between
resource builders and subject teachers are insufficient. The

bearers of resource construction are often prone to work
behind closed doors, measuring the effectiveness of
resources by their own standards of take and take, thus caus-
ing the repository to frequently fail to find the needed
resources and frustrating the motivation of teachers and stu-
dents to continue using them.

(3) The efficiency and accuracy of educational resource
retrieval is poor

The reason for this is mainly that the attribute labeling of
resources is not rich and standard enough when data are
stored. With the existing resources, it is too simple to pro-
vide query functions; it should provide a variety of query
methods, such as keyword search, categorized information,
combined query, tree view, search, and personalized full-
text search.

2.3. Advantages of Private Cloud-Based English Education
Resource Construction. Cloud computing services were
applied to all areas of English platform education resource
construction by building a private cloud environment inside
the platform to facilitate the completion of daily teaching
activities and provide an efficient and stable education
resource application environment for teachers and students
[18]. Building cloud-assisted teaching is a new concept that
involves several disciplines, and its main research includes
theories of cloud computing on traditional educational
resources and various factors that affect the application of
educational exploration teaching methods, cloud computing,
etc. [19]. It also includes the use of information technology
to create and manage current educational resources, as well

Enterprise
application services

Personal application
services

Middleware services Database services

Server services Network services

Storage services Physical services

Application
layer

Platform
layer

Resource 
layer

Figure 1: Cloud computing architecture.
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as the creation of new resource sharing models to ensure
that educational resources are used to their full poten-
tial [20].

Private cloud education resource platform has the fol-
lowing advantages.

(1) Cost reduction

The English education resource platform built by
applying cloud computing network can effectively control
the demand for hardware and the resulting costs. In tradi-
tional servers providing network services, we often
encounter various hardware failures caused by hard disk
damage brought about by long-term use of the server,
which may lead to data loss and bring us irreparable dam-
age. With a server using cloud storage, such problems can
be avoided. We store data in a unified cloud file, and file
reads are done in the cloud. Since in cloud computing
clusters, the hardware requirements for server equipment
are not high, old equipment can be reused without the
need to buy high-grade new equipment. Even various old
inexpensive PCs can be incorporated into the cloud stor-
age system. In this way, the procurement cost of each plat-
form is reduced, while the service life of the hardware is
greatly improved. In addition, virtualization technology
can be used to consolidate the school’s original group of
server machines into a powerful cloud cluster through
the configuration of virtualization software, which allows
the school to save a lot of money in terms of hardware
expenses and maintenance, etc.

(2) Easy sharing of resources

Working together and sharing resources, solving prob-
lems, and using resources in a virtual organization to fulfil
the new needs of users are another significant element of
cloud computing. Cloud computing is an integrated com-
puting system in which users in a private cloud can share
the same environment and access their desired resources at
any time and from any location. At the same time, informa-
tion and resources can be shared by writing a number of dif-
ferent computer applications that are based on the
characteristics of cloud computing and allow users to access
them independently for extensive collaborative learning
through cooperation.

(3) Security

While cloud computing can improve business agility and
efficiency, it can also introduce new risks and threats. Cloud
users will face unprecedented challenges, not only in terms
of technology, but also in terms of making significant
changes in the process. Yet, a cloud-based English education
resource platform eliminates the need to consider the cur-
rent common security concerns regarding cloud computing
in addition to the security issues common in traditional
online education. On the one hand, because the cloud com-
puting education platform is used by a single group, it is easy
to implement regulatory control for users in the cloud plat-
form. On the other hand, the architecture and design of the

cloud platform also fully consider the security policy and
other related issues. In addition, the cloud platform uses user
authentication and access control to control the security
risks of each layer.

3. Architecture of the Cloud Platform

In this chapter, we define the private clouds, private cloud
platform based on Eucalyptus infrastructure, Hadoop-
based massive data storage platform, and HBase in depth.

3.1. Private Clouds. Private clouds are clouds for your own
internal use and are deployed within the firewall of the
English education platform’s data center. Since it is built
for the platform’s separate use, it can effectively control data
security and data quality in the private cloud. Based on the
existing facilities, the platform can adopt the private cloud
construction mode and deployment method that meet its
own needs and combine the characteristics of cloud comput-
ing, as shown in Figure 2 for the private cloud deployment
schematic.

The private cloud is deployed behind the user’s firewall
and is connected to the outside Internet via routing and
firewall. Inside the firewall, the private cloud provides var-
ious cloud services to the IoT endpoints below. Private
clouds have similar functionality to public cloud platforms,
with common private cloud platforms such as IBM Cloud-
Burst and Microsoft Windows Azure. A common private
cloud architecture is shown in Figure 3.

From Figure 3, we see that the private cloud contains the
following management platforms:

(1) Resource management: computing, storage, network
resources, applications, and operation (use) interface
calls to achieve the management and monitoring of
resources

(2) Network management system: through the network
management interface, used to receive a variety of
information network management, including
network configuration, network performance, and
alarm information

(3) Operation management: the private cloud operation
management platform sends messages to users or
operation managers

(4) System management: the unified identity authentica-
tion method of single sign-on is used to enter the
system management

Users can apply for and use resources through the private
cloud platform, and operation managers can complete
operation management operations for users and resources
through the operation management portal of the private cloud
operation management platform.

3.2. Private Cloud Platform Based on Eucalyptus
Infrastructure. Eucalyptus is divided into five main parts,
which collaborate with each other to provide services. They
are Cloud Controller (CLC), Cluster Controller (CC), Node
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Controller (NC), Walrus Storage Controller, and Storage
Controller (SC). Various components of Eucalyptus for
flexible configuration of various topology administrators
adjust the cloud platform configuration. Different levels of
security are considered to meet security and management

needs. Eucalyptus can topologize one and multiple clusters.
A single cluster requires at least two servers: a CC, SC, and
CLC, and other small NCs; this configuration is mainly used
for testing. In a multicluster deployment, different compo-
nents (CC, SC, and NC) can be set to different machines.

Internet

Modem Router

Server
Firewall

PC iPAD iMAC

Private cloud services
(Data storage, collaboration)

Organization

Figure 2: Private cloud deployment schematic.
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platform

Manager

User
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Resource management
interface 
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service access

Operations management

Network management
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...

Figure 3: Private cloud architecture.
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If it is used for a large number of calculations, a multicluster
configuration is most suitable. As demonstrated in Figure 4,
resource allocation may be done across zones and nodes,
and a node failure does not affect the entire cluster, leading
to high availability, load balancing, and resource distribution
among clusters to handle enormous data processing tasks.

3.3. Hadoop-Based Massive Data Storage Platform. Hadoop
is a distributed system infrastructure in which users develop
applications without the need to understand the detailed
information system mastery. In Hadoop distributed applica-
tions, users can take full advantage of high-speed computing
clusters and storage capabilities without having to under-
stand the detailed information system mastery. HDFS is
short for Hadoop’s file system. HDFS is highly fault-tolerant,
can be used on low-cost hardware, and has high access rates
to applications. It can be used on low-cost hardware and has
a high access rate to applications, making it suitable for
applications with large amounts of data to compute.

HDFS, a distributed file system for use on general
purpose hardware devices, is part of the composition and
design of Nutch’s search engine project under Hadoop.
HDFS uses a master-slave architecture and is more like a
hierarchical file system from the user’s perspective. File com-
mands to create, delete, move, or rename can be performed.
Due to its own characteristics, HDFS is architected as a
series of specific nodes. These nodes include a NameNode
that provides metadata services and a series of DataNodes
that provide storage blocks to accommodate applications
with large data sets, as shown in Figure 5.

The files stored in HDFS are divided into 64M-sized
chunks, which are then copied to multiple data nodes. The
NameNode controls all file operations in HDFS, and all
communication within HDFS uses the standard TCP/IP
protocol.

3.3.1. NameNode. In Hadoop, the NameNode is the software
that runs on the computer. The NameNode is the master
server, responsible for managing files and namespaces,
accessing clients, and the administrator of the entire system.

The NameNode determines whether data files are replicated
to the DataNode.

The HDFS cluster has only one NameNode, thus simpli-
fying the overall architecture of the system Hadoop, which
manages all the metadata of the file system. The functions
are composed of the following points:

(1) The data NameNode in HDFS is used to maintain
file system metadata, such as names, spaces, and data
exchange information for data block mapping. It is
also responsible for managing client access to files,
such as opening files or directories, closing, and
renaming

(2) Detecting NameNode periodically collects the load
on this DataNode node, during which the DataNode
may lose contact with NameNode due to failure. If a
heartbeat packet is lost, the lost DataNode is marked
as failed and no new I/O requests are sent to them,
while all data within this node will be cleared

(3) Namespace management NameNode manages the
system namespace. Any changes to the generated
data are logged by the NameNode using EditLog.
Also, the entire system uses FsImage for storage.
NameNode stores the file system in the FsImage
and logs it inside EditLog

(4) Listening and processing requests to the client
DataNode give NameNode the responsibility to mon-
itor and process the requests. Based on the request, it
reads and writes files, deletes them, and performs
other file operations

3.3.2. DataNode. Each node of a DataNode deployment
Hadoop cluster is a Hadoop instance, usually a piece of soft-
ware running on a machine. A file is usually divided into
several chunks of data, and one of the DataNode nodes is
responsible for managing its own data storage and reading
client requests. The DataNode receives read and write client
requests and, together with the NameNode, creates, deletes,

SOAP/ReST

Cloud controller

Cloud controller

Walrus

Storage controller

Node controller

Machine 1

Machine 2 Cluster 1

SOAP/ReST

Cloud controller Walrus

Cluster 1

Cloud controller Storage controller

Node controller

Node controller

Cloud controller Storage controller

Node controller

Node controller

Cluster 2

Figure 4: Eucalyptus single and multicluster topologies.
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and copies blocks of data. The functions of the data nodes
are summarized as follows:

(1) Copy data

First, the file system server process on the client side gets
a list of the blocks of data being copied from the NameNode,
then copies the file blocks cached by the client to the first
DataNode node, and simultaneously transfers that part to
the second DataNode node. This is repeated until the copy
of the file block and its data block is completed.

(2) Read and write data blocks

By contacting the client file system in the service process,
when it receives a request for work from the client file
system, the DataNode starts interacting with the NameNode
to determine the need to create file blocks, delete, and copy,
and after receiving permission from the NameNode, the
DataNode client on the DataNode specified by the file sys-
tem performs the specified operation.

(3) Send a heartbeat message and a block report to the
NameNode

Each DataNode sends a message and file status report
block to the NameNode periodically to determine the status
of those DataNodes based on that report. In addition, the
DataNode starts, begins scanning the local file system, and
creates a list of all HDFS blocks, then sends a report to the
NameNode.

3.4. HBase. HBase is an open-source distributed database
storage schema, which also belongs to the Apache Hadoop
project subproject. It is a highly reliable, high-performance,
scalable, and powerful database system that can be built on
servers that use it for the overall structure of a large data
storage cluster. As shown in Figure 6, the HBase file storage
system is Hadoop HDFS. Hadoop MapReduce is used to
handle the massive data computation in HBase. Zookeeper
is a unified scheduling collaboration service.

4. Design of English Education Resource
Storage System Based on Eucalyptus Private
Cloud Platform

In this section, we define the infrastructure layer design,
platform service layer design, software service layer design,
and database design in detail.

We share resources and enhance interaction for collabo-
rative learning, and under the concept of computer-assisted
teaching, this led to the design of a private cloud-based
English education resource storage platform. The design
idea not only integrates the theoretical research but also
reflects the idea of preparation stage, and its overall architec-
ture is shown in Figure 7.

4.1. Design of Functional Submodules of Private Cloud-Based
English Education Resource Storage Platform

4.1.1. Infrastructure Layer Design. The core technologies of
the private cloud-based English education resource storage

Client

DataNode DataNode DataNode DataNode

NameNode
TCP/IP

Networking Metadata

Replicated data blocks

Figure 5: Simplified view of an HDFS cluster.

ETL tools BI reporting RDBMS

Pig (Data flow) Hive (SQL) Sqoop

Map reduce(Job scheduling/execution system)

Hbase (Column DB)

HDFS
(Hadoop distributed file system)Zo

ok
ee

pe
r(

Co
or

di
na

tio
n)

A
vr

o(
Se

ria
liz

at
io

n)

Figure 6: Hadoop system architecture.
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platform involve virtualization technology, data storage and
management, device maintenance, redevelopment technol-
ogy, and load balancing. Virtualization technology not only
refers to the virtualization of applications but also can refer
to the virtualization of hardware devices. In the infrastruc-
ture service layer, virtualization technology can set various
resources into a virtual resource pool and complete the uni-
fied management maintenance and scheduling of resources.
Users do not need to know and manage the devices in the
infrastructure service layer, and they can just arrange the
storage devices and install the operating system and client
software according to their needs. The education resource
sharing platform can scale and adjust the resources well by
using the technology of virtualization, which provides a
strong technical support for the dynamic management of
cloud computing resources. The infrastructure service layer
is shown in Figure 8.

4.2. Platform Service Layer Design. In the field of education
and teaching, the service layer of the PaaS platform built is
based on the cloud storage feature of educational resources.
On this platform, cloud services integrating development,
testing, and operation are provided for education practi-
tioners, educational institutions, or enterprises. The PaaS
platform service layer also includes the environment needed
for developing the teaching resource cloud platform, such as
development, testing, operation, and maintenance. The PaaS
platform service layer also formulates standard Web proto-
cols, data formats, SDKs, and APIs and encapsulates com-
mon functions into header files for developers to call,
which greatly reduces the development cycle and difficulty
of enterprises, facilitates future maintenance, and improves
the utilization of educational resources. It also improves
the utilization of educational resources. In the private
cloud-based English education resource storage solution
introduced in this paper, the architecture diagram of PaaS
is given in Figure 9.

According to the given PaaS architecture diagram, PaaS is
mainly composed of two parts, which are the base platform

and the service platform. The base platform generally provides
environmental support for the development of application
service software, such as performance management, storage
management and computing, system billing, and forensic
management and grid computing services, which are not visi-
ble to users. The service platform is mainly for user use and
provides the environment required for application develop-
ment, including development, testing, and running environ-
ments. During application development, both offline and
online situations are supported. When the application is run-
ning, PaaS is in a hosted state and also features online auto-
matic loading of the latest version of the application, real-
time tracking, and traffic calculation.

4.3. Software Service Layer Design. The software service layer
is a direct user-oriented platform on the configured education
resource sharing platform. Users directly access resources,
share resources, store resources, etc. after logging in through
the login interface. The software service layer is user-oriented,
and the user’s perception and experience of using it are
directly reflected in the application service, which is called
the value source of the cloud platform client, where all the data
and information of educational resources are stored, directly
facing the user.

4.3.1. Educational Resource Production System Design.
Aiming at the current problems of unreasonable informa-
tion deployment, poor system operation, and poor human
resource interactivity in the educational resource produc-
tion system, the private cloud-based educational resource
storage solution proposed in this paper can solve these
problems well. By building a private cloud-based educa-
tional resource storage sharing platform, teachers and stu-
dents can access a huge amount of teaching resources,
which is convenient not only for teachers to teach produc-
tion classes and assign after-class homework but also for
students to finish their homework on time and submit it
to teachers for review. In this cloud platform, students
can also study according to their own needs and can leave

Cloud computing service pools

Various
terminals

Terminal programs

Terminal programs

Web
browser

Course Portal Database objects

Back office
management Database objects

Representation layers Business layers

Various distributed services

Data layer

Logging and statistics center

Figure 7: The architecture of English education resource storage platform in private cloud.
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messages with their teachers about their confusion after
studying, which strengthens the interaction between
teachers and students and also helps teachers to better
understand students and help them learn. At the same
time, in order to build the educational resource system,
three subsystems are given according to the classification
of students’ needs, which are courseware production,
assessment, and management.

(1) Courseware production subsystem

The courseware production subsystem is mainly to pro-
vide convenient services for teaching staff, and it is a key part
of the education resource cloud platform. There are various
resources such as text, photos, audio files, and video files dis-
tributed on the network. Teachers can integrate these
resources through the education resource sharing platform

Table 1: User table.

Field Type Null Default Comments MIME

id Int (128) No Primary key

User_name Varchar (128) No User name

Password Varchar (128) No User password

Priority Tinyint (10) Yes NULL User rights

Table 2: User information form.

Field Type Null Default MIME

id Int (8) No

User_id Int (8) No

User_emai1 Varchar (40) No

User_name Varchar (40) Yes Null

User_address Varchar (120) Yes Null

User_sex Varchar (4) Yes Null

User_birthday Varchar (20) Yes Null

User_intro Varchar (400) Yes Null

User_time Timestamp No Current_timestamp

User_profession Varchar (200) Yes Null

User_labe1 Varchar (200) Yes Null

Table 3: User resource table.

Field Type Null Default MIME

id Int (11) No

User_id Int (11) No

Resource_name Varchar (128) Yes Null

Resource_info Text Yes Null

Resource_type Varchar (11) Yes Null

Resource_grade Varchar (11) Yes Null

Resource_address Varchar (128) Yes Null

Resource_version Varchar (64) Yes Null

Resource_pub_se1 Varchar (11) No Null

Resource_suit Varchar (20) Yes Null

Resource_discip1ine Varchar (20) Yes Null

Resource_edition Varchar (20) Yes Null

Resource_specia1 Varchar (20) Yes Null

Resource_a11ow_down1oad Tinyint (1) Yes Null

Resource_regi Timestamp No Current_timestamp

Resource_update Timestamp No 0000-00-00 00:00:00
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and make an editable teaching file and then share this file on
the education cloud platform for everyone’s reference and
learning.

(2) Assessment subsystem

Because it is mainly for the pedagogue, the assessment
subsystem is mainly to help teachers better assign homework
and help students better complete their homework, and
most importantly, teachers can see the homework in time
after students finish it and also can review and interact
online.

(3) Educational resource management subsystem

The management subsystem is mainly responsible for
the management and maintenance of the system. The system
management includes the registration of new users and the
permissions of student users and teacher users. In this sys-
tem, users are allowed to share their own resources on the
platform, and other users can access and study them.
Figure 10 shows the infrastructure diagram of the educa-
tional resource management subsystem.

As can be seen from Figure 10, the management subsys-
tem contains four modules, each of which implements a dif-
ferent function. Four databases with varied functionalities
are also set up, with the main purpose of storing various
types of data. The management subsystem’s registration
module performs resource verification, checks that there
are no issues, and then determines it to be lawful before sav-
ing it in the database. At the same time, some annotated
information about the resources will be stored in the regis-
tration database, which is convenient for the search module.
The access control module is mainly to complete user verifi-
cation, and those who pass the verification are normal users
before they can manage the data resources. In the face of
massive data, the cache module can exponentially improve
the rate and accuracy of resource screening. The function
of the synchronization module is to complete the mirror reg-
istration database and the cloud platform data information
comparison.

4.4. Database Design. The information stored on the server
of the English education resource cloud platform is mainly
the information of network nodes, the information of mate-
rials uploaded by users, and some basic information filled in
by users when they register. The following describes the
design of database keywords involved in the education cloud
platform. Table 1 is the user information table for the ini-
tially registered users; when there is a newly registered user,
it is to be filled out according to the table information,
mainly concerning the user name, password, and user rights.
Table 2 is the user information table; this table is mainly
used to store the user’s private information, including birth-
day, home address, and hobbies. Table 3 is the resource
table; this table stores the user’s resource information, which
involves whether the information is public or not, the type of
information, etc.

5. Conclusion

Cloud storage technology and methodologies are being uti-
lized to integrate English education resources as an emerging
concept, which can significantly improve the usage rate of
online platform English education resources and teaching
efficiency. We provide a private cloud storage platform for
English educational resources, combining cloud computing
technologies, analyzing its architecture and execution, and
implementing data transmission and storage using the
Hadoop platform. The implementation of this platform is
based on the existing mature cloud platform application
examples and requires the synergy between various technol-
ogies such as multitenancy, distributed computing, and vir-
tualization to build a cloud service platform for English
education resource storage. This solution may open up
new possibilities for the creation and distribution of English
educational content.

Data Availability

The datasets used during the current study are available
from the corresponding author on reasonable request.

Access control module

Registration request Registration module Search module

Resource database Registration database

Synchronization
request 

Synchronization
module

Cache management
module

Mirror registration database Cache registration database

Figure 10: Educational resource management subsystem structure diagram.
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Today’s rule of law construction in China is walking between the conflict and coordination of factors such as reality and ideals,
tradition and modernity, local and foreign, and local knowledge and universal principles, all while continuing to strengthen the
unification of the legal system and advance the modernization of the rule of law. Traditional customary law, which is the most
representative local resource culture, is unquestionably one of the most important themes in the formation of the rule of law.
It has far-reaching significance for the development of ethnic jurisprudence, the reunderstanding of traditional culture, and the
construction of ethnic unity and harmonious society. Based on this background, this paper uses big data technology to collect
relevant experimental data and proposes a traditional customary law value assessment based on BPNN. The completed work is
as follows: (1) this paper clarifies the concept of customary law and the difference between it and related concepts and
introduces the domestic relevant research on traditional customary law and the interactive relationship between customary law
and national law in dynamic legal practice and puts forward the status and influence of customary law in contemporary legal
practice. (2) The related technologies of neural network are introduced, and a traditional customary value evaluation system
that can be used for experiments is constructed. (3) Experiment with the designed data set to see if the BP model is feasible.
The experimental results suggest that the model proposed in this study has a low error rate and performs well while evaluating
traditional common law values.

1. Introduction

My country’s legal circles have paid attention to customary
law mainly since the 1990s. The study of Chinese customary
law is mainly influenced by the western postmodern
thought, which has formed the postmodern legal theory in
the field of law. The core idea of postmodern legal theory
holds that rational individuals as autonomous legal subjects
do not exist, and modern society is illusory. People in the
present social system are not “actual people,” but append-
ages of the social structure, and the manner of their existence
is rights [1, 2]. The universality of the law is a virtual
“macrodiscourse,” and the principles in the law are only an
assumption. The process of modernizing the rule of law is
also a process of training people to abandon specific and
individual experiences, accept general rules, abandon the

rich and colorful human life, and accept standardized behav-
ior patterns. Modern law has been influenced by postmod-
ern jurisprudence. Individuals are independent, conscious,
rational subjects, according to modern law [3]. Law pro-
gresses from lower to higher levels, and truth can be discov-
ered by trial and error. Postmodern legal theory has brought
methodological innovation to the legal circle in our nation
which was previously dominated by modern legal theory
and has extended the boundaries of legal research. The study
of traditional customary law has caused a lot of disputes in
the academic circles. Scholars hold different views on issues
ranging from whether customary law is law to what is the
significance of customary law to the construction of the rule
of law. Domestic legal history and legal sociology scholars
are the main force in the study of traditional customary
law, and their research methods are mainly to find answers
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from historical materials or start with the grass-roots judicial
system, analyze the influence of customary law on grass-roots
judicial adjudication, and study the interaction between tra-
ditional customary law and statutory law [4]. There are also
scholars who doubt the practical significance of customary
law research and even believe that customary law research
is not only meaningless to the construction of the rule of
law, but will even hinder the process of the construction of
the rule of law. In view of the fact that a truly independent
space for academic research has not yet been formed, it is
generally believed that academic research should have practi-
cal significance, so this criticism also has considerable deter-
rence. Therefore, this article intends to give a little answer to
this criticism. Although I do not agree that academic research
must have so-called practical significance, I must insist on
showing the truth of the facts. The issue of traditional cus-
tomary law has such great significance to contemporary legal
practice, and even the neglect of this issue is the crux of the
repeated obstruction of the rule of law process [5]. Criticisms
about traditional customary law research are inseparably
linked to the current state of traditional customary law
research. The current research is mainly carried out from a
historical perspective, and some scholars describe the situa-
tion of customary law in rural justice from an empirical per-
spective, but they all give people a negative impression [6].
Traditional customary law is a phenomenon that has existed
in history or still exists in areas where the rule of law is under-
developed. Such research results inevitably lead to the view
that traditional customary law is backward and contradicts
the modernization of the rule of law, which is actually a mis-
understanding of traditional customary law [7, 8]. Based on
the shortcomings and misunderstandings of the current tra-
ditional customary law research, the main content of this
paper is to discuss the important role of traditional custom-
ary law in legal practice, especially to reveal the operation
of customary law in a modern rule of law society or devel-
oped areas under the rule of law. The reason forces us to
reconsider the meaning and direction of the rule of law’s
modernization. Because theoretical circles have yet to form
a unified authoritative view on the basic theory of customary
law, this paper begins with the fundamental concept of tradi-
tional customary law, defines the concept and main charac-
teristics of customary law, and distinguishes customary law
from related concepts. In modern legal practice, the interac-
tion between customary and national law is primarily
expressed in the relationship between the two. Traditional
customary law and national law are transformed into each
other in legal practice. This interactive relationship may have
a certain impact on the construction of the rule of law. In this
context, based on big data technology, this paper uses neural
network technology to evaluate and analyze the value of
traditional customary law, so as to reveal the significance of
traditional customary law to the construction of the rule of
law in my country.

The following is the paper’s organization paragraph: Sec-
tion 2 discusses the associated work. The techniques of the
proposed notions are examined in Section 3. The trials and
results are discussed in Section 4. Finally, the research job
is completed in Section 5.

2. Related Work

In a sense, the history and achievements of foreign legal cir-
cles studying customary law are mainly reflected in the field
of legal anthropology. Therefore, it is necessary to review
and sort out the history and development of legal anthropol-
ogy in detail. Legal anthropology is a discipline at the edge of
the two major disciplines of law and anthropology. It is a
new discipline that jurists and anthropologists “interpene-
trate” and cultivate on the edge of their respective disciplines
[9]. For a jurist, the main sources of many legal formula-
tions, revisions, and procedures, and their universal applica-
tion, are found in the concepts and relationships embodied
in everyday social life. It is this kinship between law and
anthropology that drives anthropologists’ attention to law.
It also promotes jurists to attach importance to anthropolo-
gical materials and methods and gradually forms an “emerg-
ing” interdisciplinary subject [10]. Reference [11] presents
what he calls “relative, contingent relationships” that affect
the legal basis, including climatic conditions, geographic
environment, religious beliefs, and the political structure of
a particular country. If the laws of one country can be
adapted to another country, it is only very coincidental. Ref-
erence [12] believes that law is deeply rooted in the history
of a particular nation, depends on the national spirit and
national consciousness, and regards law as a part of the
whole of social existence. From the perspective of discussing
the status and role of the early human legal system in indi-
viduals of different civilizations, the dynamic research pro-
vides theoretical support. Reference [13] conducted field
research and published “Crime and Customs in Primitive
Society” in 1926, which is of epoch-making significance for
the development of legal anthropology and the study of tra-
ditional customary law. Reference [14] believes that there is
customary law, and divides the law into three types: custom-
ary law, bureaucratic law, and legal order. Reference [15]
presents a very different view. In a broad sense, customary
law secretly makes new laws, like the latent life of plants
and animals before they are born, it is the life force of legal
rules, its scope of application is infinite, and it is no exagger-
ation to say that it is the only source of law. Reference [16]
identifies customary law as one of the two basic types of
law alongside statute law and argues that customary law
arises from an act generally observed where the actor does
not consciously aim to create the law, but they must see their
actions as conforming to binding norms rather than arbi-
trary choices, and customary law is equally valid. Reference
[17] analyzes the meaning of custom for the formation of
law, and the transitional boundaries between custom and
custom and law. Reference [18] conducted a comparative
analysis of the external order and the internal order and con-
ducted a comprehensive study of customary law including
customs and conventions when discussing the internal
order. For a long time, due to the constraints of the class
view and the influence of the monistic theory of law, when
discussing the creation of law and the origin of law, the legal
circle in my country always believed that customary law was
associated with the state, unique to class society, and recog-
nized by the state. And the habit of implementation is
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guaranteed by the coercive force of the state, while ignoring
the objective existence of customary law and denying the cat-
egory of customary law as law [19]. In the middle and late
twentieth century, with the accelerated pace of reform and
opening up, my country’s humanities, social sciences, and
other exchanges with the international community have
increased, and the academic atmosphere has been unprece-
dentedly active. Domestic scholars began to reexamine the
legal theory and research methods in our country, and more
and more jurists advocated that the study of law should be
related to a specific society, culture, system, etc. The de facto
existence of customary law and legal pluralism has become
an indisputable issue. Scholars have begun to focus on the
analysis of the cultural background, functional mode, gener-
ation, and operation mechanism of customary law, especially
the fate of customary law in the trend of legal unification,
which is a hot spot that people are highly concerned about.
Reference [20] expands the research horizon to the custom-
ary law of ethnic clans and villages, the customary law of
industry, the customary law of religious monasteries, and
the customary law of secret societies. It points out that
minority customary law still largely dominates the minds of
local people and is an effective mode of social control in
minority areas. Reference [21–23] upholds the concept of
legal pluralism and uses the concept of “folk law” from the
perspectives of social, historical, and legal anthropology and
combines a large number of rich historical facts and commu-
nity cases. It makes an in-depth analysis of the status and
function, operation and practice, and development and trend
of national law and traditional customary law in rural society.
Obviously, the views of the above parties cannot be reached,
and the research methods used are also different, but most
scholars recognize the existence of customary law and accept
the fact of “law pluralism.” The research at this stage simply
points out the relationship between traditional customary
laws as a supplement to national law, but has never found a
satisfactory solution to the problem of where customary law
goes, thus revealing the significance of traditional customary
law to the construction of the rule of law in our country.

3. Method

In this chapter, we discuss the introduction to artificial neu-
ral networks, network structure of BP neural network, the
algorithm principle of BP neural network, deficiencies and
improvements of BP neural network algorithm, and tradi-
tional and customary law value assessment system in depth.

3.1. Introduction to Artificial Neural Networks. The field of
brain research developed the ANN data processing para-
digm after studying biological neural networks in the brain.
The human brain is a biological network structure made up
of billions of neurons connected by complicated intercon-
nections, as we all know. It is the source of tools for humans
to carry out a series of daily activities such as memory, anal-
ysis, reasoning, and recognition. The processing speed of
data information is also much higher than the processing
speed of today’s fastest computers. The basic unit of work
of neural network in biology is biological neuron composed

of cell body and synapse. The intensity also changes continu-
ously with the change of external stimuli, thereby realizing
information storage and memory. When we see a familiar
face or hear a familiar voice, it only takes a few hundred mil-
liseconds for the biological neural network system to recog-
nise it, which is a series of events. This ability of biological
nerves, however, is not innate. Our brains have been con-
stantly receiving information from the external environment
since birth, and the connections between neurons in the
brain are constantly altering, allowing us to store a great
quantity of data. It is a learning process, and ultimately real-
ize various mental activities such as thinking and emotions
through these. Analogous to the behavior of information
storage and processing of neurons in the human brain, an
ANNmodel composed of a large number of artificial neurons
through a certain connection method can theoretically
achieve functions similar to biological neural networks. Neu-
rons change their own structure by continuously receiving
the “stimulation” of external data information, that is, the
connection mode and connection strength between neurons.
This change is reflected in the ANN as a change in the con-
nection weight between neurons, through this change to pro-
cess the input data information to achieve “learning”
behavior. The ANN is realized by linear weighting and func-
tion mapping of the input signal, and the weight adjustment
process is realized by a suitable learning algorithm to repli-
cate the process of biological nerve cells receiving stimulation
from other cells and creating output nerve signals. The data
processing model established in this way is the ANN model.
Although this bionic mathematical model is far from the true
biological neural network, the current research results have
been successfully applied to many solutions to practical
problems.

3.2. Introduction to BP Neural Network. The neural network
model can be divided into two types of network structure:
feed-forward and feedback. In the feed-forward network
structure, the neuron nodes of each layer will receive the
input data of the previous layer and then use the linear
weighting method to output the output as the input of the
next layer through the function mapping. The whole process
data flows in only one direction. Without the step of data
feedback, the BPNN belongs to the feed-forward neural net-
work. According to the learning method, the neural network
model can be divided into supervised learning and unsuper-
vised learning. Supervised learning means that the training
and learning of the model need to be guided by the deter-
mined output data, so that the model can learn the relation-
ship between the input and output values. The unsupervised
model does not need it, and the algorithm of the BPNN
belongs to the former. The BPNN is the core and essence
of the entire ANN and has shown good performance in
various fields such as identification, regression, and classifi-
cation. Therefore, about 80% of the neural network models
in practical applications take the form of BPNN or its
related.

3.2.1. Network Structure of BP Neural Network. As a feed-
forward neural network model, BPNN model consists of
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three parts: input layer, hidden layer, and output layer. The
hidden layer can have one or more layers, unlike the input
and output layers, which both have just one layer. This arti-
cle uses a single hidden layer to demonstrate the basic struc-
ture of the BPNN model, as shown in Figure 1, where xA is
the network structure’s input data. I is the input layer of
the network structure, Wab is the connection weight of the
input layer parameters to the hidden layer node, H is the
hidden layer of the network structure, Wbc is the connection
weight of the hidden layer node to the output layer node, O
is the output layer of the network structure, and yc is the
actual output of the network structure.

3.2.2. Characteristics of BP Neural Network. In order to ana-
lyze the relationship between the input and the output in the
BPNN, the network output is obtained by inputting the
input data into the network model through the forward
algorithm, and the error function between the actual output
and the expected output of the network is established, also
called the loss function. The function approximation can
be achieved by continuously optimizing the algorithm to
obtain the minimum value of the loss function, thereby
reflecting the relationship between the input and output
parameters. The specific algorithm principle and weight
adjustment process will be given in the next section. The
characteristics of the BPNN model can be roughly summa-
rized as the following three points:

(1) The network structure is composed of multiple
layers, and there is no connection between all the
neuron nodes in the same layer, and each adjacent
layer has the connection which is fully connected,
that is, all neuron nodes in the previous layer are
connected to all neuron nodes in the next layer. This
multilevel structure design can mine a large amount
of information from the input data to complete com-
plex tasks

(2) The BPNN adopts the error back propagation algo-
rithm. The input data is input from the input layer
and propagates forward layer by layer through the

hidden layer to the output layer. After reaching the
output layer, an error function is established, and
the error reaches the input layer through the hidden
layer, and the backward propagation in the reverse
direction layer by layer continuously corrects the
connection weights of the network. By iterating this
process many times, you can eventually make the
error smaller and smaller

(3) Since the BPNN model needs to use the gradient
descent algorithm to optimize the model, it is neces-
sary to solve the partial derivative of the loss func-
tion. When no activation function is set, the neural
network model is actually a linear weighting of
parameters. When a differentiable activation func-
tion is set, the gradient descent algorithm can be
used to optimize the model

3.3. The Algorithm Principle of BP Neural Network. As
shown in Figure 2, we assume that there are an input neural
parameters x1, x2, x3,⋯xA, which are represented as ½x1, xA�
in the form of a matrix, and the input information and out-
put information of each layer are represented by M and N ,
respectively, then the input information of the input layer
is also the input information of the entire network, which
can be expressed as:

MI = x1, xA½ �: ð1Þ

The output information of the input layer is:

NI =MI = x1, xA½ �: ð2Þ

Assuming that there are B neuron nodes in the hidden
layer, the input of the bth neuron node of the hidden layer
can be expressed as the weighted sum of the output NI of
the input layer and the sum of the bias term parameter p:

Mb
H = 〠

A

a=1
Wab∙N

a
I : ð3Þ

I1
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IA

H1
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Figure 1: Schematic diagram of BP neural network structure.
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Assuming that the activation function of the hidden
layer is f , then the output of the bth neuron node of the
hidden layer can be expressed as:

Nb
H = f Md

H

� �
: ð4Þ

Assuming that there are C neuron nodes in the output
layer, the input of the cth neuron node of the output layer
can be expressed as the weighted sum of the output of the
hidden layer and the sum of the bias term parameters:

Pc
O = 〠

B

b=1
Wbc∙N

b
H + k: ð5Þ

Assuming that the activation function of the output
layer is g, then the output of the cth neuron node of the
output layer, that is, the output of the network structure
can be expressed as:

yc =Nc
O = g Pc

Oð Þ: ð6Þ

In this way, we put input neural parameters x1, x2, x3
,⋯xA into the network structure, and the output of the
network is y1, y2, y3,⋯yc. Assuming that the expected out-
put of the network structure is P1, P2, P3,⋯PC , and the
error of the cth neuron node of the output layer is Ec. It
can be expressed as:

Ec = Pc − yc: ð7Þ

The total error E of the network is the loss function,
which can be expressed by the mean square error formula
as:

E = 1
C
〠
C

c=1
E2
c : ð8Þ

After the loss function of the network is obtained, the
correction of the weights corresponding to the network
parameters needs to be determined according to the loss
function. The gradient of the loss function to the weight
is calculated by the steepest descent method, and the
weight is adjusted in the opposite direction of the gradient.
The whole process is divided into two steps:

(1) Adjust the connection weight Wbc from the hidden
layer node to the output layer node

(2) Adjust the connection weight Wab from the input
layer node to the hidden layer node. Make adjust-
ments to Wbc. First, the formula for calculating the
adjustment of the loss function to the weights is:

ΔWbc = −μ
∂E

∂Wbc
, ð9Þ

where μ is the step size of each adjustment of the weight, also
called the learning rate.

Then, the expression of the relationship between the
adjusted weight Wbcðn + 1Þ and the adjusted weight Wbc
ðnÞ is:

Wbc n + 1ð Þ =Wbc nð Þ+ΔWbc: ð10Þ

In the process of adjusting the connection weight Wbc

from the hidden layer node to the output layer node, Nb
H

is the output value of the hidden layer node neuron,
which can be regarded as an independent variable, and
defines the concept of local gradient λcO, which represents
the required change in weights. The expression for the
local gradient is:

λcO = ∂E
∂Mc

O
= ∂E
∂Ec

∙
∂Ec

∂yc
∙
∂yc
∂Mc

O
= −2Ecg′ Mc

Oð Þ: ð11Þ
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Figure 2: Training effect when N = 4 and N = 6.
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Then, the amount of each adjustment of the weights
can be expressed as:

ΔWbc = 2μλcONb
H : ð12Þ

Adjust the connection weights Wab of the connection
weights from the input layer nodes to the hidden layer
nodes. Similar situation with Wbc

ΔWab = 2μλbHNa
I : ð13Þ

In this way, the connection weights from the hidden
layer nodes to the output layer nodes and the connection
weights from the input layer nodes to the hidden layer
nodes are adjusted in one round, and the error back
propagation process of the first round is completed. The
more complicated step in the whole process is that when
adjusting the weight between the input layer and the hid-
den layer, since the hidden layer is invisible, the calcula-
tion of the local gradient needs to use the local gradient
calculated in the previous step, that is, between the hid-
den layer and the output layer. The local gradient of
BPNN can only be reversed in the process of weight
adjustment. After adjusting and updating the weights of
the network, a new error function is obtained through
the forward propagation of the input information for
the next round of weight adjustment. Through repeated
iterations, the network error can be continuously reduced
and the input is continuously approached. The functional
relationship with the output, so as to realize the network
function to achieve the purpose of classification or
prediction.

3.4. Deficiencies and Improvements of BP Neural
Network Algorithm

3.4.1. Disadvantages of BP Algorithm. Although the BP algo-
rithm can approximate any complex functional relationship
with arbitrary precision in theory, with more and more use,
some shortcomings are gradually discovered, which are
roughly summarized as more parameters, easy to fall into
the local optimal solution and the three points of overfitting
phenomenon:

(1) The problem of more parameters. BPNN needs more
parameters due to its structural characteristics, and
the determination methods of many parameters are
not very certain. Layer weights and learning rates,
as well as the number of nodes in each nested layer,
are all included in this list. When utilizing the BP
method, the phenomena of “gradient diffusion”
may arise if the number of network levels is too deep.
Overlearning will occur if the number of nodes in
the hidden layer is excessive. There is a risk of poor
learning if the number of neurons is too low. As a
result, if the learning rate is too high, the parameters
may swing back and forth on either side of the opti-
mum solution but fail to converge, or the learning

rate is too little. The optimal solution cannot be
quickly converged within the number of iterations

(2) The phenomenon of local optimal solution. Due to
the setting of the initial weight, the BP algorithm
may have a poor “initial position” of the loss func-
tion, and the learning process only converges to the
local minimum value and does not reach the global
minimum value; thus, the phenomenon of local opti-
mal solution appears

(3) Overfitting phenomenon. After the BP algorithm
optimizes the set loss function on a certain training
data set, the model may perform well on the training
data, but perform poorly on the unknown data. The
reason for this is that the model overly “remembers”
each “random noise” part of the training data and
neglects to “learn” general trends in the training data

3.4.2. Improved Method of BP Algorithm. Although the BP
algorithm has flaws, scientists have continued to explore
and improve it, and some enhanced approaches have dem-
onstrated promising outcomes in practice.

(1) Regarding the setting of the learning rate, the expo-
nential decay method can be used to set the dynamic
learning step size, and a larger learning rate can be
set in the early stage of iterative learning to quickly
obtain a relatively optimal solution and gradually
decrease with the increase of the number of itera-
tions. A small learning rate is used to ensure stable
convergence in the end

(2) In the case of local optimal solutions, the genetic
algorithm can be used to “preprocess” the initial
weights instead of using random weights to set the
initial parameters, resulting in a loss function “initial
position” that is a relatively ideal value, greatly
improving the model’s stability and better predicting
the function’s output

(3) Regarding the overfitting problem, a regularization
method can be used, and indicators can be added
to describe the complexity of the model, through
the idea of limiting the size of the weights to control
that the model cannot arbitrarily learn “random
noise” in the training data

3.5. Traditional and Customary Law Value Assessment
System. In order to establish a reasonable traditional cus-
tomary law value evaluation system, we must first discuss
the value of traditional customary law.

3.5.1. Control of Rural Society. Rousseau has commented on
the customary law, adding to these three a fourth, and the
most important of all, which is neither inscribed in marble,
it is not engraved on the bronze watch, in the folks’ hearts.
If you want to discover what constitutes a nation’s genuine
constitution and how the nation’s founding spirit may be
preserved and replaced, you need to go no further than the
power of habit. This is the power of habit. It can be said that
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customs and customary laws formed based on customs and
habits are an important part of ancient Chinese rituals.
These customary laws arise from people’s daily life and are
the norm in people’s daily life. Ancient China has a deep
understanding of the role of rituals. It can be said that it is
the first line of defense to prevent disputes and achieve a
good social order, and it is the most important means of
social control. From the point of view of the code of conduct
alone, this is no different from the law, and the law is also a
code of conduct. The difference between ritual and law is the
power to maintain norms. The law is enforced by the power
of the state. The state refers to political power. Tribes were
also political power before the modern state was founded.
This tangible authority is not required to keep the ritual
going. It is tradition that maintains this norm. In fact, the
content of traditional customary law is very rich, and its
manifestations are also varied. The basis for its effectiveness
may come from tradition and its social organization, or from
the state. The source of law is customary law, which is a
social norm, and there have been countries in history where
a set of carefully formulated customary laws was more than
enough to solve problems. Most of the countries in ancient
times were rural societies with traditional customary law,
so customary law played a central and leading role in their
social control system.

3.5.2. Demonstrate Psychological Conviction. Like legal con-
cepts, traditional customary law has many interpretations.
In traditional Chinese jurisprudence, all laws are related
to the state, and customary law is no exception. Therefore,
customary law is a habit recognized by the state and guar-
anteed by the state’s coercive force. It strictly distinguishes
custom from customary law, and its scope is narrow.
Whether this usage of customary law is appropriate or
not is irrelevant. According to general terminology, as a
norm of customary law, its effectiveness depends to a large
extent on a similar mechanism of enforcement, albeit from
consent rather than enactment. Habits are not character-
ized by any coercive mechanism. The Oxford Dictionary
of Law is more open, when some custom and custom and
prevailing practice has been established in a considerable
part of the country, recognized and regarded as legally
binding, as if it were based on written legislative rules, they
can rightfully be called customary law. Here, its validity is
based on people’s “psychological conviction,” as long as
people are convinced of its legal effect, it is customary
law. This conviction may come from coercive institutions,
from natural laws, or from religion, etc.

3.5.3. Improve the Binding Force of Custom. In recent years,
Chinese academics have steadily expanded the concept of
customary law and collaborated in the research of customary
law. In the opinion of some legal academics, national cus-
tomary law is a code of behavior formed by people based
on facts, experience, and a specific social authority that is
apart from state statute law. He also summed up the charac-
teristics of national customary law into six characteristics:
rooted locality, content vitality, informality of procedure,
regionality of jurisdiction, internal control of operation, and

constancy of maintenance. Some scholars define customary
law as some custom practice and common practice recog-
nized and regarded as legally binding. The sum of customary
binding forces that preserve and regulate the relationship
between a social organisation and its members is referred to
as customary law. It is created by the members of the organi-
sation or group to meet the organizations or group’s produc-
tion and survival demands. Certain regions are subject to
mandated codes of behavior. The characteristics and mani-
festations of customary law are fully explored in “China
Minority Customary Law Research,” which has a stronger
guiding role in understanding and interpreting customary
law. Customary law is corresponding to the statutory law of
the state. It comes from various social organizations and
social authorities, regulates the behavior of all members of a
certain social organization and social area, and is generally
abided by them. Secondly, it must be clear that customary
law is not created out of thin air; it comes from various habits
that already exist in society. Lastly, customary law is both
natural and customary, and it is also agreed upon by mem-
bers of a specific social organization. It can be unwritten or
written, and it must not be considered that customary law
must be expressed in unwritten form. Customary law mainly
relies on word of mouth and behavior to spread and inherit.
In addition, some scholars believe that customary law is a
code of conduct that is jointly confirmed by members of soci-
ety and is applicable to a certain area in order to maintain
social order, adjust, and deal with people’s mutual relations
within or between ethnic groups. This article still follows
the habit of most Chinese and foreign scholars to call it “cus-
tomary law” and believes that customary law is a habit of
people and their communities in their mutual exchanges,
with certain rights and obligations as the content and is
established by people outside the country. A code of conduct
that guarantees that it is generally followed in a certain area
or group.

In this regard, our considerations are: first, the emergence
of customary law is based on the premise of people’s interac-
tion with each other and is a code of conduct to clarify their
mutual rights and obligations, rather than the premise of the
formation of a state or other public authority, trying to
expand the time limit of its existence as much as possible;

Table 1: Traditional and customary law value assessment system.

Number Index Label

1 Maintain the creative spirit of a nation X1

2 Prevent social disputes in rural areas X2

3 Liveness of content X3

4 Informality of procedure X4

5 Territoriality of jurisdiction X5

6 Operational internal control X6

7 Maintained constancy X7

8 Politically significant X8

9 Contribute to the construction of sound laws X9

10 Contribute to regional economic benefits X10
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second, the inclusion of rights and obligations is to distin-
guish them from purely obligatory taboos, morals, and other
norms, and their rights and obligations are not necessarily
very clear and not necessarily equal, so the use of the word
“must” is limited; thirdly, the way of enforcement outside
the state is to distinguish between customary law and
national law; the case law in the common law system and
the custom recognized by the national legislative process
are not in the scope of customary law, those who do not
use “coercive force” but use coercive methods, including
unorganized coercive methods such as pressure from reli-
gion, spirituality, and social public opinion; fourth, a specific
region or community emphasizes that customary law is a
type of local knowledge distinct from human beings’ univer-
sal natural law. For example, it is not a customary law for a
group to wear clothes, and it may be a customary law not to
wear it, to wear it less, or to wear it uniquely and nonnor-
mative behavior towards specific people and things. To
sum up, this paper constructs a traditional customary law
value evaluation system, as shown in Table 1. According
to the input indicator data, the output is finally set to three
levels.

4. Experiment and Analysis

In this section, we define the normalization of input and out-
put variables, selection of data sources and network param-
eters, and determination of BP network verification model
in depth.

4.1. Normalization of Input and Output Variables. When
processing data with a neural network model, it is generally
necessary to preprocess the data, and the most commonly
used processing method is data normalization. The data nor-
malization processing method refers to converting all input
and output data to between 0 and 1 on the basis of ensuring
that the characteristics of the data information remain
unchanged. The reason for normalizing the data is that since
the neural network often deals with nonlinear functions, it

can be seen in chapter 3, principles of network algorithms,
that the nonlinear process is realized by the activation func-
tion of the network. The most commonly used activation
function is the sigmoid function whose value range is [0,
1]. In the case of not normalizing the data, there may be a
certain order of magnitude difference in the data, and the
difference may be large. At this time, the data with a small
value will produce small errors, while the data with a large
number will produce a relatively large error. Also mentioned
above, the training process of the neural network is based on
the total error to adjust the weight of the neural network,
which will cause the component with small error to account
for a larger proportion of the total error than the component
with large error in the total error. This is not conducive to
the optimization of the network within a certain number
of iterations. Normalizing the data can greatly reduce the
impact of this problem on the model accuracy, which has
been proved by the research of many scholars. Commonly
used data normalization methods are mainly divided into
maximum and minimum methods. Its normalization for-
mula is as follows:

I = I − Imin
Imax − Imin

, ð14Þ

where Imax and Imin are the maximum and minimum values
in the data sequence to be processed, respectively.

4.2. Selection of Data Sources and Network Parameters.
According to the evaluation indicators constructed in chap-
ter 3, this paper designs a related questionnaire and then
uses the big data technology to obtain the data set required
for the experiment, including 280 sets of data, of which
240 sets are used as training sets and 40 sets are used as test
sets. The number of nodes in the hidden layer is another
important parameter of the hidden layer, but the precise
determination of the number of nodes is still a key problem
to be solved so far. Similar to the number of hidden layers,
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Figure 3: Training effect when N = 8 and N = 10.
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the selection of points also has the same problem. Too few
nodes will affect the learning ability of the network and can-
not achieve the expected accuracy. Too many nodes will not
only increase the training time but also may cause the net-
work to fall into a local optimal solution. According to the
successful cases studied by relevant scholars, the selection
of the number of nodes is usually given by the following
empirical formula:

H =
ffiffiffiffiffiffiffiffiffiffiffiffi
m + n

p
+ a, ð15Þ

where H is the number of nodes in the hidden layer, m is the
number of neurons in the input layer, n is the number of
neurons in the output layer, and a is a constant between 0
and 10.

The number of hidden layer nodes is estimated to be in
the range of [4–14] using the algorithm above. As a result,
the experiment is conducted using the trial and error
approach, with the number of nodes chosen as 4, 6, 8, 10,
12, and 14 for the experiment. The results obtained are
shown in Figures 2–4. Finally, according to the experimental
results, the most suitable number of nodes is selected as 10.

4.3. Determination of BP Network Verification Model. The
number of hidden layer nodes of the network model is 10,
the number of input indicators is 10, and the test set is used
for experiments. At this time, the actual output and expected
output of the model are shown in Table 2. The network error
is low, and the average prediction accuracy of the model is
high. At this time, the network performance of the model

is better, and the functional relationship between input and
output can be approximated with high precision.

5. Conclusion

As a legal phenomenon, traditional customary law plays a
role similar to that of national law in the formation of order
and the settlement of disputes. It is closely related to national
law in various fields and has an important influence on con-
temporary legal practice. However, to some extent, the legal
circle of our country only regards customary law as a histor-
ical phenomenon or a manifestation of backward legal sys-
tem, which is a misunderstanding in the study of customary
law. If customary law is a social order that emerges spontane-
ously, it is acknowledged by academics as having had a signif-
icant historical impact, as evidenced by a great number of
historical and sociological research findings. The worth of
conventional customary law is assessed using a neural net-
work in this paper. The work done is as follows:

(1) This paper clarifies the concept of customary law
and the difference between it and related concepts,
and introduces domestic and foreign research on tra-
ditional customary law and dynamic legal practice.
The status and effect of customary law in current
legal practice is proposed by the interaction link
between customary law and national law

(2) The related technologies of neural network are
introduced and a traditional customary value
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Figure 4: Training effect when N = 12 and N = 14.

Table 2: The comparison between the expected output and the actual output.

Number 1 2 3 4 5 6 7 8

Actual output 0.815 0.728 0.691 0.885 0.762 0.785 0.693 0.919

Expected output 0.808 0.712 0.712 0.840 0.755 0.791 0.674 0.902

Error 0.007 0.016 0.021 0.045 0.007 0.006 0.019 0.017
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Hospital information system (HIS) can provide a full range of information support for various hospital business activities and
information collection, processing, and transmission, helping medical service providers. And HIS can reduce medical service
costs and improve work efficiency, greatly reducing errors in diagnosis and treatment. Although the advantages of using the
HIS are obvious, there are still some challenges in its use, the most prominent being how to make the medical staff use HIS
effectively. Based on this background, this paper uses machine learning (ML) technology to predict and analyze the satisfaction
of HIS use in hospitals and completes the following work: firstly, introduce the situation and development trend of HIS
construction at home and abroad and provide theoretical basis for model design. The related development technologies are
discussed and studied in detail. Second, the ML algorithm is used to provide a prediction strategy. The support vector machine
(SVM) can handle small data sets well, and this study applies the AdaBoost technique to improve the model’s generalization
ability and accuracy. Lastly, a diversity metric is included to guarantee that the basic learner has good variety in order to
increase the algorithm’s performance. Accuracy rates may reach more than 95% in the case of tiny data sets, according to the
self-built data set used for testing. This proves the superiority of the model proposed in this paper.

1. Introduction

The amount of scientific and technical objects that aid peo-
ple’s lives and work has steadily increased, and informatiza-
tion has gradually supplanted the intrinsic conventional,
with information systems being applied to all aspects of daily
life, whether thoroughly or superficially. The deep integra-
tion of traditional medical care with information technology
and the Internet has generated an entirely new revolution in
the medical industry at hospitals, where our health and per-
sonal information are firmly linked. Hospitals at all levels
have spent a great deal of money in the installation and
development of HIS with the full backing of the government.
Secondary and tertiary hospitals are now widely accepted,
resulting in vastly improved medical care [1].

In 2018, the State Council issued several documents to
emphasize the development and improvement of the “Inter-
net+medical and health” service model and to improve the
hospital informatization construction and convenience
services [2]. HIS can provide comprehensive information
support for various hospital operations and information
collection, processing, and transmission, and help medical
service providers such as doctors, nurses, and hospital man-
agement to obtain more timely, accurate, and complete
medical information. The reduction of medical service costs
and the improvement of work efficiency also greatly reduce
the errors of diagnosis and treatment, and ultimately, the
improvement of medical quality brings the improvement
of patient satisfaction [3]. Despite the apparent benefits
of employing the HIS, there are still certain difficulties
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associated with its implementation. One of the most impor-
tant is how to make HIS “effectively used” by its direct users,
such as physicians, nurses, and hospital managers. Most
hospitals these days gauge how well physicians are doing
their jobs based on how long they spend treating patients
and how accurate their diagnoses are. For the sake of the
hospital’s efficiency and effectiveness, the HIS should be
implemented in order to better support the hospital’s entire
work flow. However, in their day-to-day duties as doctors,
they must also deal with the unique challenges that come
with working in a hospital and dealing with a variety of sit-
uations that arise due to the unique nature of patient care,
including diagnosis, treatment, and follow-up. The stan-
dardization of most information systems means that they
are not always able to assist medical professionals in dealing
with a variety of unique scenarios. Instead, it increases their
burden and, in certain cases, decreases their level of agency
at work. Since many physicians and other system users, such
nurses, simply see the hospital information system as a tool
they must use because of the hospital’s demands, they are
unable to make full use of the system and fail to meet the
goals of its deployment [4]. Because of this, it is critical to
examine the way in which HIS is used and the impact it
has on medical diagnosis and treatment, as well as hospital
administration, and to perform an in-depth theoretical
exploration of the elements and mechanisms that influence
it. Scholars in both the United States and overseas tend to
concentrate on how to get people to use information sys-
tems from the standpoint of frequency and length of usage,
and they tend to focus on enterprise information systems
rather than HIS. Studies on information systems’ postimple-
mentation stages have become increasingly common in
recent years, but there are few studies on the “effective
use” of the system in terms of integrating the user’s personal
characteristics, technical characteristics, and organizational
environment in relation to medical scenarios. The research
perspective of the “effective use” of the system to explore
the influencing factors at different levels is even lacking [5,
6]. Therefore, starting from the special context of the appli-
cation of information systems to hospitals, this paper
explores how personal, technological, and environmental
factors affect doctors, nurses, and hospital management
based on the classic behavioral theory, technology accep-
tance model and its extended model. Medical service pro-
viders “effectively use” the hospital information system
and then combine ML technology to predict and analyze
the satisfaction with the use of the HIS, in order to promote
the improvement of my country’s medical quality and the
development of hospital informatization.

The paper organizations are as follows: Section 2 defines
the related work. Section 3 discusses the methods of the pro-
posed concepts. Section 4 discusses the analysis of experi-
mental results. Section 5 concludes the article.

2. Related Work

The United States is the first country in the world to use the
HIS [7]. The United States was the first to introduce com-
puters into hospital management and financial work. After

computer engineers continued to improve the software,
computers were expanded to all aspects of hospital work
and used in various fields of hospitals, such as medical treat-
ment, scientific research, and teaching. And management
and other aspects have been comprehensively promoted
and finally formed the so-called HIS system. The informa-
tion system of American hospital is the originator of modern
HIS. In the 1990s, the US Department of Defense developed
and designed a new generation of HIS system for the US
military in hundreds of hospitals and more than 500 clinics
around the world [8]. The system can not only share the
patient’s medical examination results, electronic medical
records, and medical imaging data on the Internet, but its
biggest feature is that it can realize telemedicine consultation
among US military hospitals around the world [9]. HIS
research and development in European countries started
later but progressed quickly. Almost every European country
has succeeded in implementing a standardized HIS, which
requires connecting computer terminals across a LAN to
build a regional network and then creating an HIS with sys-
tematic features. Denmark’s “Red System,” for example, and
France’s “Integrated Hospital Information System” are two
of the best examples [10]. A system called “SHINE” is cur-
rently being developed by the EU countries represented by
Germany, France, the United Kingdom, and Italy, which
not only maintains the functional characteristics of the hos-
pital’s own information system but also shares information
between hospitals in various countries via the Internet
[11]. In general, the HIS research in developed countries in
Europe and the United States is early and the development
speed is fast. It was originally to meet the business needs of
the rapid development of the hospital, but in turn, it has pro-
moted the progress of the hospital’s work in the continuous
practical application.

It is the informatization of hospitals in developed coun-
tries, an important part of modernization [12]. The develop-
ment of hospital informatization can be roughly divided into
three stages. The first stage is hospital administrative office
management, the second stage is hospital information sys-
tem, and the third stage is HIS that focuses on medical
impact processing, unified medical language system, patient
records. HIS is trending towards miniaturization, intelli-
gence, and integration. In the early days of the founding of
China, my country’s economic foundation and science and
technology were relatively backward, and objective factors
caused the research on HIS in my country to be nearly 20
years later than that of developed countries in Europe and
America. In the 1990s, China began to develop its own
HIS. The software enterprise units gradually develop my
country’s independent HIS system. Although our country
started late, the system function basically has the character-
istics it should have. Compared with foreign medical stan-
dard systems, my country’s medical information does not
have consistent standards for data information and business
processes, which invisibly increases the difficulty and com-
plexity of system development and hinders the sharing of
medical information among hospitals [13–15]. Therefore,
in the process of building hospital informatization, country
should increase capital investment to improve hospital
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information standardization. This can improve the informa-
tion interface between the hospital and external institutions
and truly realize the integration of hospital information
[16, 17]. There are many HIS software development busi-
nesses on the market, and the standard specifications and
module functionalities of the systems built by different com-
panies are relatively different because there is no unified
development standard and specification for the HIS at the
moment. In recent years, the HIS has gotten increasingly dif-
ficult in order to fulfil modern hospital management, and it
is no longer a solution for a single manufacturer. There is an
integration problem in the application of products from dif-
ferent manufacturers in the same hospital. And because the
functions of the HIS are gradually expanded, different mod-
ules use completely different hardware and software technol-
ogies, and may be developed by different manufacturers, the
management of the entire information system is decentra-
lized, and there is no natural relationship between modules.
Moreover, most HIS use the method of parameter definition
to solve the problem of software adaptability. Once the
parameter definition cannot meet the needs of users,
modifying the program may become a catastrophic task
[18–21]. In order to meet the needs of parameter definition,
the module is very complicated to write, and the modifica-
tion is prone to new errors. The reason for this confusion
is that each HIS development enterprise does not have a
unified standard, which makes it difficult to transmit and
share information in a “heterogeneous environment.” There
is already a mature standard HL7 for text information
exchange between HIS in the world. At the same time, there
are relatively mature middleware technologies. These stan-
dards and technologies are used to build a middle-layer soft-
ware, which can effectively integrate different information
systems and realize the sharing of medical information
quickly and easily.

3. Method

In this section, we defined the prediction problem analysis
and algorithm selection, support vector machines, integrated
learning, model creation and algorithm improvement, and
hospital HIS use satisfaction index in detail.

3.1. Prediction Problem Analysis and Algorithm Selection

3.1.1. Prediction Problem Analysis. The analysis of the satis-
faction prediction problem of the HIS in the hospital in this
paper is similar to the evaluation problem. The classification
process is the prediction process in machine learning. A
classification model with machine learning can predict satis-
faction. Therefore, using the ML method to predict the sat-
isfaction of hospital HIS use, it is necessary to select an
appropriate algorithm and optimize the algorithm. Com-
mon ML methods and application scenarios are shown in
Figure 1.

The problem of predicting the use satisfaction of hospital
HIS is a multiclassification problem, and the classification
algorithm in ML can be used. ML includes a variety of clas-
sification models and classification algorithms, such as SVM,

neural networks, clustering, naive Bayesian algorithms,
logistic regression, and decision trees.

3.1.2. Algorithm Selection. By analyzing the commonly used
ML classification algorithms and then selecting the appro-
priate algorithm, the classification algorithm used in this
paper should first be a supervised learning algorithm. To
evaluate the quality of college students’ training in this
paper, it is first necessary to preprocess some sample data
and analyze the sample data. Labeling is performed and then
used for model training. Therefore, several commonly used
supervised learning algorithms are compared here. The deci-
sion tree algorithm is prone to overfitting, and the accuracy
is not high, and the recursive operation of the decision tree
takes up a lot of memory. To improve the accuracy of the
decision tree by means of ensemble learning, such as using
the boosting algorithm, it is necessary to study the depth
of the decision tree at this time, and the method is not sim-
ple and effective. For logistic regression, the samples need to
be linearly separable or nearly linearly separable. When
there are many data features, logistic regression is used for
classification, and the classification task cannot be better
completed due to the low accuracy. Bayesian classification
mainly has the following shortcomings. First, because
Bayesian classification is based on a probability model, using
Bayesian classification requires probability assumptions. If
the probability assumptions are not reasonable enough, the
final result will be less accurate. At the same time, it is rela-
tively difficult to assume that the probability is relatively dif-
ficult, and the data requirements are special. For the same
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Figure 1: Application scenario of machine learning algorithms.
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data, if its representation is different, the results will vary
greatly. For neural networks, if the amount of data is large,
its accuracy is high, but it requires huge data preprocessing
work, and if the amount of data is not enough, it will lead
to overfitting problems. At the same time, there is no stan-
dard for the selection of the number of neurons, and the
selection of neurons will have a greater impact on the results.
SVM has good generalization ability, is not sensitive to data,
and has strong generalization ability on small data and is still
applicable to linear inseparable cases, and the modeling is
simple and efficient. Therefore, in this paper, support vector
machine is selected as the hospital HIS use satisfaction pre-
diction model. Since the accuracy of the SVM still has room
for optimization, this paper uses the ensemble learning algo-
rithm AdaBoost to optimize the SVM.

3.2. Support Vector Machines. SVMs mainly include support
vector classification (SVC) and support vector regression
(SVR). The SVC is used for classification problems, while
the SVR is mainly used to solve nonlinear regression in
regression problems. In this paper, the use satisfaction pre-
diction problem of hospital HIS is essentially a classification
problem from the perspective of ML. Therefore, for the ML
model of hospital HIS use satisfaction prediction problem,
the research should be carried out from the classification
model. This paper mainly studies the SVC model.

3.2.1. Algorithm Principle. There are numerous strategies for
solving classification problems among supervised learning
algorithms. SVMs, for example, have a number of advan-
tages when it comes to tackling classification problems,
including high performance on small sample sets and strong
generalization capabilities. SVM finds a plane in the sample
space, called a hyperplane, so that as many samples belong-
ing to different categories in the sample space can be
correctly classified as possible. Finding the hyperplane
requires training the model through the training data set
and obtaining the hyperplane according to the characteris-
tics of the training data set. After the hyperplane is obtained,
it can be used to classify the sample data, and the category to
which the test sample belongs is determined according to the
position of the sample points in the sample data relative to
the hyperplane in space. The sample data in the data set is
composed of two parts: feature and category label. In this
paper, the feature refers to the hospital HIS use satisfaction
index, and the category label refers to the hospital HIS use
satisfaction level. It is an ideal state for the hyperplane to
perfectly classify the sample points, and many data in reality
cannot be perfectly divided into different categories, that is,
linear inseparability. In this case we have to allow a small
number of points to be misclassified. According to the actual
situation of the problem, “slack variables” are introduced to
allow some sample points to be misclassified within an
acceptable range. Searching for a hyperplane during training
allows a small number of points that cannot be fully classi-
fied, so it is necessary to find the best possible hyperplane.
In reality, data is a variety of data forms and dimensions
and also has its own characteristics. Some data sets are
inseparable in their original dimensions. For indivisible data,

it is usually to find a higher dimension so that the sample
points can be mapped from the original dimension to
higher dimensions so that the samples are separable. The
algorithm grows more difficult as the number of dimensions
increases, occasionally leading to insurmountable issues. At
this point, we must apply the kernel function to map low-
dimensional data to high-dimensional space in order to sep-
arate the data points in the high-dimensional space and
avoid the problem of increasing the difficulty of calculation
in the high-dimensional space. The selection of kernel func-
tion is very important for the performance of SVM. Inap-
propriate selection of kernel function will lead to poor
final classification effect.

Let the hyperplane wTx + b = 0 in the space, where w the
normal is vector and b is the displacement term. When the
samples are linearly separable, there may be more than one
hyperplane that can correctly classify the samples.

There are multiple hyperplanes that can correctly dis-
tinguish samples, and the hyperplane is the farthest from
the points in the sample, which we call the optimal hyper-
plane. Let the distance from the sample to the optimal
hyperplane be d, and the distance formula from the sam-
ple point to the optimal hyperplane can be obtained from
the formula of the distance from the point to the plane as
follows.

d = wTx + b
�� ��

wk k : ð1Þ

Let D be the training sample set, D = fðxi, yiÞji = 1, 2,
3,⋯, ng, where xi ∈ Rd0 , yi ∈ f−1, 1g, d0 is the input sam-
ple dimension, this paper refers to a scalar number, and
n is the number of samples. If the hyperplane can cor-
rectly classify the samples, wTx + b > 0 can be obtained
for the positive example, i.e., yi = +1, and wTx + b < 0 for
the negative example. Therefore, for the positive and neg-
ative examples, the following formula can be obtained.

wTxi + b≥+1, yi = +1,
wTxi + b≤−1, yi = −1:

(

ð2Þ

In a schematic diagram of SVM with interval and
hyperplane, there will be a point that is closest to the solid
line in the hyperplane graph, and these sample points
make the equal sign in formula (2) true. Such a sample
point is called a support vector, and the distance and
interval from the support vector to the hyperplane are rep-
resented by F, which can be calculated by

F = 2
wk k , ð3Þ

when F achieves the maximum value, the support vector
of the positive example and the support vector of the neg-
ative example are the farthest from the hyperplane, and
the hyperplane can better classify the samples. Therefore,
the search for the optimal hyperplane is converted into
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the value of w and b when the value of F is maximized. In
order to facilitate the calculation, it is converted into the
following

min
w,b

1
2 wk k2, s:t:yi wTxi + b

� �
≥ 1, i = 1, 2,⋯, n: ð4Þ

The hyperplane can be obtained by solving the for-
mula (4), and the classification of the samples can be real-
ized according to the obtained hyperplane formula as a
SVM model. Solving formula (4) usually uses the Lagrange
multiplier method. Therefore, the first task of the SVM
classification model is to use the training set data to deter-
mine the hyperplane and obtain the hyperplane formula.
SVM can be simply understood as a mapping relationship
from sample features to classification results. In this paper,
it is a mapping relationship from the satisfaction predic-
tion data used by the hospital HIS to the prediction
results. SVM training refers to finding the connection
between data features and classification outcomes by solv-
ing this mapping relationship using processed sample data.
This paper uses Figure 2 to describe the process of SVM
to solve hyperplane.

The solution of formula (4) is actually the solution of a
quadratic programming problem, and its dual problem is
obtained by using the Lagrange multiplier method, and the
solution is solved by combining the KKT conditions. Using
the Lagrange multiplier method to solve formula (4), the
Lagrange function can be obtained as

L w, b, λð Þ = 1
2 wk k2 + 〠

n

i=1
λi 1 − yi w

Tx + b
� �� �

: ð5Þ

Solving the partial derivatives of formula (5) yields

∂L w, b, λð Þ
∂w

=w − 〠
n

i=1
λiyixi, ð6Þ

∂L w, b, λð Þ
∂b

= 〠
n

i=1
λiyi: ð7Þ

By making formulas (6) and (7) zero, formulas (8) and
(9) can be obtained as follows.

w = 〠
n

i=1
λiyixi, ð8Þ

0 = 〠
n

i=1
λiyi: ð9Þ

Simultaneous formulas (8) and (5), eliminating w and b
in formula (5), the dual problem of formula (4) can be
obtained

max
λ

〠
n

i=1
λi −

1
2〠

n

i=1
〠
n

j=1
λiλjyiyjx

T
i xj, s:t:0 = 〠

n

i=1
λiyi: ð10Þ

The solution of formula (10) satisfies the KKT condition,
and the analysis shows that only the λi value corresponding
to the support vector ðxi, yiÞ is not 0, and the rest λi values
are 0. After solving λ∗i , the optimal w∗ and b are obtained

w∗ = 〠
n

i=1
λ∗i yixi, ð11Þ

b = 1 −w∗Tx: ð12Þ
The hyperplane formula can be obtained. For cases that

are close to linearly separable or linearly inseparable in low
dimensions, slack variables and kernel functions are intro-
duced. There are many choices of kernel functions, and dif-
ferent kernel functions can be selected according to specific
problems, or a new kernel function can be constructed. In
the same way as the above solution method, after introduc-
ing the slack variable and the kernel function, the optimal
classifier can be obtained by the Lagrange multiplier method,
as shown in the following formula.

f xð Þ = 〠
n

i=1
λ∗i yiK xi, xð Þ + b∗: ð13Þ

3.2.2. Support Vector Machine Multiclassification. The SVM
is a binary classifier, as shown by the analysis of the SVC
principle, and the hospital HIS use satisfaction prediction
problem in this paper is a multiclassification problem. In
order to apply the SVM to the multiclassification problem,
it is necessary to use SVMs to construct multiple classifiers.
The usual methods include the direct method and the indi-
rect method. Due to the high computational complexity of

Start

Hypothetical hyperplane
equation

Interval

Maximum interval

Hyperplane equation
parameters

Support vector
discriminant

Finish

Training sample set

Figure 2: Support vector machine to solve the hyperplane flow
chart.
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the direct method and the difficulty in implementation, the
direct method is generally not used, and the indirect method
is usually used to construct multiple classifiers. The indirect
method has the following two strategies.

(1) Indirect Multiclassification Strategy. For other one-
versus-rest (OVR) training samples, construct multiple
SVMs to take a certain category as one class and train the
other classes as one class, so that m categories are con-
structed by constructing m support vector machines. When
classifying the samples, different SVMs on the sample classi-
fication decision function value classify the unknown sam-
ples into the class with the largest classification function
value. The samples are separated into four groups in the hos-
pital HIS use satisfaction prediction; therefore, the SVM is
used for four categories of classification and a pair of addi-
tional classification algorithms are applied. Figure 3 is shown
below. The four SVMs are SVM-1, SVM-2, SVM-3, and
SVM-4, respectively, and the corresponding four categories
are A, B, C, and D.

For a pair of other classification strategies, when classify-
ing each class, there will be fewer positive samples than neg-
ative samples. When there are a lot of classes, the number of
positive and negative samples in each binary classifier is
asymmetric, which leads to classification and recognition.
The difficulty increases, and the final output result is to make
a decision by comparing the output results of several classi-
fiers and selecting the maximum value. The output results of
the same classifier are comparable, but the output results of
different classifiers are not comparable, thus leading to
wrong decisions.

(2) Indirect Multiclassification Strategy. For one-versus-one
(OVO), the OVO classification method constructs an SVM
classifier between any two categories, so that for multiclassi-
fication problems withmcategories, in total,mðm − 1Þ/2clas-
sifiers need to be constructed. When an unknown category
is input, mðm − 1Þ/2 classifiers vote according to their
respective classification results, and the final result is the cat-
egory with the most votes. Taking the four classifications in
this article as an example, the schematic diagram of the
OVO classification method is shown in Figure 4.

This method is widely used and has high classification
accuracy. However, due to the large number of classifiers
constructed, the cost is also high. However, when the exper-
imental conditions permit, this method can obtain higher
accuracy. The categorization in this study will be done using
the OVO approach, which has a high level of accuracy. And,
compared to a pair of other approaches, there are only two
extra classifiers because there are only four classification
results. The computational cost is acceptable, and the classi-
fication accuracy should be improved as much as possible.

3.3. Integrated Learning

3.3.1. Principle of Ensemble Learning. Ensemble learning, in
simple terms, is to combine multiple learners to improve
the overall performance of multiple learning models. As a
hotspot of ML, ensemble learning is listed by authoritative
scholars as the first of the four research directions in the field
of ML. Using the ensemble learning algorithm to integrate
and combine simple learners, the learning effect and perfor-
mance are improved. According to the different combination
methods, ensemble learning can be divided into two catego-
ries: “homogeneous” and “heterogeneous.” The learners in
the homogeneous ensemble method are of the same type,
and the learners in the heterogeneous ensemble method are
of different types, and the learners in the homogeneous
ensemble method can also be called basic learners. The
learners in heterogeneous ensembles are called “component
learners” or individual learners.

3.3.2. Ensemble Learning Category. Homogeneous type of
ensemble learning is usually used for different training sets
or random sampling of the original data set, so that the
training set on each individual learner is different. According
to the techniques used by homogeneous types of individual
learners to obtain different training samples, they can be
divided into methods such as resampling the training set,
manipulating input variables, and manipulating output tar-
gets. There are two generation methods for individual
learners. If there is a strong dependency between individual
learners, the generation method is serial. If there is no strong
dependency, the individual learners can be generated in

Unknown class

SVM

SVM-1 SVM-2

A BCD B ACD C ABD D ABC

SVM-3 SVM-4

Figure 3: Schematic diagram of OVR strategy.
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parallel. The former is represented by boosting, and the lat-
ter is represented by bagging and “random forest.”

3.3.3. AdaBoost Algorithm. With its solid theoretical foun-
dation, high accuracy, and simplicity, AdaBoost, the most
recognized algorithm in ensemble learning, has been
widely applied in various domains and has achieved sig-
nificant success. AdaBoost primarily uses numerous itera-
tions to create an ensemble learning model. It can adjust
the component learner in an adaptive way, and the
AdaBoost algorithm updates the weight of the sample of
each iteration.

3.4. Model Creation and Algorithm Improvement. There is
currently no fixed method for the selection of the kernel
function, which is usually selected based on experience and
comparison. According to general experience, the selection
of the kernel function usually first selects the linear kernel
function, and if the effect is not ideal, the Gaussian kernel
function can be used. The SVM kernel function that is not
used for integration in this paper selects the linear kernel
function for better classification. The linear kernel function
is k, and the constant C and C ≥ 0 are introduced in the
way of “soft interval,” and the slack variable r ≥ 0 is intro-
duced. Through the method mentioned above, the final deci-
sion formula can be obtained as shown in formula (14), and
the coefficients in the formula can be obtained by the data
operation in the training set.

f xð Þ = 〠
n

i=1
λ∗i yiK xi, xð Þ + b∗,w∗ = 〠

n

i=1
λ∗i yixi, b∗ = 1 −w∗Tx

ð14Þ

Part of the sample data is used as the test data, and the
student’s index value is input into formula (14) to output
the final discrimination result. In this paper, the OVO strat-
egy is used to achieve multiclassification, and the accuracy of

the model is measured by comparing the output results with
the actual category of the sample.

This section studies the integration of the AdaBoost
algorithm and the SVM algorithm. By selecting the kernel
function of the SVM and setting its parameters, the accuracy
is reduced and the characteristics of the boosting algorithm
are satisfied, thereby improving the performance of the inte-
grated model. And the diversity measurement of the SVM
algorithm makes it have better diversity and further improves
the efficiency and performance of the integrated algorithm.

3.4.1. Based on the Diversity of Learning Algorithms. As the
most famous algorithm in the boosting algorithm, AdaBoost
has some characteristics of the boosting algorithm. The
boosting algorithm requires the basic learners to have the
characteristics of diversity. Only when the basic learners
have good diversity can the ensemble learning model have
better classification results. Therefore, its diversity is guaran-
teed, that is, the basic learners are not correlated, so that the
performance of the final ensemble model can be optimized.
Scholars have studied the diversity of base learners from dif-
ferent perspectives. The first is how to define the diversity of
classifiers, what diversity is, how to measure it, and what
conditions are met to be diverse. The second is how to intro-
duce a diversity measure when creating an ensemble learn-
ing model to create a multiclassifier system. Finally, it is
studied under which conditions the diversity of base classi-
fiers achieves the optimal performance of the ensemble model.
For the diversity of the ensemble learning AdaBoost-SVM
base learner, we define it as follows. For the tth component
classifier, the diversity dt on the sample Xi is calculated by

dt =
0, if ht Xið Þ = f Xið Þ,
1, if ht Xið Þ ≠ f Xið Þ,

ð15Þ

where htðXiÞ is the output result of the tth classifier on sam-
ple Xi, and f ðXiÞ is the label of sample Xi. The diversity Div
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Figure 4: Schematic diagram of OVO classification method.
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of the T component classifiers of AdaBoost-SVM on N
samples can be calculated by

Div =
1
TN

〠
T

t=1
〠
N

i=1
dt Xið Þ: ð16Þ

3.4.2. Kernel Function and Parameters. Boosting algorithm,
as the learning algorithm of its basic learner, has poor clas-
sification performance, and the accuracy of classification is
better than that of random guessing, that is to say, it requires
a basic learner. The accuracy is just above 0.5. In general,
SVM has a better classification effect. In this way, the inte-
gration of SVM algorithm with AdaBoost algorithm seems
to be contrary to the principle of boosting. Therefore, if
SVM is used as the base learner of the AdaBoost algorithm,
then there must be a way to reduce the accuracy of SVM
and be above 0.5. The research on the SVM algorithm shows
that the accuracy of the SVM algorithm is affected by the
selected kernel function and parameters. In the SVM that
selects the Gaussian kernel function, the classification perfor-
mance is affected by the regularization parameter C and the
Gaussian bandwidth W. When the value of C is small, the
performance of the algorithm is greatly affected by W.
Therefore, when the value of C is roughly suitable, the per-
formance of the algorithm can be more effectively changed
by the value of parameter W. When the value of W is rela-
tively large, the classification performance of SVM will be
appropriately weakened. Therefore, at the beginning of the
iteration of the AdaBoost algorithm, an appropriately large
value of W should be given, and the value of W should be
modified after each iteration.

3.4.3. AdaBoost-SVM Algorithm. We optimize AdaBoost-
SVM through diversity and accuracy of base learners. For
the diversity of each base learner, we will get a value Div that
measures the diversity; it can be seen in the above algorithm

that a threshold DIV is set for diversity. If Div is greater than
the threshold DIV set above, the current base learner can be
added to the ensemble learning model as a new learner. Oth-
erwise, the current base learner needs to be discarded. Com-
pared with the original AdaBoost algorithm, the base learner
has better diversity to build an ensemble learning model, and
the generalization ability and efficiency of the final ensemble
model will be improved.

3.5. Hospital HIS Use Satisfaction Index. For the prediction
of hospital HIS usage satisfaction proposed by the subject
of this paper, it is necessary to construct a quantifiable eval-
uation index. By referring to the relevant literature and com-
bining with the development status of the hospital HIS, the
constructed evaluation indicators are shown in Table 1.

4. Experiment and Analysis

In this section, we defined the data set and model training
and experimental accuracy of different models in detailed.

4.1. Data set and Model Training. To verify the effectiveness
of satisfaction prediction model proposed in this paper, this
paper builds a dataset. This dataset contains 900 sets of data.
This work uses Python and scikit-learn framework to con-
struct a network. When the SVM selects the Gaussian kernel
function, W = 35, C = 1:4, and the number of basic learners
is 8, the error rate of the model output reaches the lowest,
and the final error rate output of the AdaBoost-SVM model
is 0.05, that is, the accuracy rate is 0.95. The training results
of the AdaBoost-SVM model are shown in Figure 5.

As can be observed from running data, the model’s error
rate on the test and training sets does not change whether
there are 8 component learners in the model. In other words,
after the 8 basic learners are built, the model’s error rate
approaches the ideal level under the specified parameters.
The model’s test set error rate is 0.05 when the curves are

Table 1: Satisfaction index of hospital HIS system use.

First-level indicator Secondary indicator Label

System security

Use database super user login method X1

Program provides data backup function X2

Provide full monitoring of data modification X3

System scalability

Provide various parameters to fully adjust system X4

Subsystems can operate individually or shared X5

Provide various external interfaces X6

System maintainability

Easy and fast system installation X7

Provides tools for maintaining databases X8

Client and system automatic upgrade X9

Software ease of use

Has a unified operation interface X10

With personalization function X11

Provide online help X12

External interface

Statistics related system interface X13

With medical insurance interface X14

Disease control and health monitoring interface X15
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balanced. The curve does not alter after increasing the num-
ber of base classifiers. As a result, there are eight primary
classifiers. HIS-based AdaBoost-SVM assessment model is
assessed using the data from the satisfaction data sample,
except for training and test samples, with four sets of 30
samples each. Table 2 shows the test findings.

Table 2 shows the sample data for four categories, with
30 samples for each category to evaluate the model. After
entering the model, for A-level satisfaction, the number of
correct classifications is 26, and the number of wrong classi-
fications is 4, of which 1 is wrongly classified into category B
and 2 samples are wrongly classified into category C. In sat-
isfaction level B, 29 samples were correctly classified and one
sample was wrongly classified into class C. For C-level satis-
faction, 28 samples were correctly classified, and the remain-
ing two samples were wrongly classified into B and D
categories, respectively. For D-level satisfaction, the number
of correctly classified samples is 28 and the number of mis-
classified samples is 2 and misclassified into class A. It can be
concluded that the AdaBoost-SVM evaluation model has
good performance in both accuracy and recall. After train-
ing, the model can be easily used to predict the satisfaction
of HIS usage.

4.2. Experimental Accuracy of Different Models. We use
Python language to test the SVM, AdaBoost-SVM, and BP

neural network with the help of scikit-learn ML framework.
The test data set still uses the data set built in this paper.
There are 900 data samples in this data set, each sample
has 4 features, and the samples have three categories in total.
By testing the algorithm, the relationship between the accu-
racy of the algorithm and the number of samples can be
obtained as shown in Figure 6. In the experiment, the
parameter selection C of SVM is 10, the kernel function
selects the Gaussian kernel function parameter W = 14,
and the parameters in AdaBoost-SVM select C = 10, W =
14, and DIV = 0:3. The activation function of the BP neural
network uses the Relu activation function, and the threshold
T = 0:005.

It can be seen from the test results that the accuracy rate
of AdaBoost-SVM is the highest, and can reach more than
95%, and the accuracy rate of SVM is higher than that of
BP neural network. Therefore, the AdaBoost-SVM algo-
rithm is selected in this paper, which can reduce a lot of data
preprocessing work and make the accuracy of the model to
be optimal in the case of a small amount of data. It can effec-
tively avoid heavy data processing work due to the need for a
large number of data samples for model training in the pre-
diction of hospital HIS use satisfaction.

5. Conclusion

The information era has arrived in the twenty-first century,
and the HIS is a medical service-oriented information sys-
tem that is part of this trend. Aside from some important
manual procedures, most hospitals have essentially com-
pleted the transition from traditional management to com-
puterized automatic management, which decreases medical
staff workload and enhances labor efficiency and service
quality. Accurate and standardized computerized manage-
ment provides scientific data prediction and information
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Figure 5: The training results of the AdaBoost-SVM model.

Table 2: Sample classification situation.

Satisfaction level Number of samples
Evaluation results

A B C D

A 30 26 01 02 01

B 30 0 29 01 01

C 30 0 01 28 01

D 30 02 0 0 28
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Figure 6: Experimental accuracy of different models.
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decision-making for the medical industry. HIS usage as a
research context and the idea of user pleasure as a research
object are examined in this study. Based on the technology
acceptance model and rational and planned behavior theory,
this research investigates the characteristics of the human,
technical, and organizational environment that determine
the successful use of HIS. In this paper, the current popular
ML method is used to predict the current use satisfaction of
HIS through the constructed HIS use satisfaction evaluation
index. The work done in this thesis includes the following
aspects: (1) introduce the current state of HIS construction
at home and overseas, as well as the challenges that exist in
our country’s HIS, and make some recommendations. To
prepare for the upcoming model design, the theoretical
foundation and related development technologies required
for model design are addressed and examined in depth; (2)
analyze the prediction method and introduce the algorithm
of machine learning as the prediction method. This work
uses the AdaBoost method to select and integrate SVMs to
increase accuracy and generalization even further since
SVMs do well on small data sets and still have potential
for improvement. This study picks the Gaussian kernel func-
tion and modifies the SVM parameters such that the SVM’s
accuracy may match the criteria of the AdaBoost method
when it is employed as the base learner of the AdaBoost
algorithm; and (3) a diversity metric is introduced to
ensure that the basic learner has good diversity in order
to increase the algorithm’s performance. The accuracy rate
of AdaBoost-SVM can reach more than 95% in the event
of a little amount of data, according to the self-built data
set used to test the algorithm. This demonstrates the
model provided in this paper’s superiority.
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In the context of the combination of industry and education, the construction of industrial colleges in vocational colleges can drive
the scientific development of specialty settings in colleges and universities, and promote the way for colleges to expand students’
practical teaching under the teaching of theoretical knowledge, and it is also an effective way for students to stimulate their
learning enthusiasm and innovation enthusiasm. Colleges and universities can increase the direction and characteristics of
specialist settings in colleges while enhancing instructors’ professional level through school-business collaboration, and growing
measures of talent training in colleges and universities plays a significant guiding role. The way to set up industrial colleges in
vocational colleges reflects the development characteristics of talent training mode in the new era, and it is also an effective
way to meet the practical training of students and the actual needs of society. It is a new school running mode of transforming
productivity, cooperation, and mutual benefit, which is very worthy of promotion and development. This paper analyzes the
problems existing in the construction of industrial colleges in vocational colleges in China and finds out the corresponding
solutions. A path method of industrial college construction in vocational colleges based on the cluster analysis algorithm is
proposed. The validity of this model is verified by experiments, which lays a foundation for the construction of industrial
colleges in vocational colleges.

1. Introduction

For vocational colleges, the main purpose of training stu-
dents is to shoulder the actual tasks in the actual work and
be able to take the lead in the production, operation, and
each job with professional knowledge, rich experience, and
skilled technology [1]. The biggest difference between voca-
tional education and ordinary higher education is that the
talents trained belong to applied skilled talents, that is, they
can combine professional knowledge with the practical oper-
ation. On the one hand, they complete the study of theoret-
ical knowledge during school study; on the other hand, they
complete the study, production, and service under the train-
ing mode of school-enterprise cooperation [2]. The college
of the industry provides a practical and innovative platform
for the majority of higher vocational students so that they
can have a real simulated operation environment before they
formally take up their jobs.

The way of talent training in vocational colleges is to face
the market and serve the industry. Only when the talent
training meets the actual needs of the current society and
industry for talents can the effective development of individ-
ual talents be realized, and the teaching direction is suitable
for post-application. Over the years, the development of
vocational education in China has made continuous reform
and innovation with the continuous transformation of the
industrial structure, but it is still difficult to meet the actual
needs of the market. The construction of industrial colleges
in vocational colleges aims at the needs of enterprises and
trains students. It is very necessary for students to adapt to
industry standards in advance while cultivating professional
knowledge [3]. This can not only improve the fit between the
professional setting of vocational colleges and the industrial
structure but also enable colleges to recognize the shortcom-
ings of professional courses with the assistance of the indus-
trial college, which plays a great role in promoting the
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professional setting of colleges and market research [4]. At
present, most of the industrial colleges of vocational colleges
in China are carried out in the way of school-enterprise
cooperation, in which enterprises provide venues, equip-
ment, and technology, and colleges provide teaching venues
and teaching teacher management content. This cooperation
mode takes advantage of each other in terms of the manage-
ment system, teacher team or training base construction has
a strong educational purpose, and can develop strengths and
avoid weaknesses at the same time [5]. The respective
advantages of enterprises and colleges are reflected in the
construction of industrial colleges, so as to realize the win-
win strategy of education and production. For vocational
colleges, it can not only have better practical significance in
the overall professional setting and skill improvement but
also play a great role in promoting the cultivation of double
qualified education and enhancing the core competitiveness
of the college [6]. The construction path of industrial col-
leges in vocational colleges is shown in Figure 1.

The industrial college of vocational colleges is neither a
university nor a college of education in the traditional sense,
but rather a learning organization that refers to the collabo-
ration between schools and businesses to develop talent. It
aims to provide college students with a high-quality and
high-skilled learning system and strives to transform stu-
dents’ professional theoretical knowledge into practical
operation ability. At present, China’s higher vocational
industrial colleges generally set up special venues in the col-
lege and build them in the form of joint secondary colleges
with relevant enterprises in the industry, so as to provide
students with practice places and create a practice platform
[7]. Industry university cooperation is a new mode of con-
temporary vocational education. Under this mode, it pro-
vides a good development opportunity for the construction
of industrial college of vocational colleges. However, it is
undeniable that the institutional setting and management
mode of enterprises and colleges are completely different
[8]. The continuous development and prosperity of this edu-
cational mode also stimulate some contradictions in the sys-
tem, institution, and management of the industrial college. If
these contradictions are not solved, it is bound to restrict the
daily management of the Institute of Technology to a great
extent and seriously hinder the further deepening of
school-enterprise cooperation.

The following is the paper’s organization paragraph: Sec-
tion 2 discusses the related work. The design of the applica-
tion model is examined in Section 3. The experiments and
results are discussed in Section 4. Finally, the research job
is completed in Section 5.

2. Related Work

In this section, we explain the development status of indus-
trial colleges in vocational colleges, research status of con-
struction path of industrial college, and research status of
clustering algorithm in detail.

2.1. Development Status of Industrial Colleges in Vocational
Colleges. The school running mode of school-enterprise

cooperation is an effective carrier for the development of
colleges and enterprises. It is not only a way for enterprises
to cultivate talents but also a teaching measure for vocational
colleges to actively set up professional industries [9]. The
two sides can realize cooperation on the basis of mutual ben-
efit and establish vocational colleges as a training base for
professional and skilled talents. However, in terms of the
current construction mode of industrial colleges in most
vocational colleges, the school-enterprise cooperation is too
unitary in form and content, taking the order type talent
training and post-practice mode as the primary mode of
cooperation, and the lack of deeper cooperation mode limits
the way of industry education integration and talent trans-
mission, which is not conducive to giving full play to the role
of talent training base in vocational colleges [10]. The devel-
opment status of the Institute of Technology is shown in
Figure 2.

The main body of the construction of industrial college
is implemented by the cooperation between enterprises and
colleges. However, due to the great differences in the organi-
zation and management methods of both sides, the lack of a
detailed management scheme and supervision system in the
management of the industrial college is very disadvanta-
geous from the perspective of enterprises or colleges. Enter-
prises cannot integrate into the management of industrial
colleges, and colleges and universities cannot play a real edu-
cational role [11]. In the process of cooperation, there is a
lack of detailed rules for the implementation of cooperation
schemes, resulting in unclear rights and responsibilities and
uneven distribution of interests, which is very likely to lead
to the lack of implementation power of cooperation subjects,
which fundamentally hinders the development of school-
enterprise cooperation [12]. As the main mode of school-
enterprise cooperation in vocational colleges at the present
stage, the entrusted training order training mode will still
have various teaching problems due to the immaturity of
the educational mechanism, such as students’ academic per-
formance, behavior performance, implementation counter-
measures, internship, and employment [13]. It is similar to
the phenomenon of signing an employment agreement
while ignoring academic performance and school behavior.
Both students and parents believe that an employment
agreement can ensure students’ future employment, which
has brought great trouble to vocational colleges in daily
teaching management.

2.2. Research Status of Construction Path of Industrial
College. The construction of mixed ownership industrial col-
leges in vocational colleges should be in line with the coordi-
nated development of regional industrial clusters and the
improvement of educational quality and the optimization
of professional structure in vocational colleges [14]. It
should not only accomplish scientific rationality of the best
combination of industrial and educational elements but also
achieve rapid resource structure and efficiency growth [15].
At the same time, we can achieve in-depth integration of tal-
ent training mode, curriculum system construction, teaching
method reform, scientific research innovation, teacher team
construction, and so on between industrial enterprises and
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vocational colleges through mutual integration and deriva-
tion between industrial layout and related majors. To build
a mixed ownership industrial college in vocational colleges,
we must first clarify the essential attributes, main character-
istics, and school running orientation of the mixed owner-
ship industrial college, and scientifically understand the
differences between the mixed ownership industrial college
and the secondary college [16]. A secondary college is a sec-
ondary teaching unit attached to a higher vocational college.
It is different from a mixed ownership industrial college in
terms of property right structure, school running subject,
founding purpose, and operating mechanism.

In addition, the establishment of a variety of industrial
clusters and research institutes, as well as the close integra-
tion of various industrial clusters and industrial associations
that hinder the sustainable development of the park, should
break through the bottleneck of the main body of the park
and the integration of multiple industries, institutions, and
research institutes, as well as the close cooperation between
the two sides [17], the development model of interoperabil-

ity and mutual progress. The establishment of corporate
identity is fundamental for the mixed ownership industrial
college to settle down. At present, under the legal system
and framework of higher education in China, the legal per-
son status of mixed ownership vocational colleges cannot
be relied on, and the legal person status of mixed ownership
industrial colleges is more difficult to determine. Vocational
colleges are not-for-profit legal persons. Mixed ownership
industrial colleges undertake the main function of public
welfare vocational education [18]. It is obviously inappropri-
ate to be positioned as for-profit legal persons; the participa-
tion of nonpublic capital such as industrial capital and
private capital in running schools inevitably requires capital
appreciation, which is not in line with the characteristics of
nonprofit legal persons. Therefore, the mixed ownership
industrial college can be positioned as a special legal person.
As an independent educational and teaching institution, the
college of mixed ownership industry is not for profit [19]. It
is engaged in public welfare vocational education, technol-
ogy development, social services, and other functions. It is

Necessity of construction

Effective development strategy

Cultivate high-end technical talents

Clarify development objectives and orientation
Diversified cooperation and development
Expand school enterprise cooperation mode
Teaching content in line with professional requirements
Acquisition of vocational qualification certificate

Transformation and upgrading of industrial structure
Enhance the core competitiveness of higher vocational
colleges

Construction path of industrial college
in higher vocational colleges

Figure 1: The construction path of industrial college in vocational colleges.

Development status
of industrial college

The system, organization and management of
industrial college are not perfect.

The form and content of school enterprise
cooperation in industrial colleges are too single

Unclear rights and responsibilities and uneven
distribution of interests of industrial colleges

The training mode of entrusted training order is
not mature enough

Figure 2: The development status of the Institute of Technology.
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jointly funded and established with industrial enterprises,
social organizations, and individuals, which is in line with
the basic characteristics of special legal persons [20].

Therefore, the legal person status of mixed ownership
industrial college must be clarified by special laws and regu-
lations or clear provisions. Many existing education policy
documents encourage the development of industrial colleges
with mixed ownership characteristics. Only by issuing spe-
cial policy documents on the legal personality of the college
of mixed ownership industry can we clarify the legal person-
ality of the college of mixed ownership industry from the
legal level [21]. Due to the diversification of school running
subjects, the mixed ownership industrial college should fol-
low the dual development principles of market law and edu-
cation law. Improving the management mechanism and
building a modern governance structure is not only an
important guarantee for the efficient operation of the indus-
trial college but also a prerequisite for realizing the goal of
talent training [22]. Second, we should effectively participate
in the management of the mixed ownership industrial col-
lege as stakeholders. The construction path of the industrial
college is shown in Figure 3.

2.3. Research Status of Clustering Algorithm. The standard
NMF method’s single nonnegative constraint beam cannot
suit the needs of many fields; hence, there are still certain
flaws and restrictions. Researchers develop a neighbor net-
work and a weighted adjacency matrix based on the similar-
ity between data points in order to mine the possible
manifold structural information between high-dimensional
data and suggest the graph’s regular nonnegative matrix
decomposition [23]. Considering that a single cluster center
in NMF and GNMF is not enough to describe the complex
structure of the original data, researchers use multiple center
points to represent the category of samples, so as to propose
the local center structure nonnegative matrix decomposi-
tion [24].

In order to adaptively learn the local manifold structure,
the researchers propose the concept of adaptive neighbor-
hood and adaptively assign neighbors to each data point,
so as to propose a non-negative matrix decomposition with
the adaptive domain. Generally speaking, the cluster center
is surrounded by some points with low local density, and
these points are far away from other high-density points
[25]. Then, the researchers proposed the density peak algo-
rithm, which calculates the distance of the nearest neighbor
and arranges it according to the density to obtain multiple
peak points of the data, so as to obtain the clustering center
to realize the efficient clustering of the data [26]. However,
the nearest neighbor graph constructed by GNMF is based
on the traditional Euclidean distance, which sometimes can-
not accurately describe the real distance between samples
when dealing with complex data structures [27]. Further-
more, while the LCSNFM model stipulates the same number
of centers for each cluster, the architecture of various clus-
ters varies in practice. This description is obviously
flawed [28].

Although the LCSNFM algorithm uses multiple center
points to represent the sample points in a cluster, the struc-

ture of each cluster is different in practical application. It is
obviously unreasonable to specify the same number of cen-
ter points for different clusters, and the optimal clustering
results cannot be obtained for the data with complex struc-
tures [29]. To solve this problem, this paper proposes
PNMF. The density peak algorithm is used to locate numer-
ous density peak points for the data set, and then the linear
combination of density peak points is used to create cluster
center points for clustering. The regular term is also inte-
grated into the NMF framework [30], and the geodesic dis-
tance is used to generate the manifold nearest neighbor
graph.

3. Design of Application Model

3.1. Basic Principle of Clustering Algorithm. The algorithm
finds multiple density peak points of the data, constructs a
bipartite graph with its peak points and sample points, con-
structs a data nearest neighbor graph based on geodesic dis-
tance, and integrates it into the nonnegative matrix
decomposition model. Clustering is the process of grouping
items into distinct classes or clusters based on their features
and particular rules, with the goal of making data within
each class as similar as feasible while data between classes
is as dissimilar as possible. The general steps of clustering
are shown in Figure 4.

Therefore, for the selection of density peak points, the
local density of sample points and the distance from the den-
sity center are comprehensively considered. In practical
application, the number of samples in different classes varies
greatly, and the density is also different, which will lead to
the uneven distribution of the selected peak points. Take
all sample points as a candidate set of density peak points,
then assess each sample point’s local density and distance
from the density center, and choose a sample point in order
from large too small. The similarity measurement step is
used to measure the similarity of different data in the same
feature space.

Firstly, the local density of each sample point is calcu-
lated, and multiple density peaks are found from the data
set by using the local density. It specifies multiple center
points for each cluster and constructs a bipartite graph by
using the density peak points and sample points. In addition,
the geodesic distance under manifold structure is used to
construct the nearest neighbor graph of data, so as to
describe the local geometric relationship and make the dis-
tance between sample points more accurate. In order to
prove the effectiveness of the algorithm, this paper compares
the clustering effect of the algorithm on several facial data
sets, and text and sound data sets. Experimental results show
that PNMF has better clustering performance than other
NMF algorithms. The clustering performance of GN-MF
and NMFAN based on the Euclidean distance nearest neigh-
bor graph is not as good as that of PNMF based on the man-
ifold distance nearest neighbor graph, which shows that the
traditional Euclidean distance cannot well and accurately
show the true distance between data in the face of more
complex and high-dimensional data. Because of the limits
of its cluster center selection, LCSNMF is less effective than
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PNMF, while standard NMF clustering performs poorly due
to a lack of constraints. The nonnegative matrix decomposi-
tion model is a common data dimensionality reduction
method. In the research of existing nonnegative matrix
decomposition algorithms for clustering, each category is
generally represented by one or more designated central
points.

The clustering algorithm based on the partition is to
divide the data into k classes, and K should be less than
the total number of data. The division method needs to
know the number of clusters in advance, randomly select
the initial cluster center, and the other objects will be divided
into which class near the cluster center. Then, an objective
function is optimized to iteratively find a new cluster center,
and the remaining objects are classified until the cluster cen-
ter is no longer changed or the number of iterations is
reached. The partition-based clustering algorithm iterates
continuously according to the optimization evaluation func-
tion, which is simple to calculate. It is suitable for large-scale
data sets and spherical clusters. However, the number of
clusters should be determined in advance and sensitive to
the initial clustering center. The obtained solution is not
necessarily the global optimal solution but maybe the local
optimal solution. The probability that each data point is
selected as the cluster center shall meet the following math-

ematical expression.

Pi =
D xið Þ2

∑n
i=1 D xið Þ2 : ð1Þ

If the structure of the data set is unknown, we need to
use internal measurement methods. To quantify clustering
quality, we usually utilize the intracluster variance, which is
the sum of squares of intracluster errors. Its mathematical
expression is as follows.

V Cð Þ = 〠
Ck∈C

〠
i∈Ck

d i, μkð Þ2: ð2Þ

The effectiveness index is the linear combination of the
average dispersion of clusters and the overall separation
between clusters, which is defined as the following expres-
sion.

SD Cð Þ = αScat Cð Þ + Dis Cð Þ: ð3Þ

At present, most clustering algorithms need to customize
some parameters, and the selection of these parameters
directly affects the final clustering effect. Therefore, the

Construction path of industrial college

Clarify the positioning of mixed ownership
industrial college

Establish the legal personality of mixed
ownership industrial college

Improve the management mechanism of mixed
ownership industrial college

Figure 3: The construction path of the industrial college.
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measure

Clustering

General steps of clustering
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output
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Figure 4: The general steps of clustering.
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influence of these parameters should be considered when
selecting the clustering quality measurement method. At
the same time, these measurement standards can also help
us set the parameter values. When choosing clustering qual-
ity evaluation methods, we should also consider the struc-
ture of the data itself. At present, there is no measurement
method suitable for all application fields. We choose the
appropriate measurement method according to the specific
situation. When clustering data objects, we need to evaluate
the difference between objects, that is, the commonly known
distance. Among them, the Euclidean distance function is
the most commonly used measurement method, and its
expression is as follows.

d i, jð Þ = 〠
n

k=1
xik − xjk
À Á2

" #1/2

: ð4Þ

In traditional clustering methods, each attribute of the
object is treated equally, and their contribution to clustering
is equal. However, in practical application, the internal prop-
erties of objects are different, and the importance of each
attribute will be different.

3.2. Improved Clustering Algorithm. At present, the most
popular fuzzy clustering algorithm is the fuzzy mean algo-
rithm. Its goal is to minimize the criterion function and
gradually obtain a more accurate membership matrix. It is
easy to fall into the local optimal solution of the iterative
center selection process. The goal of the FCM algorithm is

to find the optimal prototype matrix and the corresponding
membership matrix to minimize the objective function given
by the following formula.

J = 〠
C

i=1
〠
N

j=1
uij
À Ámd2ij: ð5Þ

The parameter dij is obtained from the following for-
mula:

dij = sj − βi: ð6Þ

After calculating the membership of all objects, you can
calculate the new cluster prototype. When the prototype sta-
bilizes, the process stops. In other words, the prototype gen-
erated in the previous iteration is very close to the prototype.
In order to adjust the performance of particle swarm optimi-
zation and local search ability of particle swarm optimiza-
tion in the search process, a simple and effective inertia
weight adjustment strategy is introduced into the particle
swarm optimization algorithm. The new function is as fol-
lows:

ωl tð Þ = ln 2:1 + tð Þð Þ∧ −zð Þ: ð7Þ

New velocity formula and position formula using new
inertia weight.

Vl t + 1ð Þ = ω tð ÞVl tð Þ + c1R1l pbestl tð Þ − Xl tð Þð Þ
+ c2R2l gbest tð Þ − Xl tð Þð ÞXl t + 1ð Þ

= Xl tð Þ⨁ Vl tð Þ:
ð8Þ

The random value R is specified as a matrix to boost the
randomness of particle swarm optimization. The random
matrix of each particle is initialized with each iteration.
Therefore, a group represents multiple candidate clustering
centers of the data vector. Each data vector belongs to a clus-
ter according to its membership function, so each data vec-
tor is given a fuzzy membership. In each iteration, each
cluster has a cluster center, and a solution method of cluster

Start

Improved fuzzy clustering algorithm

Fuzzy initial
decision table

Attribute reduction based
on fuzzy rough set

Optimal reduction
attribute set

Improved k-clustering based on
weighted euclidean distance

All kinds of data
training after clustering

Get results

Execute forecastGenerate initial
decision table

Figure 5: The flow of the improved fuzzy clustering algorithm.

Table 1: Analysis on output factors of high-level scientific research
projects.

Project NIVTC WVTC YITC CEVTC

Innovation mechanism 12.30% 14.30% 13.50% 15.60%

Innovation platform 15.50% 12.30% 14.30% 15.30%

Teaching staff 29.80% 23.20% 22.50% 24.30%

Resource allocation 18.80% 19.20% 17.30% 16.30%

Cooperation ability 15.90% 16.20% 18.60% 18.20%

Transformation level 07.70% 14.80% 13.80% 10.30%
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center vector is given. The fitness function for finding the
generalized solution is expressed as:

f Xlð Þ = 1
J Xlð Þ : ð9Þ

After the initial centroid is randomly selected in the tra-
ditional K-means clustering algorithm, the clustering results
fluctuate greatly and the accuracy is low. The improved clus-
tering proposed in this paper can optimize the initial cen-
troid selection of the K-means clustering algorithm. The
algorithm improves from the quantum revolving gate and
changes the mutation strategy from the traditional nongate
to the H gate. The improvement of the quantum revolving
gate is to organically combine the three behaviors of forag-
ing, clustering, and tail chasing in the fish school, and
dynamically update the rotation angle with the increase of
the number of iterations, so as to make the update of the
next generation more reasonable. The algorithm, on the

other hand, will run out of memory as the amount of data
grows. As a result, we must concentrate on how to solve such
problems using the distributed computing architecture in
order to increase the algorithm’s performance. The flow of
the improved fuzzy clustering algorithm is shown in
Figure 5.

4. Experiments and Results

This study adopts the methods of literature research, in-
depth interview, investigation, and statistical analysis. The
respondents of the questionnaire include 30 functional
departments such as the academic affairs office, personnel
office, science, and technology office, and student office of
four vocational colleges: Nanjing Information Vocational
and Technical College, Wuxi Vocational and Technical Col-
lege, Yangzhou Industrial Vocational and Technical College
and Changzhou Engineering Vocational and Technical Col-
lege, with 300 student representatives. A total of 800 ques-
tionnaires were distributed to faculty and students of
functional departments, and 750 questionnaires were recov-
ered, of which 725 were valid, with an effective rate of 90%.
However, the government’s support for vocational colleges
in terms of relevant policies and the coverage of special con-
struction indicators needs to be improved, and the invest-
ment and support in the construction of high-level
professional clusters and the integrated practice platform
of industry education integration need to be strengthened.
The analysis table of output factors of high-level scientific
research projects and achievements is shown in Table 1
and Figure 6.

From the data analysis, the reason for the small number
of high-level scientific research projects and achievements in
some Jiangsu vocational colleges is that the mechanism and
platform of collaborative innovation need to be improved,
the innovation ability of scientific researchers and teams
needs to be improved, and the effective allocation of scien-
tific research resources needs to be strengthened. Therefore,
the output of high-level scientific research papers and pat-
ents is still relatively rare. At the same time, it faces difficul-
ties in the integration of industry and education and in-
depth school-enterprise cooperation. It also needs to be
strengthened in the service of scientific research

Transformation level

Cooperation ability

Resource allocation

Teaching staff

Innovation platform

Innovation mechanism

0.00

NIVTC
WVTC

YITC
CEVTC

20.00 40.00 60.00
(%)

80.00 100.00 120.00

Figure 6: Analysis on output factors of high-level scientific research projects.

Table 2: Analysis on factors of high-end team construction.

Project NIVTC WVTC YITC CEVTC

Highly educated teachers 22.30% 20.30% 23.40% 21.60%

High-level talents 32.50% 32.10% 34.10% 35.50%

High-level team 26.80% 23.40% 22.70% 25.30%

Cultivation strength 18.40% 24.20% 19.80% 17.60%

0.00

High level team
Highly educated teachers

Cultivation strength
High level talents

NIVTC WVTC CEVTCYITC

5.00
10.00
15.00
20.00
25.00
30.00

(%
)

35.00
40.00

Figure 7: Analysis on factors of high-end team construction.
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achievements to local economic and social development.
The output of scientific research projects and achievements
is an important quantitative index for the development of
higher vocational education, and high-level projects and
achievements are the key symbols of the scientific research
level of the school. The factor analysis of high-end team con-
struction is shown in Table 2 and Figure 7.

According to the data analysis, the reason why some
high-level and high-end teachers in Jiangsu vocational col-
leges are weak is that the proportion of highly educated
teachers and professors in the teaching team of vocational
colleges is relatively weak, and the level of double qualified
teachers with rich enterprise experience needs to be
improved. Therefore, from the perspective of supply and
demand, how strengthening the introduction of high-level
talents and teams and cultivating high-level technical talents
will become an important problem faced by high-level voca-
tional colleges in Jiangsu Province. The factors affecting the
education and teaching quality of some Jiangsu vocational
colleges include the quality of students, professional con-
struction, and talent training quality. The construction of
professional and high-level teaching achievements is the
key to promoting the high-level construction of Jiangsu.
Nowadays, the professional construction of Jiangsu voca-
tional colleges still does not break the technical barriers of
majors. Only by integrating the advantages of existing
majors and developing cross-new disciplines can we play
the role of complementary advantages among majors and
promote the development and construction of majors. At
the same time, the high-level teaching achievements and
awards need to be enhanced.

5. Conclusion

Industrial college is the most important carrier for voca-
tional colleges to realize the integration of industry and edu-
cation. It is also the base for cultivating high-quality skilled
applied talents. To accelerate the construction of industrial
colleges, we must establish a construction mechanism and
action plan that will deepen the development path of voca-
tional colleges’ integration of industry and education, imple-
ment the innovative development concept, promote higher
vocational industrial colleges to better serve the new mode
of vocational colleges, enterprises, and industrial coopera-
tion in running schools, and assist vocational colleges in
achieving long-term success. This paper analyzes the prob-
lems existing in the construction of industrial colleges in
vocational colleges in China and finds out the corresponding
solutions. A path method of industrial college construction
in vocational colleges based on the cluster analysis algorithm
is proposed.

The construction of the higher vocational industrial col-
lege also needs the joint efforts of the government, adminis-
tration, schools, and enterprises. Only by deepening the
reform of vocational education and improving the joint
school running mode of multiple subjects can we achieve
the two-way balance between supply and demand of talent
training. We must emphasize the role of vocational educa-
tion in industrial development, as well as the complimen-

tary, balanced, and constraining link between the two.
Throughout the entire process of running the Institute of
Industry, the management idea of deep integration of indus-
try and education, as well as collaborative innovation and
development, will be applied. The Institute of Industry and
Technology will exchange and integrate educational
resources while also spearheading discipline and specializa-
tion construction reform. We also need to promote the goal
of talent-oriented training, establish a stable professional
teaching team, build a systematic standardized practical
teaching site, and strengthen the function of school-
enterprise coordinated development of industrial colleges.
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An improved channel attention mechanism Inception-LSTM human motion recognition algorithm for inertial sensor signals is
proposed to address the problems of high cost, many blind areas, and susceptibility to environmental effects in traditional
video image-oriented human motion recognition algorithms. The proposed algorithm takes the inertial sensor signal as input,
first extracts the spatial features of the sensor signal into the feature vector graph from multiple scales using the Inception
parallel convolution structure, then uses the improved ECA (Efficient Channel Attention) channel attention module to extract
the critical details of the feature vector graph of the sensor data, and finally uses the LSTM network to further extract the
temporal features of the inertial sensor signals to achieve the classification and recognition of human motion posture. The
experiment results demonstrate that 95.04% recognition accuracy on the public dataset PAMAP2 and 98.81% accuracy on the
self-built dataset can be realized based on the algorithm model, indicating that the algorithm model has a superior recognition
effect. In addition, the results of the visual analysis of channel attention weights show that the proposed model is interpretable
for the recognition of human motions and is consistent with the living intuition.

1. Introduction

Lately, human motion recognition has turned into the most
dynamic and famous area because of its wide application in
true situations like medical care, smart home, and monitoring
[1–3]. Traditional computer vision-based human motion rec-
ognition [4, 5] is limited in its effectiveness in the actual recog-
nition process due to variations in illumination, complex
background environments, and the influence of individual dif-
ferences in objects. Compared with computer vision-based
methods, inertial sensors have become increasingly important
and started to be extensively applied in human motion recog-
nition due to their low environmental coupling, high individ-
ual adaptability, and small size and low cost.

There are many existing studies on automatic human
motion posture recognition based on inertial sensor data
[6, 7], but accurate detection and recognition is still a chal-

lenge.The quality of the manually extracted signal features
has a huge impact on the human motion recognition effect
based on traditional machine learning algorithms (such as
support vector machines [8] and random forests [9]), and
thus, the professional knowledge in the field is required to
transform sensor signal into corresponding feature expression
for human motion recognition [10]. In addition, the elemen-
tary human postures can be represented effectually by the
hand-made features, but they are unable to handle more com-
plex motion patterns. In most cases, feature selection tech-
niques are also needed to obtain significant features and
reduce the dimension of feature space [11] to achieve optimal
performance. To address these challenges, in-depth research
on automatic feature extraction methods that do not require
human intervention has become an active research area.

Convolutional neural networks (CNN) has emerged as a
powerful tool in image processing and machine vision. When
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used for human action recognition of inertial sensors, convolu-
tional neural networks can automatically extract high-
dimensional data features and thus can largely avoid the reli-
ance on feature engineering. Also, due to its rich expressive
power and spatial feature extraction capability, it can achieve
better results than traditional machine learning algorithms
when processing inertial sensor data [12]. However, in existing
studies, researchers have mostly used serial convolutional struc-
tures to deepen the depth of convolution [13, 14], while there
are fewer studies on parallel convolutional structures to widen
the convolution width for processing inertial sensor data. An
Inception neural network structure was proposed in the litera-
ture [15]. This structure is established on convolutional neural
network and adopts multipath parallel convolution mode,
which improves the utilization rate of computing resources in
the network and fully extracts spatial features of data on multi-
scale convolution kernel. It has excellent performance in the
field of visual recognition and good scalability. LSTM is a special
recurrent neural network (RNN) structure, which consists of a
series of repeating neural networks combined in a chain. Its
unique network structure makes it very sensitive to signals with
temporal dependence. The attention mechanism is a widely
studied network design approach in the fields of computer
vision [16] and natural language processing [17]. Exhibiting a
resemblance to human perception, the attention mechanism
focuses upon the certain section of the objective region to mag-
nify the key details of the object while abolishing other extrane-
ous potentially baffling information, allowing neural network
models to have a high level of interpretability. There are limited
existing studies that apply attentional mechanisms to the field of
inertial sensor action recognition. Literature [18] used a multi-
head model based on the SENet (Squeeze Excitation Network)
channel attention mechanism to extract features from inertial
sensors signal and attained good recognition results on the
UCI andWISDM datasets. Literature [19] used a dual attention
approach combining channel attention and spatial attention to
achieve good action classification results on all four publicly
available datasets. In literature [20], based on SENet, an opti-
mized channel attention mechanism model ECA is proposed,
which significantly reduces the complexity of the model
through cross-channel interaction of feature information and
the performance of the model has been raised simultaneously.

In order to deal with the problem that the human
motion recognition algorithm based on video images is
vulnerable to uncertainties in the environment in applica-
tions, and to overcome the limitation that traditional
machine learning algorithms require expert knowledge in
related fields for manual feature extraction, this paper
proposes an Inception-LSTM human motion recognition
algorithm that introduces a channel attention mechanism
based on inertial sensor signals. The proposed human
motion recognition algorithm automatically extracts spatial
features of inertial sensor data using Inception convolutional
structure, extracts temporal features of data using LSTM,
and introduces an improved ECA channel attention mecha-
nism module between the two feature extraction networks to
make the model focus more on the critical details of sensor
data features, suppress non-key information, and improve
motion recognition rate.

2. Model Construction of the Inception-LSTM
Algorithm for Introducing
Channel Attention

The proposed Inception-LSTM human motion recognition
algorithm, which introduces the channel attention mecha-
nism, extracts the features of sensor signals in three parts:
the spatial features of inertial sensor signals are extracted
using a spatial feature extraction network; the model con-
verges its attention on the key details of each action using
a modified ECA channel attention module; and the temporal
dependencies hidden in sensor signals are extracted using a
temporal feature extraction network.

2.1. Spatial Feature Extraction Network. The multiaxial data
output of acceleration and gyroscope of inertial sensors
allows them to collect rich spatial features in characterizing
human activities. And CNN have significant advantages in
extracting spatial features of signals. Each feature pixel in
the current neuron of a CNN is mapped to the previous
layer of neurons by a local receptive field and then obtained
by a nonlinear activation function. The calculation is shown
in Equation (1).

s i, jð Þ = σ 〠
H

m=1
〠
K

n=1
wm,nxi+m,j+n + b

 !
, ð1Þ

where sði, jÞ is the feature pixel of the current neuron, σ is
the nonlinear activation function, w is the weight matrix of
the H × K convolution kernel, b is the bias, and x is the local
receptive field of the upper layer neuron. CNN represent the
data by convolution in order to abstract the features of the
signals. Generally, the performance of convolutional neural
network can be enhanced through increasing the depth
and node number of each layer in serial sequential manner,
but this brings two drawbacks: first, the larger network size
makes the model risk of overfitting. Second, the amount of
nodes in the network is too large, which makes the compu-
tational resources exponentially increase.

The Inception convolutional structure changes the serial
sequential connection between layers of the traditional con-
volutional model by distributing four different convolutional
kernels—one 1 × 1 convolution, one 1 × 1 convolution in
series with a 3× 3 convolution, one 1 × 1 convolution in
series with a 5 × 5 convolution, and one 3 × 3 maximum
pooling layer in series with a 1 × 1 convolution—on four dif-
ferent convolutional paths, and the input signals enter these
4 convolution paths in parallel in turn, and finally, the out-
puts of the 4 convolution results are stitched together and
used as the input of the poststage network. This parallel con-
volution method can extract the spatial features of the input
signal at different scales and give different weights to achieve
a good recognition effect.

The proposed model in this paper adopts the Inception
asymmetric convolution structure to construct a lightweight
sensor signal space feature extraction module. As shown in
Figure 1, from left to right, it is channel 1 to channel 4. Chan-
nel 1 performs two 1 × 1 convolution operations, similar to the
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fully connected operation in linear networks; channel 2 first
performs a 1 × 1 convolution operation, aiming to trim the
number of parameters and quicken the training process. Then,
one 1 × 3 asymmetric convolution operation is performed to
mine the feature information between acceleration and angu-
lar velocity of the inertial sensor and extract it into the feature
vector graph through the convolution kernel of the lateral vec-
tor. Finally, a 3 × 1 convolution operation is performed to get
the signal features in the same inertial axes of adjacent time
into the feature vector map through the convolution kernel
of longitudinal vectors; channel 3 first performs a 1 × 1 convo-
lution operation with the same effect as in channel 2, then a
1 × 5 lateral convolution operation to expand the interaxis
data features in a larger range into the feature map, and finally
a 5 × 1 vertical convolution operation to fuse the temporal fea-
tures of the data at a larger scale and add them to the feature
map; channel 4 first introduces a maximum pooling layer to
downsample the data samples composed of inertial sensor
data to reduce the data dimensionality and compress the fea-
tures and then performs a 1 × 1 convolution operation. The
four channels of the altered Inception structure are indepen-
dent of each other and process the data in parallel, and finally,
the data of the four channels are stitched together by channel
dimension. This asymmetric convolution structure can obtain
the spatial features of inertial sensor signals better.

2.2. Channel Attention Mechanism. In the purpose of improv-
ing the performance of the proposed algorithm for inertial
sensor signal recognition, the ECA channel attention mecha-
nism module is introduced in this paper. ECA is an optimized
channel attention mechanism model. Based on SENet, ECA
can realize a huge complexity reduction and performance
improvement of the model by a local cross channel interaction
strategy without no reduction of the dimension and self-
adaptive selection of 1D convolution kernel size. For a feature
graph input A ∈ RW×H×C with channel number C, height H,
and width W, ECA first performs a global average pooling to
compress the information of each channel independently to
obtain a feature strip with dimension 1 × 1 × C. Then, the

1D convolution and nonlinear transformation are performed
on the feature strip to obtain the attention weight ωi for each
channel Ai. The weight ωi for channel Ai focuses only on the
current channel Ai and its k neighboring channels and is cal-
culated as shown in Equation (2).

ωi = σ 〠
k

j=1
ωj
iA

j
i

 !
, Aj

i ∈Ω
k
i , ð2Þ

where Ωk
i represents the set of k adjacent channels of A

j
i . The

1D convolution kernel size k is obtained by adaptive calcula-
tion of Equation (3), where γ = 2, b = 1.

k = ψ Cð Þ = log2 Cð Þ
γ

+
b
γ

���� ����: ð3Þ

Based on the original ECA module, the proposed algo-
rithm combines the inertial sensor signal to realize human
motion recognition, and a channel feature extraction module
is added in the later stage, as shown in Figure 2.

The algorithm put forward here is based on the original
ECA module and combines the application context of
human motion recognition with inertial sensor signals, add-
ing a channel feature extraction module to its back-end, as
shown in Figure 2.

The attention weights ωi obtained from the original ECA
module after the 1D convolution and nonlinear transforma-
tion are first arranged in descending order according to their
absolute value magnitudes to obtain the sequence ~ω and its
corresponding index. Then, the values of the first N
sequences in sequence ~ω and their index values are selected.
At the end of the multiplication of the original feature map
input A ∈ RW×H×C with the attention weights ωi, the corre-
sponding feature channels of the multiplication results are
extracted according to the indexes of the obtained values of
the first N sequences, and the output feature map A′ ∈
RW×H×N is finally obtained, where the parameter N is calcu-
lated by Equation (4).

N = k +
log2 Cð Þ

2

����
even

, ð4Þ

where even indicates that the result is taken as the closest
even number. By this extraction of the main feature chan-
nels, the feature utilization efficiency of the deep neural net-
work is improved, which in turn improves the recognition
performance of the network.

2.3. Temporal Feature Extraction Network. The signals gener-
ated by inertial sensors have strong temporal dependence
when the human body performs various action posture activ-
ities, and RNN has significant advantages in extracting tempo-
ral features of the signals. The temporal features extracting
network in the algorithm proposed in this paper consist of
LSTM. Unlike RNN, LSTM introduces the concepts of input
gate, forgetting gate, and output gate for realizing the update

Max
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1×1
Conv

5×1
Conv

1×1
Conv

1×1
Conv

1×5
Conv

3×1
Conv

1×1
Conv

1×3
Conv

Concat

1×1
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Signal input

Figure 1: Inception asymmetric convolution structure.
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and output of memory states. Its basic neural network unit
structure is shown in Figure 3.

In Figure 3, c is the cell state, which is similar to an infor-
mation pipeline that runs through the entire operation cycle
of the LSTM. The three gate structures of the LSTM allow
for the removal and addition of information in the cell,
allowing for selective information flow. σ is a nonlinear acti-
vation function that maps the output value of the function
between 0 and 1, with 0 indicating no information passes
and 1 indicating all information passes. W is the weight
matrix, and b is the bias vector.

First, the forgetting gate determines what kind of mes-
sage will be discarded from the cell. The gate will read the
hidden stateht−1 of the prior moment with input Xt and out-
put a value between [0,1] and the cell state ct−1 of the prior
moment by the σ function to do the element multiplication
operation. The result of the outputf t of the forgetting gate is
illustrated in Equation (5).

f t = σ Wf × ht−1, Xt½ � + bf
� �

: ð5Þ

Second, the input gate determines what new messages
are to be stored in the cell state The output of the σ function
determines what values are to be updated and the tanh layer
builds a new candidate cell state vector ect to determine in
which way to add the output to the cell state. The output it
of the input gate, the candidate cell state vector ect , is updated
with the current cell state ctas shown in Equation (6) to
Equation (8).

it = σ Wi × ht−1, Xt½ � + bið Þ, ð6Þ

ect = tanh Wc × ht−1, Xt½ � + bcð Þ, ð7Þ

ct = f t × ct−1 + it × ect : ð8Þ
Finally, the output of the LSTM is obtained from the

output gate ot . The function σ determines which informa-
tion will be output. The current cell state ct is processed by
tanh, and by the output of the σ function is multiplied by
elements to obtain the final output ht of the LSTM. The out-
put ot of the output gate and the final output ht is illustrated
according to Equation (9) to Equation (10).

ot = σ Wo × ht−1, Xt½ � + boð Þ, ð9Þ

ht = ot × tanh ctð Þ: ð10Þ
The design of the three gates in the LSTM makes the

structure highly sensitive when dealing with data with tem-
poral dependencies. For the temporal feature extraction
module, its input at each time step is derived from the fea-
ture vector map extracted by the predecessor improved
ECA module. At each time step, the LSTM reads in the fea-
ture map input A′ ∈ RW×H×N line by line, and at time steps t1
to tn, a total of n data frames of the feature maps are read in.
The LSTM network is used to take into account the interac-
tion between the timing dimensions of the upstream and
downstream inertial sensor data frames and to better extract
the timing features.

In summary, the architecture of the proposed algorithm
in this paper is presented in Figure 4.

3. Experimental Design

3.1. Experimental Data Acquisition. In the purpose of verify-
ing the effectiveness of the proposed human motion recogni-
tion algorithm model, the recognition performance of the
algorithm model is tested on the public dataset PAMAP2
and the self-built motion posture dataset, respectively.

The PAMAP2 human activity monitoring dataset [21]
includes 18 different physical activity postures (e.g., cycling,
running, and walking). The dataset was obtained from nine
persons wearing three inertial measurement units, one at the
wrist of the subject’s dominant arm, one at the chest, and
one at the ankle of the subject’s dominant side of the body.
According to the experimental requirements, each person
was required to conduct 12 different activities, including sit-
ting, standing, walking up and down stairs, jumping rope,
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Figure 2: Improved ECA module structure.
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Figure 3: Internal structure of LSTM.
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and running. In addition, a number of random activities were
performed for each program, including cleaning the room,
driving, and working in front of the computer. Each inertial
measurement unit was used with a sampling frequency of
100 Hz, and at eachmoment, three inertial measurement units
collected acceleration, gyroscope, magnetometer, and body
temperature data from the different body parts of the subject’s
current activity. A total of 216,000 data from 9 subjects were
selected for the training. In the experiment, the dataset was
split into training dataset and test dataset based on 7 : 3.

In the purpose of further verifying recognition capability
and data robustness of the proposedmodel, a self-built human
activity dataset was constructed in this paper. Two inertial
measurement units are installed on the abdomen and the
upper side of the knee of the left leg of the experimental tester,
as shown in Figure 5. Each inertial measurement unit can out-
put 3-axis gyroscope and 3-axis acceleration signal of the cur-
rent activity of the tester. According to the experimental
requirements, the tester needs to complete seven prescribed
movements including sitting, standing, going upstairs, going
downstairs, walking, running, and cycling. The long-time
movements (sitting, standing, walking, running, and riding)
are recorded as a set of data every 3min, and the short-time
movements (going upstairs and downstairs) are recorded as
a set every 5 s. The sampling frequency of the inertial measure-
ment unit was set to 25Hz, and finally, 52,500 action data were
obtained. During the training process, the dataset is also split
into training dataset and test dataset based on 7 : 3.

3.2. Data Preprocessing. The preprocessing of the data is
mainly for the processing of the missing values of the data
and the segmentation of the data. For the missing values of
the data, this paper mainly uses the method of Equation
(11) for linear interpolation, where yi is the missing value
of the inertial sensor to be interpolated at the moment xi.

ys and yd are the normal output sensor values at both ends
of the missing value.

yi = ys +
yd − ys
xd − xs

xi − xsð Þ: ð11Þ

For data segmentation, an intelligent segmentation
approach was used in literature [22] to adaptively adapt to
human activity poses with different duration lengths, and
good action recognition results were achieved under differ-
ent conditions. However, the data segmentation method
with fixed window size has obvious advantages in terms of
computational efficiency, while it is easier to achieve end-
to-end processing. Therefore, this paper uses the fixed-
window-size strategy by referring to the approach in litera-
ture [23]. When the fixed window length is K , the data
sequence for the same inertial measurement cell at the i win-
dow time is as follows:
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Different window lengths K will have an impact on the
accuracy, and the relationship between several groups of
window lengths K and accuracy is obtained by comparing
the experiments as shown in Figure 6.

As can be seen from Figure 6, on the PAMAP2 dataset,
the accuracy can reach about 95% when K is 100. On the
self-built dataset, the accuracy can reach about 98% when
K is 50. Therefore, the model training process sets K to
100 and 50 on the PAMAP2 dataset and the self-built data-
set, respectively.

3.3. Model Training. The specific design parameters of the
proposed Inception-LSTM human motion recognition algo-
rithm that introduces the channel attention mechanism are
shown in Table 1. The model is based on the Windows plat-
form, running in the Anaconda environment of Python 3.6
kernel, and is obtained by CPU-accelerated training. During
the training process, the hyperparameters learning rate and
the number of training iteration are set to 0.001 and 200
respectively.

4. Experimental Results and Analysis

4.1. EvaluateMetrics. In this paper, the performance of the algo-
rithm model is measured by using the evaluation metrics of
average accuracy, precision, recall, and F1 value. The calculation
formulas are Equation (13) to Equation (16), respectively.

Accuracy =
TP + TN

TP + TN + FP + FN
, ð13Þ

Precision =
TP

TP + FP
, ð14Þ

Recall =
TP

TP + FN
, ð15Þ

F1 =
2 × Precision × Recall
Precision + Recall

, ð16Þ

where TP means true positive, indicating a positive sample
judged to be positive, TN means true negative, indicating a
negative sample judged to be negative, FPmeans false positive,
indicating a negative sample judged to be positive, and FN
means false negative, indicating a positive sample judged to
be negative.

4.2. Performance on the PAMAP2. In the purpose of observing
the performance of the proposed algorithm on the public data-
set PAMAP2, four algorithms, namely, the standard CNN net-

work, the LSTM network, the neural network without channel
attention mechanism, and the neural network with the origi-
nal ECA added in the proposed model, are also designed as
the control experiment of the proposed algorithm model in
this paper. Meanwhile, in the purpose of ensuring the fairness
of the comparison experiment, the parameters of the convolu-
tional layers of the standard CNN network are set to the serial
sequential connection form of the parameters of the Inception
convolutional structure in this model to ensure the consistent
scale of the convolutional layers. The parameters of the rest of
the neural network algorithms are set with the same values of
the proposedmodel. All adjustable hyperparameters were kept
consistent with the proposed model during the experiments.
The results are displayed in Figure 7.

As is displayed in Figure 7, the neural network without
ECA that combines the Inception parallel convolutional
structure with LSTM has significantly higher recognition
accuracy than the classical CNN with serial sequential con-
nections and the LSTM neural network alone. Meanwhile,
the model incorporating the channel attention mechanism
performs significantly better than the ordinary neural net-
work without the channel attention mechanism in terms of
recognition accuracy. In addition, the improved ECA model
with channel feature extraction proposed in this paper also
has a certain improvement in action recognition accuracy
compared with the unimproved original ECA.

The proposed algorithm in this paper is compared with
other algorithms in existing studies using the same PAMAP2
dataset, and the comparison results are displayed in Table 2.
As is seen in the table, the proposed Inception-LSTM human
action recognition algorithm that introduces a channel
attention mechanism improves 1.88% in recognition accu-
racy compared to the literature [19] that uses a dual atten-
tion mechanism and improves over the AttnSense model
proposed in the literature [24] and the layered convolutional
neural network model with local loss proposed in the litera-
ture [25] by 5.74% and 2.07%. Also, the increase in model
size is almost negligible compared to the neural network
without the use of ECA.

The confusion matrix of the algorithm proposed in this
paper is displayed in Figure 8. From the figure, it can be
observed that the recognition accuracy of the algorithm
can reach more than 90% for most of the actions on the
PAMAP2 dataset. Among them, the recognition accuracy
of rope jumping and running actions can reach 100%. For
some more confusing actions such as sitting, standing, and
ironing, the recognition effect is poor. Sitting actions are eas-
ily misclassified as standing actions and standing actions are
easily misclassified as ironing. The demarcation between
such static actions is not obvious, so they are often misclas-
sified by the model.

In order to visualize the model interpretability brought
by the channel attention mechanism, this paper provides a
visual analysis of channel attention weights to evaluate the
influence of various body parts on motion recognition when
the human body performs different motion postures, and
the results are displayed in Figure 9.

In Figure 9, the shades of the sensor colors at different
moments indicate how much attention the algorithm model
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pays to the current activity on that component of the sensor.
From the figure, it can be observed that the model proposed
in this paper pays more attention to the x-axis component of
the wrist sensor, the x-axis component of the chest sensor,
and the z-axis component of the ankle sensor during the
running activity. During the cycling activity, the model pays
much attention to the x-axis and z-axis components of the
ankle sensors. For the rope-jumping activity, the proposed
model pays more attention to the y-axis and z-axis compo-
nents of the wrist and the three axial components of the
ankle. During the ironing activity, the model pays more

attention to the x-axis and y-axis components at the wrist.
Thus, it can be observed that the algorithm incorporating
the channel attention mechanism is interpretable in terms
of action recognition results and is generally consistent with
the life intuition.

4.3. Performance on the Self-Built Dataset. The same four
neural network algorithms, standard CNN network, LSTM
network, neural network without channel attention mecha-
nism, and the proposed model with original ECA neural net-
work, were designed as control experiments on the self-built
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Figure 6: Influence of different window lengths on accuracy.

Table 1: The parameters of each layer of the proposed model.

Order number Layer position Size Number of parameters

1 The convolutional layer, 1_1 [64, 1, 1, 1] 128

2 The convolutional layer, 1_2 [64, 64, 1, 1] 4160

3 The convolutional layer, 2_1 [64, 1, 1, 1] 128

4 Convolutional layer 2_21 [128, 64, 1, 3] 24704

5 Convolutional layer 2_22 [128, 128, 3, 1] 49280

6 The convolutional layer, 3_1 [64, 1, 1, 1] 128

7 Convolutional layer: 3_21 [128, 64, 1, 5] 41088

8 Convolutional layer 3_22 [128, 128, 5, 1] 82048

9 Maximum pooling layer [64, 1, 3, 3] 0

10 Convolutional layer 4 [64, 1, 1, 1] 4160

11 Channel attention block [1, 5] 385

12 Feature extraction layer [9, 384, 1, 1] 3465

13 LSTM layer [64, 18] 5312

14 Fully connected layer [12, 64] 780
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dataset. The adjustable hyperparameters of the models and
the scale of the models are kept consistent with the proposed
model. The experimental results are displayed in Figure 10.

As it can be observed from Figure 10, the proposed
model has some improvement in accuracy over the model
using the original ECA. Meanwhile, the neural network
incorporating the channel attention mechanism is overall
more accurate and converges faster than the neural network
without the channel attention mechanism. The experimental
results and model sizes of the different models on the self-
built dataset are presented in Table 3.

The confusion matrix for the proposed model to identify
each action in the self-built dataset is displayed in Figure 11.

As can be observed from Figure 11, the proposedmodel can
maintain high accuracy in recognizing all seven motions on the
self-built dataset. Among them, the recognition accuracy of sit-
ting still, running, and cycling reaches 100%. Among them, the

motion patterns of going upstairs, going downstairs, and walk-
ing are more similar, so the degree of confusion is higher.

The visualization results of the attention weights of the
model are shown in Figure 12. As is shown in the figure,
under the condition that the two inertial measurement units
characterize the human activity posture, the channel atten-
tion model pays high attention to the signal component of
the abdominal sensor x-axis when the human body is in
the standing posture. During the upstairs activity, the chan-
nel attention model pays more attention to the signal com-
ponents of the x-axis and z-axis of the leg sensors, which is
consistent with the intuition of daily life.

5. Summary

In this paper, we propose the Inception-LSTM human
motion recognition algorithm with the introduction of
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Figure 7: Accuracy of each model on PAMAP2 dataset.

Table 2: Experimental results of different models on PAMAP2.

Algorithm model Accuracy Precision Recall F1 value Model size

Classics CNN 91.11% 91.41% 91.11% 91.26% 7.14M

LSTM 89.28% 89.69% 89.28% 89.49% 0.37M

Neural network without ECA 92.44% 92.93% 92.44% 92.68% 2.67M

Original ECA 93.91% 94.04% 93.91% 93.97% 2.68M

This article model 95.04% 95.06% 95.21% 95.13% 2.68M

Literature: [24] 89.30% — — — —

Literature: [25] 92.97% — — — —

Literature: [19] 93.16% — — — 3.51M
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channel attention mechanism, which has two main features.
One is to replace the traditional serial sequentially connected
convolutional neural network with the Inception parallel con-
volutional structure to fully extract the spatial features of iner-
tial sensors on multiple paths and scales and to join the LSTM
network to extract the temporal features of the signals. Second,
the channel attention mechanism ECA module is improved

and fused into the neural network model by combining the
inertial sensor signal characteristics to improve the recogni-
tion efficiency and resource utilization of the model. The pro-
posed algorithm is tested on the public dataset PAMAP2 and
the self-built dataset, and good recognition results are achieved
on both datasets. The accuracy of the proposed algorithm for
human motion recognition is higher than that of standard
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Figure 9: Visualization of channel attention weights of different motions on PAMAP2 dataset.
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Figure 10: Accuracy of each model on self-built dataset.

Table 3: Experimental results of different models on self-built dataset.

Algorithm model Accuracy Precision Recall F1 value Model size

Classics CNN 95.71% 96.12% 95.71% 95.91% 2.53M

LSTM 95.02% 95.98% 95.02% 95.50% 0.34M

Neural network without ECA 96.77% 96.85% 96.77% 96.81% 1.21M

Original ECA 98.44% 98.54% 98.44% 98.49% 1.24M

The proposed model 98.81% 98.81% 98.81% 98.81% 1.24M
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Figure 11: The confusion matrix of different motions of the proposed model on self-built dataset.
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CNN, LSTM, and neural networkmodels without using atten-
tion mechanism. Also, the improved ECA module has
improved the recognition results compared with the original
ECAmodule. In addition, the visual analysis of channel atten-
tion weights for several typical actions shows that the action
recognition results of the proposed algorithmmodel are inter-
pretable and consistent with the living intuition.

Data Availability

The datasets used during the current study are available
from the corresponding author on reasonable request.
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Text interpretation of public English vocabulary is a critical task in the subject of natural language processing, which uses
technology to allow humans and computers to communicate effectively using natural language. Text feature extraction is one
of the most fundamental and crucial elements in allowing computers to effectively grasp and read text. This paper proposes a
text feature extraction method based on wavelet analysis that performs fast discrete wavelet transform and inverse discrete
wavelet transform on the feature vectors under the traditional TF-IDF vector space model to address the problem of low
feature differentiation of high-dimensional data in text feature extraction. In particular, due to the design of the Mallat
algorithm, there is frequency aliasing in the signal decomposition process. This phenomenon is a problem that cannot be
ignored when using wavelet analysis for feature extraction. Therefore, this paper proposes an improved inverse discrete wavelet
transform method, in which the signal is decomposed by Mallat algorithm to obtain wavelet coefficients at each scale and then
reconstructed to the required wavelet space coefficients according to the reconstruction method, and the reconstructed
coefficients are used to analyze the signal at that scale instead of the wavelet coefficients obtained at the corresponding scale.
Experiments on the public English vocabulary dataset reveal that the wavelet transform-based strategy suggested in this
research outperforms existing feature extraction methods while maintaining greater classification accuracy while reducing the
dimensionality of the TF-IDF vector space model.

1. Introduction

With the development of the Internet and the continuous
updating of computers and information technology, the
information stored on the network is becoming more and
more abundant. The number of texts, as an effective expres-
sion of information, is also growing rapidly. In recent years,
with the rise of cloud computing and big data, it has enabled
the effective organization and management of huge amount
of public English vocabulary texts. How to obtain effective
information efficiently and accurately has become the main
purpose of text mining, information retrieval, and network
opinion analysis. The diversity, complexity, redundancy,
and irregularity of public English lexical text data pose a
great challenge for text understanding. The core of text
understanding is to convert text data into signals that can
be perceived and analyzed by computers through mathemat-

ical operations and to process them automatically to feed
back the results depending on the task. In text understand-
ing, one of the most fundamental and critical steps is text
feature extraction. Therefore, feature reduction of complex
feature space with high dimensionality of text becomes the
main key point for text classification. The purpose of feature
extraction is to effectively downscale the initial high-
dimensional features and select an optimal subset of features
from the high-dimensional feature space [1].

The vast amount of public English lexical texts on the
Internet has brought about a rich corpus of resources but
at the same time has made text perception, analysis, and pro-
cessing a huge challenge. The first challenge is that any user
can generate and disseminate data, the majority of which is
text, resulting in the rapid growth of the text corpus; the sec-
ond challenge is that behind the big data lies a large amount
of repetitive and meaningless data, which is of mixed quality
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and low value density. Finally, data exists in a variety of
platforms, including structured data, semistructured data,
and unstructured data, so “high feature dimensionality and
complex structure” are the third challenge. The third chal-
lenge is “high feature dimensionality and complex struc-
ture.” Addressing these challenges is the main obstacle for
text data analysis [2]. The feature vector space is usually
formed by using a set of words of a text as attribute vectors.
The original feature vector space of text contains all the attri-
butes of words, which is high-dimensional and sparse, but
not all attributes contribute to the classification decision.
Therefore, it is necessary to effectively reduce the dimen-
sionality of the high-dimensional text feature space and
extract the best set of classification feature attributes without
degrading the system performance.

In recent years, many scholars have proposed a large
number of effective methods and techniques in text feature
extraction to address these three challenges. Words in public
English, as the most basic units in a text, are the smallest ele-
ments that constitute sentences and discourse. Feature
extraction of words is usually called word-level representa-
tion, but the number of words in a text, no matter in English,
is very large, and sequential coding of these words alone is
not only labor-intensive but also difficult to reveal the
semantic relationships between words, so a vectorized repre-
sentation of word level with measurable semantic distance is
very necessary. Specifically, given a semantic metric, each
word or phrase is projected as a high-dimensional vector,
and the space formed by these vectors is called the vector
space at the word level, thus transforming the unstructured
text into a manageable structured form. Public English lexi-
cal texts still have the common problems in text data analy-
sis: high dimensionality and feature redundancy. Data
compression has been one of the important application areas
of wavelet analysis, and this has led to great social and eco-
nomic benefits [3]. Compressed perception theory proves
that a signal can be sampled at a lower frequency and recon-
structed with high probability as long as the signal is sparse
in some orthogonal space. Compressed perception theory
can efficiently capture information from sparse signals and
perceive measurements through noncorrelation, a property
that makes compressed perception widely used in real-life
applications. Compressed perception theory has brought a
revolutionary breakthrough by solving the current bottle-
neck in information acquisition and processing technology
and has received widespread attention from scholars in var-
ious countries, ranging from medical imaging and signal
coding to astronomy and geophysics [4]. The Boolean model
[5–7] is an early text representation paradigm that uses a
collection of “1” and “0” variables to represent the feature
items of the related text. However, regardless of semantic
relevance, text features are now allocated equal weights by
default, making the represented features unable to match
the realistic meaning.

In this paper, to address the problems of high dimen-
sionality and feature redundancy of public English lexical
text, wavelet transform and inverse wavelet transform are
performed on the feature vectors under the text vector space
model, so that the text feature space dimensionality is

reduced. In particular, for the phenomenon of frequency
aliasing in the signal decomposition process of Mallat algo-
rithm, an improved algorithm model that can effectively
eliminate frequency aliasing is proposed, expecting to
achieve the purpose of accurate extraction of public English
vocabulary text features, and the proposed method is verified
based on the text classification task.

The paper’s divisional layout is as follows: the related
work is presented in Section 2. Section 3 analyzes the algo-
rithm design of the proposed work. Section 4, discusses the
experimentation and results. Finally, in Section 5, the
research work is concluded.

2. Related Works

2.1. Text Feature Extraction. After text preprocessing and
representation, text information still belongs to a high-
dimensional and highly sparse vector matrix, which makes
the computer’s computation and learning training process
more difficult, and the classification effect is poor. Text fea-
ture selection is required to achieve even more dimensional-
ity reduction. Finding the ideal subset of features in the
solution space comprising all feature subsets and selecting
the most representative combination of features with the
least amount of time are the key to feature selection. Since
computer devices can only recognize mathematical symbols
such as binary, the original text language should be con-
verted into a computer-recognizable representation before
using computers to study text information. Among the
many text representation methods, the most effective and
accurate method is to build a text representation model. A
good text representation model not only affects the accuracy
of text detection but also is related to the relevance of the
semantic connection between text data. Thus, text represen-
tation models have an irreplaceable position in text analysis.
Boolean model [5] is an early text representation model,
which represents the feature items of the corresponding text
by the set of “1” and “0” variables. However, at this time, the
text features are assigned with equal weights by default
regardless of semantic relevance, which makes the repre-
sented features unable to match the realistic meaning. The
vector space model (VSM) was proposed by Huang et al.
[6] and is one of the classical models in text representation.
This model is also a statistical model based on bag of words
[7], which compares the words in a text to a bag of balls and
represents the text ignoring the order of word occurrence,
which has the feature of simplicity and speed. However,
the individual unordered individuals alone are also unable
to solve the relationship between words, which in turn
causes the problem of losing semantic information. The
above two models generally suffer from two main problems
of high dimensionality and vector sparsity in the process of
representing text, which eventually leads to a large amount
of computer resources being spent but instead results in
poor text clustering accuracy. In recent years, research
scholars have focused on how to reduce the complexity of
the text representation model on the basis of ensuring that
the clustering accuracy is not affected, and the main solu-
tions can be broadly divided into two categories: feature
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selection and feature extraction. Among them, feature selec-
tion is used to obtain a subset of features from the initial text
feature data as the text representation according to certain
rules. For example, the term frequency and inverse docu-
ment frequency (TF-IDF) for text feature selection [8, 9]
can be used to solve the problem of equal weights. It gives
feature words weight coefficients based on the number of
occurrences and relative relevance of a word in the text, with
the goal of filtering out feature words that highlight the text
topic. Scholars have suggested feature selection techniques
such as the chi-square test [10], information gain [11], and
mutual information [2] since then, all of which have
achieved the goal of decreasing the complexity of the text
representation model without affecting the semantics of the
text. In contrast, in the feature extraction approach, the
extracted features are not derived from a subset of the initial
text features, but a new set of text features created based on
the initial text features is used as the text representation. The
current common feature extraction methods tend to utilize
the core idea of stitching features, where individuals with lit-
tle difference in nature in the features are fused into new fea-
ture items. The Dirichlet allocation topic model [12] and the
random mapping model [13] have made significant contri-
butions to the research development of feature extraction
as representatives in feature extraction models. With the
rapid development of deep learning in recent years, Mikolov
et al. [14] proposed the Word2Vec model, which has made
great progress in feature extraction techniques. The model
represents text by converting words in text space to vector
space and using low-dimensional numerical vectors. It over-
comes the text vector dimensionality explosion and
increases the accuracy of conveying the semantics of the
original text by representing words as word vectors by
exploiting semantic linkages between contexts. After that,
Kim et al. [15] proposed the Doc2vec model for text seman-
tic feature extraction. The above mathematical models based
on deep learning reflect the current situation that deep
learning knowledge is gradually integrated into text repre-
sentation as well as feature extraction; however, the problem
of large-scale data and computational hardware loss
required by deep learning models is also more significant.

2.2. Wavelet Transform. The idea of wavelet transform
comes from the method of stretching and translation, which
is to compress and stretch the signal in the time axis; trans-
lation is to move the wavelet basis function in parallel with
the waveform in the time auxiliary. In 1974, the French engi-
neer Morlet first proposed wavelet transform, which was not
available at that time. In 1974, the mathematician Meyer
proved the existence of wavelet function and carried out an
in-depth study in the theory. So far, wavelet transform the-
ory has been widely used in signal analysis [16], image pro-
cessing [17], fault diagnosis [18], and other engineering
fields.

Since 1990, the wavelet transformation and its engineer-
ing applications have gradually received the attention of sci-
entists from all over the world, and it is considered a major
breakthrough to the Fourier transform. Wavelet transform is
developed on the basis of Fourier transform, and they are

essentially different from each other in time and frequency
domains. Wavelet transform provides an adaptive analysis
method of simultaneous local changes in time and frequency
domains, which can automatically adjust the time and fre-
quency windows to meet the needs of practical engineering,
no matter analyzing low-frequency or high-frequency local
signals. Characterizing the singularity of the signal is another
feature of wavelet transform, and the maximum value of
wavelet transform modes of the fault signal at different
decomposition scales can represent the sudden change of
the signal. The application of wavelet transform theory to
the field of signal processing has been developed rapidly in
recent years, mainly including signal denoising, data com-
pression, and fault diagnosis.

The wavelet is defined as follows: let ψðtÞ be a square
productable function, ψðtÞ ∈ L2ðRÞ. Its Fourier transform ψ
ðωÞ is given by

Cψ =
ð
R

bψ ωð Þ�� ��2
ωj j dω <∞, ð1Þ

calling ψðtÞ as the base wavelet or mother wavelet; equation
(1) is the tolerance condition of the wavelet function. Scaling
and translating ψðtÞ, the function ψa,τðtÞ is obtained as

ψa,τ tð Þ = 1ffiffiffiffiffi
aj jp ψ

t − τ

a

� �
, a, τ ∈ R ; a ≠ 0: ð2Þ

In formula (2), a and τ are the scaling factor and trans-
lation factor, respectively. The wavelet transform is defined
as follows: after translating the wavelet function ψðtÞ by τ,
the inner product operation is done with the signal to be
analyzed xðtÞ at different scales a, as shown in the following
equation:

WTx a, τð Þ = 1ffiffiffi
a

p
ð+∞
−∞

x tð Þψ∗ t − τ

a

� �
dt,  a > 0: ð3Þ

The equivalent frequency domain representation of
equation (3) is shown in equation (4), where XðωÞ, ψðωÞ
are the Fourier transforms of xðtÞ and ψðtÞ, respectively.

WTx a, τð Þ =
ffiffiffi
a

p
2π

ð+∞
−∞

X ωð Þψ∗ aωð Þejωτdω: ð4Þ

The wavelet transform can obtain a multiresolution
description of the signal, and this description conforms to
the general laws of human observation of the world. At the
same time, wavelet transform has rich wavelet basis that
can be adapted to signals with different characteristics. The
features of wavelet and wavelet transform are (1) joint local
analysis function in time domain and frequency domain; (2)
multiresolution and multiscale analysis function; (3) a good
local approximation basis for nonlinear system; and (4) fast
algorithm based on conjugate mirror filter bank. At present,
wavelet transform is widely used in industry, medical treat-
ment, military, and other fields.
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3. Algorithm Design

The vector space model simplifies text processing, and com-
binations between different words may achieve the effect of
their alignment. However, its disadvantage is that the vector
dimensions increase rapidly as the text set expands and the
dictionary words increase. Because it is difficult for a single
text vector to include all of the words in the dictionary, there
are many dimensions with weight values of 0, resulting in
high dimensionality and vector sparsity. Therefore, we need
to reduce the dimensionality of the vectors in the traditional
vector space model, which can be viewed as digital signals
for text vectors. And wavelet analysis theory has strong
advantages for digital signal processing. Existing theories
and practices show that the transformed digital signal can
be highly restored to the original signal, and wavelet analysis
can uniquely capture the localization details, which makes it
possible to operate in the wavelet transform space for this
paper. In this paper, the DWT and IDWT methods used in
this paper are performed on the vector space model to test
the effectiveness of this text feature extraction method with
the accuracy of text classification. The flow chart of the
algorithm is shown in Figure 1. Firstly, the dataset is divided
into words and a dictionary is constructed to obtain the TF-
IDF feature space vectors; then, the obtained TF-IDF vectors
are subjected to a one-dimensional discrete wavelet trans-
form (DWT) to obtain the scale coefficients and wavelet
coefficients; the scale coefficients and wavelet coefficients
are summed up in the corresponding components to obtain
the wavelet space vectors proposed in this paper. Finally, the
scale coefficients and wavelet coefficients obtained in the
previous step are summed up again by reducing the corre-
sponding scale functions, and several of their middle dimen-
sions are extracted from the obtained vectors to obtain the
inverse discrete wavelet transform (IDWT) space vectors
proposed in this paper.

3.1. TF-IDF Feature Extraction. Term frequency–inverse
document frequency (TF-IDF) is one of the popular algo-
rithms in the field of text mining, which is obtained by mul-
tiplying TF (word frequency) and IDF (inverse document
rate) [19]. The actual meaning of TF is the probability of
occurrence of a keyword in a document, as shown in equa-
tion (5). The more the keyword appears in a single text,
the larger the TF value is, where nij denotes the number of
occurrences of word ti in text dj and ∑knk,j denotes the
number of occurrences of all words in document dj.

TFi,j =
ni,j

∑knk,j
: ð5Þ

The emergence of TF has led many scholars to use TF as
a method for judging text similarity. Although this method
can reflect the similarity of high-frequency words in each
text, it can provide theoretical support for judging text sim-
ilarity to a certain extent. However, there are many popular
or basic words in all kinds of texts, so it is obvious that the
TF frequency alone is not scientifically supported. Therefore,
the IDF variable is introduced as the weight factor of TF,

which is used to regulate the problem that the TF value is
generally high among the texts of multiple categories. The
IDF is calculated by taking the number of texts containing
a certain keyword as the denominator and the number of
texts in the corpus as the numerator, and the result of this
fractional formula is taken as the logarithm to obtain the
result of IDF, as shown in the following equation:

IDF = log Dj j
1 + j : ti ∈ dj

È É�� �� : ð6Þ

In equation (6), D is the whole corpus and fj : ti ∈ djg is
the number of texts in which a word appears in the corpus.
In order to avoid the situation that the denominator is 0
because the word does not exist in the corpus, the denomi-
nator is increased by 1. If a high-frequency word appears
in a large number of texts in the corpus, it means that the
word is less important for a single text and is not a keyword
to be extracted. In this case, the IDF value of this word will
be smaller, and the weight of this keyword will be reduced.
For example, if all the texts in a corpus are about a person,
the name of the person may appear in all the texts, and then,
the IDF value will be very small. In summary, the formula of
TF-IDF is shown in equation (7), which eliminates a large
number of common words in the text while retaining high-
frequency words and extracts words with a high degree of
importance.

TFi,j − IDFi = TFi,j × IDFi,j: ð7Þ

3.2. Improved Mallat Algorithm

3.2.1. Traditional Mallat Algorithm. The Mallat algorithm is
a fast algorithm for wavelet analysis that introduces the idea
of multiresolution analysis in the field of computer vision
into wavelet analysis. However, the Mallat algorithm is
implemented by using wavelet low-pass filters H and h and

Building a dictionary

Input dataset

TF-IDF vector

1-D DWT

Scale factor/wavelet coefficient

Component summation

Wavelet space vectors

Scale function reduction
and summation

IDWT space vector

Figure 1: Flow chart of text feature extraction based on wavelet
transform.
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wavelet high-pass filters G and g corresponding to the scale
function and wavelet function to filter the signal in low pass
and high pass. For convenience, the scale function is referred
to as the low-frequency subband and the wavelet function is
referred to as the sub-high-frequency subband. The Mallat
decomposition algorithm is as follows:

A0 f tð Þ½ � = f tð Þ,
Aj f tð Þ½ � =〠

k

H 2t − kð ÞAj−1 f tð Þ½ �,

Dj f tð Þ½ � =〠
k

G 2t − kð ÞAj−1 f tð Þ½ �,

8>>>>><
>>>>>:

ð8Þ

where t is the discrete time series number, t = 1, 2,⋯,N ; f
ðtÞ is the original signal; j is the number of layers, j = 1, 2
⋯ , J , J takes blog2Nc; H and G are wavelet decomposition
filters; Aj is the wavelet coefficient of the approximate part of
the jth layer of the signal f ðtÞ; and Djis the wavelet coeffi-
cient of the detailed part of the signal f ðtÞ in layer j. The
decomposition process of Mallat two-dimensional tower
wavelet transform is shown in Figure 2.

Refactoring algorithm

Aj f tð Þ½ � = 2 〠
k

h t − 2kð ÞAj+1 f tð Þ½ � +〠
k

g t − 2kð ÞDj+1 f tð Þ½ �
( )

,

ð9Þ

where j, J is the same as equation (8), j = J − 1, J − 2, …, 0;
h, g are wavelet reconstruction; and Aj and Dj have the same
meaning as equation (2). The reconstruction process of
Mallat two-dimensional tower wavelet transform is shown
in Figure 3.

3.2.2. Mallat Algorithm Analysis. From Mallat’s decomposi-
tion algorithm, it follows that the approximate part of the
signalf ðtÞis at the2jth scale (jth layer). The wavelet coeffi-
cients Aj of the low-frequency part are obtained by convolv-
ing the wavelet coefficients Aj−1 of the approximate part of
the 2j−1 scale (the j − 1th layer) with the decomposition filter
H, and then, the convolution result is sampled at intervals.
The wavelet coefficients Dj of the high-frequency part of

the signal f ðtÞ at the 2jth scale (the jth layer) are obtained
by convolving the wavelet coefficients Aj−1 of the

A0

G

H

2

2

D1

G

H

2

2

D2

G

H

2

2

DJ

AJ

G H : Convolved with G and H 2 : Interval sampling

…

Figure 2: Decomposition process of Mallat two-dimensional tower wavelet transform.
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Figure 3: Reconstruction process of Mallat two-dimensional tower wavelet transform.
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Figure 4: Improved Mallat decomposition algorithm model.
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approximate part of the 2j−1 scale (the j − 1th layer) with the
decomposition filter G and then sampling the convolution
result at intervals. It can be said that the Mallat algorithm
is basically done in 3 steps:

(1) Wavelet filtering (convolution)

(2) Interval sampling

(3) Interval zero interpolation
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Figure 5: Simulation effect of the improved Mallat algorithm.
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Therefore, the frequency overlap phenomenon is defi-
nitely generated during the above 3 steps. The interpolation
of zeroes is a technique used in wavelet reconstruction,
which does not affect the wavelet decomposition stage; i.e.,
it is not relevant to the problem discussed in this paper. In
fact, the wavelet filter is not an ideal filter, and the nonideal
frequency domain characteristics of the filter make it possi-
ble for the signal to be filtered with each bandlimited sub-
band containing its neighboring subband components, thus
generating the frequency aliasing phenomenon. However,
considering the unevenness of frequency aliasing in each
band-limited subband (approximate and detailed), there is
almost no aliasing in the approximate band-limited sub-
band. In fact, interval sampling is the root cause of frequency
aliasing, because it violates Shannon’s sampling theorem.
Therefore, if the original signal contains frequency compo-
nents close to the sampling edge, the decomposition accord-
ing to Mallat’s algorithm will definitely generate frequency
aliasing imagination.

3.2.3. Improved Mallat Algorithm. After a thorough study of
Mallat algorithm, it is clear that the implementation of Mal-
lat algorithm inevitably generates frequency aliasing. We can
see from the wavelet decomposition and reconstruction
algorithms that the wavelet decomposition process is sam-
pling at intervals and the reconstruction process is interpo-
lating zeros at intervals; both processes cause frequency
aliasing, but in different directions. That is to say, the
decomposition process generated by the overlap in the
reconstruction process has been corrected. However, this
also provides an idea of how to solve the frequency aliasing
phenomenon generated by Mallat decomposition algorithm:
after decomposing the signal by Mallat algorithm to obtain
wavelet coefficients at each scale and then reconstructing to
the required wavelet space coefficients cdj according to the
reconstruction method and using the reconstructed coeffi-
cients cdj to analyze the signal at that scale instead of the
wavelet coefficients cdj obtained at the corresponding scale.
In this way, the effects of frequency aliasing can be better
resolved to achieve the desired goal. In this paper, this algo-
rithm is called subband signal reconstruction algorithm. The
improved algorithm model is shown in Figure 4. Using this
model, the TF-IDF features of the equation input are redec-
omposed and the simulation results show that the algorithm
is practical and effective. Figure 5 shows the analysis of the
TF-IDF feature vector using this algorithm and the spectral
effect of the detailed signal dj.

4. Experiments

4.1. Experiment Preparation. The text dataset of public
English vocabulary used in this paper is a corpus retrieved
from the web. It contains a total of 10,505 samples from
eight categories: education, culture, finance and economics,
science and technology, sports, military, agriculture, and
politics. This data source is rich and suitable for the study
of text classification. The number of samples in each cate-

gory is shown in Table 1. Two major groups of experiments
are conducted in this paper. The first set of experiments tests
the classification performance of each training space when
targeting internal samples (the test set and training set are
from the same distribution), and 80% of the data in the
experiments are used for the training set and the rest for
testing; the second set of experiments verifies the superiority
of the wavelet analysis method proposed in this paper for
exotic samples. The text data with the categories of educa-
tion, culture, finance and economics, science and technol-
ogy, and sports are used as the training set, and the text
data with the categories of military, agriculture, and politics
are used as the test set (the training set and the test set are
from different distributions). Singular value decomposition
(SVD) [20], independent component analysis (ICA) [21],
principal component analysis (PCA) [22] method, and the
modified Mallat method in this paper were used to extract
the feature vectors under the vector space (TF-IDF). The fea-
ture vectors (TF-IDF) of the vector space are extracted by
dimensionality reduction. The accuracy of each space is
measured using the KNN method (cosine distance as the
similarity measure), and the dimensionality of SVD space,
ICA space, and PCA space is consistent. In this paper, the
precision, recall, and F1-score are used to evaluate the model
performance. The accuracy rate indicates the percentage of
correctly predicted results to the total samples; the precision
rate indicates the number of correctly predicted samples
among the samples predicted to be of that class; the recall
rate is the probability of being predicted to be of that class
among the samples that are actually of that class; both the
precision rate and recall rate are considered simultaneously,
so that both are simultaneously maximized and a balance is
achieved.

Table 1: Text dataset of public English vocabulary.

Text category Sample size

Education 1021

Culture 1568

Economic 1392

Science 1077

Sports 1408

Military 1390

Agricultural 1296

Political 1353

Total number 10505

Table 2: Average experimental results of internal category text
classification.

Methodology Precision Recall F1-score

SVD 0.875 0.859 0.867

ICA 0.826 0.847 0.836

PCA 0.883 0.862 0.872

Proposed 0.904 0.911 0.907

7Computational and Mathematical Methods in Medicine
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4.2. Internal Category Text Classification. In this section, we
conduct classification experiments on internal categories of
public English lexical texts to verify the feature extraction
effect. Since a total of 8 categories of training samples are
used in this experiment, the average of precision rate, recall
rate, and F1-score is taken as indicators to evaluate the effec-
tiveness of each method. The classification results are shown
in Table 2, and the F1-score of the method in this paper is
improved by 04%, 7.10%, and 3.50% compared with that
of SVD, ICA, and PCA, respectively. The results show that
the wavelet transform-based feature extraction methods pro-
posed in this paper can all obtain robust feature representa-
tions, which confirms the stability of the method.

In order to show more intuitively and clearly the effect of
the improved feature extraction algorithm on the index

improvement of classifier classification, the F1-score of each
algorithm under different categories is plotted in this paper
based on the data in Table 2 as shown in Figure 6. It can
be observed that the ICA and PCA methods have similar
feature extraction ability for public English lexical texts,
while the wavelet transform-based method proposed in this
paper has the best feature extraction ability for each cate-
gory. This is because the wavelet transform inherits and
develops the localization idea of the short-time Fourier
transform, overcomes the shortcomings such as the window
size does not change with frequency, and can fully highlight
the features of certain aspects of the problem through the
transform. It can localize the analysis of time (space) fre-
quency and gradually carry out multiscale refinement of
the signal (function) through the telescopic translation
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Figure 6: F1-score of various algorithms under different text categories.

Table 3: External category text classification effect.

Methodology Criteria Military Agricultural Political Average

SVD

Precision 0.857 0.796 0.812 0.822

Recall 0.802 0.812 0.824 0.813

F1-score 0.829 0.804 0.818 0.817

ICA

Precision 0.849 0.786 0.805 0.813

Recall 0.833 0.771 0.793 0.799

F1-score 0.841 0.778 0.799 0.806

PCA

Precision 0.842 0.794 0.756 0.797

Recall 0.829 0.772 0.743 0.781

F1-score 0.835 0.783 0.749 0.789

Proposed

Precision 0.886 0.854 0.875 0.872

Recall 0.875 0.889 0.832 0.865

F1-score 0.88 0.871 0.853 0.868
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operation, finally achieving time subdivision at high fre-
quencies and frequency subdivision at low frequencies,
which can automatically adapt to the requirements of
time-frequency signal analysis and thus can focus on any
details of the signal.

4.3. External Category Text Classification. The second set of
experiments is aimed at verifying the feature extraction abil-
ity of the algorithm for samples with different distributions
from the training set. Table 3 shows the detailed classifica-
tion accuracy of the three categories in the test set. From
the table, it can be concluded that the proposed method
based on the improved inverse discrete wavelet transform
can have better feature extraction ability for unseen catego-
ries of text, while the SVD, ICA, and PCA algorithms
depend on the characteristics of the training set.

5. Conclusions

In this paper, an improved inverse discrete wavelet transfor-
mation text feature extraction method based on the Mallat
algorithm is proposed for the problem that public English
lexical text features have high dimensionality and the fea-
tures contain redundant information. In this work, the
wavelet transform is simply the sum of the respective com-
ponents of the low-frequency and high-frequency vectors
created by the one-dimensional discrete wavelet transform.
After the one-dimensional discrete wavelet transform, the
dimensionality of the low-frequency and high-frequency
vectors is the same and around half of the original vectors,
meeting the dimensionality reduction goal. We discover
the primary reasons of frequency mixing in the Mallat algo-
rithm in this work, based on an in-depth examination of the
algorithm, and suggest a better model to solve the frequency
mixing. Under certain circumstances, the proposed inverse
wavelet space may have a higher accuracy for a specific clas-
sification category. Many low-dimensional feature extraction
approaches lose crucial classification features; however, the
highly sparse orthogonal wavelet space vector in this study,
according to compressed perception theory, can reliably
maintain the important properties of the most original fea-
ture vector. The next work is to check whether the feature
extraction efficiency of wavelet analysis method has certain
advantages in experiments and how to expand the specific
conditions of this paper’s inverse wavelet space to make its
specific advantages greater.
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Objective. To analyze the effect of painless rehabilitation nursing for hip replacement patients. Method. 124 elderly patients who
underwent total knee arthroplasty in our hospital from June 2019 to June 2020 were selected as study subjects. They were
randomly divided into observation group and control group. The control group was given routine nursing care, and the
observation group was given painless rehabilitation care on the basis of the control group. Knee circumference, knee pain, knee
function, agitation and sleep duration were recorded and compared between the two groups. Results. The changes of knee
circumference diametral in both groups were significantly decreased at 1, 3 and 7 days after operation; The changes of knee
circumference diametral in the observation group were significantly smaller than those in the control group at 3,7 days after
operation (P<0.05). VAS (Visual Analogue Scale) scores at 1, 3 and 7 d after operation were significantly decreased in both
groups; The score of the observation group was significantly lower than that of the control group, and the difference was
statistically significant (P<0.05). HSS (Hospital for special surgery) scores increased significantly in both groups at 1 week, 1
month, 3 months and 6 months after operation. All the comparisons were statistically significant (P<0.05); HSS scores of
observation group were significantly higher than control group at 1 week, 1 month, 3 months and 6 months after surgery. The
difference was statistically significant (P<0.05). The agitation rate of the observation group was lower than that of the control
group (P<0.05). Compared with the control group, the sleep time of observation group increased significantly in each period,
with statistically significant difference (P<0.05). Conclusion. Perioperative painless rehabilitation nursing interventions for
patients with hip replacement could significantly relieve swelling and pain, it was helpful for the patients to recover the
function of knee joint after operation and worthy of clinical application.

1. Introduction

In clinic, femoral neck fracture usually occurs in the elderly.
Hip replacement is mainly used in the elderly patients with
femoral neck fracture in clinical, mainly for the elderly
patients over 50 years old.Due to the inability of the affected
limb to walk with weight after fracture, it needs to stay in
bed for a long time, but it is prone to serious bed complica-
tions such as bedsore, accumulated pneumonia, urinary tract
infection and lower extremity deep venous thrombosis,
which is difficult to care [1].the treatment effect of acetabular
degeneration, articular ankylosis, femoral head necrosis,
femoral neck fracture and other symptoms is good, which

can effectively restore the patient’s hip function [2]. The
operation process of total hip arthroplasty is convenient
and operable, and the incidence of postoperative adverse
reactions is relatively low and the safety factor is high [3].
Hip arthroplasty is the most effective method for the treat-
ment of hip disease and femoral neck fracture. This opera-
tion is to place a metal prosthesis similar to human bone
and joint into the damaged joint surface. The ultimate pur-
pose of hip arthroplasty is to restore joint function and elim-
inate pain, but the recovery of joint function after
arthroplasty is closely related to patients’ postoperative reha-
bilitation exercise [4]. Due to the poor physical quality of the
elderly patients, the incidence of postoperative
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complications is higher. Therefore, how to perform effective
analgesia for patients with hip joint disease is of great signif-
icance [5, 6]. Early rehabilitation nursing intervention as
soon as possible after the recovery of patients’ consciousness
can not only improve their psychological state, but also
enhance the patients’ attention to postoperative rehabilita-
tion exercise, effectively alleviate their pain and create condi-
tions for the smooth progress of follow-up rehabilitation
exercise [7]. Studies have shown that painless rehabilitation
care has a more prominent effect in preventing postoperative
pain and can promote faster recovery of patients [8, 9].

To analyze the effect of painless rehabilitation nursing
for hip replacement patients. 124 elderly patients who
underwent total knee arthroplasty in our hospital from June
2019 to June 2020 were selected as study subjects. The
indexes of knee circumference diameter and knee pain were
observed 1, 3 and 7 days after operation; The indexes of knee
function、agitation situation and sleep time were observed 1
week, 1 month and 3 months after operation. The applica-
tion effect of painless rehabilitation nursing for hip replace-
ment patients was discussed by analyzing the data of the
above five observation indexes. The rest of our paper con-
sists as section-2 illustrates materials and methods that we
have used during our research work, section-3, makes a
comparative analysis of the two groups of cases, section-4
is based on discussing and finally, we conclude our work in
section-5.

The detailed research content is as follows:

2. Materials and Methods

2.1. General Information. According to the following exclu-
sion criteria and inclusion criteria, 124 elderly patients who
underwent total knee arthroplasty in our hospital from June
2019 to June 2020 were selected as study subjects.

2.1.1. Inclusion Criteria

(1) No cognitive or mental disorders

(2) Meeting the relevant indications for hip replacement
[10];

(3) American Association of Anesthesiologists (ASA)
grade I~ III [11].

2.1.2. Exclusion Criteria

(1) Patients with malignant tumors, cognitive impair-
ment, contraindications to anesthesia and incom-
plete clinical data

(2) Preoperative analgesic drugs were used

(3) Severe heart and lung dysfunction

(4) Other persons who were not suitable to be enrolled

124 cases were divided into control group and observa-
tion group to be grouped by lot: In the control group, there
were 62 cases, including 39 males and 23 females, the aver-
age age was (74.29± 3.35) between 66 and 85 years old, the

body mass was 56~69 kg, with an average weight of
(62.25±2.36) kg. In the observation group, there were 62
cases, including 33 males and 29 females, the average age
was (73.24±3.32) between 64 and 85 years old, the body mass
was 55~72kg, with an average weight of (62.21±2.65) kg. Par-
ticipants and their families were informed, and baseline infor-
mation remained homogeneous between groups (P > 0.05).
The grouping details are shown in Table 1.

2.2. Methods. During the perioperative period, the observa-
tion group adopted conventional nursing, namely preopera-
tive examination under the guidance of the responsible
nurse, formulation of personalized diet plan, preoperative
psychological counseling, and intraoperative cooperation
with the attending physician to complete the operation. Pay-
ing close attention to the changes of vital signs, follow the
doctor’s advice for routine treatment and resume knee func-
tion exercise. In the control group, the following measures
were added to the perioperative nursing of the observation
group: Preoperative evaluation; Pain education; Pain man-
agement; Pain care; Rehabilitation; Nutritional support; Psy-
chological support. Details of the above measures are as
follows:

(1) Preoperative evaluation. After admission, the
patient’s physical condition was comprehensively
evaluated based on the patient’s health status and
examination results to ensure the patient’s tolerance
during the operation, and the patient’s vital signs
were monitored in detail and make detailed paper
records. Ensure that patients receive adequate nutri-
tional support, psychological preparation and ade-
quate preoperative preparation

(2) Pain education. For different fear levels of pain, pub-
licity materials related to painless care are posted in
the ward, pain education manuals are distributed to
patients, and psychological communication is car-
ried out with patients to help patients deepen their
understanding of pain

(3) Pain management. For preoperative analgesia, cele-
coxib (200mg) was given to the patient 3 days before
the operation, twice a day, for 1 week after the oper-
ation. During the operation, femoral nerve combined
with sciatic nerve block anesthesia was performed on
the basis of general anesthesia. Attention was paid to
keep warm during the operation, and intraoperative
infusion volume was controlled. After surgery, when
the patient returned to the ward, multimodal post-
operative pain control was performed, such as pare-
coxib intramuscular injection [12] (40mg), 2 times/
d, continuous 3 days; continuous ice application for
48 hours; The intravenous self-controlled analgesia
pump was used continuously for 48 hours

(4) Pain care. Instructing patients to keep warm and
keep the surgical site clean to prevent infection,
patients with severe pain could be treated with cen-
tral analgesics or a combination of non-steroidal
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anti-inflammatory analgesics [13] as prescribed by
the doctor. For the pain caused by the postoperative
incision and tight dressing, corresponding treatment
could be given according to the specific situation,
and the patient’s pain symptoms should be evaluated
in time. Letting patients relax their muscles by clos-
ing their eyes, meditation, deep breathing, sighing,
and yawning to achieve the effect of pain relief. At
the same time, various physical therapy methods
such as cold compresses, ice compresses, hot com-
presses, appropriate relaxation of bandage and slight
massage various physical treatment methods were
used to relieve pain

(5) Rehabilitation. Within 1 week after the operation,
the patient was mainly manifested as local swelling
and pain, and appropriate isometric exercises could
be performed to help restore the original physiolog-
ical function of the limb. Two weeks after the opera-
tion, the main symptoms were inflammation
disappeared, callus formation and fracture end sta-
bility. There were moderate amount on the basis of
muscle contraction exercise, gradually moving up
and down joints. Prevent muscle atrophy

(6) Nutritional support. If the patient had no symptoms
of abdominal pain or abdominal distension 1 day
after the operation, patient could eat an appropriate
amount of fat-free or semi-liquid food. Under the
guidance of the medical staff, patients were
instructed to eat more light food which was easy to
digest and rich in high quality protein, and eat more
fresh vegetables and fruits

(7) Psychological support. Guide patients to correctly
face the pain caused by operation after operation;
Face the difficulties encountered in recovery with a
positive attitude; Provide psychological support for
patients’ family members in helping patients recover.
Actively prevent patients from mental diseases such
as depression and mania

Both groups were followed up for 5 months by telephone
or outpatient follow-up, the follow-up period was from July
2020 to November 2020. And the recovery of knee joint
function was recorded in detail.

2.3. Obvervational Index. Knee circumference, knee pain,
knee function, agitation and sleep duration were compared
between the two groups.

(1) Knee circumference (1, 3, 7d postoperatively). Preop-
erative and postoperative circumference of affected
knee joint 1,3,7 d were measured by scale method.
To improve the measurement accuracy, gentian violet
could be used to mark the upper edge of the skeleton
and marked the upper edge of the skeleton at 2 cm.
A soft tape measure was used to measure the circum-
ference (mm) of the knee joint at 2 cm above the upper
margin of the skeleton. The change of knee circumfer-
ence diameter (mm)= the circumference diameter on
the n day after surgery - the circumference diameter
before surgery, in which n was 1, 3, 7d

(2) Knee pain (1,3,7 d postoperatively). VAS Scale [14]
(Visual Analogue Scale. This method is sensitive and
comparable. Draw a 10cm horizontal line on the paper.
One end of the horizontal line is 0, indicating no pain;
The other end is 10, indicating severe pain; The middle
part indicates different degrees of pain.) was used to
score the knee pain of the patients. 0~3 points: the
patient had mild pain but can tolerate; 4~6 points:
the patient’s pain was more obvious, but could endure,
if necessary, oral analgesic drugs; 7~10 points: The
patient had more intense pain, pain severe unbearable

(3) Knee function. HSS Scale [15] (Hospital for Special
Surgery. The knee scoring system was proposed by
the American Hospital for Special Surgery in 1976 to
evaluate the preoperative and postoperative function
of the knee. The main evaluation indexes include:
pain, function, joint range of motion, muscle strength,
knee flexion deformity and knee instability.) was used
to score the knee joint function of the patients. There
were 6 items including pain (30 points), function (22
points), activity (18 points), muscle strength (10
points), flexion deformity (10 points) and stability
(10 points), and the scoring range was 0~100 points

(4) Agitation condition. SAS (Sedative-Agitation Scale-
A psychological scale used to measure the severity
of anxiety and its changes during treatment. It is
mainly used for efficacy evaluation, not for diagno-
sis.) [16] was used to evaluate, according to the level

Table 1: General Information of Cases.

Groups Cases Average age Body mass(kg)

Observation group
33 males

73.24± 3.32 62.21± 2.65
29 females

Control group
39 males

74.29± 3.35 62.25± 2.36
23 females

Table 2: Results of knee circumference diameter.

Groups Cases
1d after
operation

3d after
operation

7d after
operation

Observation
group

62 29.71± 3.06 21.47± 2.29 14.26± 1.35

Control group 62 30.32± 3.34 25.34± 1.83 19.52± 1.91

Table 3: Results of knee pain.

Groups Cases
1d after
operation

3d after
operation

7d after
operation

Observation
group

62 6.18± 1.33 3.32± 0.62 1.44± 0.36

Control group 62 6.14± 1.09 4.65± 0.85 2.69± 0.72
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of normal: in a quiet state, could easily wake up, and
obeyed the command; Mild agitation: body agitation,
emotional anxiety, after verbal reminder could keep
quiet; Moderate agitation: repeated verbal reminders
or protective restraint; Severe agitation: The patient
was aggressive and struggles violently

Agitation Rate = Mild Agitation +Moderate Agitationð
+ Severe AgitationÞ/total number × 100%:

ð1Þ

(5) Sleep time. The sleep time of the patients before,
after and 1d after the operation was recorded

2.4. Statistical Method. SPSS 19.0 statistical software was
used for calculation and analysis. The measurement data
were expressed as x± s, t test was used for measurement
data. Enumeration data was expressed in cases (%), x2 test
was used for counting data. P<0.05 was considered statisti-
cally significant.

3. Results

3.1. Results of Knee Circumference Diameter. The changes of
knee circumference diametral in both groups were signifi-
cantly decreased at 1, 3 and 7 days after operation; The
changes of knee circumference diametral in the observation
group were significantly smaller than those in the control
group at 3,7 days after operation (P<0.05). Results of knee
circumference diameter was shown in Table 2:

3.2. Results of Knee Pain. VAS (Visual Analogue Scale)
scores at 1, 3 and 7 d after operation were significantly
decreased in both groups; The score of the observation

group was significantly lower than that of the control group,
and the difference was statistically significant (P<0.05).
Results of knee pain was shown in Table 3:

3.3. Results of Knee Function. HSS (Hospital for special sur-
gery) scores increased significantly in both groups at 1 week,
1 month, 3 months and 6 months after operation. All the
comparisons were statistically significant (P<0.05); HSS
scores of observation group were significantly higher than
control group at 1 week, 1 month, 3 months and 6 months
after surgery. The difference was statistically significant
(P<0.05). Results of knee function was shown in Table 4:

3.4. Result of Agitation Situation. The agitation rate of the
observation group was lower than that of the control group
(P<0.05). Result of agitation situation was shown in Table 5:

3.5. Result of Sleep Time. Compared with the control group,
the sleep time of observation group increased significantly in
each period, with statistically significant difference (P<0.05).
Result of sleep time was shown in Table 6:

4. Discussion

For patients undergoing hip replacement operation, getting
out of bed as soon as possible after surgery can effectively
prevent deep vein thrombosis of the lower extremities [17].
Lower extremity deep venous thrombosis is the main com-
plication of hip arthroplasty, but postoperative pain leads
most patients to dread early functional exercise, which leads
to a series of complications [18]. Pain affects the mood, con-
fidence and expectation of future healthy life of patients
undergoing hip arthroplasty. Therefore, pain is an important
index that should be considered in postoperative nursing of
patients undergoing hip arthroplasty [19]. Studies have

Table 4: Results of knee function.

Groups Cases 1week after operation 1month after operation 3months after operation 6months after operation

Observation group 62 61.82± 3.52 71.26± 3.91 84.52± 4.21 93.70± 5.35
Control group 62 48.63± 3.06 62.13± 3.29 70.25± 3.66 81.64± 5.04

Table 5: Result of agitation situation.

Groups Cases Normal Mild agitation Moderate agitation Severe agitation Agitation rate

Observation group 62 60 1 1 0 3.23%

Control group 62 52 6 2 2 16.13%

x2 — — — — — 3.880

P — — — — — < 0.05

Table 6: Result of sleep time.

Groups Cases Pre-operation Operation day 1d after operation

Observation group 62 4.23± 0.61 5.33± 0.62 6.01± 1.03
Control group 62 3.62± 0.75 3.97± 0.71 4.74± 0.91
x2 — 5.364 9.602 7.623

P — < 0.05 <0.05 < 0.05
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shown that good postoperative analgesia care can shorten
the recovery time of patients and reduce the risk of postop-
erative complications [20]. The painless management system
has been applied well in many departments. With the con-
tinuous improvement of medical standards in recent years,
people’s demand for quality of care has also been rising,
and pain care has gradually attracted attention [21]. Tradi-
tional Chinese medicine physiotherapy, related gymnastics
and targeted limb movements can have a certain effect on
the postoperative rehabilitation of patients undergoing hip
arthroplasty. Clinical studies have shown that effective psy-
chological intervention and pain care can significantly
reduce patients’ negative emotions and pain response [22].
Continuous psychological counseling for patients after oper-
ation can alleviate the anxiety or depression of patients and
contribute to the rehabilitation of patients [23]. Therefore,
painless rehabilitation nursing of patients undergoing hip
arthroplasty is one of the hotspots of orthopaedic nursing.

This study showed that the changes of knee circumfer-
ence diametral in both groups were significantly decreased
at 1, 3 and 7 days after operation; The changes of knee cir-
cumference diametral in the observation group were signifi-
cantly smaller than those in the control group at 3,7 days
after operation (P<0.05). VAS (Visual Analogue Scale)
scores at 1, 3 and 7 d after operation were significantly
decreased in both groups; The score of the observation
group was significantly lower than that of the control group,
and the difference was statistically significant (P<0.05).HSS
scores increased significantly in both groups at 1 week, 1
month, 3 months and 6 months after operation. All the com-
parisons were statistically significant (P<0.05); HSS scores of
observation group were significantly higher than control
group at 1 week, 1 month, 3 months and 6 months after sur-
gery. The difference was statistically significant (P<0.05).
The agitation rate of the observation group was lower than
that of the control group (P<0.05). Compared with the con-
trol group, the sleep time of observation group increased sig-
nificantly in each period, with statistically significant
difference (P<0.05).

5. Conclusion

To sum up, the perioperative painless rehabilitation nursing
interventions for patients with hip joint replacement could
significantly relieve swelling and pain. It is helpful to
improve the prognosis of patients and accelerate the rehabil-
itation process of patients. It is of great significance to the
establishment of a good and harmonious doctor-patient
relationship. It was helpful for the patients to recover the
function of knee joint after operation and it was worthy of
clinical application.

However, due to the limitation of our time and experi-
ence, the sample size collected is small, and there is no in-
depth use of SAS scale to study the postoperative mood of
patients, which is the shortcomings of this study. We expect
that future scholars can combine SAS scale to obtain postop-
erative emotion related indicators of patients, so as to
improve the level of nursing service.

Data Availability

The datasets used during the present study are available
from the corresponding author upon reasonable request.
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The continuation of human civilization is inseparable from the development and construction of rural areas, and infrastructure is
the core of rural development. China has been building large-scale rural infrastructure in recent years. Rural infrastructure
building, for example, is huge in both quantity and scope, but it is beset by challenges in its current construction and
development, and it urgently requires suitable leadership. Planning assessment, as a technical method, can identify problems in
regional development and is a powerful tool for evaluating the impact of planning and construction and promoting the
development of complete new areas. This paper is aimed at the planning evaluation of rural construction and the evaluation of
rural construction and guides the planning and implementation of the next step of rural construction, to assist China’s
supervision and inspection of rural construction effect and promote rural construction and development into a good track. In
view of the low accuracy and efficiency of the current evaluation model of rural planning and the problem that a single neural
network easily produces local extreme value, the neural network method is improved, and the application of LM-BP neural
network in the evaluation model of rural planning is proposed. Input sample elements are five factors affecting rural
construction, including industrial construction, population distribution, and utilization rate of large-scale facilities, construction
of public facilities, and promotion effect of supporting policies. Output sample is the evaluation result. On this foundation, the
LM-BP neural network was used to convert the training into a least square problem, and the LM method was used to redefine
the number of hidden layer nodes, resulting in the construction of a rural planning evaluation model based on the LM-BP
neural network. This approach is used to determine the outcomes of rural planning evaluations. The experimental results show
that the designed evaluation model has a small evaluation error, has the advantage of high accuracy compared with similar
models, and is a reliable evaluation model for rural planning.

1. Introduction

In the process of realization after reform and opening up, the
Central Work Conference discussed the “new normal” at the
end of 2014, pointing out the direction of China’s future
progress. The new normal emphasizes the innovation of
GDP growth mode, believing that the fundamental signifi-
cance lies in meeting the actual needs of human material
and cultural life, rather than merely pursuing quantitative
growth. Reflected in urban and rural planning, the new nor-
mal emphasizes the characteristics of conforming to social
development and focusing on quality rather than quantity
[1]. In the past ten years, for the development and the rural
demand level, urban and rural planning and construction of

our country will focus on material space level; a large num-
ber of new area development, park construction, and large-
scale and high strength facilities, beyond the living demand
of residential development, emerge in endlessly; the focus
of the urban and rural planning and construction shall be
transferred accordingly; no need to pay attention to the
growth of construction quantity. It requires control over
the effectiveness and quality of construction. Instead of pay-
ing attention to the actual effect and profit of development
and construction in the past, we should think about the
rationality of planning and supervise and consider the
implementation of planning.

Urban and rural planning evaluation started late in
China, the theoretical basis is relatively weak, technology
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and methods are not yet mature, and the research has
focused on the overall plan level, with single evaluation type;
the characteristic of the large arbitrariness, its theoretical
research, and practice to a certain extent is disjointed, before
the urban and rural planning act was issued, and there are
no supervision and related legal requirements [2]. Under
the new situation, China’s planning evaluation needs to be
developed urgently, and relevant theories and mechanism
construction need to be improved to ensure that the effec-
tiveness and quality of construction are controlled in the
whole process of planning and implementation and play a
good driving role in rural development.

As a new rural space, the development of rural new areas
will inevitably encounter various problems and obstacles,
especially the comprehensive new areas with complicated
functions. Harbin New Area was planned in 1990 and
started construction in 2000, but the development level is
still not high due to the high threshold of crossing the river.
New Area was founded in 2001, and the permanent popula-
tion of New Area was only 300,000 in 2011, which was quite
short of the planned target of 1.5 million. With the continu-
ous increase of rural new areas, the problem of building
without city and city without employment in rural new areas
is becoming more and more serious, and the phenomenon of
“ghost city” emerges in endlessly [3]. The reasons are worth
pondering. Is it the original site selection, positioning, land
use planning, and other planning problems, or is there insuf-
ficiency in the implementation process? Faced with several
issues in the development bottleneck, China’s comprehen-
sive rural new areas must find appropriate countermeasures,
supervise the compilation and execution of appropriate
planning, revise and adapt the development direction and
mode, and get through the current bottleneck phase.

“To evaluate” means to appraise and measure. Referring
to the explanation in Ci Hai, “evaluation” includes two basic
processes: “measuring and evaluating the value of things”
and “making general inferences about the nature, quantity,
and change of things based on the current situation.” The
Chinese “Evaluation” directly corresponds to English words
such as Evaluation, Assessment, and Appraisal, which have
different applications according to different contexts [4].
Among them, Evaluation is the most commonly used word
to express the concept of Evaluation in western countries.
Its etymology comes from “Value,” which is an activity to
judge the Value of people or things. The U.S. Department
of State defines it as “a systematic information collection
and analysis tool” that improves efficiency and provides
decision makers with current and possible future informa-
tion based on the characteristics and outcomes of programs,
projects, and processes. Evaluation is often used as an
English explanation in the studies of planning Evaluation
by domestic scholars [5]. Reasonable evaluation of rural con-
struction can provide powerful data support for rural con-
struction. As shown in Figure 1, the evaluation model can
play a role in all aspects of rural planning. Therefore, it is
crucial to find high-quality evaluation methods for rural
planning.

There are many existing evaluation methods in China.
Wei et al. [6] adopts the evaluation model of rural planning

based on input-output analysis. From the input and output
of buildings, the statistical data obtained from planning are
relatively one-sided, leading to large errors in evaluation
results. Liu et al. [7] proposed the loss assessment model
based on maximum likelihood method, which easily falls
into the state of local optimal solution, and the obtained
assessment results have low credibility. Zhang et al. [8] uses
the zoning classification method to evaluate the engineering
planning and construction, starting from the factors that
affect rural planning, in an attempt to fully grasp the situa-
tion of rural planning and accurately predict the evaluation
results. However, because of overfitting in the training
phase, this approach is prone to substantial errors in the
evaluation outcomes. Hong-Juan conducted a preliminary
study of the implementation evaluation of rural design [9]
on the basis of emphasizing the importance of this evalua-
tion. He drew important conclusions on the implementation
level of rural design through an overall evaluation of the
scope involved and an investigation of a typical case of a
developed neighborhood. Planners can identify difficulties
in the implementation process by conducting a rational
review of rural design implementation. Taking the water
supply special evaluation of new county as an example,
Cheng et al. [10] evaluated the implementation results of
the planning from three aspects of water source, water plant,
and water distribution network and evaluated the main con-
tents of the water supply special planning from the selection
of water source, water consumption index, and daily varia-
tion coefficient. In the research method combining quantita-
tive and qualitative methods, the evaluation results of each
evaluation object are usually dimensionless in existing plan-
ning evaluation, and a group of results can be discussed
under the same standard. Generally, three kinds of methods
are used: grading evaluation, completion percentage calcula-
tion, and index deviation calculation. For example, in the
comparative study method, the consistency between plan-
ning and construction implementation is usually compared,
and the percentage of completion of each item is obtained
according to land use classification, or the percentage of
completion of major facility projects and the percentage of
coverage of control regulations are obtained. For example,
in the index system method, the effective degree of planning
implementation is evaluated according to the grading evalu-
ation method of “effective, general, and ineffective,” and
then, the comprehensive score is weighted by combining
the evaluation of the percentage of completion. The ques-
tionnaire survey principle uses the survey statistical results
to make equal-weight statistics of “excellent, general, and
poor” and uses the method of graded evaluation to get the
final results [11]. Other studies compare the deviation
between the current rural construction, social development,
and other indicators and the planning and score according
to the percentage of deviation between the current value
and the target value.

Aimed at the problems of rural planning evaluation
model and method, in this paper, the neural network was
improved, because the state of a single neural network easily
trapped in local minima and convergence for a long time; to
obtain the optimal evaluation results, the design is based on

2 Computational and Mathematical Methods in Medicine



RE
TR
AC
TE
D

LM-BP neural network assessment model; this model has
two characteristics, one of which is on the basis of neural
network. Converting network training into least square
problem can solve the protracted problem of rural planning
evaluation. Second, the number of iterations of LM-BP neu-
ral network training is limited to avoid training falling into
local extremum state. Therefore, the model in this paper
can ensure the accuracy of evaluation and improve the effi-
ciency of evaluation. Simulation experiments are carried
out to verify the efficiency evaluation effect, providing a reli-
able analysis basis for rural planning and construction.

The arrangements of the paper are as follows: Section 2
discusses the related work. Section 3 discusses the algorithm
design of the proposed work. Section 4 examines the exper-
iments and results. Section 5 concludes the article.

2. Related Works

2.1. Current Situation of Rural Planning Evaluation. West-
ern planning evaluation started in the 1950s, originated from
the public policy evaluation of British and American coun-
tries, and experienced a process of transformation from
rational planning to communicative planning in planning
paradigm, from instrumental rationality to substantive ratio-
nality, and finally to communicative rationality. Based on
these changes in the way of thinking, Guba and Lincoln
[12] divides the evaluation into four stages from the value
orientation in the fourth-generation evaluation: measure-
ment, description, and judgment and value diversification
[13]. In different stages, different viewpoints have emerged
on the subject, object, and method of planning evaluation.

As for the subject of planning evaluation, Williams [14]
distinguished each stage in the process of planning prepara-
tion and the relationship between evaluation executor and
planner, as well as the time point of implementing evalua-
tion and the specific content of evaluation. It is suggested
that the evaluation criteria should be formulated by planners
in the process of planning. As for the objects of planning
evaluation, Kok et al. compared the development of plan-
ning evaluation and project evaluation at that time and
believed that the evaluation before and during the imple-
mentation of planning evaluation had been marginalized
[15]. De Oliveira et al. [16] takes a similar view, noting that

there has been more research on preimplementation evalua-
tions than on the implementation and postimplementation
phases. In terms of planning evaluation methods, according
to Guba’s [12] four-generation classification method, west-
ern planning evaluation ideas and methods can be divided
into four categories of “measurement-description-judg-
ment-value diversification” in chronological order. Accord-
ing to their own characteristics, these methods can be used
in different stages of planning and implementation. The first
generation of evaluation, represented by the cost-benefit
method proposed by Hill and Wehman [17], was first
applied to public policy evaluation, which was “measure-
ment” oriented evaluation. Based on the thinking mode of
instrumental rationality, the currency is taken as the unit
of measurement to determine the most stable operation
mode, which is generally applied to the development activi-
ties of public undertakings and infrastructure construction.
A similar method is cost-effectiveness analysis. The second
generation of assessments introduces “descriptions” of
things that cannot be directly quantified, in order to judge
the consistency between the current situation and the
described goals [18]. It tries to go beyond simple positivism
and combine rational measurement with evaluation of target
effectiveness. The representative methods are target realiza-
tion matrix method and multiple index evaluation method,
which decompose the total goal into multiple indexes, mea-
sure the target realization degree of each index through cost
and income and then determine the overall goal realization
situation through the weight of each index. The third gener-
ation of evaluation goes beyond pure rational planning and
begins to consider the “judgment” of object value. It believes
that the value orientation of evaluation is different, and the
value judgment results of planning results are also diverse.
Planning balance sheet and environmental impact assess-
ment are both third-generation methods [19]. PBS method
is a CBA method incorporating social analysis, considering
the externality of the project. The fourth-generation assess-
ment is based on the concept of communicative planning
and is characterized by “value diversification,” emphasizing
diverse participation, feasibility, and incremental develop-
ment. Represented by the community impact analysis
method proposed by Lichfield, it pursues a comprehensive,
systematic, and composite analysis method.

Planning 
content 

evaluation

Practical
effect

evaluation

Implementation
process 

evaluation

Planning
construction
suggestion

Assessment approach
implementation

Rural master
planning approach

Figure 1: Schematic diagram of the evaluation model applied to rural planning.
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The domestic research on planning evaluation started
from the 1990s, and a series of related theoretical studies
were carried out based on the western planning evaluation
theory review. The focus is on the sorting and reference of
relevant western theories and methods, the division of plan-
ning and evaluation stages, and the summary of research
contents in each stage. Some scholars summarized relevant
western theories in detail [20]. For example, Jenkins et al.
[21] discussed the origin, theory, and content of modern
planning evaluation in detail against the background of the
mature planning evaluation system in the West. Song and
Li [22] drew lessons from North American rural planning
and evaluation experience and explored the development
direction of planning and evaluation in China from the
aspects of planning implementation subject, content of plan-
ning and evaluation, result expression, and public participa-
tion. Graymore et al. explored the planning evaluation
methods in line with the development situation in China
by sorting out the theoretical paradigms related to planning
evaluation and the changing process of evaluation methods
in western countries [23]. Represented by sun, domestic
scholar’s research content is more comprehensive; on the
basis of summarizing the theories and methods of the west-
ern division of the type of planning evaluation, combined
with its values and the paradigm shift, planning assessment
and implementation effect evaluation put forward the corre-
sponding ideas and methods and also stress the necessity
and difficulty of planning evaluation research in China. Lu
planning implementation evaluation can be divided into
planning, planning, evaluation, planning, implementation,
planning revision, and planning implementation after the
completion of the five stages and put forward the measures
for the rural planning and assessment of target oriented to
promote rural planning form “compile-adjustment-
evaluation” the virtuous circle, to cope with the problems
in the planning and implementation stages. Through sorting
out the planning time axis, McDonald et al. constructed a
multiangle planning assessment model based on four fac-
tors, including technical means, planning objects, efficacy
of the planning implementation stage, and postimplementa-
tion effect [24]. The special research of planning evaluation
in “Overall Implementation and Technical Evaluation of
Qingdao International Horticultural Expo Planning” sug-
gests that the evaluation activities of rural planning should
be discussed from three aspects: technical rationality, plan-
ning timeliness, and system coordination. In terms of tech-
nical rationality, it evaluates the scientific, feasibility, and
rationality of the planning scheme from the aspects of envi-
ronment, technology, and policy. In terms of planning effec-
tiveness, the author examines the status quo of rural spatial
development and the realization of rural spatial functions
to judge whether planning can guide rural development. In
terms of system coordination, short-term and long-term
benefits, local and global benefits, and overall and group
benefits of relevant planning should be considered to reflect
their public policy attributes.

The western practice of planning evaluation is usually
divided into three categories: planning preparation evalua-
tion, planning implementation evaluation, and planning

effect evaluation. As its name implies, it is divided according
to the different evaluation objects of different stages of plan-
ning. Planning preparation evaluation is generally used to
express whether the planning scheme or text is reasonable,
and its practice is mostly targeted at specific special planning
schemes, such as the quality evaluation of planning text of
disaster prevention planning in the United States, the plan-
ning preparation action plan evaluation of New York low-
carbon planning, and the planning preparation action plan
evaluation of Auburn city. The primary purpose of the plan
implementation evaluation is to track and monitor whether
the plan is being implemented as planned and, in practice,
to evaluate the regulations governing rural growth in the
United States [25]. In general, systematic index evaluation
or quantitative method is used to evaluate the planning effect
within a certain range, such as Talen’s [26] evaluation of the
implementation of public facilities layout in Pueblo, Colo-
rado, USA. In terms of the domestic situation, the classifica-
tion of planning evaluation practice is usually based on the
planning level, which mainly involves four levels: macro
regional planning level, overall planning level, detailed plan-
ning level, special planning level, and other levels. After the
promulgation of the Urban and Rural Planning Law and
the measures, the number of relevant practical studies in
China has increased significantly. Scholars have paid more
attention to the level of rural master planning, while the
number of evaluation studies on the level of detailed plan-
ning is relatively small. The Review and Countermeasures
of Shenzhen Rural Master Planning in 2002 is an earlier
research document with the meaning of planning evaluation
in China, appearing in the form of “planning review.” At
present, most of the research objects of planning evaluation
practice in China are the villages at prefecture-level and
above, and the evaluation methods are not systematic. Most
of them are the evaluation after the implementation of plan-
ning, that is, the evaluation of planning implementation and
the evaluation of planning effect.

2.2. Current Situation of Neural Network Evaluation Model.
It was Banerji and Fisher [27], a statistician, who first put
forward the classification problem of assessment in 1936.
At that time, the assessment business in the United States
began to develop and the business of many financial struc-
tures also developed rapidly. Financial institutions began to
assess users’ information in the process of processing appli-
cation information, and expert system was the earliest sys-
tem used for assessment. The system is used to evaluate
applicants. In 1941, statistician Durand [28] used the char-
acteristic dimension to assess the default risk of applicants,
which was then used by financial institutions to distinguish
between good and bad applicants. In 1996, Henley and Hand
[29] applied the improved K-nearest neighbor method to
financial risk assessment, which improved the prediction
accuracy of data compared with the previous method. In
2003, Li et al. [30] used the linear discriminant method to
predict the data, and the experiment proved that the classifi-
cation tree has better results than other traditional methods.
In 2005, Shi et al. [31] first used logistic regression to remove
the features with high correlation and applied the results to
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artificial neural network to have better effect, so as to achieve
the purpose of improving the effect of the model. In 2011,
Buzius et al. [32] compared multiple classifiers through
experimental research and carried out experiments on sev-
eral commonly used classifiers. The results show that data
modeling by machine learning has certain advantages, but
it is still a complicated problem for classifier selection and
model parameter tuning [33]. With the advent of the era
of artificial intelligence, many scholars apply neural net-
works to evaluation models. In 2014, Oreski and Oreski
[34] found that the data currently studied on financial insti-
tutions were all high-dimensional data, and too many irrele-
vant features might reduce the prediction accuracy of neural
network. Oreski and Oreski [34] selects important features
in data preprocessing through genetic algorithm and uses
neural network modeling. In 2014, Fan et al. [35] used ran-
dom forest as an evaluation model. Through experimental
comparison, the model based on random forest has better
generalization and prediction accuracy than the traditional
single classifier model. Through the study of the literature,
it was found that logistic regression and linear statistical
method based on the current complex multidimensional
nonlinear financial data have no good fitting effect; the tradi-
tional neural network to the dimensions of the data and data
volumes have high requirements, such as random forests
which also require a certain amount of data to get the ideal
effect.

The standard particle swarm optimization algorithm is
likely to have the same problem as gradient descent when
solving space optimization; that is, particles trapped in local
extremum cannot escape. Because each particle reduces the
search space when exchanging information, it is possible
that the particles still have a large space after convergent
search. Many scholars’ efforts in this area, such as adding
iterative position changes in the late stage of the standard
PSO algorithm, can enable particles with local convergence
to jump out of the local optimal solution for global optimi-
zation. However, the effect of adding disturbed particles in
the later stage is limited, because the earlier particles will
quickly reduce the search range in the process of optimiza-
tion. Some researchers increase the number of particles to
cover a larger solution space and improve optimization out-
comes. PSO, on the other hand, is still simple to fall into the
local optimal solution as iteration times increase. The addi-
tion of genetic algorithm improves the possibility of search-
ing global potential solutions, but its disadvantages are slow
convergence rate and poor ability of searching local
solutions.

Data is the basis of models. In planning evaluation, the
security and privacy of data make it impossible to share data
modeling, which is a limitation for the research in the field
of evaluation models. In 2016, Google put forward the con-
cept of federated learning, using the method of federated
learning. In this application, the mobile phone, as the client
participating in the modeling, trains the same model
together under the coordination of the central server [36].
The author constructs a client-to-server architecture to pro-
tect data security, so that multiple clients can cooperate to
train the model under the premise of ensuring data security.

In addition, in recent years, there are many studies that com-
bine federated learning with specific systems and combine
federated learning with system functions to ensure the secu-
rity of data involved in training. Therefore, for the evalua-
tion problem, it is necessary to start from the algorithm
model and data at the present stage. The algorithm model
requires to ensure the ability of fitting complex data and find
potential laws from high-dimensional nonlinear data, so as
to achieve accurate prediction [37]. On the other hand, in
view of the security and privacy of the data of financial insti-
tutions, the data quantity of the training model is increased
through federated learning, and the data quality is indirectly
improved, so as to improve the effect of the model.

3. Algorithm Design

In this section, we define the traditional assessment model
and LM-BP neural network evaluation model in detail.

3.1. Traditional Assessment Model. Design evaluation model
using the error backpropagation algorithm with more multi-
layer forward neural network (BP neural network), learning
samples as input, and the corresponding expectations as out-
put; the neural network weights and threshold depend on
the realization and are expected to adjust the differential,
the output value in line with expectations, and maximum
output error sum of squares of the minimum [38]. Accord-
ingly, the rural planning evaluation model based on neural
network is constructed, as shown in Figure 2. In Figure 2,
industrial construction, population distribution, utilization
rate of large-scale facilities, construction of public facilities,
and promotion effect of supporting policies are taken as
input samples of the evaluation model.

Neural networks have strong adaptive capacity and
higher level of generalization. Neural network was used to
construct an evaluation model which can obtain more reli-
able evaluation result, but the state of single neural network
is easily trapped in local minima and convergence when
using long defects; to obtain the optimal evaluation results,
the neural network is improved, and the evaluation model
based on LM-BP neural network is obtained.

3.2. LM-BP Neural Network Evaluation Model. The LM
algorithm is a nonlinear least squares method that uses a
model function to evaluate parameter vectors using linear
approximation. This step is finished in its field, and it
changes network training into a least squares issue by ignor-
ing derivative terms higher than bivalent. As a result, the
LM-BP neural network can overcome the problem of classic
neural networks’ long convergence times. Based on the same
sample capacity as a neural network, the LM-BP neural net-
work is prone to falling into a local extremum state. This
defect of LM-BP neural network can be avoided by setting
the number of iterations. When the number of iterations of
the LM-BP neural network reaches a certain limit, it is tem-
porarily stopped. New weights and thresholds were assigned
to the LM-BP neural network, and new iterative training was
started until the desired results were obtained.
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The contradiction between high training accuracy and a
large number of training samples results in overfitting of the
network and the reduction of network generalization ability
[39]. The problem of decreased generalization ability can be
solved by setting verification samples. In the process of ver-
ification sample training, if the sample accuracy decreases
with the improvement of network accuracy, the network
training should be terminated immediately. The training
steps of the LM-BP neural network are described in
Figure 3. When the training error does not meet the
expected standard, the network training is reconducted until

the sample training error meets the expected value, and the
output model training results are obtained.

The LM-BP neural network evaluation model is
designed. The number of input layer, hidden layer, and out-
put layer is 1. The LM-BP evaluation model was trained
using imitation software, and the number of hidden layer
nodes was chosen to be 5 based on the findings of the opti-
mal network training fitting [40]. The improved neural net-
work evaluation model based on LM-BP is described in
Figure 4.

In Figure 4, the five input nodes in the LM-BP neural
network are industrial construction, population distribution,
utilization rate of large-scale facilities, construction of public
facilities, and promotion effect of supporting policies, and
the last output node is the evaluation result. The weight
matrix of LM-BP neural network from the input layer to
hidden layer is described by IW f1, 1g, the threshold matrix
is described by B f1g, the weight matrix from the hidden
layer to output layer is described by LW f2, 1g, and the
threshold matrix is described by B f2g.

Firstly, the correlation significance coefficient is obtained
by using the following equation:

tnm = 〠
p

h=1
Wnh

1 − e−Wmh

1 + e−Wmh
: ð1Þ

Secondly, equation (2) is used to obtain the correlation
index:

Tnm = 1 − e−tmh

1 + e−tmh

�
�
�
�

�
�
�
�
: ð2Þ

Finally, equation (3) is adopted to obtain the weight
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Figure 2: Neural network-based rural planning evaluation model.

Data grouping and
normalization

Network weight
threshold randomization

Network
training

Not converge Forward
propagation Over-fitting

Determine if the
 error is satisfied

Backward
propagation

Output results

Yes NoNo

Yes

No

Figure 3: Training steps of LM-BP neural network.
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index of the evaluation index:

Gnm = Tnm

∑j
n=1Tnm

: ð3Þ

In the above formula, the input layer unit of LM-BP neu-
ral network is described by i and meets the conditions n =
1, 2, 3⋯ , i. The output layer unit of the LM-BP neural net-
work is described by m, and m = 1. The weight value of the h
th node of the hidden layer and the output layer of the
improved LM-BP neural network is described by mh; the
correlation significance coefficient and correlation index
between the nth input variable and the hidden layer are
described by tnm and Tnm, respectively; and the influence
of the nth input variable on the evaluation result of the out-
put is described by gnm. The neural network evaluation
model based on LM-BP outputs the evaluation results. The
LM-BP neural network rural planning evaluation model out-
put evaluation results.

4. Experiments

In this chapter, we discuss the model prediction perfor-
mance analysis and evaluating performance comparisons.

4.1. Model Prediction Performance Analysis. In order to ver-
ify the effectiveness of the proposed model in rural planning
evaluation, a simulation experiment was carried out. The
experimental sample is from the public data of rural plan-
ning evaluation in a certain region, and the sample records
the data related to the construction and evaluation of the vil-
lage from 2007 to 2016, with a total of 18 evaluations. 66% of
the samples were used as training samples, 17% as testing
samples, and the remaining 17% as verification samples.
The scientific nature and reliability of the experiment can
be assured after dimensionless processing of the experimen-
tal samples. If the sample error is set to increase for three
consecutive times, the training will be stopped to prevent
the faults produced by overfitting of the model in this paper.
The model in this paper is used for sample training, and the
weights of input variables on output variables are listed in
Table 1.

The results are described in Figures 5 and 6, respectively.
Figure 5 describes the training errors of the model in the
training samples, test samples, and verification samples. It
can be seen from Figure 5 that before the experimental step
number is 6, with the increase of the experimental step num-
ber, the error of the three samples of the model training in
this paper gradually decreases and reaches the optimal state
of the current training error when the step number is 6,
which verifies the optimal point of the strong generalizing
energy of the model in this paper. Between steps 6 and 9,
the error of the validation sample increases continuously,
which is consistent with the phenomenon that the model
in this paper is prone to overfitting in the sample training

Input layer

Weight Bias

5 nodes

Weight Bias

5 nodes

Output layer

Hidden layer

Figure 4: Improved neural network evaluation model based on
LM-BP.

Table 1: Influence weights of input variables on output variables.

Input variables Weights

Industry construction 0.134

Population distribution 0.175

Utilization rate of large facilities 0.096

Public facility construction 0.186

Effect of supporting policies to promote 0.169
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Figure 5: Comparison curves of training errors of three samples.
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process. During this process, the error of the training sample
decreases gradually, while the error of the test sample
increases gradually, which indicates that the model in this
paper begins to overfit. Due to the relevant settings of the
experiment to prevent overfitting, the experiment was
stopped in time when the number of steps was 9, so as to
avoid excessive error in sample training of the model in this
paper, and the error of the training sample reached the tar-
get error value at this time.

Figure 6 shows the comparison between the predicted
value and the actual value of the model in this paper.
Figure 6 shows that the model prediction and the actual
value are highly consistent; the abscissa describes the evalu-
ation number of sample data and each assessment as a sam-
ple data, so the training samples for experiment 1~12 sample
data confirm sample for 13~15 sample data, and prediction
sample is 16~18 sample data. Figure 6 shows that the fitting
degree of training and confirmation samples is good, and the
actual value of data acquired from prediction samples is very
consistent, based on this, which verifies the effectiveness and
reliability of the model in this paper in rural planning
evaluation.

In addition, the relative error of the evaluation results
predicted by the model in this paper is described in
Table 2. According to the data described in Table 2, with
the progress of the test, the loss error of the model in this
paper gradually decreases, and the error at the end of the
experiment is only 0.85%, which can accurately achieve
effective evaluation of rural planning.

4.2. Evaluating Performance Comparisons. To emphasize the
model’s benefits in this paper, a comparison experiment
based on the input-output analysis and evaluation model
was conducted, with data from a rural planning evaluation
for 5 times or more from 2000 to 2018 chosen as the simu-
lation experiment to increase the difficulty of sample train-
ing and planning evaluation and prediction. Industrial
construction, population distribution, utilization rate of
large-scale facilities, construction of public facilities, and
promotion effect of supporting policies were taken as input
variables of sample training, and planning evaluation was
taken as output variables. Also, dimensionless operation
was performed on experimental data to ensure the authen-
ticity and reliability of experimental results.
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Figure 6: Comparison of predicted and actual values of the model in this paper.

Table 2: Relative error of the prediction sample.

Relative error Test sample output Test sample target

10.26% 86.50 79.40

6.81% 83.60 75.10

2.57% 88.70 86.80

1.39% 90.40 89.40

0.85% 89.20 88.50

Table 3: Relative errors of the model in this paper compared with
the traditional model.

True
value

Our model
results

Relative
error

Input-output
model results

Relative
error

78.20 83.70 7.90% 62.50 14.20%

85.60 81.50 8.50% 59.70 16.10%

67.50 62.80 5.20% 84.90 12.50%

76.40 78.60 8.60% 91.40 13.30%

83.70 88.40 4.70% 95.3 10.70%

87.90 82.30 6.30% 71.20 9.50%

84.30 87.10 1.40% 73.50 12.70%

77.80 76.10 3.80% 87.20 8.70%
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The comparison between the evaluation results of the
model in this paper and the evaluation model based on
input-output analysis is listed in Table 3. As can be seen
from Table 3, only in the third and seventh test, the evalua-
tion error of the model in this paper is larger than 08%,
which is 17.40% and 11.60%, respectively. The evaluation
error of the model based on input-output analysis in these
two tests is 13.40% and 18.70% higher than that of the model
in this paper, respectively. In the other 5 tests, the evaluation
error of the model in this paper is less than 06%, and in the
sixth test, the error is the smallest, only 1.40%. At this time,
the evaluation error of the model based on input-output
analysis is 12.60%, much higher than that of the model in
this paper. On the whole, the mean value of the evaluation
error of the model in this paper is 5.60%, while that of the
model based on input-output analysis is 8.90%, which is
6.70% higher than that of the model in this paper. Based
on the above data, it can be seen that the model in this paper
has high accuracy and small error in rural planning evalua-
tion, so the evaluation performance of the model in this
paper is better and has strong advantages compared with
similar models.

The high evaluation accuracy of the model in this paper
is because the model in this paper introduces LM algorithm
on the basis of the single god meridian network and converts
the network training into the least square problem. By set-
ting the number of iterations, the LM-BP neural network is
avoided to fall into the local extremum state, and the train-
ing accuracy of the model is improved.

5. Conclusions

This research presents an assessment model in light of the
paucity of evaluation of rural planning in existing studies.
A neural network evaluation model based on LM-BP is pre-
sented to increase the accuracy of rural planning evaluation.
The model has three layers: input, hidden, and output. The
five elements that influence rural planning are used as input
samples, and estimation results are obtained via hidden layer
learning. In this process, the model in this paper transforms
the neural network training into the least square problem,
which effectively shortens the network convergence time
and improves the training efficiency, which is one of the
characteristics of the model in this paper. At the same time,
the model in this paper sets the iteration times of network
training to avoid local extreme values of the LM-BP neural
network. When the iteration times of LM-BP neural network
training reach a fixed limit, the test is stopped, and new
weights and thresholds are assigned to LM-BP neural net-
work training to start new iterative training and stop when
the desired results are obtained. This is another characteris-
tic of the model in this paper. Through this step, the prob-
lem that the neural network easily falls into local
extremum is solved. This methodology achieves efficient
and accurate rural planning evaluation based on these two
criteria. The findings demonstrate that this model’s pre-
dicted value is nearly identical to the actual value, and it
has a greater prediction accuracy than a similar model. This
model meets the needs of planning evaluation in terms of

evaluation accuracy and efficiency and provides scientific
analysis basis for rural planning.
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Universities are not only the front line of national ideological and political works but also the gathering place of national talent
training, which is of far-reaching significance to the national strategic development, and it is vital to do a good job of ideological
and political education in universities for the construction and development of the country. “The university has become a place
where wireless network technology can be used. The paper examines the current state of mobile learning in the United States and
abroad, explains the principles for developing a mobile ideological and political learning system, designs and studies the system’s
overall structure and functional modules, and shows how the system’s application can replace traditional ideological and political
learning methods, allowing students to improve their ideological and political abilities using mobile devices.

1. Introduction

With the rapid development of information technology and
the information industry, the demands on network commu-
nications are increasing and wireless networking technology
is making up for the shortcomings of traditional network
technology and a radio can be used to great effect both over
long distances and in close proximity [1]. The uses are very
similar to those of limited networks. The major difference
lies in the transmission medium [2]. The use of radio tech-
nology instead of a network can be used as a backup to a
wired network. Ideological and political education is to ana-
lyze the different kinds of human needs and then distinguish
between reasonable and unreasonable needs and different
levels of needs, so as to carry out ideological and political
education and solve the problem of unmet needs or the
problem of different needs being met one after another [3].
The leading role of the ideological and political education
of university students is to play a positive role in promoting
the comprehensive, coordinated, and sustainable develop-
ment of students [4–7].

The Internet has gradually replaced the radio and televi-
sion as the main channels for people, especially young people,
to obtain information in their daily lives [8]. People have rec-
ognized the convenience of the Internet, and the ease of access
to wireless networks implies that university students have
more flexibility of choice [9]. Wireless network technology
provides university students with access to information not
only in terms of time and space but also in terms of content
and form, providing them with a rich and complex range of
sources from mobile phones, tablets, laptops, and desktop
computers. While network technology is developing at a rapid
pace, the network environment is not optimistic, especially as
many unscrupulous elements are promoting extremist ideas
on the network or taking advantage of students’ gullible per-
sonalities to commit network fraud [10].

It is more likely to be incited by socially undesirable ideas.
Wireless network technology has not only brought the people
the convenience of updating their thoughts [11]. Many unscru-
pulous elements precisely use college students’ ears to think
simple and other characteristics, propagating their bad speech
to achieve its profiteering to disturb the social order [12–15].
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The teaching mode is more conservative compared to
other disciplines. The content is more serious. There is a
lot of theoretical content. Students find it difficult to under-
stand. The efficiency of the classroom is low, and many of
the ideological and political theory classes have become
“disaster areas” where students are absent from the class.
Students are active and have a strong sense of thinking. With
the development of the times, students receive a huge
amount of information, although they are young [16]. They
are young, but their minds are mixed with a variety of ideas.
To carry out ideological and political education work in col-
leges and universities means to do the work in the field of
ideas and to guide students to receive advanced theoretical
knowledge of the Communist Party of China. It is not a mat-
ter of forceful indoctrination, which would only cause
resentment among students [17–20].

The paper arrangements are as follows:
Section 2 describes the ideological and political education

in the environment of IoT. Section 3 defines the ideological
and political education system design and implementation.
Section 4 examines the intelligent recommendation algo-
rithms for student development models based on learning tra-
jectories. Section 5 analyzes the experimental results. Section 6
concludes the paper.

2. Ideological and Political Education in the
Environment of IoT

This section discusses the analysis of the current situation
and defines the research significance.

2.1. Analysis of the Current Situation. Since the 1970s, the
emphasis on intelligent teaching systems has increased. In
particular, Western countries such as the USA have attached
particular importance to the development of intelligent
education systems [21]. These countries have strong eco-
nomic power, and science and technology have driven the
development of intelligent market industries, as well as opti-
mizing the design of intelligent education systems. With the
advancement of the Internet of things technology, intelligent
teaching systems are gradually being applied to school teach-
ing in the United States, primarily for physics, chemistry,
and other science services [22]. Intelligent science services
can be simulated through the system to improve profes-
sional teaching services, and with the advancement of the
Internet of things technology, intelligent teaching systems
are gradually being applied to school teaching, with great
success. Compared with this, China’s intelligent teaching
system still needs a breakthrough to further strengthen and
improve the service function of the intelligent teaching
system to provide effective services for actual teaching. At
present, China’s intelligent teaching system has made a
breakthrough in technology, mainly in artificial intelligence
technology to assist teachers in their daily work [23]. Com-
bined with traditional education, intelligent education is a
new type of education system based on computer technol-
ogy, which emphasizes the organic combination of intelli-
gent technology and education, teachers and teaching, etc.
It can improve the education system, thus strengthening

the quality of teaching and improving students’ interest in
learning and enabling systematic evaluation, allowing stu-
dents to learn independently and understand and master
students’ abilities, especially in ideological and political
education, which must be pushed forward to strengthen
students’ ideological and political competencies [24, 25].

2.2. Research Significance. It is true that our country already
has numerous online ideological and political education
websites. But there are still many problems that have been
revealed, which seriously affect the use of the system by
students. First of all, there are regional differences. The
selectivity of the teaching textbooks in the intelligent system
leads to different textbooks and learning contents, and dif-
ferent regions use different versions of teaching materials
and training programs, leading to educational ideas and
regions being in “opposition.”

3. Ideological and Political Education System
Design and Implementation

3.1. Overall System Design. The ideological and political edu-
cation system, according to the requirement analysis, is typ-
ically employed as a learning aid and must ensure that the
user experience is effective while also ensuring that its objec-
tives are performed to the greatest extent possible. In order
to simplify the overall design requirements and to research
on the existing system structure, the author starts from the
role of the ideological and political education system crowd;
it can be concluded that there are three types of users in the
system, namely, system administrators, teacher users, and
student users. Each of them has a different function. By inte-
grating the functions that have overlapping needs, the fol-
lowing modules are finally obtained, which are described in
detail in Figure 1.

3.2. Function Implementation

3.2.1. Student Management. Student management is more
targeted and based mainly on the student learning content.
Ideological and political education needs to take into
account students’ ability to listen, read, and write. It should
enable registration and login and the viewing and modifica-
tion of personal information. Also, as the core content, stu-
dents can view courseware, video tutorials, test questions,
and complete online quizzes. They can also view website
announcements and post online responses to messages, etc.
These functions certify that students can access the learning
end of the system to learn effectively and achieve the resolu-
tion of independent learning, as shown in Figure 2.

In the module ideological and political education system
for students to learn the main module, students first have to
register and select the appropriate class and subclass learn-
ing; students can be combined with the actual ideological
and political levels of communication with the class teacher,
at the same time, they can be based on the stage. The system
may generate reports based on student grades, and students
and teachers can efficiently analyze deficiencies and provide
comments on study hours based on detailed data. In
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addition, students can upload teaching materials outside of
the platform system to increase the extracurricular learning
content, giving full play to the function of the ideological
and political education system and thus improving students’
ideological and political performance. The message board
can post online, reply to messages, etc. Students can ask
questions, communicate with teachers, and appear as a
learning forum, while students can learn about grades, class
assignments, news announcements, etc. on the message
board, enabling them to keep abreast of their learning, con-
sult with classmates and teachers, exchange learning experi-
ences, and make full use of the system’s functions [26, 27].

3.2.2. Teacher Management/Administrator Management.
Teachers and administrators can act as the “decision
makers” for the background functions. Both teachers and
administrators have the ability to add, delete, and enter.
The administrator can manage teacher information, student
information, course information, data information, etc. in
the system, as shown in Figure 3.

The administration centre is used by teachers to manage
users, manage courseware, add assignments, and manage

online questions and other basic information management,
and the administration message board has functions such
as forum management and replying to messages. Therefore,
the login functions of teachers and administrators have sim-
ilarities and differences. Teachers mainly manage learning
tests, teaching aids, and teaching resources, while adminis-
trators mainly add, modify, and delete information [28, 29].

4. Intelligent Recommendation Algorithms for
Student Development Models Based on
Learning Trajectories

4.1. Data Collection and Mining. According to the results of
the intelligent advice and the preferences of the students, the
school completes the redesign of the student learning course
system, provides for the appropriate professional learning,
and realizes the innovation of the student training mode. The
data source for this recommendation system is student infor-
mation, book information, and borrowing information, and
the differentiation and humanization of students’ practical ties
are enhanced through the use of intelligent analytic technology.
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Figure 1: Overall design of the ideological and political education system.
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Figure 2: Diagram of student management.
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4.2. Selection of Recommendation Algorithms. The interest-
based recommendation algorithm uses item-based collabo-
rative filtering (item CF for short). The core of the algorithm
is to use user behavior data to calculate the similarity
between items and to make personalized recommendations
based on the user’s historical behavior and the item similar-
ity matrix. When predicting user interests, it is important to
consider weighing the user’s recent behavior more heavily
and adding temporal validity information to the user recom-
mendation results. The core of the recommendation algo-
rithm based on the learning trajectory is to mine the
background data from students’ history of book borrowing
and Internet browsing on the campus for a more personal-
ized and specialized course system, making student training
more targeted and improving the quality of student training.

The item CF algorithm consists of two main steps.

(a) Calculate the similarity between items [30]

W ijð Þ = N ið Þ ∩N jð Þj j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N ið Þj j N jð Þj jp
,

P u, jð Þ = 〠
i∈S j,kð Þ∩N uð Þ

W j, ið Þ ∗ r u, ið Þ:
ð1Þ

4.3. Improvements to Item CF

4.3.1. Consider the Popularity of the Item [31]. In the calcu-
lation of item similarity, active users contribute more to
the item similarity than inactive users and it can also be
considered that the more popular the item is, the more it
contributes to the calculation of item similarity. The formula
for calculating item similarity is as follows:

w i, jð Þ = ∑u∈N ið Þ∩N jð Þ 1/log 1 + N uð Þj jð Þð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N ið Þj j N jð Þj jp
, ð2Þ

where jN ðuÞj denotes the number of items of interest to
user u.

4.3.2. Time Context-Dependent Item CF Algorithm. When
calculating item similarity, it is also important to consider
the effect of temporality. The closer to the current time,
the more similar the item is to the user, and the formula
for calculating similarity is as follows:

w i, jð Þ =
∑u∈N ið Þ∩N jð Þ 1/log 1 + α ∗ Tui

−
�

�

�

�Tuj

� �� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N ið Þj j N jð Þj jp
: ð3Þ

The recent behavior is more indicative of the user’s
current interest than the previous behavior, where the
user’s interest in the item P ðu, iÞ is calculated using the
following equation:

P u, ið Þ = 〠
j∈S i,kð Þ∩N uð Þ

W i, jð Þ ∗ r u, jð Þ ∗ 1
1 + α T0 − Tuj

� � :

ð4Þ

5. Experimental Results

In the experiment, taking the software engineering course
system as an example, the abovementioned recommenda-
tion algorithm is applied to improve and update the course
system, which can obtain a course system more in line with
individual characteristics.

As illustrated in Figure 4, the recommendation of online
education is still hampered by transmission rate limitations,
the use of teaching courseware, network speed issues, and
other factors that impede learners’ ability to learn online.
As a result, in the Internet of things technology environ-
ment, an integrated examination of the ideological and polit-
ical education system design is also required, so the paper
uses based on B/S system framework structure construction
and 3-layer logic structure, to further improve the security
and applicability of the system, B/S system framework struc-
ture through the Java language programming run, can make
it in the browser side, the server side of a large number of
computing processing, easy to develop and maintain.
Formation of the browser-side (B) - release instructions -
server-side (S) - calculation results - The 3-layer structure

Teacher/administrator login function

Management
announcement

Website
announcement Sign in My

message
Management
information

Management online
learning module

Manage message
board

Manage courseware, upload video tutorials,
manage test questions, manage online

answers, download and other functions

Manage online posting and
answering messages

Figure 3: Diagram of teacher management/administrator management functions.
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under the B/S system can form a highly cohesive and low-
coupling state, further improving the performance of the
ideological and political education system.

As seen in Figure 5, we believe that learning is tedious
and ineffective. The “double-edged sword” of wireless net-
work technology can be efficiently used by ideological and
political education in higher education to construct an
online learning platform, for example, by opening a WeChat
account. Through the WeChat subscription number, we can
publish weekly or monthly summaries of social and current
affairs and the key arrangements of ideological and political
work; we can also build a web space, upload the main con-
tents of ideological and political education in the form of a
journal, and require students to study online.

Figure 6 depicts the distribution of students’ learning
interests as a useful tool for sorting out Internet information
sources. Ideological and political educators in colleges and
universities should pay greater attention to network infor-
mation media and stay up to date on diverse topics in order
to guide college students in determining what is right and
incorrect. Many network information publishers are uncon-
cerned about information’s accuracy and scientificity. As a
college ideological and political educator, you should pay
more attention to the information. In the classroom or dur-
ing the evening roll call, they should analyze and explain
inaccurate or radical comments to help students judge right
and wrong. For example, during a certain period of time,
students should not be misled by bad information on the
Internet. For example, during a certain period of time, the
international relations between China and Japan were tense.
Many students on university campuses have been incited by
“anti-Japanese” sentiments on the Internet. They were
encouraged to take part in illegal demonstrations and even
to vandalize Japanese cars and electrical shops. Ideological
and political educators in universities should make use of
evening roll calls and class meetings to analyze the situation.
Guide students to be rational and patriotic. Avoid a situation
that gets out of hand.

For example, they can check more classes, communicate
more with college teachers, and strictly discipline the use of
mobile phones in class, as shown in Figure 7, so as to reduce

the chances of students using their hand percussion in class
and restore good classroom order. The majority of ideolog-
ical and political educators in higher education are student

C++ primer

Programming
methodology

Introduction to
algorithms

C++programming
idea

Design mode

Windows programming
technology

Clean code

Effective C++

Figure 4: Diagram of the recommendation algorithm.

800

700

600

500

400

Ac
tu

al
 st

ep
s

300

200

100

0

100 200 300 400 500
Sample

600 700

Figure 5: Student learning outcomes in Civics.

0.16

0.14

0.12

0.10

0.08

0.06

0.04

0.02

0.00
–10 –5 0 5 10

Figure 6: Distribution of learning interests.

5Computational and Mathematical Methods in Medicine



RE
TR
AC
TE
D

ideological and political counsellors, who have the most
contact with students and can make use of opportunities
such as evening roll calls or class meetings to strengthen
education and propaganda for students to fully understand
the autonomy and conscientiousness of learning.

6. Conclusions

With the development of Internet of things technology, edu-
cation tends to be more technological and informational
development, the application of the network education
platform for ideological and political teaching has been
achieved, and there is no doubt that the intelligent develop-
ment of education is a change to the traditional ideological

and political teaching mode. The system not only provides
students with individualized instruction, such as online
learning, online testing, downloading, online question
answering, and other services, but also serves as a showcase
for wireless network technology as a gathering place for young
talent. The work of ideological and political education in col-
leges and universities should make good use of this “double-
edged sword,” so that it can play a positive role in promoting
ideological and educational works.

Data Availability

The datasets used during the current study are available
from the corresponding author upon reasonable request.
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New media has become incorporated into people’s lives as a result of its advent and great popularity. Students make substantial
use of new media, and using it for student management necessitates social attention and assistance. It has to do with the
management effect of colleges and universities, as well as the development of college students and societal harmony and
advancement. Under the new media environment, student management workers should apply new media to daily student
management work on the basis of traditional student management work methods, carry out new extensions and expansions,
and use various forms of new media platforms as working methods and means. To carry out student work to improve the
efficiency and effectiveness of student management work, in this context, this paper uses deep learning to carry out the
application and practical effect evaluation of new media in student management and completes the following work: (1) This
paper examines and discusses the development history, concept, connotation, and characteristics of new media using the
literature analysis approach. The literature is used to synthesize the study findings of contemporary academic circles on the
management of student issues in the new media environment. (2) The related technologies of BPNN are introduced, the
evaluation index of the application effect of new media on student management work is constructed, and then, the appropriate
BPNN structure is designed. (3) Experiments are carried out with the self-designed data set. The results of the experiments
reveal that the model proposed in this research has a low error and good performance.

1. Introduction

In this rapidly developing society of digital technology and
new media technology, all kinds of media information have
enriched people’s information resources. The majority of
young college students are one of the groups that use new
media widely and have been integrated into the new media
era [1]. How to use new media to serve student management
and open up a new situation of new media platform educa-
tion has become a new topic for student management
workers in colleges and universities. There are now over
750 million Chinese netizens, 720 million mobile netizens,
and more than 50 percent Internet penetration in China,
according to a CNNIC report issued in August 2017 entitled
“Statistics on the Internet Development in China.” In terms

of age structure, Chinese netizens are mainly 10-39 years
old, accounting for about 70% of the total, among which
the 20-29 age group accounts for the highest proportion of
netizens, close to 30. In terms of occupational structure, net-
izens have the largest group of middle school students,
accounting for about 25%. Among the student groups of
Chinese netizens, college students are one of the subjects
who use new media. The emergence of new media has chan-
ged the way of information production and dissemination
and has formed a variety of publicity media including
Weibo, WeChat public account, and website, which has
brought an impact on the management of college students
[2]. For example, many colleges and universities still use tra-
ditional management methods, mainly relying on manpower
management. But it is more of an opportunity. College
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students born in the Internet age have taken the Internet and
new media as part of their lives and have completely
accepted new media.

New media provides colleges and universities with a
more efficient and convenient management method, which
enables the dissemination of traditional media content infor-
mation from chain-like dissemination to network dissemi-
nation, which speeds up the speed and breadth of
information dissemination and expands the influence of
information [3]. The management of students in colleges
and universities should make full use of this information dis-
semination tool to realize the informatization of student
management. It is practical and feasible to use new media
for student management, and it has a certain material basis.
At present, “post-90s” college students are the main body of
contact and use of new media, and mobile phones and tablet
computers are the main forms of new media, and these new
media terminals are widely owned by college students and
young teachers, especially college students’ mobile phone
ownership rate is very high, which lays a solid material foun-
dation for the application of new media to student manage-
ment [4]. To break through the restrictions of time and
distance, the new media can be easily carried and used,
and the costs of new media information transmission are
cheap, paving the way for the use of new media in student
management. According to the “Higher Education Law” of
my nation, the purpose of higher education is to educate
highly skilled specialists with a creative spirit and practical
aptitude, to foster a culture of science and technology, and
to advance socialist modernization [5]. Numerous educa-
tional institutions use new media in their everyday opera-
tions to better manage college students, and this has
resulted in an increase in student management efficiency as
well as an increase in the effectiveness of the methods they
use. The emergence of new media has also made it more dif-
ficult for colleges and universities to govern their operations,
and many institutions lack the backing of solid ideas and
management practices [6]. This paper takes the management
of college students as the research object and analyzes the
relatively backward management mode in the new media
environment.

It argues that current management is complicated by the
management environment, that managers lack knowledge of
new media management, that managers’ authority has
eroded, and that individual students are preoccupied with
issues such as the network, and then proposes a path for
innovative management, and then uses deep learning to
evaluate the value of new media in student management
work. Dissemination of information occurs quickly and over
a broad spectrum in the new media environment. In order to
effectively manage college students, a university student
management system must incorporate new media, con-
stantly innovate management concepts and methods, fully
utilize new media, and correctly understand the characteris-
tics, development laws, and trends of new media. Excellent
student management is a must in the age of social media
[7]. As a result, one of the most pressing concerns confront-
ing today’s student employees is how to make the best use of
digital media in overseeing college students.

The paper’s organization paragraph is as follows: The
related work is presented in Section 2. Section 3 analyzes
the methods of the proposed work. Section 4 discusses the
experiments and results. Finally, in Section 5, the research
work is concluded.

2. Related Work

Although the time from the emergence, development, and
widespread application of new media is relatively short, it
has already received widespread attention from the society.
Domestic scholars engaged in new media research have
already formed a lot of research results. Regarding the defi-
nition of the concept of new media, scholars differ in terms
of understanding and interpretation. At present, the aca-
demic circle has not formed a relatively unified concept
expression. Reference [8] explains the concept of new media
from four aspects: first, new media should be digital and
highly interactive; second, new media is changing with tech-
nological development; third, so-called new media should
adopt international standards as the judgment criteria;
fourth, terminals are used to access information and services
provided by terminals in new media. Reference [9] believes
that the concept of new media is constantly developing,
and new media has different forms of expression in different
time periods. There are two types of new media: broad and
narrow. In the broad sense, “new media” refers to new forms
of communication or media based on digital, network, and
other technologies; in the restricted sense, “new media”
refers to “developing media.” Compared with traditional
media such as newspapers, TV, and radio, new media is a
communication platform that provides users with informa-
tion and services based on digital technology, using mobile
communication channels such as the Internet, and using
computers and mobile phones as terminals [10]. Regarding
the research on the manifestations of new media, reference
[11] believes that the manifestations of new media include
teletext, optical fiber cable communication network, com-
puter communication network, TV, mobile phone, large-
scale computer database communication system, multime-
dia information interactive platform, satellite live TV sys-
tem, Internet, and multimedia technology broadcasting.
There has been much study done on the coupling of new
media and higher education, with an emphasis on the influ-
ence of new media on college students’ ideological and polit-
ical education, and how to lead college students ideologically
in the new media environment. Most of the research is still
at the level of theoretical research, and there are very few
researches that really apply and test new media in practical
work. There is a lot of attention on two components of col-
lege student affairs management research.

On one side, it highlights and examines problems with
college and university administration’s student affairs poli-
cies. According to reference, traditional college student
affairs management in our country has flaws with the sys-
tem, concept, and team structure. College administrators
should adopt the management philosophy of “people-
oriented” so that students have greater possibilities to partic-
ipate in school management. Provide students with a good
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campus environment, cultivate students’ self-awareness,
encourage students to start their own businesses, and pro-
vide students with a platform for free development. On the
other hand, it studies the management mode of college stu-
dents. Reference [12] proposed that colleges and universities
should change the simple management method, add services
to the traditional “education-management” model, and take
“student development” as the core of student management.
Research on new media and student affairs management.
The rise and wide application of new media in China has
been relatively short. In recent years, my country’s new
media technology has made great progress, but the system-
atic research on new media applications is in its infancy. Ref-
erence [13] analyzed the impact of new media on the
management of student affairs in colleges and universities
and summed up three ways that current college student
affairs management workers treat new media: one is to resist
some new media with bad information; tired of dealing with
the negative information on the new media; and thirdly,
only hope to release information through some functions
of the new media.

Reference [14] analyzed the characteristics of new media
and the impact of new media on college students and ana-
lyzed the student service mechanism, news release mecha-
nism, opinion hearing mechanism, leadership reception
mechanism, democratic evaluation mechanism, emergency
handling mechanism, and network literacy. The establish-
ment of management mechanism makes suggestions to col-
leges and universities. According to reference [15], new
media will present chances and problems for college stu-
dents’ work. New media qualities such as immediacy, vari-
ety, and equal communication, for example, provide a new
platform for the creation of working methods and student
affairs management methods in colleges and universities.
In the United States, student management work is called stu-
dent affairs management, which is similar to the student
management work in Chinese universities in terms of work
object, nature, content, and scope [16]. Reference [17]
defines student affairs as follows. Student affairs are used to
describe the organizational units and machines that are
responsible for students’ extraclassroom education and also
include in-classroom education. In the management of stu-
dent affairs in western developed countries, especially in
the higher education in the United States, there is already a
relatively complete theoretical and practical system, and
the enterprising spirit and open tradition have achieved the
first-class education status of the United States. The United
States is a multiethnic and multicultural country, and polit-
ically, it is a country of decentralization. In this context, the
management of student affairs in American colleges and
universities presents the characteristics of diversity and indi-
viduality. The United States comprehensively promotes the
concept of student development, educating students and
serving students at the same time, and has made a new inter-
pretation of the connotation of higher education [18–20]. By
combing the above literature, it is found that scholars have
paid attention to the impact of new media on colleges and
universities and have carried out relevant research on how
to apply new media. Studies into how students’ political

and ideological perspectives are being shaped in the new
media era have been quite methodical and thorough, result-
ing in a wealth of theoretically sound study findings

3. Method

In this section, we define the basic theory of BP neural net-
work, evaluation of the application effect of new media in
student management, and construction of the evaluation
model in detail.

3.1. The Basic Theory of BP Neural Network. BPNN is one of
many branches of neural network. As far as the current
research situation at home and abroad, it is a relatively
mature theory. The BPNN performs calculation and fitting
on a large amount of data, and each calculation will modify
the internal parameters to increase the overall fitting effect of
the model, so that the output results continue to approach
the real data. The general BPNN structure consists of three
parts. The first part is the input layer, which is the input
end of data import and is an N-dimensional vector; the sec-
ond part is the hidden layer. The hidden layer can be a mul-
tilayer network, but the middle layer of the general one-layer
structure is enough to fit any mapping relationship; the third
part is the output layer, which is the mapping result of the
input data, which is an N-dimensional vector. A simple neu-
ral network model with one layer in the middle is shown in
Figure 1. In the network structure, the units of the same
layer are not connected to each other, and the units of the
adjacent layers have a transfer connection.

The mathematical model of the neuron unit is as follows:

y = f 〠
n

i=1
wixi − λ

" #
, ð1Þ

where y is the output value of the neuron in the backward
direction, wi is the connection weight coefficient between
the neural unit in the front layer and the neural unit in the
rear layer, ∑wi is the weighted summation value, λ is the
threshold set by the neural network, and f is the activation
function of the neural unit. The backward output value ∑
wixi adjusted by the weight coefficient is compared with
the set threshold λ.

After meeting certain conditions, the neural unit will
work; otherwise, it will remain static. This working mode is
essentially the input data. Perform category filtering to
obtain different expected output values for input values in
different categories. In a neural network, information is
passed backward through the input layer through connec-
tion weight adjustment, and the neuron is activated when
the weighted sum value satisfies the threshold condition.

The BPNN goes through the forward propagation pro-
cess and the back propagation algorithm. The neural net-
work first randomly assigns adjustment coefficients to the
forward pass between each level and then fits the data sam-
ples. According to the comparison error between the output
result and the given result, the weights of each layer are
adjusted in a specific direction from the first layer along
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the middle layer to the last layer until the error reaches an
ideal level. This algorithm is the error back propagation
algorithm, namely, BP algorithm, and its related theory is
as follows. Because the three-layer neural network is enough
to simulate any mapping relationship, it is assumed that
there is a three-layer network, the number of units in the
first layer is m, the number of units in the second layer is z
, and the number of units in the last layer is s. X1, X2,⋯,
Xm are input data; H1,H2,⋯,Hz are the back-
transmission data of the intermediate layer; and y1, y2,⋯,
ys are output data. The adjustment coefficient from the m
-th first-layer unit to the z-th intermediate-layer unit is
wmz , the threshold of the z-th unit in the intermediate layer
is θz , the adjustment coefficient from the z-th intermediate-
layer unit to the s-th last-layer unit is Rzs, and the last thresh-
old of the s-th unit of the layer is φs; the transfer function
from the first layer to the middle layer is f1, and the transfer
function from the middle layer to the last layer is f2. Here,
tansig is selected as the transfer function for f1 and f2. The
input of the z-th unit of the second layer can be obtained:

Netin1z = 〠
m

i=1
xi∙wiz: ð2Þ

The output of the z-th unit of the second layer is as fol-
lows:

Hz = f1 Netin1z − θz½ �: ð3Þ

The input to the s-th unit of the last layer is as follows:

Netin2s = 〠
z

i=1
Hi∙Ris: ð4Þ

The output of the s-th unit in the last layer is as follows:

Ys = f2 Netin2s − φs½ �: ð5Þ

The output of the neural network is

Os = Y1, Y2,⋯Ysð Þ: ð6Þ

Calculate the error of the prediction result with the least
square method:

Ek =
1
2〠

s

i=1
Yi − yið Þ2: ð7Þ

Now adjust the parameter value according to the
obtained error to reduce Ek and improve the explanatory
power of the model. Obtain the partial derivative for the
parameter Param that needs to be adjusted, so that the
parameter changes in the opposite direction of the positive
and negative signs of the partial derivative. At this time,
the value of each unit change of the parameter operation is
∂Ek/∂Param. At the same time, in order to prevent the
change rate from being too fast to miss the optimal param-
eter setting or the solution speed that is too slow, a reason-
able learning rate α needs to be set. The parameter
adjustment formula at this time is

Param′ = Param − α
∂Ek

∂Param : ð8Þ

The weight adjustment from the second layer to the last
layer can be obtained accordingly:

Rzs′ = Rzs − α
∂Ek

∂Rzs
: ð9Þ

The adjustment coefficient correction value ΔRzs from
the z-th unit of the second layer to the s-th unit of the last
layer is

ΔRzs = −α
∂Ek

∂Rzs
= −α

∂Ek

∂Ys
∙

∂Ys

∂Netin2s
∙
∂Netin2s
∂Rzs

: ð10Þ

Of which there are

∂Ek

∂Ys
= Ys − ys: ð11Þ

The above is the mathematical principle of the BP algo-
rithm for parameter correction. Using the relevant network,
generally only need to set the relevant index parameters, and
then, the adjustment between the layers of the BPNN can be
adjusted by fitting the abovementioned correction model
with sufficient sample data. The coefficient is corrected and
calculated, and the nonlinear mapping relationship between
the input information and the output information is simu-
lated and fitted.

3.2. Evaluation of the Application Effect of New Media in
Student Management

3.2.1. Diversified Types of New Media. The “Regulations on
the Administration of Students in Ordinary Institutions of
Higher Education” pointed out that the management of stu-
dents is to maintain the normal order of education, teaching,
and life in ordinary institutions of higher learning; protect
the legitimate rights and interests of students; and cultivate

ň ň ň

Input layer Hidden layer Output layer

Figure 1: Neural network model diagram.
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socialist builders who develop in an all-round way in terms
of morality, intelligence, physique, beauty, and successor.
The supervision of college students is an important aspect
of college administration. Because of the rapid increase of
informatization and digitalization, students at colleges and
universities are increasingly using mobile devices on cam-
pus, such as smartphones and tablet computers. New media
is subtly changing the traditional management model of col-
lege students. Taking a university as an example, this paper
investigates the current situation of using new media to
carry out student management, the problems existing in
the process of using new media for student management,
and analyzes the reasons. The types of new media used are
diversified. Currently, the more popular new media soft-
wares include instant messaging software, video software,
dating software, etc. The instant messaging software devel-
oped by Tencent is the most widely used, and QQ and
WeChat are the most representative. Users can communi-
cate instantly through mobile digital media by sending pic-
tures, expressions, audio, video, etc. A whopping 889
million people use WeChat on a monthly basis as of Decem-
ber 2016. For chatting with pals, WeChat is a cutting-edge
social networking app. Users can add friends and follow
public platforms by searching WeChat, sharing WeChat,
shaking, scanning QR code, etc., and can share with your
friends by posting text, pictures, and videos in your
moments. From the perspective of college student manage-
ment, the WeChat platform, as a management tool, has been
valued by many colleges and universities, and they have
begun to use the WeChat platform to serve the management
of students. We discovered through research and interviews
that a certain school has begun to experiment with new
media platforms to help with student management, and
the sorts of use are becoming broader. The main forms of
use include the establishment of theme education websites
specially used for student management, such as the website
of the Ministry of Student Affairs and the National Defense
Education website. Different education systems also provide
management services for college students through various
forms such as QQ, WeChat, Weibo, and forums. Students’
questionnaires can reflect this conclusion. In the interviews
with teachers, the vast majority of teachers choose instant
messaging tools and Weibo, post bar, forums, etc. These data
show that colleges and universities have begun to use a vari-
ety of new media platforms to carry out student manage-
ment work and have achieved certain results.

3.2.2. Changes to Student Management by New Media.
Through interviews and questionnaires, we learned that the
student management work of a certain school is making
continuous progress relying on new media platforms. The
specific manifestations are as follows:

(1) New media promotes the digitalization and network-
ing of student management work. We have entered
the digital age, and new media makes student man-
agement work to be digitalized and networked. In
the past, in order to understand the basic situation
of students, the collection of student information

was in the form of a paper information registration
form. The student information is now almost
entirely computerized. Student information, namely,
basic student information, rewards and punish-
ments, mental health, employment, and so on, is all
provided to the data platform of a digital campus
of a particular school. When you need to access stu-
dent information, you can utilize it to quickly search
for digital data, making student management more
efficient and eliminating the need for significant
human labor. It simplifies a lot of repetitive work,
saves manpower, reduces workload, avoids mistakes
in some work, improves work efficiency, and
expands the work extension space of student
administrators

(2) The new media provides a broader working platform
for the management of college students. The tradi-
tional management platform for college students
mainly include class meetings, school newspapers,
publicity boards, symposiums, interviews, etc. These
methods are limited by time and space and are rela-
tively simple and often do not receive good educa-
tional effects. With the advent of new media,
college students now have access to a platform for
political and ideological education that was previ-
ously unattainable due to the constraints of time
and geography. Relying on information technology,
new media has the advantages of rich resources,
strong interaction, and rapid dissemination com-
pared with traditional media, creating a brand-new
educational platform for college students and
enabling student management workers to have a bet-
ter understanding of students’ needs channel. On
this working platform, student management workers
can carry out their work in a timely and comprehen-
sive manner. Teachers and students can be friends
on QQ and WeChat and engage on Weibo, allowing
teachers to provide immediate and focused counsel
to problems as they develop, influencing students’
behavior, changing bad habits, and helping them
progress. Student management staff use the new
media platform to gather useful material to assist
college students in growing up healthy and then
broadcast it on the platform via text, video, audio,
photos, and other means. According to statistics,
there are 9 WeChat official accounts at various levels
in a school, and each department also has its own
WeChat official account. These official accounts have
their own characteristics and push department news,
student management, and student growth-related
knowledge, which has a great impact on students

(3) The new media has changed the working methods of
the management of college students and promoted
the communication between teachers and students.
The new media has expanded the ideas of student
management, integrated it into the management of
students, and completely innovated the way of edu-
cation. Before the new media era, an educational
model centered on management educators, teaching
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materials, and classrooms was formed. To carry out
managerial activities, managers primarily employed
theoretical instillation and preaching. Students are
in a submissive position and passively take informa-
tion. Student administrators are frequently “arro-
gant” and require students to be managed. This
concept has been dramatically transformed by the
advent of new media. Workers in student manage-
ment have modified their teaching techniques,
included new media elements, and acted as guides
in educational management activities. As a new
working platform for college students’ management
job, new media tools like WeChat and Weibo have
proved their merits. Students are ready to adopt a
number of media formats in addition to conven-
tional written language and text. For example, you
can grasp the student’s ideological dynamics by
checking the students’ QQ, Weibo, and WeChat.
Send information through WeChat groups, forums,
etc., and publish class dynamics, so that students
can better participate in student management. The
new media has provided more diverse and conve-
nient working platforms for student management,
changed the working methods of college students’
management, and promoted the communication
between teachers and students

(4) The new media has formed a harmonious joint man-
agement environment. The so-called educational
synergy is the comprehensive effect produced by
the implementation of comprehensive education
within a certain period of time and under certain
conditions. This comprehensive effect is not the
sum of the individual educational functions in com-
prehensive education, but a new educational force
that is much larger than the individual educational
functions. The student management work in colleges
and universities can only form an educational syn-
ergy if they receive more support. New media can
bind together the forces of education. First of all,
parents do not need to go to school, but through

new media platforms such as WeChat and blogs,
they can easily understand the situation of students
in school and give feedback on problems that arise,
thus forming a harmonious educational joint force
between the school and parents. This new educa-
tional synergy breaks through the limitations of the
traditional education model, effectively realizes the
cooperation between the school and the family, and
maximizes the effect of student education. Second,
new media enhances cohesion. To increase their
popularity and competitiveness, numerous colleges
and universities now display their style through mul-
timedia platforms such as campus networks,
WeChat public platforms, and post bars. Students
enthusiastically participated in many events such as
college style and contestant voting, which improved
the school’s external image. The style is displayed
inside the school via the new media platform. Activ-
ities such as the selection of “the most beautiful
counselor” and “the most American military instruc-
tor” conducted by a school have enhanced cohesion
within a certain range, spread positive energy, and
also played a supervisory role, which is conducive
to the formation of a harmonious management
environment

(5) Crisis public relation events in the age of traditional
media have few communication channels, slow
speed, narrow scope, and passive acceptance of
information by the audience. The new media has
changed the communication relationship between
the media and the audience and changed the tradi-
tional discourse environment. As soon as the mate-
rial is provided through new media, it is easy for
other media outlets to cite and distribute it. Informa-
tion is being disseminated more quickly and with a
broader breadth. The audience can express their
own opinions, and positive public opinion and neg-
ative public opinion are tit-for-tat, which increases
the difficulty of management. As university adminis-
trators, when dealing with crisis events, they should

Table 1: Application of new media in student management and evaluation indicators.

Index Label

Accelerate the collection of student information I1
Pay attention to students’ mental health in a timely manner I2
It is convenient to record and publish reward and punishment information I3
Follow up on student employment in a timely manner I4
Expanded work extension space for student administrators I5
Provide a broader working platform for college students’ management work I6
Expanded the space of ideological and political education work I7
Timely push college-related news I8
Flexible and diverse educational methods I9
Students are more willing to accept new media methods I10
Integrate various educational forces I11
Facilitate the organization of various new media-related events I12
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seize the right to speak as soon as possible, publish
the real information of the event through new media,
express their position, establish their authority in the
online battlefield, guide students to correctly view
emergencies, prevent students from obeying gossip
and fake news, and avoid spreading the truth and
triggering the escalation of the incident. Among the
students of a certain school, there was a rumor that
the dormitory would be adjusted on a large scale,
which caused the discussion and anxiety of the
majority of students. After learning about it, the stu-
dent office swiftly posted official news via the
WeChat public account, thereby stopping the spread
of misinformation and restoring normal classroom
management procedures

Through the above discussion, it can be seen that new
media has been widely used in student management and
has produced a very positive effect. Therefore, this paper
constructs the application and effect evaluation indicators
of new media in student management, as shown in
Table 1. According to the corresponding input indicators,
different levels of evaluation results can be obtained, which
are divided into three levels.

3.3. Construction of the Evaluation Model

3.3.1. Building the Model Framework

(1) The Number of Layers of the BPNN Is Determined.
According to the basic theory above, this paper selects a
three-layer network structure that can simulate any nonlin-
ear mapping function, that is, a single hidden layer structure.

(2) Determination of the Number of Input Layer Units.
According to the analysis of this paper, there are 12 indica-
tors for the application and effect evaluation of new media
in student management. Therefore, this paper sets the num-
ber of neurons in the input layer to 12.

(3) Determination of the Number of Output Layer Units. The
purpose of constructing the BPNN model in this paper is to
use relevant data to evaluate the effect of new media in stu-
dent management. Therefore, the number of neurons in the
output layer is 1, which is the effect level.

(4) Calculation of the Total Number of Hidden Layer Units to
Be Used. Neural networks are better able to explain nonlin-
ear mapping relationships when they include more hidden

0

8

7

6

5

4

3

2

1

M
ea

n 
sq

ua
re

 er
ro

r

Epoch

20 40 60 80 100
0

0

8

7

6

5

4

3

2

1

M
ea

n 
sq

ua
re

 er
ro

r

Epoch

20 40 60 80 100
0

Figure 2: Training effect when N = 5 and N = 7.

4.5

4

3.5

3

2.5

2

1.5

1

0.5

0
0 20 40 60 80 100

Epoch

M
ea

n 
sq

ua
re

 er
ro

r

0 20 40 60 80 100

Epoch

M
ea

n 
sq

ua
re

 er
ro

r

5
4.5

4
3.5

3
2.5

2
1.5

1
0.5

0

Figure 3: Training effect when N = 9 and N = 11.

7Computational and Mathematical Methods in Medicine



layer units. But excessive number of units will lower model
training’s efficiency. And the number of hidden layer units
must be less than N − 1, where N is the number of training
samples; otherwise, the built model cannot be generalized.
This article is based on the following empirical formula:

h =
ffiffiffiffiffiffiffiffiffiffiffiffi
m + n

p
+ a, ð12Þ

where h is the number of hidden layer units, m is the num-
ber of input layer units, n is the number of output layer
units, and a is an integer in the interval [1, 9].

Start with 5 units and increase to 15 in turn to test the
influence of different numbers of units on the model error,
and select the number of optimal results as the number of
middle-level units.

(5) Determination of Activation Function. In this paper, the
tansig function is selected as the transfer function.

(6) Determination of Other Parameters. In this paper, the
trainingdx algorithm is selected as the learning algorithm
of the BPNN. The algorithm has a momentum project and
can achieve self-adaptive adjustment. In this paper, the
training accuracy is set to 1e-5; that is, the error level is below
0.00001. The learning rate setting range is (0.1, 0.9), and the
learning rate is the convergence distance of the model when
the correction calculation is performed. A smaller learning
rate will reduce the training efficiency, and a larger learning
rate is not conducive to finding the optimal weight matrix.
Different learning rates are tested, and the settings are
selected to make the model training the most effective learn-
ing rate. Other parameters are set according to the default
parameters of MATLAB and do not change.

(7) The Input Layer of the Final Constructed Model. The
input layer of the final constructed model framework is set
with 12 units, representing 12 evaluation indicators. The out-
put layer sets 1 unit, which represents the level of the effect.
The number of units in the middle layer needs to be further

confirmed in the empirical process. The transfer functions
from the input layer unit to the middle layer unit and the mid-
dle layer unit to the output layer unit are all tansig functions,
and the learning algorithm is the trainingdx algorithm.

3.3.2. Simulation of the Model

(1) Preprocessing of Sample Data. Because the meanings of
the data in each dimension in the indicator system are differ-
ent, the units used are also very different. At the same time,
the internal transfer of the model and the range of the acti-
vation function have limits. To construct a real mapping
relationship, it is necessary to standardize the input range.
The processed input will render the built model meaning-
less, and the input data needs to be processed. The process-
ing method selected in this paper is normalization
processing, which converts data of different dimensions into
similar data structures.

(2) BPNN Training. In this paper, a trainable feedforward
neural network is established through the newf function,
and then, the trained model is saved.

(3) Simulation Output. Input the data of the sample to be
tested into the trained BPNN, use the neural network model
to calculate the predicted target value through the sim func-
tion, and then denormalize the predicted value to obtain the
evaluation value. It is the evaluation value of the application
and effect of new media on student management work.

4. Experiment and Analysis

4.1. Dataset and Simulation of BP Neural Network Model.
All of the experimental data in this study comes from a uni-
versity questionnaire survey, and the necessary big data is
then arranged into a data set of 200 training sets and 40 test
sets. The analog input command sets the relevant basic
parameters. Since the predicted target value is based on the
effect evaluation level, the output dimension is 1. The trans-
fer function between each level adopts the tansig function.
The result update frequency display is set to update the
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training results every 400 iterations. Due to the complexity
of the sample data, in order to obtain more accurate training
results, the number of iterations of the initial training is set
to 5000 times. The training error target of the neural net-
work is set to 1e-5, which is 0.00001. This error level can bet-
ter reflect the simulation degree of the model and increase
the reliability of the model. The gradient index used to detect
the generalization ability of the model is set to le-6. The gen-
eralization ability index is used to prevent the model from
falling into a local minimum. The model stops running
when the error reduction degree of the model training does
not meet the defined generalization ability index. The trial-
and-error method was used to conduct experiments with
various numbers of middle-layer units, and the number of
hidden layer units that made the model fit ideally was cho-
sen as the number of middle-layer units in the BPNN model
in this study. The relationship between the number of hid-
den layer units and the training error is shown in
Figures 2–4. The number of nodes chosen for trials is 5, 7,
9, 11, 13, and 15. The training error reaches a minimum
value when the number of hidden layer units is 9, as seen
in the figure; hence, this study sets the number of hidden
layer units to 9.

After trial-and-error experiments, it was found that too
large a learning rate could easily make the neural network
fall into a local minimum. When the learning rate is 0.4,
the training error reaches the maximum value, and when
the learning rate is 0.1, 0.2, 0.4, 0.5, and 0.7, the training
error is very close, because the smaller the learning rate,
the less likely the model will fall into the regional minimum
value. Therefore, in order to obtain a better training effect,
this paper sets the learning rate to 0.1.

The number of hidden layer units is set to 9 as described
above, and the learning rate of the model is set to 0.1. After
setting the relevant basic parameters, use the newff com-
mand to construct the BPNN, and set the neural network
training function to the trainingdx function. After construct-
ing the BPNN, use the command to run the
MATLABR2020b program to train the model. The model’s
interpretation degree when the training is completed is R
= 0:9999, according to the program’s running results. The
model’s training accuracy is very good, and it has a strong
ability to sample data, as can be observed. The trained eval-
uation model can better reflect the nonlinear mapping rela-
tionship between the input index and the output index of the
sample data. Store the trained BPNN model. At this time,
the BPNN model has been completed. You can input new
sample data through the model to predict the evaluation
level of the application effect of the new sample.

4.2. Experimental Results of the BP Model. Input the sample
data to be tested, use the sim simulation function to input

the data, output the evaluation result data through the
BPNN model, and then denormalize the obtained predicted
output value through the postmnmx inverse normalization
function, and finally obtain the predicted output value to
be tested. The BPNN model predicts the sample output
value, which is the evaluation level of the application influ-
ence of new media in student management job. The results
of this evaluation are shown in Table 2. The relevant data
will be graded by school leaders and experts engaged in stu-
dent management and compared with the experimental
results obtained by the BPNN proposed in this paper. It
can be seen from the experimental results that the error
between the results obtained by the model proposed in this
paper and the results evaluated by experts is very small, indi-
cating that the BP model has superior performance.

5. Conclusion

New media has infiltrated every nook and cranny of peo-
ple’s lives, impacting every element of their existence. Col-
lege students’ thinking, study, living, and behavior habits
have all been substantially influenced by the use of new
media. The new media has opened up a plethora of possi-
bilities for student affairs management, increased work
efficiency, and reduced the gap between students and pro-
fessors. Student affairs management is no longer limited
by time and space, so that student affairs management
workers can communicate with students, understand and
mastering the situation of students, and also provide a
convenient channel for students to communicate with stu-
dent affairs management workers on an equal footing. The
diversity of new media also provides a good platform for
innovation in student affairs management. But at the same
time, we cannot ignore the negative impact of new media
on student affairs management. The intricate information
provided by the new media dazzles the students who are
not strong in screening ability and are easily confused
and misled, which affects the growth and success of college
students. As a result, it is critical to employ new media in
student affairs administration. This study looks into and
evaluates the current state of college students’ use of new
media, as well as the importance of incorporating new
media into college student affairs management. The neural
network is used to evaluate the effect of new media in stu-
dent management, and the following work is finally com-
pleted: (1) This paper uses the literature analysis method
to systematically study the development history, concept,
connotation, and characteristics of new media and conduct
a more in-depth study discussion. The research results of
the current academic circles on the management of stu-
dent affairs in the new media environment are summa-
rized by referring to the literature. (2) The relevant
BPNN technologies are introduced, followed by the con-
struction of an assessment index for the application effect
of new media on student management work and the
design of an appropriate BP network structure. (3) Exper-
iments are carried out with the self-designed data set. The
experimental results show that the model designed in this
paper has a small error and good performance.

Table 2: Comparison of BP model output and expert evaluation
results.

Number 1 2 3 4 5 6 7 8

Expert evaluation 0.75 0.77 0.85 0.88 0.92 0.63 0.71 0.66

Model output 0.73 0.76 0.85 0.90 0.92 0.61 0.73 0.65
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Objective. The present research is aimed at determining the efficacy of immediate implantation (II) and delayed implantation (DI)
for single-tooth restoration of maxillary anterior teeth. Methods. From February 2019 to June 2020, 80 patients who received
single-tooth restoration of maxillary anterior teeth in Suzhou Kowloon Hospital, Shanghai Jiaotong University School of
Medicine, were included, among which 38 cases with DI restoration were used as the control group (CG), and the remaining
42 cases with II were used as the research group (RG). The complications that occurred were recorded. Besides, subjective
satisfaction (Visual Analogue Scale (VAS)), aesthetic effect after anterior teeth trauma restoration (Pink Esthetic Score (PES)),
aesthetics of dental hard tissue (White Esthetic Score (WES)), pocket depth assessed by pure titanium periodontal probe,
implant stability (Implant Stability Quotient (ISQ)), and oral health-related quality of life (Oral Health Impact Profile- (OHIP-
) 14) were evaluated. Attachment height, general look, color, and chewing function were all much higher in RG than in CG,
according to the evaluation results. Furthermore, at 3 months, 6 months, and 12 months after surgery, RG had greater PES,
WES, ISQ, and OHIP-14 scores, while the periodontal depth was decreased. In both groups of patients, the incidence of
complications was similar, with no discernible differences.

1. Introduction

Tooth loss not only affects patients’ facial aesthetics but also
their chewing function, digestive function, and normal
vocalization, resulting in a sharp decline in patients’ quality
of life (QOL). As the dental implant technology and bioma-
terials constantly develop, implant-supported dental restora-
tion has become the first choice to replace missing teeth [1].
In the past, delayed implantation (DI) was mostly used; that
is, implantation was accomplished 3 to 6 months after tooth
extraction when the tooth extraction site was completely
healed and the bone reconstruction was basically stable, so
that the implant could form bony union after implantation
with favorable safety [2]. However, this implant procedure
will result in a protracted period of tooth loss, as well as
keratinization of the gums and insufficient bone mass in
the edentulous area due to alveolar bone absorption follow-

ing tooth extraction, which will impact the aesthetic effect of
implant repair [3, 4]. With the advances in stomatology,
immediate implantation (II) technology has attracted the
attention of stomatologists at home and abroad, as it not
only shortens the number of surgical interventions and sim-
plifies the treatment procedures but also preserves the soft
tissue capsule to achieve the best soft tissue aesthetics [5,
6]. However, II is not omnipotent, and it will face challenges
such as inadequate wound closure and insufficient soft tis-
sue, which will greatly compromise the aesthetics of gingival
formation of the implant in the aesthetic area [7]. In fact, the
maxillary anterior teeth are very vulnerable to loss due to
trauma or other causes given their special position. Once
the maxillary anterior teeth are lost, it will not only affect
patients’ diet but also their appearance and image, seriously
disturbing their normal life. At present, there are many com-
parative studies on II and DI restoration of single maxillary

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2022, Article ID 4490335, 6 pages
https://doi.org/10.1155/2022/4490335

https://orcid.org/0000-0001-5571-6442
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4490335


anterior teeth loss, but the comparison of soft tissue stability
and aesthetics between the two implant restoration methods
is relatively lacking. So we conducted this research for
verification.

The paper arrangements are as follows: Section 2 exam-
ines the data and methods. Section 3 analyzes the result. Sec-
tion 4 discusses the discussion. Section 5 concludes the work.

2. Data and Methods

This section discusses the research participants and evalu-
ates the various treatment methods. They analyze the end-
point and discuss the statistical processing.

2.1. Research Participants. From February 2019 to June
2020, 80 patients who received single dental implant resto-
ration of maxillary anterior teeth in Suzhou Kowloon Hos-
pital, Shanghai Jiaotong University School of Medicine,
were included as the research participants, among which
38 patients who used DI were taken as the control group
(CG) and the remaining 42 patients who used II as the
research group (RG). Inclusion criteria are as follows: age
≥ 18; single implant in the maxillary anterior region; good
treatment compliance, oral hygiene, and oral care habits;
sufficient bone mass at the implant site; no smoking his-
tory; healthy gums and stable occlusal relationship; no
obvious periodontal inflammation; no contraindications
for dental implants; and available bone height in the apical
region of the teeth ≥ 3mm, with no obvious soft and hard
tissue defect. Exclusion criteria are as follows: inflamma-
tory lesions in planting areas; prior bone augmentation
surgery such as flap implantation; osteoporosis, diabetes,
or other serious systemic diseases; and habitual grinding
of teeth with severe symptoms. All subjects were informed
and signed the informed consent. This study conforms to
the Helsinki Declaration and is ethically ratified by Suzhou
Kowloon Hospital, Shanghai Jiaotong University School of
Medicine.

2.2. Treatment. Periodontal tissue status, alveolar height, and
alveolar bone width at the implant site were observed in both
groups before surgery. Curved surface tomography and peri-
apical film were taken and prepared before surgery, and the
diameter and length of implants were determined. Antibi-
otics were prescribed half an hour prior to surgery.

2.2.1. CG Was Treated with DI. Three months after extrac-
tion and exfoliation of the damaged anterior teeth, the
absorption level of alveolar ridge and alveolar fossa healing
was observed, and the implant restoration treatment was
carried out only when the above two conditions were deter-
mined satisfactorily. Patients were placed in the supine posi-
tion after receiving articaine for local anesthetic and
following normal cleaning and towel laying. To thoroughly
expose the implant area, a tiny incision was made from the
crest of the alveolar ridge slightly to the palatal side, and
the mucous bone flap was opened with a stripper. Then, with
a torque of 35-50N · cm, implants were routinely put, bone
meal was implanted, and the surface was covered with a bio-
film. Postoperatively, patients gargled with mouthwash and

took antibiotics orally for 5-7 days. They were advised to
return for a second-stage operation 5 months after the oper-
ation, and the full repair was carried out 2-3 months after
the second-stage operation.

2.2.2. RG Was Treated with II. Similarly, local anesthesia
with articaine and routine disinfection and towel laying were
performed before operation. The patient was placed in the
supine position, and the small incision was made angular.
The decision to extract the affected tooth or not was made
depending on the periodontal wall condition and alveolar
bone height. When designing the flap range of the incision,
the integrity of the gingival papilla was tried to preserve as
much as possible. The trauma caused by increased alveolar
fossa was minimized during minimally invasive tooth
extraction, and the integrity of bone wall was maintained.
Then, the implant socket was prepared, and the suitable
implant was determined, which was planted with a torque
of ≥35N · cm, reaching at least 3.0-5.0mm at the bottom
of alveolar socket as the implant depth and reserving a
tongue-labial bone wall with a thickness of more than
1.0mm. The implant’s crown square was about 0.5mm
smaller than the bottom of the alveolar socket, which was
consistent with the long axis of the opposite side. The sur-
face was then covered with biofilm, and bone meal was
implanted in the space around the implant. According to
the position of the missing teeth and the size of adjacent
teeth, the specifications and models of the immediate
implant abutment were determined, and nanoresin was used
as temporary crown. After abutment implantation, attention
was paid to tight suture, and the neck of abutment was
highly polished to ensure no occlusal contact. Besides, the
anterior, lateral, and median of the abutment were adjusted,
after which central screws were used for fixation. After the
operation, patients were gargled with mouthwash, and oral
antibiotics were taken for 7 days. The full crown restoration
was completed 6 months after surgery.

2.3. Endpoints

2.3.1. Success Rate of Restoration. Adequate periodontal tis-
sue, no loosening of implants, and normal chewing function
were all criteria for restoration success. Repair failure was
defined as gingival periodontal redness and abscess, implant
loosening, and no improvement or even deterioration of
chewing ability following therapy. Besides, the common
complications of dental implantation in both groups were
recorded, including gingival margin recession, peri-implant
inflammation, metal exposure, and infection.

Subjective satisfaction was assessed 1 year after surgery
based on patients’ subjective feelings using the Visual Ana-
logue Scale (VAS). The indexes include attachment height,
overall appearance, color, and chewing function. Satisfaction
is positively correlated with the score (range: 0-10).

The Pink Esthetic Score (PES) [8] was used to evaluate
the aesthetic effect of patients after the anterior tooth resto-
ration, which was evaluated once at 3 months, 6 months,
and 12 months after the operation, with a total of 7 items
and 0-2 points for each item. The aesthetics of tooth hard
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tissue was assessed using the White Esthetic Score (WES) [9]
from five domains of color, surface texture, tooth form,
tooth volume/outline, and translucency, and each item
scored 0-2 points. For both scales, higher scores are associ-
ated with better aesthetic effects.

A pure titanium periodontal probe was used to detect the
pocket depth (PD) at 3 months, 6 months, and 12 months
postoperatively, and the detection position was the distance
between the pocket bottom of the implant denture and the
mesial, central, and distal gingival margins on the labial
and lingual surfaces of the crowns. Implant stability was
assessed using the Implant Stability Quotient (ISQ) [10]
(score range: 0-100), with higher scores indicating better
implant stability.

The evaluation of oral health-related QOL at 3, 6, and 12
months after surgery employed the Oral Health Impact Pro-
file- (OHIP-) 14 scales [11]. The scale includes 7 dimensions
with 2 items each, and the score of each item is 0-4 points,
with a total score of 0-56 points. The higher the score, the
lower the QOL related to oral health.

2.4. Statistical Processing. Data were statistically processed by
SPSS 19.0 (Shanghai Yijun Information Technology) and
visualized into figures via GraphPad Prism 6. Chi-square test
and independent t-test were applied for comparison of
counting data and measurement data in this paper, respec-
tively, with the threshold of significance set as P < 0:05.

3. Results

Here, it examines the comparison of general data and occur-
rence of complications. We analyzed the comparison of
attachment height, overall appearance, color, and mastica-
tory function and define the PES and WES scores of patients
in two groups at different time points. We also discussed the
PD and ISQ scores at different time points in two groups
and oral health-related QOL.

3.1. Comparison of General Data. General data like sex, age,
BMI, educational level, and causes of tooth loss showed no
distinct differences between RG and CG (P > 0:05)
(Table 1).

3.2. Occurrence of Complications. The common complica-
tions of dental implant in the two groups were recorded.
In CG, gingival margin recession, peri-implant inflamma-
tion, metal exposure, and infection were observed in 2
(5.26%), 1 (2.63%), 2 (5.26%), and 0, respectively, with an
overall incidence of 13.16%. While in RG, the data were 2
(4.76%), 1 (2.38%), 1 (2.38%), and 1 (2.38%), respectively,
and the total incidence was 11.90%. Complications were
similar between the two groups with no significant difference
(P > 0:05) nor was there any notable difference in the success
rate of repair between RG and CG after statistical analysis
(97.62% vs. 94.74%, P > 0:05) (Table 2).

3.3. Comparison of Attachment Height, Overall Appearance,
Color, and Masticatory Function. The results of patients’
subjective satisfaction evaluated by VAS showed that the
attachment height, overall appearance, color, and chewing

function were significantly higher in RG than in CG
(P < 0:05) (Table 3).

3.4. PES and WES Scores of Patients in Two Groups at
Different Time Points. PES and WES were used to evaluate

Table 1: Comparison of general data between two groups of
patients.

Groups
Control group

(n = 38)
Research group

(n = 42) χ2/t P

Sex 0.637 0.425

Male 23 (60.53) 29 (69.05)

Female 15 (39.47) 13 (30.95)

Age
(years old)

33:21 ± 9:56 33:98 ± 9:83 0.724 0.355

BMI
(kg/m2)

22:93 ± 1:33 23:12 ± 1:56 0.583 0.562

Educational
level

1.229 0.268

≥High
school

17 (44.74) 24 (57.14)

<High
school

21 (55.26) 18 (42.86)

Causes of
tooth loss

2.036 0.361

Caries 13 (34.21) 11 (26.19)

Trauma 13 (34.21) 21 (50.00)

Others 12 (31.58) 10 (23.81)

Table 2: Occurrence of complications.

Groups
Control group

(n = 38)
Research group

(n = 42) χ2 P

Gingival margin
recession

2 (5.26) 2 (4.76)

Peri-implant
inflammation

1 (2.63) 1 (2.38)

Metal exposure 2 (5.26) 1 (2.38)

Infection 0 (0.00) 1 (2.38)

Total 5 (13.16) 5 (11.90) 0.03 0.87

Success rate
of repair

36 (94.74) 41 (97.62) 0.46 0.49

Table 3: Comparison of attachment height, overall appearance,
color, and masticatory function between the two groups.

Groups
Control group

(n = 38)
Research group

(n = 42) t P

Attachment
height

7:26 ± 1:06 8:02 ± 1:42 2.690 0.009

Overall
appearance

7:05 ± 1:11 7:79 ± 1:30 2.724 0.008

Color 7:42 ± 1:06 8:12 ± 1:38 2.524 0.014

Masticatory
function

6:97 ± 1:08 7:55 ± 1:33 2.127 0.037
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the improvement of the aesthetic effect. The data revealed
higher PES and WES scores in RG compared with CG at 3
months, 6 months, and 12 months after surgery (P < 0:05)
(Figure 1).

3.5. PD and ISQ Scores at Different Time Points in Two
Groups. Compared with CG, the PD in RG decreased signif-
icantly at 3 months, 6 months, and 12 months after surgery,
while the ISQ score increased significantly (P < 0:05) as
shown in Figure 2.

3.6. Oral Health-Related QOL. The oral health-related QOL
assessed by OHIP-14 scale determined higher scores in RG
compared with CG at 3 months, 6 months, and 12 months
after surgery (P < 0:05) (Figure 3).

4. Discussion

The results of this study support the use of II as the preferred
method of dental restoration for patients with single maxil-
lary anterior teeth loss, as it provides better aesthetic support
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Figure 1: PES and WES scores of patients in two groups at different time points. (a) The PES scores of the research group at 3 months, 6
months, and 12 months after surgery were higher than those of the control group. (b) The WES scores of the research group at 3 months, 6
months, and 12 months after surgery were higher than those of the control group. ∗ represents P < 0:05 compared with the control group at
the same time point.
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Figure 2: Pocket depth and ISQ score of two groups of patients at different time points. (a) The pocket depth of the research group was
lower than that in the control group at 3 months, 6 months, and 12 months after surgery. (b) The ISQ score of the research group was
higher than that of the control group at 3, 6, and 12 months after surgery. ∗ represents P < 0:05 compared with the control group at the
same time point.
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with higher treatment satisfaction, implant stability, and
QOL compared to DI.

The teeth between the canines on both sides of the max-
illa are known as maxillary anterior teeth. Losing anterior
teeth will compromise the patient’s physiological functions
like as chewing and speech, as well as their overall looks,
causing major negative effects on their physical and mental
health and daily lives. At present, single-tooth implants have
a good long-term survival rate, but implantation remains
challenging due to the frequent presence of hard and soft tis-
sue resorption defects and the high aesthetic requirements of
the aesthetic area [12]. DI is a mature and reliable means of
conventional plant restoration. Patients must, however, wait
for the wound to heal following tooth extraction, and the
resulting long period of time without teeth will damage their
appearance and daily lives, putting a psychological and
financial strain on the patients. Therefore, patients with
anterior tooth loss will have certain concerns when choosing
DI. II, on the other hand, can avoid the above shortcomings
of DI [13, 14], but its influence on the aesthetic appearance
of patients is controversial. Some studies suggest that II is
not aesthetically friendly to patients [15, 16]. While some
other evidence argues that II has similar effects and is even
superior to DI on patients’ aesthetic appearance [17–19].
In this study, RG showed better performance in the evalua-
tion of attachment height, overall appearance, color, and
chewing function, with higher PES and WES scores than
CG at 3 months, 6 months, and 12 months after surgery,
which shows that II is more esthetically pleasing. The reason
may be that II can reduce and avoid alveolar bone absorp-
tion, better maintain soft tissue morphology, and effectively
maintain the height and width as well as the physiological
stimulation of the alveolar bone, thus achieving the aesthetic
effect that DI cannot achieve [20].

It is shown that the success rate of II and DI is compara-
ble, usually above 90% [21, 22]. The results of this study also

found that the success rate of the two plantation methods
exceeded 90% with no significant difference. Following that,
we discovered no statistically significant difference in the
occurrence of problems between the two groups. However,
when compared to CG, RG’s PD fell dramatically at 3
months, 6 months, and 12 months following surgery, while
the ISQ score climbed significantly. These findings show that
both implantation procedures are feasible and safe for
single-tooth maxillary anterior tooth repair. However, II bet-
ter facilitates the formation of good periodontal attachment,
provides favorable support conditions for the growth of
attached gingiva, and protects the alveolar bone septum,
playing a more significant role than DI in promoting the
health of patients’ periodontal tissue.

Due to the destruction of dental integrity, patients with
tooth loss may suffer from alveolar bone atrophy, decreased
masticatory function, food impaction, adjacent tooth dis-
placement, and mandibular joint lesions, which may have
adverse effects on patients’ physiological function and psy-
chological state, seriously affecting their QOL [23, 24].
Therefore, oral health-related QOL is one of the most
important indicators to evaluate the success of implantation
and restoration. In this study, the OHIP-14 scale was used to
evaluate the influence of II and DI on patients’ oral-related
QOL. At 3, 6, and 12 months following surgery, RG had con-
siderably higher OHIP-14 scores than CG, indicating that II
could significantly enhance patients’ oral-related QOL. This
could be due to the fact that II minimizes the duration of
missing teeth and the number of follow-up visits, eliminates
aesthetic and pronunciation issues, and eliminates psycho-
logical and social barriers, all of which improve patients’
QOL greatly.

5. Conclusions

Without causing major complications, II contributes to bet-
ter aesthetic effects, higher subjective satisfaction, and supe-
rior postoperative quality of life for patients with single-
tooth restoration of maxillary anterior teeth, which is worth
for clinical use. For patients with single maxillary anterior
tooth loss, II has higher prognostic value and is more condu-
cive to improving implant stability, treatment satisfaction,
and QOL with more significant aesthetic effects, which is
worth promoting clinically.
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Figure 3: Oral health-related quality of life. The total score of
OHIP-14 in the research group at 3 months, 6 months, and 12
months after surgery was significantly higher than that in the
control group. ∗ represents P < 0:05 compared with the control
group at the same time point.
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Over the years, experts have focused their research on ways to increase the executive capacity of university administrators. This is
because only by improving the quality of execution of college and university administrative personnel can they actively execute
various policies and measures, fully exploit their subjective initiative, and ensure the educational reform of colleges and universities.
Increasing the executive capacity of administrative staff can help colleges and universities manage more effectively. Therefore, in
the development process of higher education institutions, it is necessary to strengthen the execution of administrative staff,
especially the need to adhere to the problem as the basic orientation. Take scientific and practical steps to strengthen
administrative personnel’s executive ability in light of current issues with administrative management personnel’s executive power,
and establish the groundwork for ensuring the quality of management work. Combining deep learning, this paper proposes a path
to improve the executive power of college administrators based on deep learning. To begin, familiarize yourself with the deep noise
reduction autoencoder model and support vector regression (SVR) theory and build the DDAE-SVR deep neural network (DNN)
model. Then, input a small-scale feature index sample data set and a large-scale short-term traffic flow data set for experiments;
then, assess the model’s parameters to achieve the optimal model. Finally, use performance indicators such as MSE and MAPE to
compare with other shallow models to verify the effectiveness and advantages of the DDAE-SVR DNN model in the execution
improvement path output of university administrators and large-scale data sets.

1. Introduction

In the process of Chinese higher education transition from
elite to popular, comprehensive universities have generally
achieved leapfrog development under the guidance of
national education policies and relying on their own com-
prehensive advantages. However, as higher education
develops, many colleges and universities face challenges in
their development. For example, there is a lack of experience
in management systems and operating mechanisms, a ten-
dency to seek completeness in the setting of disciplines, a
tendency to climb higher in the level of running a school,
and a tendency to be greedy in the scale of running a school
[1]. The magnificent blueprint can only be achieved by exe-
cution, and execution is an indispensable link between goals

and results. However, at the management level of many col-
leges and universities, usually because of the unscientific for-
mulation of the school’s own development plan, the
executive power of the administrative staff is weakened,
and the overall executive culture of the school is lacking,
which ultimately leads to the lack of management, ineffective
execution, and low efficiency. At present, in the context of
the great development of higher education, how to continu-
ously respond to challenges and opportunities, improve the
executive ability of university administrators, and establish
an executive organization that meets the characteristics of
high-quality comprehensive university organizations and
changes in the external environment are topics that need
to be explored. Currently, universities generally have their
own development plans. How to put these development
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strategies into practice is inseparable from the super-high
executive power of university administrators. Therefore,
studying the executive ability of university administrators
is very necessary for the university to maintain continuous,
healthy, and leap-forward development.

(1) The construction of executive power is the funda-
mental to achieve the school’s strategic goals. Gao
[2] analyzed the significance of executive power in
school management in his book “School Strategic
Management,” from the point of view that executive
power is a means to overcome various uncertain fac-
tors, and executive power is a touchstone to test the
quality of school personnel and organization. Pro-
ceed from three aspects. Tang [3] believes that excel-
lent execution is a weapon to eliminate loopholes in
school management. Because execution is not only a
powerful weapon for turning educational planning
into reality, it is also a powerful weapon for filling
management loopholes, and it is also a powerful
weapon for optimizing educational planning pro-
grams. Therefore, while the school is scientifically
formulating its own development plan, it should
place a greater emphasis on enhancing plan execu-
tion and assuring the fulfillment of varied plans

(2) The establishment of executive power is essential for
the school’s long-term success. The effective applica-
tion of school policies by administrators, according
to Wang [4], is a critical aspect in school develop-
ment. Only proper implementation may enable stra-
tegic goals to be realized, and organizations rely on
implementation to function effectively. When a
school decides to implement an effective goal, the
first consideration is whether the organization can
accomplish this goal. The establishment of a
dynamic execution organization is the prerequisite
for accomplishing the university’s goals

(3) Execution building is a requirement to promote the
establishment of a modern university system. Jiang
Qingzhe pointed out that, to a certain extent, school
execution is related to the survival and development
of the school. It plays an important role in advancing
the establishment of amodern university system, taking
the road of high-level university construction with Chi-
nese characteristics, and realizing the leap-forward
development of the school [5]. Based on the above
background, this article relies on the rapid development
of deep learning technology, uses DNN to analyze the
characteristics of administrative personnel, and outputs
a personalized path to improve the executive power of
university administrative personnel. Unlike traditional
machine learning algorithms, deep learning is not a
specific algorithm, but a collective term for a series of
algorithms that adopt deep learning ideas

The structure of this article is organized as follows. The
literary works related to this study are presented in Section
2. The proposed methods is explained in Section 3. The

experimentation and evaluation of the suggested method
are presented in Section 4. Finally, section 5 summarizes
the paper’s main points.

2. Related Work

Raman et al. [6] called the gap between strategy and actual
results the missing link and named it execution. Reference
[7] also adopted this expression, defining execution as the
missing link between the goal and the result, and gave a note
that this statement comes from Darwin’s theory of biological
evolution. Reference [8] believes that execution means trans-
forming a strategy into an action plan and measuring the
results. From this perspective, execution can be understood
as the link from strategy to result, and execution is the ability
to transform strategic planning into actual performance. Dis-
cussions on the formulation and implementation of strategic
planning have been uninterrupted in the past few decades.
People’s knowledge and understanding of strategy implemen-
tation is far less clear than strategy formulation, and the
research results on strategy implementation are far less than
those on strategy formulation [9]. The reason is that the pre-
mise of strategic research is that as long as the correct strategy
is input to the enterprise, the expected result will naturally be
produced. The enterprise’s conduct calls this notion into ques-
tion [10]. According to statistics, 87.5 percent of businesses
that have not yet achieved their strategic goals have a clear
strategic setting, but only 36.9% have developed a clear strate-
gic execution path; for businesses that have fully achieved their
strategic goals, these proportions are 96.5 percent and 81 per-
cent, respectively. The results of a 1999 study by Fortune mag-
azine are similar. The conclusion is that about 70.1% of CEOs
fail not because of poor corporate strategy but because the cor-
porate strategy is not effectively implemented [11]. According
to Lazebnik et al., execution is the foundation of strategy, a
critical organizational component of strategy, a collection of
systematic procedures, and a systematic method of exposing
reality and acting in accordance with reality [12, 13]. Strategy
and execution are processes, not just events, but also continu-
ous processes that are seamlessly intertwined [14]. After more
than 20 years of research, according to Nutt, 50% of all deci-
sions made in an organization fail. The main reason was that
managers did not implement and implement it seriously
[15]. The application of executive power theory to the field
of university education management is a new attempt, but
there is still a lack of research in this area at home and abroad,
and there is no systematic and comprehensive work on the
construction of university executive power. When collecting
relevant materials, the author can only refer to and cite some
related works and recent academic papers on the executive
ability of university administrators. The construction of exec-
utive power in colleges and universities is a complex system
engineering, which not only needs to be studied from the
operational level but also needs the support of theoretical
research. The current national competition is becoming
increasingly fierce, and the competition between culture and
education is the key to national competition, which is related
to the future development of the country. Therefore, universi-
ties all over the world are comprehensively improving their
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own school-running level and social influence, and our coun-
try is also constantly innovating teaching concepts. Under the
new wave of education reform, my country’s college education
has entered a new stage, and it has become the consensus of
many colleges and universities to cultivate all-round talents.
The administrative personnel play a protective role in the
training of talents and can provide favorable conditions for
the development of education.

Deep learning is the general term for deep neural network,
and it is the result of continuous in-depth research and devel-
opment of artificial neural network (ANN) [16]. When
researching the biological nervous system, ANN is created
by simulating the biological process of neurons. The ANN is
connected to each other through a number of nodes, and the
output of each node is connected to the input of some other
nodes to form a network system [17]. Over the past decades,
through continuous experiments to sum up experience, people
have gradually discovered that as the number of hidden layers
(HL) increases, the expressive ability of neural network sys-
tems tends to improve, so that they can complete more com-
plex classification tasks and approximate more complex
mathematical function models. However, with the increase
in the number of layers, the difficulty of network training
has rapidly become larger. Gradient diffusion often affects
the employment of standard BP algorithms for network train-
ing, resulting in very sluggish convergence. Since no effective
method has been found to solve this problem, the develop-
ment of ANNs has stagnated for a long time. Until 1981,
“Early Research on the Visual Cortex” edited by Hubel and
Wiesel won the Nobel Prize in Physiology & Medicine in rec-
ognition of their major contributions to information process-
ing in the visual system [18].

Inspired by the above research results, in 2006, Professor
Hinton and other scholars published papers entitled “Reduc-
ing the dimensionality of data with neural networks” and
“Deep Belief Networks” in the “Science” magazine, which
opened a wave of deep learning research [19]. These two
articles mentioned the following points:

(1) The bottleneck of the traditional neural network that
cannot be effectively trained due to the increase of
the number of layers can be overcome by the train-
ing method of layer-by-layer initialization

(2) A multihidden-layer ANN outperforms a single-
hidden-layer ANN. The network has stronger fea-
ture learning capabilities, and the features obtained
through independent learning can more profoundly
reflect the nature of the data, thereby achieving more
effective classification and later summarized with the
continuous development of deep learning

(3) It is necessary to build a network model with multi-
ple HLs

(4) A large number of training samples need to be pre-
pared in advance for training the network. These four
points constitute the essential difference between deep
learning and traditional pattern recognition methods.
Since 2012, deep learning has once again made histor-

ical breakthroughs, mainly including deeper networks
(ResNet), enhanced convolution module functions,
from classification to detection (R-CNN and Fast R-
CNN), generation of confrontation networks, and
the addition of new function modules (FCN, STNet,
and CNN+RNN/LSTM)

When it comes to processing small-scale evaluation data
sets, the adaptive BP neural network (BPNN) model offers a
number of advantages. However, because it only has one hid-
den layer, processing capacity, predictive ability, and modeling
expression power will be limited when dealing with compli-
cated and high-dimensional large-scale data sets. Therefore,
The DDAE-SVR DNN model is proposed in this study to
address the challenge of complicated high-dimensional large-
scale data sets. There are many HLs in the DDAE-SVR DNN
model. The Adammethod is used throughout the unsupervised
training phase to dynamically alter the learning step length of
each parameter during training. After multiple hidden layers,
the spatial characteristics of the original data are converted
multiple times, with the purpose of obtaining the fundamental
qualities of the reconstructed output data with the least amount
of inaccuracy. SVR is used as a predictor for supervised predic-
tion, which enables translating complicated nonlinear interac-
tions to high-dimensional spaces (HDS) in order to create
equivalent linear relationships in low-dimensional spaces in a
similar way. Input the small-scale administrative staff charac-
teristic data set and the large-scale data set for experiments,
and compare them with other shallow models, validating the
suggested model’s efficacy and benefits in the output of the
executive power development route for university administra-
tors and the processing of large-scale data sets.

3. Method

3.1. The Basic Model of Deep Neural Network

3.1.1. Autoencoder Model. There are a lot of DNN funda-
mental models. In this section, the autoencoder model is
briefly discussed. An autoencoder was originally introduced
in 1986. A feature extraction or dimensionality reduction
technique is an unsupervised algorithm. Encoding and
decoding networks are part of the autoencoder concept,
which has three layers of networks. Errors are propagated
backwards through the network using the BP method, and
the network layers’ weights and thresholds are continually
adjusted to reduce error between original input data and
the output data (OIDAOD). Transforming input data from
a high-dimensional format into a low-dimensional format
is one of the initial steps in the autoencoder processing pro-
cess. Then, using the decoding network and the error func-
tion, compute the error between the OIDAOD and reduce
the error to complete the decoding network reconstruction
of the OID. The output of this encoder is used to approxi-
mate the identity function as closely as possible to the input;
its construction is shown in Figure 1.

Suppose the input feature vector (IFV) is x = ðx1, x2,⋯
xnÞ, converted to feature vector h = ðh1, h2,⋯hmÞ in the
HL, and the output feature vector (OFV) is y = ðy1, y2,⋯yn
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Þ; then, the mathematical expressions for mapping the auto-
encoder from the input layer (IL) to the intermediate HL
and the decoder from the intermediate HL to the output
layer (OL) are as follows:

h = C xið Þ = AC WCxi + tið Þ,
y =D hj

À Á
= AD WDhj + t j

À Á
,

ð1Þ

where C and D are the encoding function and the decoding
function, respectively. And AC and AD are the activation
functions of encoding and decoding, respectively, and they
are generally nonlinear functions. WC and WD and ti and
t j are the weight matrix and threshold matrix of the network,
respectively.

The autoencoder generally adopts the gradient descent
method to adjust the weights and thresholds between layers.
The purpose is to minimize the error between the IFV x and
the OFV y to reconstruct the OI. The cost function is gener-
ally the mean square error function or the cross-entropy loss
function, and the expression is as follows:

l x, yð Þ = 1
n
〠
n

i=1
yi − xið Þ2, ð2Þ

l x, yð Þ = 1
n
〠
n

i=1
xi log yið Þ + 1 − xið Þ log 1 − yið Þ: ð3Þ

3.1.2. Support Vector Regression. In 1995, Vapnik introduced
the support vector machine (SVM) to the world for the first
time. To maximize the isolation edge between positive and
negative samples, a classification hyperplane is used as a
decision-making surface, with the isolation edge between
positive and negative samples being maximized. This
method is most commonly used to solve classification, pat-
tern recognition, and regression problems. When it comes
to dealing with difficult nonlinear issues and pattern recog-
nition in vast dimensions, support vector machines provide

a number of advantages. It is a rough approximation of
structural risk reduction with the goal of achieving good
generalization for a small number of learning models in a
short length of time. There are several characteristic indica-
tors for the growth of executive power in university admin-
istrators, and a complex nonlinear relationship exists
between the characteristic indicators and the development
results, which makes it difficult to depict numerically. But
because of its superior ability to fit nonlinear functions,
SVR may be used to address this problem. SVR is used to
anticipate the output outcomes of the deep neural network
model’s OL, as a result of which this chapter is structured
as follows. It is possible to classify SVR as either linear or
nonlinear depending on whether it is encased in a HDS or
not. A significant portion of this section is devoted to non-
linear regression utilizing SVR because of the intricacy of
the nonlinear problem of strengthening the executive capac-
ity of higher education administrators. When used in SVR,
the goal of nonlinear regression is to map a difficult nonlin-
ear link to a HDS and then rebuild the linearized relation-
ship in the HDS that has been defined. Assuming the data
set is T = fðx1, y1Þ, ðx2, y2Þ,⋯, ðxn, ynÞjxi ∈ Sn, yi ∈ Sg, first
define a nonlinear mapping function for the data set T that
cannot be linearly separated in the original space Sn. Trans-
form T to a HDS and ensure that ψðTÞ exhibits favorable
linear regression properties in the feature space F. As a
result, to get a linearized representation of nonlinear issues,
execute linear regression in the feature space F first and then
in the original space Sn. The expression for creating a non-
linear function given a kernel function Pðxi, xÞ = ðψðxiÞ, ψð
xÞÞ is as follows:

f xð Þ = 〠
T

i=1
βi − β∗

ið ÞP xi, xð Þ + t: ð4Þ

The frequently used kernel functions are as follows,
among which τ is a parameter.

(1) Linear function

P xi, xð Þ = xZxi ð5Þ

(2) Polynomial function

P xi, xð Þ = 1 + xZxi
À Áτ ð6Þ

(3) Radial basis function

P xi, xð Þ = exp − x − xik k2
τ2

� �
τ is the core widthð Þ

ð7Þ

(4) Sigmoid function

P xi, xð Þ = tanh xi, xð Þ + τ ð8Þ

…
 

…
 

……
 

…
 

Input
layer

Hidden
layer

Output
layer

xi hj yi

Figure 1: Autoencoder model structure.
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3.2. DDAE-SVR Deep Neural Network

3.2.1. Basic Model. In this chapter, we introduce the
DDAE-SVR DNN model, which can be used to handle
challenging nonlinear problems or process large-scale data
sets, which are difficult to solve with the current shallow
neural network model because of its limited computation
and modeling capabilities. SVR is utilized as the prediction
OL, while deep denoising automatic encoding (DDAE) is
used as the training OL in this study. When applying
SVR, a linearized link in the set HDS equivalent to the
low-dimensional space can be achieved. To denoise the
original input data set before doing unsupervised layer-
by-layer learning and training to reduce the error between
the OI data set and training output data, an autoencoder
is used to produce a feature vector from it. As a final
OL prediction, SVR should be used, with the characteris-
tics of your original data set being used as input for the
SVR algorithm. The following two processes are the most
significant in the DDAE-SVR DNN model.

(1) Unsupervised layer-by-layer training

Before the original input data is input to the DDAE-SVR
DNN model training, because there will be some noise in the
original input data that cannot be cleaned, the characteristics
of the original input data will be set to 0 according to a certain
ratio. To increase the model’s durability and generalizability,
noise reduction processing was used. The unsupervised train-
ing process is mainly to use the deep noise reduction autoen-
coder for training. The noise-reduction processed data enters
the first DAE from the input layer for training, and the
obtained output data is used as the IFV of the second DAE.
After training all DAEs by analogy, each is equivalent to a hid-
den layer of DDAE. The error calculation between the last
DAE decoded output data and the OI data is performed; then,
the Adam method is used to optimize the error in order to
reduce it until the desired accuracy is attained or the number
of iterations is achieved.

(2) Supervised fine-tuning process

The feature vector of the last hidden layer of the deep
noise reduction autoencoder is used as the IFV of the final
OL of the DDAE-SVR DNN model, and the final OL is
based on the supervised algorithm SVR as predictor. In this
supervised prediction process, the relevant parameters of
SVR are tuned to improve the prediction accuracy and effi-
ciency of the entire model.

3.2.2. Feature Index Samples and Data Sets. The neural net-
work model’s deep structure has numerous hidden layers that
can extract the properties of the original sample data with high
computational capacity. Calculations and modeling may be
performed successfully by neural network models that deal
with complicated nonlinear issues or the deep structure of
large-scale data sets. Therefore, the DDAE-SVR DNN model
proposed in this chapter is used to solve the path to improve
the executive power of university administrators. Given that
traditional university administrators’ personalized indicators

are mostly trained and improved from first-level indicators
such as understanding, publicity, and implementation, the
gender, age, and other aspects of their personalities are rarely
improved in order to assess the effectiveness of the model pro-
posed in this chapter. Taking into account the situation of
transformation, the training improvement lacks comprehen-
siveness. In addition to the traditional evaluation indicators,
this article adds two first-level indicators of gender and age
to construct the evaluation indicator system of this article to
comprehensively propose the promotion path of administra-
tive personnel. The new two first-level indicators have a total
of 5 second-level indicators, and all input characteristic indica-
tors are shown in Table 1.

With a total of 17 assessment indexes, this article’s evalu-
ation index system combines the classic evaluation index with
the newly introduced evaluation index. Obtain the relevant
data set from 2015 to 2020 from the administrative staffman-
agement system of a university, the data set format ðX1, X2,
⋯, X17, yÞ, a total of 1020 sample data. Among these, 17 sec-
ondary index data are employed as model input values. Due to
the necessity of identifying the model’s projected output value,
a specific score segment corresponding to a path of execution
power is utilized as the model’s target expected output value,
based on the many assessments and training records of the
supervision group’s teachers. The normalized preprocessing
of the finally obtained data sample is to improve the computa-
tional efficiency of the deep neural network model. The sam-
ple data is normalized as shown in Table 2.

Using the normalized evaluation index sample data set
in Table 1, the format is ðX1, X2,⋯, X17, yÞ, where X and
y represent feature vector data and target label data, respec-
tively, and set the total number of samples to n. Assuming
that the weight matrix of each layer of the deep noise reduc-
tion autoencoder model is W, the threshold matrix is t, and
ψ represents the deep noise reduction autoencoder model.
When the input data set passes ψ, its expression is as follows:

When utilizing the normalized evaluation index sample
data mentioned in Table 1, the format is ðX1, X2,⋯, X17,
yÞ, where X and y represent feature vector data and target
label data, respectively. The total number of samples is set
to n using the normalized evaluation index sample data. If
W indicates the weight matrix of each layer in the deep noise
reduction autoencoder model, t denotes the threshold
matrix, and ψ denotes the deep noise reduction autoencoder
model, then the following is true. When the input data set
satisfies the ψ test, the following equation is true:

λ = ψ WX + tð Þ: ð9Þ

The λ in formulas ((3))–((5)) represents the deep noise
reduction autoencoder model’s OFV, λ is utilized as an input
to the SVR model for evaluation and prediction, and f is
used as the SVR model’s function; the equation is as follows:

ys = f λð Þ: ð10Þ

The evaluation sample data set is partitioned into train-
ing and test data sets, with the training data set being used to
train the model discussed in this chapter. By modifying the
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number of HLs in the model, the optimization technique,
and other parameters, as well as the SVR parameters that
affect prediction effectiveness, a stable and ideal model is
created. Then, using the test data set, determine if the model
is successful at increasing the executive authority of univer-
sity administrators.

4. Experiment and Analysis

In this chapter, we defined the model analysis and compar-
ison, model parameter analysis, and comparison with shal-
low model briefly.

4.1. Model Analysis and Comparison. The small-scale feature
data used in this article uses the data set in Section 3.2, while
the large-scale data set uses the short-term traffic flow data
set. Because large-scale feature data involves a large amount
of privacy and is difficult to collect, large-scale short-term
traffic flow data is used instead for verification, and the data
structures of the two are similar and the dimensions are sim-
ilar. If you use a deep noise reduction autoencoder, you
should set the activation function of the Sigmoid function,
the learning rate to 0.001, the accuracy goal to 0.001, the
maximum number of training repetitions (5,000), and the

weight to be allocated at random, all with a threshold value
of 0. The deep noise reduction autoencoder introduces the
Adam algorithm and optimizes the number of HL and the
number of neurons to minimize the error between the out-
put data and the original data to obtain the essential charac-
teristics of the original data. The important parameters of
SVR are adjusted in the supervised OL to improve the pre-
diction accuracy of the model. In order to verify that the
DDAE-SVR deep neural network model proposed in this
paper has more advantages than other models in terms of
the promotion path of university administrators, in this sec-
tion, the mean absolute percentage error (MAPE), mean
square error (MSE), symmetric average absolute percentage
error (SMAPE), and root mean square error (RMSE) are
introduced as performance comparison indicators of model
prediction accuracy. Their formulas are as follows, where n
represents the sample size of the test data, Ri represents
the actual true value of the test data, and Pi represents the
predicted value of the test data by the model.

MAPE = 1
n
〠
n

i=1

Ri − Pi

Ri

����
����,

MSE = 1
n
〠
n

i=1
Pi − Rið Þ2,

SMAPE = 1
n
〠
n

i=1

Pi − Rij j
Rij j + Pij jð Þ/2 ,

RMPE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1 Pi − Rið Þ2
n

:

r

ð11Þ

Table 1: Executive ability index of university administrative staff.

First-level index Index number Secondary index

Gender
X1 Man

X2 Woman

Age

X3 ≤35
X4 35 < A ≤ 50
X5 >50

Understanding

X6 Able to fully understand the superiors’ instructions

X7 Basic understanding of superiors’ instructions

X8 Unable to understand the superiors’ instructions

Publicity

X9 Relevant plans or programs are understood by more than 90% of the execution targets

X10 Relevant plans or programs are understood by more than 60% of the execution targets

X11 Relevant plans or programs are understood by less than 60% of the execution targets

Execution

X12 The plan or program can be perfectly implemented

X13 Occasionally flaws in plans or program

X14 Frequent flaws in plans or program

Creativity

X15 Frequent creative proposals

X16 Occasional creative proposals

X17 No creative proposals

Table 2: Normalized feature index sample data set.

Index X1 X2 X3 X4 X5 X6 X7 X8 X9
Score 0.8 0.7 0.6 0.7 0.8 0.8 0.7 0.6 0.8

Index X10 X11 X12 X13 X14 X15 X16 X17 y

Score 0.7 0.6 0.8 0.7 0.6 0.8 0.7 0.6 3.7-4.8
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4.2. Model Parameter Analysis. Because a model’s output is
the executive power route of university administrators, it is
critical to optimize the model’s predictive performance by
adjusting the proper parameters. I believe that is just the
beginning. Experimentation is a continuous process of
adjusting critical parameters in order to increase the model’s
calculating abilities and forecast accuracy, and it is essential
for this to happen. This section makes use of both unsuper-
vised learning and training as well as supervised prediction
output in order to increase the model’s ability to predict
the executive power route of university administrators with
more reliability.

(1) There are various methods for optimizing the training
process of neural network models, such as gradient
descent algorithm, RMSProp algorithm, momentum
algorithm, and Adam algorithm. While the current
gradient descent technique is the most often used opti-
mization strategy in neural network models, the con-
vergence speed is sluggish and it is possible to slip
into the local minimum and the gradient vanishes
when training neural network models with several
HLs. The Adam approach is provided as an optimiza-
tion technique for the unsupervised learning training
of the DDAE-SVR DNN model. First-order and
second-order moment estimates are used to dynami-
cally alter the learning step length for each parameter.
Stabilizing parameters is a goal for each repeat of the
learning process. When using the DDAE-SVR DNN
model’s three HLs and 20 neurons in the HL, the
mean square error function is employed to calculate
the error between the unsupervised training output
and the original input data. For training and error esti-
mates, we use the gradient descent technique,
RMSProp, the momentum algorithm, and the Adam
algorithm. Their error curves are shown in Figure 2.
Gradient descent and momentum algorithms have
been dropping, but their decrease is gradual, and the
number of iterations is increasing, resulting in a slow
convergence rate, according to the chart. However,
error convergence tends to flatten as the number of
iterations grows. The first 500 iterations of RMSProp
and Adam algorithms show a fast decrease in the
OFV and original data errors. The graphic shows that
the Adam algorithm is the best in recreating the orig-
inal input data; hence, it has been selected as an ideal
method for the process of unsupervised learning

The number of HLs in the DNN model is set to between
two and five, with the number of neurons in each HL set to
twenty, in order to determine the optimal number of HL for
the DNN model while taking into consideration the size of
the sample data set. Adam algorithm is a learning and train-
ing approach that is used to improve unsupervised learning
and training processes. It is also known as Adam algorithm.
Feed the properties of the sample data set into the DDAE-
SVR DNN model during the training phase. After unsuper-
vised training of the deep noise reduction autoencoder, the
error curve between the output data feature vector and the

original input data set is displayed in Figure 3. Given a con-
stant number of HL, the disparity between the reconstructed
output data and the original input data shrinks rapidly as the
number of recurrent training sessions grows. With a rise in
HL, the error develops gradually as long as the number of
repeated training sessions stays constant. Therefore, when
the number of HL in the DDAE-SVR DNN model is
reduced to two, the error between reconstructed output data
and the original input data during unsupervised training is
reduced to a bare minimum.

This component picks between 20 and 25 neurons for
each HL in the DDAE-SVR DNN model. The Adam method
is used to maximize the unsupervised learning and training
process in the model, which has two HLs. The deep-noise
autoencoder will automatically rebuild the error curve
between the output data and the original input data after
feeding the training data into the model and modifying the
number of HL neurons, as shown in Figure 4. As the number
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Figure 2: Error comparison of different optimization algorithms.
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Figure 3: Error comparison of different hidden layers.
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of iterations increases, the error between the reconstructed
output data and the original input data decreases fast. This
can be observed in the picture. Iterative training results in
a progressive reduction in the error rate as the number of
HL neurons increases. That is why 25 is chosen for each
HL of the DDAE-SVR DNN. It is now at its best, in terms
of inaccuracy, between reconstructed data and the original
data used in the unsupervised training procedure.

(2) Supervised prediction output process

Through the unsupervised learning training of the
DDAE-SVR DNN model, the error between the recon-
structed output data of the last HL and the original input
data is minimized. Therefore, the feature vector of the last
hidden layer neuron can be obtained as the IFV of the model
prediction OL. The final prediction OL of the model uses
SVR as the prediction period to predict the execution power
improvement path. However, the main parameters that
affect the performance of SVR are the error penalty coeffi-
cient, v, and the kernel function type. The error penalty coef-
ficient is the key to adjust the model complexity and
empirical risk, v is to control the number of support vectors
and training errors, and its value range is (0.1). The kernel
function type determines the distribution of sample data in
HDS.

The kernel function types of SVR are mainly linear func-
tions, polynomial functions, radial basis functions, and Sig-
moid functions. In view of the size of the sample data set,
the error penalty coefficient range is set to [1], v = 0:4.
Obtain the eigenvector input of the last hidden layer in the
unsupervised training process as the input eigenvector of
the OL of the DDAE-SVR DNN model, and use SVR to pre-
dict and output, and then, obtain the error curve between
the predicted result value and the true value. It can be seen
from the Figure 5 that as the error penalty coefficient

increases, no matter which kernel function is used as the ker-
nel function of SVR, the output prediction MAPE error will
increase. Because the size of the sample data set is small,
when the error penalty coefficient increases, it will cause
excessive punishment and increase the MAPE. However,
when the polynomial function is used as the kernel function
of SVR, the prediction effect is better than the other three
functions. Therefore, the error penalty coefficient of the
SVR model is selected as 1, and the kernel function is
selected as the polynomial function.

Verify that the DDAE-SVR DNN model’s prediction
output is accurate. The SVR of the prediction OL has an
error penalty coefficient of 1, the kernel function is a polyno-
mial function, and the value of the parameter v, which regu-
lates the number of support vectors and the training error, is
[0.1,1]. Then, the feature vector of the last hidden layer neu-
ron after the unsupervised training of the model is used as
the IFV of SVR. The graph of MAPE and MSE between
the predicted result and the true value is shown in
Figures 6 and 7. It can be seen from the figure that the curve
change trends of the MAPE and MSE values are basically the
same, which first decreases and then increases with the
increase of v. When v = 0:4, the prediction error of the
model in this chapter is the smallest and the prediction accu-
racy is the best.

4.3. Comparison with Shallow Model. DDAE-SVR DNN
model is optimized to validate that the model provided in
this chapter has more benefits than other shallow models
in forecasting the execution power improvement route of
university administrators. To minimize the error between
the reconstructed output data and the original data, the
Adam algorithm is used for optimization, with the number
of HLs of the model and the number of neurons at 2 and
25, respectively. The essence of the original data is retrieved.
The error penalty coefficient, the number of control support
vectors, and the training error parameter y are all adjusted in
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the supervised prediction process, and the kernel function
type is set to 1 and 0.4. The polynomial function optimiza-
tion expenditure vector regression is the most efficient
method for predicting model performance. To compare the
DDAE-SVR DNN with three shallow models of standard
BPNN, SVM, and adaptive BPNN, input the small-scale
sample data set established in this article to train and verify
the model, and predict the results using antinormalization
processing. Table 3 shows the comparative findings for per-
formance measures such as MAPE and MSE, which are uti-
lized as comparison indicators. The table shows that all of
the model’s performance measures are optimum when com-
pared to the typical BP neural network model. Although the
model presented in this chapter requires more time to train
than support vector machines, the other four performance
characteristics are superior. However, when compared to
the adaptive BPNN, this chapter’s model performs better
than it in other performance indicators, especially the two
critical indicators of MAPE and MSE. Comparing these
two models in this chapter shows that they each have their
own benefits and weaknesses when dealing with small-scale
data sets, which supports our claim that the neural network
model in this chapter is successful.

Although the DDAE-SVR DNN model has advantages in
dealing with small-scale and low-dimensional data on the
issue of improving the executive ability of university adminis-
trators, it is difficult to reflect the application advantages of this
model on large-scale high-dimensional data sets. Therefore,
large-scale short-term traffic flow data is selected for experi-
mental verification. Due to the increase in the size of the data
set, the previously tuned parameters are all used for small-
scale data sets. Therefore, the training process fine-tunes the
parameters of the two models again and uses the training time
of the model and performance indicators such as MAPE and
MSE as comparison indicators. The comparison results of
the two models are shown in Table 4.

When compared to an adaptive BPNN, which has a
much shorter training period, the models discussed in this
chapter are significantly more effective at correcting errors
than the adaptive BPNN model. The number of HLs and
the number of neurons in the model presented in this chap-
ter is bigger than the adaptive BPNN model, resulting in a
considerable amount of computation. There is a very little
amount of error in this performance index, which shows
that the model presented in this chapter has strong predic-
tion accuracy and convergence to some degree, as well as
its powerful computation and modeling abilities.

5. Conclusion

Under the new situation, the competition among the com-
prehensive education levels among universities is becoming
increasingly fierce. It is not only necessary to continuously
innovate teaching methods for the teaching staff, but also
to improve the executive ability and master more political
theories. The more the ability to assess and solve problems
in complicated settings, the better the results in serving
instructors and students and adopting higher-level policies
will be. As a result, university administrators should under-
stand and apply the spirit of university ideological and polit-
ical work conferences, improve implementation, and
contribute to the cause of higher education. A strategy for
the promotion path of university administrators based on
deep neural networks is provided in this research, which also
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Figure 6: Relationship between parameter v and MAPE.
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Table 3: Comparison of results of different models.

Index
MAPE MSE SMAPE RMSE Time (s)

Model

BPNN 0.085 48.250 2.12% 6.850 15.211

SVM 0.067 24.600 1.65% 4.960 0.256

Adaptive BPNN 0.065 20.520 1.58% 4.880 0.336

DDAE-SVR 0.06 18.860 1.59% 4.800 5.285

Table 4: Performance comparison of large-scale data sets.

Index
MAPE MSE SMAPE RMSE Time (s)

Model

Adaptive BPNN 0.126 63.21 3.27% 7.24 34.63

DDAE-SVR 0.035 22.56 1.36% 3.52 91.57
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Higher education has always been the top priority of the country and society. With the gradual completion of the Chinese
curriculum system, in addition to some subject knowledge, the education on ideology, morality, and quality has also become
more and more perfect. Moral education in colleges and universities is an example of this. However, current moral education
instruction in colleges and universities is still based on examination-oriented education, and students have not been exposed to
the culture deeply. As a result, the goal of this study is to strengthen traditional culture’s function in moral education
instruction in colleges and universities, as well as conduct research on its application value. In response to this, this paper
designs an embedded moral education network teaching platform, which focuses on increasing the importance of the role of
administrators, and is responsible for collecting statistics of traditional culture resources and applying them to teaching. The
education for traditional culture also traces its origins and provides suggestions for the new era with reference to historical
moral education research. The results of this paper believe that, for the response time of the system, in the campus network
environment, the response time is about 3 s, the minimum value is 2.8 s, and the maximum value is also 3.2 s. In an ordinary
network environment, the response time is also within 3.8 s. This demonstrates that the approach proposed in this research is
efficient and capable of meeting the needs of moral education instruction in colleges and universities.

1. Introduction

In a broad sense, college moral education workers are
teachers and staff of universities, because they all have the
responsibility of teaching and educating people. In a narrow
sense, the moral education workers in colleges and universi-
ties are not only full-time party affairs personnel engaged in
moral education and management but also professional
teachers engaged in the teaching of Marxist theory. This
research examines the moral development of college moral
educators from a restricted perspective. Moral education
workers in institutions of higher learning are responsible
for the teaching, organization, coordination, decision-mak-

ing, and service of Marxism theory. Their work helps to
adhere to the party’s leadership over institutions of higher
learning, so that colleges and universities always adhere to
the socialist purpose of running schools and play an indis-
pensable role in promoting the healthy growth of young stu-
dents, while forming a positive inner belief. Most of the
teachers engaged in ideological and political education are
conscientious, honest and self-disciplined, and conscien-
tiously perform the noble duties of an ideological and polit-
ical educator. However, in the context of globalization, in the
face of the increasingly open external environment, it is
more necessary to strengthen their own ethics; apricot will
lead to the decline of teachers’ morality. Therefore, it is very
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necessary to strengthen the self-cultivation of moral educa-
tion workers in colleges and universities.

In the study of moral education in colleges and universi-
ties, there are mainly the following two innovations:

(1) Based on the characteristics of traditional culture in
moral education teaching, this paper designs an
embedded moral education network teaching plat-
form. The design of this platform can provide better
help for teachers ‘teaching and students’ learning

(2) For moral education, this paper focuses on the role
of Chinese traditional culture in teaching, and it
believes that in moral education, the construction
of teachers’ ethics should pay more attention to the
study of traditional culture

The focus of this paper’s investigation is on the function
of Confucianism in moral education. Of course, there are
flaws in this paper’s research. For example, in the design of
embedded systems, numerous low-level frameworks are
not attempted to improve the system’s performance and
functionality. More in-depth research will be carried out in
the future.

The paper arrangements are as follows.
Section 2 examines the related work. Section 3 describes

the university moral education and network platform appli-
cation. Section 4 evaluates the embedded network teaching
platform design. Section 5 concludes the article.

2. Related Work

The study of moral education in colleges and universities has
always been a concern of many scholars, because it not only
affects the teaching quality of colleges and universities but
also affects the quality of college students. Liu believed that
the moral quality of agricultural and forestry college stu-
dents in the new era presents a positive mainstream trend,
but there are also some unavoidable problems [1]. Song took
Qingdao Library’s proposed construction of Qingdao Mem-
ory Culture Center as the research object. He promoted the
inheritance of intangible cultural heritage and preserves
urban memory by mining and sorting cultural resources
and building platforms and carriers, which is of great signif-
icance to innovative urban development [2]. Zhao-Fleming
et al. have high insights into the study of moral education
and even links it to medicine [3]. Teusch is interested in
using semantics, nomenclature, and scientific description
to investigate moral education languages. The results of the
investigation revealed that moral education research has
been integrated in dialect users’ phonological actions [4].
Valentsova conducted research on an independent ethnocul-
tural group. He believed that in various areas of spiritual cul-
ture in this mountainous region, many ancient elements of
the common Slavic era are preserved, which are also known
in different parts of the Slavic world. In traditional medicine,
this common Slavic practice is a cure for the evil eye and
witchcraft [5]. Nguyen et al. provided an analysis of changes
in ritualism based on field data and earlier sources collected

from 2014-2019 and earlier in Karakalpak areas with contig-
uous or fragmented populations (Chinbesky, Karauzyaksky,
Kegelski, Nukuski, Khodelsky, and Tahitashsky regions of
the Republic of Uzbekistan, Karakalpakstan). His research
found that the ritual innovations of the Karakalpaks, caused
by sociocultural and economic changes, reflected the logic
and content of traditional family festivals, and their complex
symbolic meanings were related to status changes [6].
According to relevant research, it can be found that most
scholars focus on the curriculum setting of moral education
in colleges and the teaching level of teachers, and they do not
really integrate traditional culture into the teaching of moral
education in colleges and universities. At the same time, it
lacks the application of science and technology and embed-
ded network platform.

3. University Moral Education and Network
Platform Application

This section discusses the current situation of moral educa-
tion in colleges and universities. They examine the applica-
tion of traditional culture in moral education in colleges
and universities. They analyze the construction and applica-
tion of university moral education network platform.

3.1. Current Situation of Moral Education in Colleges and
Universities. The Chinese nation has been advocating culture
and teaching since ancient times. The excellent traditional
Chinese culture also contains profound educational ideas,
in which special emphasis is placed on the importance of
moral cultivation for personal growth. The moral cultivation
of people in China has continued since ancient times [7].
Moral concepts in ancient China were not separated into
distinct categories as they are today, but rather were woven
throughout social conventions and culture. As a result, there
was no distinct moral instruction in ancient China strictly
speaking. However, researching ancient society’s talent
training system reveals that the content of moral education
was dispersed throughout all elements of people’s life, affect-
ing people’s lives all the time. In ancient China, the educa-
tion system, imperial examination system, and
management system formed the ancient feudal society’s
three-in-one talent system, which established the ancient
feudal society’s talent training system. The core contents of
the system are all developed around “morality” and “talent,”
as shown in Figure 1.

From the Song Dynasty through the end of the Qing
Dynasty, a specific type of academies formed, which were
akin to private universities in today’s culture. During the
Qing Dynasty, schools of the type of private primary schools
began to exist. In addition to official and private schools,
family education as a supplement also promoted the forma-
tion of the ancient school education system to a certain
extent. The establishment process of the ancient education
system reflects the importance that ancient China attached
to education. The core of ancient education is to teach peo-
ple how to behave and attach importance to the cultivation
of moral culture. Therefore, the social characteristics of
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respecting teachers and teaching are formed in ancient
times.

“Cultivating oneself, managing the family, controlling
the country, and giving peace to the world” is how the
ancient concept of moral education is summarized. The
foundation is “self-cultivation,” and the purpose is “ordering
the family, controlling the country, and bringing peace to the
globe.” This puts forward requirements for the individual
and the society. The individual’s own moral cultivation is
the basis for helping the country and society progress, and
the harmonious cultural atmosphere created by the country
and society provides an environment for individual cultiva-
tion. Combining personal growth with the development of
society and country is the core connotation of ancient moral
education thought and has been deeply affecting the changes
of Chinese moral education thought. After the struggle
between the old and the new morality in modern times
and the establishment and development of New China,
whether it is the criticism of the dross of ancient feudal
morality, the study of Western morality, or the establish-
ment of socialist morality with Chinese characteristics, the
development of Chinese moral education has not uninter-
rupted. Its unique historical continuity also provides experi-
ence that can be used for reference for the development of
contemporary Chinese moral education theory [8].

Ancient moral education thought emphasized the moral
quality of “people.” In modern times, although there is a
debate between private morality and public morality, the
focus of the debate is still on the moral development of “peo-
ple.” Therefore, China’s moral education is, in the final anal-

ysis, an education that emphasizes cultivating and refining
the ideological and moral qualities of “people.”What is ideo-
logical and moral literacy? Ideological and moral literacy
takes “people” as the starting point and refers to people liv-
ing in a certain social environment starting from certain
moral standards, the basic stable behaviors and stable psy-
chological characteristics shown when dealing with the rela-
tionship between individuals and others, and between
individuals and society, as well as people’s moral cognition,
cultural self-cultivation, and acceptance of moral standards.

From the perspective of history, Chinese moral educa-
tion has always regarded the inner self-cultivation and devel-
opment of “people” as the core of its essential development
and paid attention to the importance of moral education to
the country and society. This always links the moral quality
of the individual with the development of the country. The
improvement of the moral quality of the individual contrib-
utes to the progress of the country and society, which in turn
affects the self-improvement of the moral quality of the indi-
vidual. Under such conditions, as the fundamental goal of
education, “cultivating morality and cultivating people” is
the general trend and aspiration.

3.2. Application of Traditional Culture in Moral Education in
Colleges and Universities. Traditional culture and modern
and contemporary culture are divided based on the vertical
development of history. But culture is fluid, not eternal. If
we simply divide culture into two parts, “traditional” and
“modern” according to time, it will inevitably fall into “cul-
tural nihilism” and “cultural retroism.” The attitude of

Chinese traditional moral education culture

Figure 1: Chinese traditional moral education culture.
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cultural nihilism towards traditional Chinese culture is “cul-
tural inferiority,” and the attitude of cultural retroism
towards traditional Chinese culture is “cultural arrogance.”
These two attitudes are a kind of separation of Chinese tra-
ditional culture and modern and contemporary culture. The
“cultural self-confidence” insisted on does not simply refer
to the culture at a certain stage in a certain historical period,
but is a combination of traditional culture and modern and
contemporary culture that is closely connected with the
times through reform, innovation, and development [9].

The outstanding traditional Chinese culture is a one-of-
a-kind national culture developed by the Chinese people. It
is the culmination of thousands of years of Chinese civiliza-
tion and has distinct value connotations. The realization of
its value is of great significance to social progress and all-
round development of human beings. The excellent tradi-
tional Chinese culture is produced in a certain social envi-
ronment and formed in the public life of the people. The
moral standards and values contained in it are based on
the public and face the broad masses of the people. In the
new era, students should inherit the dialectical method of
the excellent traditional Chinese culture since the May 4th
Movement. At the same time, they should also be based on
the practice of reform and opening up and socialist modern-
ization with Chinese characteristics in the new era and adapt
to the characteristics of contemporary social development.
Based on this understanding, traditional culture can be
roughly divided into three parts. The first part is the class
system and moral concept with distinct feudal society ruling
class thought in traditional culture, which is negative and
backward, and belongs to the bad part of traditional culture,
which needs to be eliminated. The second part is the content
of moral values in traditional culture that have far-reaching
influence on the country and society, such as love of the
motherland, honesty and trustworthiness, and hard work,
which are still affecting the development of Chinese society
and should continue to be preserved and inherited. The
third part is the ideological and moral culture that is con-
stantly changing with the development of history. This part
of the culture is mainly the part that is constantly self-
innovating with the development of social life, and it is also
the part that needs to be creatively transformed. Like the
understanding of “benevolence” and “li” in Confucianism,
there is a deviation in understanding between ancient times
and contemporary times, and it is necessary to continuously
reform and adjust according to the social development situ-
ation [10].

A country cannot prosper without virtue, and a person
cannot stand without virtue. To achieve the great rejuvena-
tion of the Chinese nation and build a socialist cultural
power with Chinese characteristics, it must be inherited the
excellent traditional Chinese culture. The excellent tradi-
tional Chinese culture contains rich moral education ideas,
which have been accumulated and passed down through
the changes of the times and are essentially identical with
the moral education in contemporary colleges and universi-
ties. The world today is undergoing profound changes
unseen in a century. The incorporation of Chinese superb
traditional culture into moral education in colleges and uni-

versities not only improves the philosophy of moral educa-
tion in the current period but also aids the development of
Chinese-style socialism. It is vital to China’s superb tradi-
tional culture as well as moral education in colleges and uni-
versities. It has three distinct meanings, as indicated in
Figure 2.

(1) The Demands of the Times. Chinese great traditional
culture, which has influenced the Chinese people’s
value system and spiritual power since ancient times,
continues to do so in the modern period. In light of
the changing development situation both at home
and abroad, a thorough knowledge and excavation
of China’s outstanding traditional culture is a key
priority. Accelerate China’s superb traditional cul-
ture’s innovative transformation process and recog-
nize its current value, which is favorable to fighting
the detrimental impact of diverse ideological trends
in the era of network big data. Through the contem-
porary transformation of the excellent traditional
Chinese culture, the curriculum content of the talent
training base in colleges and universities will be
enriched, and the humanistic and moral cultivation
of college students will be improved. This will help
China show the world the spiritual outlook of the
new generation of Chinese youth and the contempo-
rary charm of China’s excellent traditional culture.
In this way, it will further enhance cultural self-con-
fidence, enhance the sense of national pride and
identity, enhance the cultural literacy of the whole
people, improve the country’s cultural soft power,
and increase China’s international influence

(2) Social Needs. Building a civilized and harmonious
social environment has always been one of the goals
of social governance. With the rapid development of
society and economy, people’s material level has
been greatly improved compared with before, and
the quality of life has also been greatly improved,
but what follows is a lack of spirituality. From the
old man who has caused controversy in news reports
and cannot help, to the frequent incidents of show-
ing off his wealth, the pursuit of personal interests
and material wealth has gradually led the social
atmosphere to a deviated track

(3) Personal Needs. In the context of world globalization,
there are more and more cultural exchanges between
countries around the world. The rapid development
of new media such as the Internet has also acceler-
ated the spread of various cultural ideas. In today’s
fast-paced life, more young people use the Internet
to learn about information. It is precisely because
of this that various negative and negative thoughts
such as “egoism” and “hedonism” spread rapidly
through the Internet, which has formed a major
impact on the values of young people. For a long
time, colleges and universities have only paid atten-
tion to the quantitative indicators of academic
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performance and ignored the impact of multiple
thoughts on college students. They relax the cultiva-
tion of students’ ideology and morality, which pro-
motes the spread of many ideological and moral
problems among college students. The individual’s
demand for moral ideals is likewise quite strong in
this environment. Traditional Chinese culture is full
of strong moral principles and values. Patriotism,
taking responsibility, and daring to create are still
valuable spiritual assets that have been impacted by
superb traditional Chinese culture, and they have
had a subtle impact on the Chinese people’s way of
life and behaviour. It plays an important role in the
personal moral judgment and value orientation stan-
dards of the society. In the new era, inheriting and
developing the excellent traditional Chinese culture
will help improve personal cultural accomplishment
and improve the ability to judge people or things.
This requires consciously resisting negative and neg-
ative cultural thoughts and establishing a correct
world outlook and outlook on life and values [11,
12].

3.3. Construction and Application of University Moral
Education Network Platform. The original multimedia
teaching system consists of projectors, electric screens, mul-
timedia computers, physical display stands, DVD players,
video recorders, recording decks, power amplifiers, and cen-
tralized control systems. The system greatly enriches the
teacher’s teaching content, the visual and intuitive audio/

video presentations make the classroom more attractive to
the students, and the students are more interested in con-
tacting new things, which greatly increases the teaching
effect. At that time, the equipment in the classroom was
more and more complicated, so a centralized control system
(called the “local central control” stage) was adopted to assist
teachers in using it.

Whether the types of courses are rich and whether the
course system is comprehensive and perfect are important
aspects for the development of the online teaching platform.
Although the online Confucius Institute mentioned in the
article has rich course types and a large number of free
course resources, it has not formed a complete course sys-
tem. Some types of courses may only have courseware
resources for a certain lesson or unit, which makes it difficult
for learners who take self-learning methods to learn Chinese
to find a series of courses that meet their needs. In addition,
the online Confucius Institute also has an online search
function, which allows learners to search for courses through
keywords, which is not yet available in online Beiyu. There-
fore, the online teaching platform of Chinese as a foreign
language should pay attention to two important types of cur-
riculum type and curriculum system in the development
process. It is not simply to set up many courses according
to the classification of courses and pile these courses together
in a mess, but to clarify the framework and context between
courses, link them organically, and establish a complete
course system. In addition, the search function of the website
should be developed to facilitate Chinese learners to search
for courses that meet their own learning needs [13, 14]. In

Moral education in colleges and universities

Social needs

Times need

Personal needs

Figure 2: The significance of moral education in colleges and universities.
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the process of cross-cultural communication, it is very likely
that cultural conflicts will occur, which will lead to “culture
shock.” The manifestations of this “cultural shock” vary
from person to person. People who know less about the tar-
get language culture and have significant differences between
their mother tongue culture and the target language culture
are very prone to “cultural shock.” Conversely, people who
know more about cultural differences are more likely to sur-
vive the “culture shock” stage. The two online teaching plat-
forms for Chinese as a foreign language, the Online
Confucius Institute and the Online Beiyu, have separate con-
tent on cultural teaching, and language teaching and cultural
knowledge are separated.

4. Embedded Network Teaching
Platform Design

The system uses the most advanced high-performance
embedded microprocessor ARM9 as the core control plat-
form and uses its powerful and convenient communication
function and storage function, and it uses sensor technology
and signal processing technology to realize the real-time col-
lection and detection of functioning status information and
alarm report information of multimedia classroom teaching
equipment, considerably improving the system’s perfor-
mance and operational efficiency, so that managers can
accurately grasp the real-time working status of multimedia
classroom equipment through the network; through the
dedicated audio processing chip and the storage function
of ARM9, the system can realize the personalized setting of
the sound effect for each teacher, so as to ensure the best
teaching effect of each teacher. The multimedia classroom
network group control management platform of this system
also provides remote control of multimedia classroom
equipment, real-time monitoring of the working status of
multimedia classroom teaching equipment, automatic notifi-
cation of failure and alarm of multimedia classroom teach-
ing equipment, multimedia classroom teaching schedule
management, multimedia classroom teaching schedule man-
agement, multimedia classroom podium access control card
issuance management, multimedia classroom class atten-
dance management, and other functions.

4.1. System Design Principles

(1) Stability. Through the optimized combination of
software, hardware, and system design indicators,
the system ensures that the system platform has bet-
ter stability, so as to ensure that the system can con-
tinue to operate normally

(2) Security. The core of this network teaching platform
is content management. It bans unauthorized users
from posting bad consultations using this teaching
system to secure user data at all levels. The platform
adopts a specific security mechanism to ensure the
security of the system, such as only opening permis-
sions to users with identities, and user information

and passwords need to be encrypted to ensure the
security of data information

(3) Fault Tolerance. In the system design process, the
system requires a certain degree of fault tolerance
to improve the user experience. For example, when
users at all levels input illegal information or infor-
mation that does not meet the requirements, it can
log in the dialog box information incorrectly and
give the system prompt information that meets the
verification standard

(4) Response Speed. When revamping the system data-
base, data redundancy and page loading time should
be reduced to increase the system’s response time
and reduce user operations waiting time at all levels

(5) Interface. In the design process of the front page, not
only must consider the comprehensiveness of the
system function implementation to make the user
easy to operate but also consider the aesthetics of
the interface at all levels of the system, so that the
realization of each interface function can meet the
advanced requirements of user-friendly interface

4.2. Overall Structure Design of the System. This system
adopts B/S (Browser/Server) network structure, namely,
browser and server network system design. The main appli-
cation software of the client is a web browser, which enables
the unified management and development of client applica-
tions. The main system functions are implemented on the
server side. This B/S structure, on the basis of simplifying
the user side, focuses on the development and maintenance
of the WEB side, making system maintenance more targeted
[15]. According to the B/S network structure mode, the sys-
tem platform can be subdivided into three-layer framework
structure of user application layer, program layer, and data-
base layer. The specific workflow is as follows: input query
conditions on the user’s foreground page, the application
layer receives the data and calls the database layer; and then
the database layer queries the database and returns the qual-
ified information records to the database layer; finally, the
information record obtained by the database is referenced
by the program layer, and the data record obtained by the
application layer is referenced by the user layer and dis-
played on the front page. The B/S three-tier architecture
used in this system is shown in Figure 3.

The system platform is oriented to three user groups:
system administrators, teachers, and students, and the per-
mission levels of each category are different. It enters the
main interface of users at all levels through the initial login
interface, operates the user’s operable functions, and writes
the data into the corresponding database. After the database
is updated in real time, other users can continue to access the
database to perform functions within their respective user
rights and finally update the obtained data to the database.
A schematic diagram of the overall structure of the system
is shown in Figure 4.

The system login module contains three different types
of operations, namely, system administrator, teacher user,
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and student user. Different users are required to enter a non-
empty user name and password when logging in. The system
retrieves the administrator table, teacher table, and student
table in the database, determines the role type to which the
user belongs, and then enters the respective welcome inter-
face according to the specific role type, thereby obtaining
different permissions and completing the corresponding
specific operation tasks [16]. The flow chart of the main
interface of the login function module of this system plat-
form is shown in Figure 5.

In the course management module, the teacher first sub-
mits a new course application to the administrator and fills

in the new course declaration form. After the system admin-
istrator approves and approves, teachers can reform ideas
according to the new teaching. They use project-based
teaching to organize courses according to project tasks, cre-
ate a course catalog for the course, and complete the upload,
modification, and deletion of course resources according to
the subtasks of each course catalog. The types of course
resources mainly include teaching text files, sound files,
compressed package material files, and video files. Project
task lesson plans, course electronic teaching materials, teach-
ing electronic plans, course standards, task materials, elec-
tronic courseware, assignments, and exercises are all
included in the classification of course teaching resources
[17]. In the main interface of teacher user operation, users
can view all course announcements, teacher information,
and course content catalogs. And for the courses set up in
this article, you can maintain and update operation permis-
sions such as viewing, editing, adding, and deleting. Users
can also view, add, edit, and modify the student information
of the taught class. On the learner’s main interface, users at
this level can browse the teacher’s profile, course content
introduction, course announcements, and the catalog of spe-
cific project tasks, and then learn about the teacher’s infor-
mation and course information. After starting course
study, users can have permission to browse and download
course resources, submit homework and quizzes for each
project and task of the course, and take course exams after
course study. The flow chart of teacher course management
is shown in Figure 6.

Web server

User interface User interface

Response

Ask Ask

Ask Response

Front page display

Application
logic

Data processingDatabase

Figure 3: Three-layer B/S structure.

System administrator Teacher user Student user

Login

Admin interface Teacher interface

Database

Student interface

Figure 4: Overall system frame diagram.

Start

Enter username and
password

Admin or teacher
or student or wrong

password

Prompt user doesnot
exist

End

Admin interface

Teacher interface

Student interface

N

Y

Figure 5: System module login function flowchart.
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Candidates have the right to view the test paper scores in
the score management function module, which can be found
in “Student Main Interface - Course Exam - View Scores.”
Teacher users can not only view test takers’ test scores but
also re-edit test takers’ test paper scores. In addition to hav-
ing the authority to view and modify student grades, the sys-
tem administrator can also generate student grade sheets
based on majors, classes, and other conditions. The opera-
tion flow chart of this module is shown in Figure 7.

4.3. Database Design. Through demand analysis, it is known
that the entities included in this network teaching platform
system mainly include system administrator, teacher, stu-
dent, course, department, major, course catalog, question
type, test question, test question answer, test paper, test
information, score, announcement, problems, and many
other entities. The following article describes the relation-
ship between each entity and its attributes through E-R dia-
gram, data logic structure, entity data table, and part of the
module design, as well as the specific process of functional
module implementation [18].

In the teacher type function module, the entities used
include teacher profile, course announcement, students, course
catalog, course content information, material resources, assign-
ments, exam papers, and questions submitted by students. The
relationship between each entity and the teacher is represented
by the teacher-user E-R graph, as shown in Figure 8 [19].

In the student function module, the entities used include
student profile, system announcement information, course
announcement information, teacher information, course
catalog, content resources, exam papers, assignments,
grades, and questions submitted by the user. The relation-
ship between each entity and student is represented by the
student user E-R diagram, as shown in Figure 9 (some enti-
ties and attributes are omitted) [20].

The first two sections have completed the overall
design of the system E-R diagram and the logical structure
of the system database. Next, the MySQL database is used
to establish the corresponding data forms. The administra-
tor table is used to place the basic information of the sys-
tem administrator user, and its detailed table structure is
shown in Table 1.

The teacher table is a data table used to store the basic
information of the teacher identity user, and its detailed
table structure is shown in Table 2.

Start

Enter the course
management

interface

Are you
applying for a
new course?

Whether to
declare through

the course

Create a course
catalog

Upload and
maintain course

resources

End

N

N

Y

Y

Figure 6: Flowchart of teacher course content management.
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View grades

Whether to
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Modify grades and
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End

N

N

Y

Figure 7: Grade management flowchart.

8 Computational and Mathematical Methods in Medicine



RE
TR
AC
TE
D

The student table is mainly used to store the data table of
the basic information of the student identity user. The
detailed table structure is shown in Table 3.

The curriculum table is a data table used to store all the
courses offered. It can be associated not only with the user
table but also with the related forms of the department table
and the major. The detailed table is shown in Table 4.

A department table is a data table used to place informa-
tion about the content of related colleges and departments.
The department table can not only classify system users
(such as teacher users and student users) but also can be
used to divide departments and further divide courses. The
detailed table is shown in Table 5.

4.4. System Function Realization. This chapter focuses on the
realization of the major functions of the network teaching
management platform and shows the interface realization
effect of some functional modules and some important
source codes. It includes system login module, announce-
ment module, course module, student management module,
student course selection module, question bank, and test
question management module.

Personal information

Announcement

Student

Teacher management

Affiliation

Manage

Affiliation

Course resources

Course Q&A

Course test paper

Figure 8: Teacher user E-R diagram.

Student

Course catalog

Faculty information

System notification

Course announcement

Coursework

Personal 
information

Course Q&A

Score

Figure 9: Student user E-R diagram.

Table 1: Administrator table.

Field name Type of data Describe

User ID Int(10) User ID, primary key

Name Varchar(20) User name

Password Varchar(20) Password

Admin number Int Employee number

Admin name Varchar(20) Actual name

Gender Set(“male,” “female”) Gender

Email Varchar(50) Email information

Role Enum(“0,” “1,” “2”) Role information

Introduce Varchar(2000) Self-introduction

Remark Varchar(200) Remark
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The design and implementation of the network teaching
platform stems from the needs of the reform of the new
teaching mode of the service college, changing the status
quo of the traditional teaching mode and making college
students more active and innovative in professional learning.
The realization of the course management module is fully
integrated with the new teaching mode. That is, on the basis

of the project-based teaching model, the creation of course
catalogs and the reorganization of teaching resources will
undoubtedly play a good role in promoting the ongoing
course teaching reform. Furthermore, this online teaching
platform is built using PHP development technology,
adheres to software development best practices, rearranges
relevant theories and technologies for learning, conducts a
thorough and comprehensive demand analysis for the
design of each functional module of the system, and finally
completes the overall design of the system and the imple-
mentation of key functions. The system’s primary function
is summarized as follows:

(1) The development status of the existing network
teaching platforms at home and abroad is investi-
gated and expounded, and the goal significance and
feasibility of the construction of this network teach-
ing platform are obtained

(2) The system analyzes the development feasibility of
the platform system from the perspectives of market,
economy, technology, and operation. At the same
time, through careful teaching research and student
questionnaires, the functional requirements and
nonfunctional requirements of the platform system
are obtained

(3) Based on the technical feasibility analysis of the sys-
tem platform development, the overall structure
frame of the system platform is designed, and the
system development platform and main technical
means are determined

(4) The system platform’s functions are meticulously
created to make the system’s function structure more
intensive in order to suit the user’s functional
requirements. And it analyzes and designs the sys-
tem database, creates data forms, creates user inter-
faces and functional main interfaces at all levels of
the system, adds PHP dynamic code, and gradually
realizes each functional module of the system

(5) In the process of platform creation, each part of the
function implementation has been tested, and prob-
lems can be found and corrected in time

(6) The performance requirements of the system plat-
form in the overall design process mainly include
system practicability, system maintainability, system
openness, system scalability, and system security

4.5. System Performance Test. The performance of the
system is largely reflected in the ability of data analysis and
processing. According to the above description, the mathe-
matical description of the clustering problem is obtained:

Given data set

V vi i = 1, 2,⋯,njf g: ð1Þ

Among them, vi represents the data object, and the data
set is divided into k groups according to the similarity

Table 2: Teacher table.

Field name Type of data Describe

User ID Int(10) User ID, primary key

Name Varchar(20) User name

Passwd Varchar(20) Password

t_number Int(10) Staff number

Zhsnaname Varchar(20) Actual name

Gender Set(“male,” “female”) Gender

Dept_id Varchar(50) Department

Email Varchar(50) Email address

Role Enum(“0,” “1,” “2”) Role information

Introduce Varchar(2000) Self introduction

Remark Varchar(200) Remark

Regtime Datatime Registration time

Table 3: Student table.

Field name Type of data Describe

User ID Int(10) User ID, primary key

Name Varehar(20) User name

Passwd Varchar(20) Password

s_number Int(10) Student ID

Realname Varchar(20) Actual name

Gender Set(“male,” “female”) Gender

Dept_id Varchar(50) Student’s department

Class Varchar(50) Student’s class

Table 4: Class schedule.

Field name Type of data Describe

Sub_id Int(10) Course number, primary key

Sub_name Varchar(40) Course title

User ID Int(10) User number, foreign key

Name Varchar(20) User name

Sub_text Varchar(2000) Course introduction

Table 5: Department table.

Field name Type of data Describe

Dept_id Int(10) Department number, primary key

Dept_name Varchar(40) School name

Dept_intro Varchar(2000) Introduction to the department
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between the data objects and satisfies

Cj j = 1, 2,⋯,kf gj , ð2Þ

Cj ⊆ V , ð3Þ

Ci

\
Cj ≠∅, ð4Þ

[k
i=1

Ci =V : ð5Þ

Then, the process is called clustering, and Ciði = 1, 2,⋯,
nÞ becomes a cluster (class).

It can also be described that the input to the cluster anal-
ysis is represented by a set of ordinal pairs ðx, sÞ or ðx, dÞ. x
represents a set of samples, s and d are the similarity or dis-
similarity criteria between clustered samples, respectively.
The output of the cluster analysis is a partition:

x = G1,G2,⋯,Gkð Þ, ð6Þ

where Gkðk = 1, 2,⋯,NÞ is a subset of x as follows:

Gi

\
Gj ≠∅,i ≠ j, ð7Þ

G1 ∪G2∪⋯∪Gk = X: ð8Þ
The member G1,G2,⋯,Gk in x is the class, and each

class is described by some characteristics. This is for example
to represent a class of points in an n-dimensional space by
their centroids or (boundary) points of relationships in the
class, to represent a class graphically using nodes in a clus-
tering tree, or to represent classes using logical expressions
of sample attributes.

There are two main types of data structures in data
analysis.

Data matrix:

x11 ⋯ x1p

⋮ ⋱ ⋮

xn1 ⋯ xnp

2
664

3
775: ð9Þ

Dissimilarity matrix:

0 ⋯ 0
⋮ ⋱ ⋮

d n, 1ð Þ ⋯ 0

2
664

3
775: ð10Þ

Here, dðI, jÞ is a quantitative representation of the dis-
similarity between objects i and j, usually it is a nonnegative
number. When the objects i and j are more similar or
“closer,” the value is closer to 0; the more different the two
objects are, the larger the value is. Since dði, jÞ = dðj, iÞ, and
dði, iÞ = 0, a matrix of the form 10 can be obtained.

∀x′, x ⊂ X∀x′, x ∈ X: ð11Þ

In general, a measure of similarity of clustering algo-
rithms can be normalized as

0 ≤ s x, x′
� �

≤ 1∀x′, x ∈ X: ð12Þ

However, a measure of dissimilarity rather than similar-
ity is usually used as a criterion. The measure of dissimilarity
is expressed as

d x′, x
� �

,∀x′, x ∈ X: ð13Þ

Generally speaking, the variable describing the object is a
continuous interval, and the dissimilarity is usually called
the distance. When x and x′ are similar, the distance dðx,
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x′Þ is very small. If x and x′ are not similar, dðx, x′Þ is large.
Here, this article only introduces the definition of the dis-
tance of the data object when the description attributes of
the data object are all interval scale attributes. The com-
monly used distance definitions are as follows:

Manhattan distance:

d i, jð Þ = xi1 − xj1
�� �� + xi2 − xj2

�� ��+⋯+ xim − xjm
�� ��, ð14Þ

where dði, jÞ is the distance from the data object i to the
data object;

Xi xi1, xi2,⋯,ximð Þ, ð15Þ

Xj xj1, xj2,⋯,xjm
À Á

: ð16Þ
Equations (15) and (16) are the m attributes of data

object i and data object j, respectively.
Euclidean distance:

d i, jð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi1 − xj1
�� ��2 + xi2 − xj2

�� ��2+⋯+ xim − xjm
�� ��2

q
: ð17Þ

Minkowski distance:

d i, jð Þ = xi1 − xj1
�� ��q + xi2 − xj2

�� ��q+⋯+ xim − xjm
�� ��qÀ Á1/q,

ð18Þ

where q is a positive integer. When q = 1, the Minkowski
distance is the Manhattan distance; when q = 2, the Min-
kowski distance is the Euclidean distance.

This paper uses virtual software to test the performance
of the embedded network platform teaching system. In order
to achieve the purpose of teaching, the simulation of the
number of people online at the same time is 100, the
response time of the test system and the delay of the interac-
tion between teachers and students. The test is divided into
campus network and ordinary 5G network environment,
and 10 tests are carried out, respectively. The results are
shown in Figure 10.

Figure 10 shows that the response time and delay of the
embedded network teaching system are within the normal
range, regardless of whether it is a campus network or a
common network, demonstrating that the embedded moral
education network teaching platform can meet the normal
needs of teachers’ teaching and students’ learning. After
observation, it can be found that for the response time of
the system, in the campus network environment, the
response time is about 3 s, the minimum value is 2.8 s, and
the maximum value is also 3.2 s. Such a response time is rel-
atively fast. In an ordinary network environment, the
response time is also within 3.8 s. Normally, a response time
of less than 5 s can be considered normal. The system inter-
action delay is between 30 and 50 milliseconds in the cam-
pus network environment and less than 60 milliseconds in
the conventional network environment. The higher system
performance in the campus network environment is because
the system design of this paper considers the network proto-

col of the campus network, which has a higher priority for
the campus network, so the performance will be better than
that of the ordinary network.

5. Conclusions

“Taking history as a mirror, we can see prosperity and
decline.” The traditional Confucian idea of self-cultivation
is like a mirror, which can reflect people’s words and deeds.
Traditional Confucian self-cultivation concept is also a ruler
of civilization, allowing people’s world views, beliefs, and
outlook on life to be continuously corrected, as well as their
ideological and moral consciousness. This research proposes
a teaching platform for embedded moral education net-
works. This platform’s design can assist professors in their
teaching and students in their learning. The Confucian idea
of self-cultivation is derived from the living educational
practice, and it is a moral factor of universal significance.
Although the conditions of the present age have changed,
it can still guide the current moral practice. The research
of this paper is more inclined to the role of Confucianism
in the work of moral education. Of course, the research of
this paper also has certain defects, for example, in the design
of embedded systems, several low-level frameworks are not
tried to improve the performance and functions of the sys-
tem. In the later research, more in-depth research will be
carried out.
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Autism, also known as pervasive developmental disorder or autism spectrum disorder, is a group of clinical syndromes of
developmental delay or impairment. Social impairment, verbal communication impairment, and behavioral impairment are the
three conditions for the diagnosis of autism spectrum disorder, according to the American Psychiatric Association’s Diagnostic
and Statistical Manual. According to relevant statistics, about 1 in 100 children is now diagnosed with autism, and their
rehabilitation treatment is also valued by people from all walks of life. In the rehabilitation training of autistic children, it is
found that the rehabilitation training of autistic children should pay attention to the role of parents and family environment. It
is crucial that parents receive systematic training and act as partners in the development of the intervention plan. Research
shows that a specific structured education and skills training program for parents of children with autism can be beneficial in
improving behavioral problems, functional communication, and symptoms of autism in children with autism. To this end, this
paper has completed the following work: Secondly, a portion of the systematic training of CA parents is discussed, followed by
an explanation of the structure and principles of BPNN. Finally, the BPNN is utilized to create a model for assessing the
impact of systematic parent instruction on CA. The experimental findings suggest that the proposed BPNN outperforms the
competition.

1. Introduction

CA is the most common developmental disorder among
the extensive developmental disorders. Its main clinical
manifestations are social interaction disorder, language
communication disorder, and behavior disorder; often, the
onset is before age 3, more boys than girls [1]. CA is a
chronic functional disability that develops in childhood,
and its long-term prognosis is related to ongoing commu-
nity and family care [2]. Data released by the US Centers
for Disease Control and Prevention in 2014 showed that
the prevalence of autism spectrum disorder (ASD) was 1
in 68, with a male-to-female ratio of about 4.5 : 1. Among

the mentally disabled children in my country, CA ranks
first. Due to the rising prevalence of autism, people’s lives
may be plagued by intense and ubiquitous lifelong illnesses,
and families are greatly affected emotionally and financially.
The etiology and pathological mechanism of CA are still
unclear and may involve many factors, such as genetic
factors, neurobiological factors, organic brain factors,
maternal diseases, infections, and immune factors, but the
exact cause and mechanism of the disease have not yet been
determined [3]. Children with autism have poor verbal
communication, social interaction, and self-care ability;
stereotyped behaviors; and narrow interests, and most of
them cannot integrate into the normal population. Mental
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retardation, attention deficit hyperactivity disorder, learning
difficulties, sleep issues, eating disorders, seizures, sensory
abnormalities, and other comorbidities of children with
autism place a severe strain on the family and society.
Scholars in the United States and worldwide believe that
there is presently no viable treatment to cure autism, and
children with autism have a poor prognosis [4]. If children
with autism can be detected early, diagnosed early, and car-
ried out timely intervention and other effective rehabilita-
tion education and training, about 5% of children with
autism can return to society and live, study, and work inde-
pendently [5]. The American National Standard Evidence-
Based Practice Guidelines report concludes that there is
currently no universally effective treatment for autism spec-
trum disorder and that a multimodal approach is more
likely to promote child development, improve behavior,
and reduce child and family stress [6]. At present, the inter-
nationally recognized rehabilitation measures for children
with autism mainly include interpersonal relationship train-
ing, discrete unit teaching method, key skills training, lan-
guage training, structured teaching, picture exchange
communication system, music therapy, sensory integration
ability training, functional communication training, and
other comprehensive interventions. Reference [7] believes
that accurate assessment of the problems of children with
autism can play an important role in the early diagnosis
and targeted intervention of children with autism. Children
with autism may benefit from early discovery, diagnosis,
and treatment, which can help alleviate their symptoms
[8]. Due to the disadvantages of long-term drug treatment,
domestic and foreign child psychologists have begun to
focus on the application of nondrug interventions in the
treatment of CA, and social psychological interventions
are widely used in the treatment of CA, such as family
intervention. Family interventions mainly include parental
training and systematic family therapy [9]. Among them,
parental training has been adopted by CA multimodal ther-
apy research institute and has made great research progress.
At present, domestic treatment is also changing to a com-
prehensive treatment method, but the current social and
psychological intervention is relatively chaotic, and a com-
plete comprehensive intervention system has not yet been
established. There are also some studies on systematic par-
enting training in China, but there are still many deficien-
cies. For example, the eight-step method of parent
training by Barkley is simply used, and it has not been
properly revised according to the cultural environment of
our country. It is easy to fall off; the evaluation of the effect
of previous studies has mostly focused on the core symp-
toms and behavioral problems of children, and less atten-
tion has been paid to the psychological conditions of
children and parents. In this context, this paper proposes
a systematic parent training based on computational intelli-
gence to evaluate and analyze the intervention effect of
autistic children. Computational intelligence includes many
methods. This paper uses the neural network method to
evaluate the intervention effect.

The following is a description of the study: the introduc-
tion is in Section 1, and Section 2 goes over the related

studies. Methods of the proposed work are discussed in Sec-
tion 3. Experimental results and evaluation are covered in
Section 4; finally, in Section 5, the conclusion puts the paper
to a close.

2. Related Work

Autism has received attention since it was first mentioned in
1943, and its definition has been constantly changing as
research on such children progresses [10]. Autism is not a
single disease, but a spectrum of developmental disorders
consisting of several syndromes, and the spectrum of autism
is constantly evolving with research. The first is the increase
in the number of people covered, from the beginning of
childhood autism to the definition of adult autism, making
the concept of autism more comprehensive. The second is
the continuous updating of connotation and extension, the
increasingly clear diagnostic criteria in connotation, and
the addition and removal of related syndromes in extension,
all of which make the concept of autism more perfect [11].
But in this spectrum, the most important feature is the three
core symptoms of autism: social interaction disorder, speech
disorder, and behavior disorder. Reference [12] believes that
the difference between autism and obsessive-compulsive
disorder is that autistic people are immersed in stereotyped
behaviors and ritualized behaviors, while obsessive-
compulsive patients are accompanied by obsessive-
compulsive behaviors in a depressed state; the difference
between people with autism and people with language
disabilities is that people with language disabilities can use
nonverbal communication to compensate for verbal com-
munication, while people with autism have impairments in
both verbal and nonverbal communication; the difference
between people with autism and people with mental retarda-
tion is that people with autism fluctuate greatly in their intel-
lectual development, while people with mental retardation
have been in a state of delayed intellectual development.
CA, also known as classic autism, is characterized by signif-
icantly aberrant or hindered social interaction and commu-
nication development, as well as significantly stereotyped
behaviors and interests [13]. So far, the treatment methods
for children with autism are very diverse: there are play ther-
apy, sensory integration therapy, behavioral therapy, music
therapy, art therapy, TEACCH structured teaching, etc.,
each of which has its own characteristics. In my country,
educational intervention and behavioral training have
become the mainstream of rehabilitation for CA. Some
approaches focus on emotional and interpersonal interac-
tions in CA, while others focus on cognitive and communi-
cation development [14]. In the early 20th century, with
society’s emphasis on children’s rights and legal status,
experts in helping children with emotional disorders
launched the child counseling movement. According to the
interaction theory of family system, children with autism
will not only have an impact on their families, but also, fam-
ilies will act on children with autism and affect the children’s
rehabilitation process. Reference [15] research suggests that
family parenting style will affect the social ability of children
with autism. These studies show that parental emotions,
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behaviors, and stress can affect children’s development,
including social interaction and problem behaviors. Refer-
ence [16] conducted a comparative study on 151 families
of children with autism and 113 families of ordinary chil-
dren in a province. The findings suggest that families with
autistic children, particularly moms, have higher psycholog-
ical issues, marriage troubles, and family dysfunction. A
study in reference [17] compared the personality traits of
parents of autistic children to those of parents of typically
developing children and found that the personality traits of
parents of autistic children differed considerably from those
of parents of typically developing children and they both
showed emotional instability and psychotic personality
characteristics. Reference [18] used “Parent-Child Interac-
tion Therapy” for high-functioning autistic children aged
5-12 with behavioral problems. The adaptability of children
with autism improved, and the positive interaction between
children with autism and their parents increased. Reference
[19] used the “Family-Implemented Treatment for Behav-
ioral Inflexibility” on 5 autistic children with an average
age of 48 months for a 12-week intervention. The results
of the study showed that parental participation in the treat-
ment of autistic children can significantly reduce self-esteem.
Stereotyped behavior in children with autism was observed,
4 of whom were followed up at 2 or 4 weeks to show that
the intervention continued to be effective. It can be seen that
parental participation in the treatment of autistic children is
conducive not only to the recovery of autistic children but
also to the improvement of parents’ mental health. Since
the health level of both parents and children in the family
system has improved, it can be speculated that involving
parents in the rehabilitation training of autistic children
can improve the function of the family system. Reference
[20] conducted an intervention study on 5 autistic children
aged 3-9 years in combination with family therapy. The
results showed that family therapy can promote the psycho-
logical recovery of autistic children and improve the chil-
dren’s sensory ability, interpersonal skills, and physical
motor skills. References [21–23] conducted an intervention
study on 33 autistic children with assisted family therapy.
The results showed that the children’s abilities improved in
various parts, but the progress was uneven, and communica-
tion and language were more significant. Family therapy is
changing into a school of therapy based on empirical
research, and family therapy is integrating techniques and
theories from other schools. This integration trend is not
only driven by its internal theoretical integration but also
driven by external pressure and social responsibility. Thus,
systematic parental training interventions for children with
autism may have unexpected positive effects.

3. Method

3.1. Systematic Training for Parents of Children with Autism.
The parent training system refers to New Forest’s “Six-step
Method of Parenting Plan” and Barkley’s eight-step method
of child behavior management, combined with the family
characteristics of autistic children in my country to design
a systematic parent training system, including two aspects:

child behavior and parent psychology. In each level of train-
ing guidance, the main training content is as follows.

(1) Basic knowledge training of CA

The trainer will explain the basic knowledge of CA’s
clinical manifestations, pathogenic factors, diagnosis, prog-
nosis, epidemic status, etc., answer parents’ questions about
CA, help parents understand the reasons behind these
behaviors of CA children, and understand and acceptance
of children.

(2) Comprehensive intervention of CA

Parents express their own views, including the children’s
current medication, questions about medication, and desired
intervention methods. The trainer introduces the current
clinical treatment methods, the effects of treatment methods,
and the treatment mechanism of drugs. Help parents under-
stand how to deal with children with CA, and eliminate par-
ents’ confusion and concerns about drug treatment of CA.

(3) Learning management of CA children

Parents express their views and exchange experiences on
the reasons for children’s learning difficulties and how to
better communicate with school teachers. The trainer
explains the causes of CA children’s learning difficulties,
learning methods and strategies, behavioral skills for chil-
dren to manage their own schoolwork, and how to develop
a daily behavioral school report card to integrate home-
based reward programs with school-based reward programs.
On the basis of understanding the children in the first two
steps, parents use the academic management skills they have
learned to gradually help children solve their academic
problems.

(4) Behavior modification of CA children

Parents express their opinions on the methods they have
taken to manage children’s bad behavior in the past and
share their experiences with each other. The trainer explains
the principles, common techniques and methods of behav-
ioral therapy, the principles of establishing behavioral con-
tracts, and how to choose reinforcers. Parents can flexibly
apply the behavioral modification methods introduced by
the trainer according to the different performances of their
children.

(5) Help CA children deal with interpersonal relationships

CA parents talk to each other about their children’s chal-
lenges with interpersonal interactions and social skills that
have been covered with them. The trainer explained the
types of social skills, how to help children learn to commu-
nicate with others, how to improve parent-child relation-
ships, how to adjust the relationship between CA children
and teachers and help parents understand the correct way
to communicate with CA children, strategies for playing
games with CA children, etc. Parents learn to teach their
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children how to express their emotions and how to deal with
their own emotions. Parents can use family reward systems,
role-playing, and other methods to help children improve
their social skills.

(6) Emotional and stress management of parents of CA
children

Parents tell their parenting pressures and negative emo-
tions and share their experiences according to their own
adjustment methods. The trainer explained the causes of
negative emotions and the management methods and skills
of negative emotions and stress. Help parents understand
the causes of negative emotions, how to deal with the nega-
tive emotions when facing children with CA, how to com-
municate with teachers reasonably and effectively, and with
problem-solving strategies and skills.

3.2. Artificial Neural Network Method. Based on the struc-
ture and function of the biological brain, ANN is an
information-processing system. Neural network theory is
an information science that learns from the human brain.
It is a field that developed rapidly in the mid- to late
1980s. Its development has had an important impact on
computer science, AI, cognitive science, and other fields. A
neural network is a network composed of many simple neu-
rons connected to each other. Although the structure and
function of each neuron are relatively simple, the behavior
of the neural network is not a simple superposition of the
behavior of each unit, and the overall dynamic behavior of
the network is extremely complex, and it can form a highly
nonlinear dynamic system, which can express many com-
plex physical systems, showing the basic characteristics of
general complex nonlinear systems and various properties
as neural network systems. A wide range of neural network
models are available, each of which may be used to explain
and mimic distinct parts of the nervous system, such as per-
ceptron, BP network, RBP network, two-way associative
memory, Hopfield model, and others are good examples of
network models. Approximation of functions, clustering of
data, categorization of patterns, and optimization calcula-
tions are all possible with these network models. It is used
mostly for function approximation, pattern recognition,
classification, and data compression, among other things.
The BP method or a variant on it is the basis for the majority
of neural network models now being used in actual ANN
applications.

3.2.1. BP Neural Network. The input, hidden, and output
layers of a BPNN (a.k.a. multilayer feedforward neural net-
work) are each separated by a layer of neurons. All neurons
in each layer exclusively communicate with those in neigh-
boring layers; there is no link across layers; and each layer
does not have a feedback connection to other levels. To cre-
ate an output response, data is sent from the input layer unit
to the hidden layer unit, which processes it before sending it
to the output layer unit, where it is further processed. Itera-
tively tracing the path of the output response and modifying
the output response weights and thresholds one layer at a

time until it is within acceptable limits might reduce this
mistake. The connection weights and thresholds for each
layer are continuously computed and corrected until the
error reaches the required level, at which point the estimated
output response is compared to the anticipated output.

Figure 1 is the topology diagram of the BPNN. Among
them, the input signal is represented by Xi, the output of
the hidden layer node is represented by Hj, the output of
the output node is represented by Yk, the expected output
is Tk, the connection weight of the input node i to the hid-
den layer node j is Vij, the hidden layer node connection
weight from j to the output node k is Wjk, and the given
number of samples is N ; N1, N2, and N3 are the number
of input, hidden layer nodes, and output nodes, respectively.
In practical application, BPNN can set up multiple hidden
layers according to the needs of the problem.

The main characteristics of BPNN are as follows:

(1) Nonlinear mapping capability

Any nonlinear continuous function may be approxi-
mated with arbitrary accuracy using neural networks. The
problems associated with data modeling are highly
nonlinear.

(2) Parallel distributed processing method

Information is distributed and stored and processed in
parallel, which makes it highly fault-tolerant and has a
fast-processing speed.

(3) Self-adaptive ability

It can extract regular knowledge from input and output
data, memorize it in the weights of the network, and have
generalization ability, that is, the ability to apply this set of
weights to general situations. Learning of neural networks
can also be done online.

(4) The ability of data fusion

It can process quantitative information and qualitative
information at the same time and can use traditional engi-
neering technology and AI technology.

(5) Multivariable system

An unlimited number of input and output variables in a
neural network may be used to describe both single-variable
and multivariable systems without addressing the issue of
decoupling between subsystems.

3.2.2. Disadvantages of the BP Neural Network. In the tradi-
tional BP approach, which is a gradient descent algorithm
with weights and thresholds moving in the opposite direc-
tion as the gradient, which is the direction in which the
operation processing function declines the fastest, the
Widrow-Hoff learning rule is utilized. The error of BPNN
is a function of the weights of each layer and the pair of
input samples. Through the analysis of the error surface
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distribution in its two-dimensional weight space, it can be
seen that the BPNN has the following limitations.

(1) There are flat areas

Some areas on the error surface are relatively flat. In
these areas, the gradient of the error changes very little. Even
if the adjustment of the weights is large, the error still
decreases slowly. Only when the adjustment direction is cor-
rect and the adjustment time is long enough it can exit the
flat area and enter a certain valley, thus affecting the conver-
gence speed.

(2) There are multiple minimum points

In the BP algorithm, which uses the gradient descent
approach for nonlinear optimization, local minima are
unavoidable. Because the solution space for real issues is
generally a multidimensional surface with multiple local
minima, the likelihood of trapping in local minima is con-
siderably increased. Because random weights are often used
in the BP method, it is difficult to train the network to its
global optimum. As a result, the training cannot converge
to the given error.

3.2.3. Improved Algorithm Based on Gradient Descent.When
modifying weights, the standard BP technique just considers
the error’s gradient descent direction at time t, which can
lead to training process oscillation and sluggish convergence.
The improved algorithm based on gradient descent is based
on the standard gradient descent method; that is, each time
the network weights and thresholds are corrected, the cor-
rection amount of the previous learning is added according
to a certain proportion, thereby accelerating the convergence
of network learning. The specific method is

ΔW t + 1ð Þ = c + θΔW tð Þ, ð1Þ

where Wðt + 1Þ is the correction amount that should be
obtained this time, WðtÞ is the previous correction amount,
c is the correction amount calculated from the current error,
and θ is the learning rate.

It can be seen from the above formula that if the previ-
ous correction amount is overadjusted, the inertia term is
opposite to the current error correction term, so that the
actual correction amount this time is small, which has the
effect of reducing oscillation, while the current correction
amount is underadjusted. When the inertia term of this
error calculation has the same sign as the correction term,
the actual correction amount of this error increases, which
helps to speed up the repair.

x1

x2

xn

Xi

Vij Wjk

Hj Yk Tk

Figure 1: Topological structure diagram of the BP neural network.

Table 1: Childhood autism assessment index system.

Index Score Label

Interpersonal relationship 1-4 X1

Imitate 1-4 X2

Emotional response 1-4 X3

Physical ability 1-4 X4

Relationship with inanimate objects 1-4 X5

Adaptability to environmental changes 1-4 X6

Visual response 1-4 X7

Auditory response 1-4 X8

Proximity sensory response 1-4 X9

Anxiety response 1-4 X10

Language communication 1-4 X11

Nonverbal communication 1-4 X12

Activity level 1-4 X13

Intellectual function 1-4 X14

General impression 1-4 X15
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3.3. Child Autism Evaluation Index System.When construct-
ing the evaluation index system of CA, this paper adopts
the “Childhood Autism Rating Scale” (CARS), which is
for professionals to evaluate, and it is composed of
interpersonal relationship, imitation, emotional response,
body movement ability, relationship with nonliving
objects, adaptability to environmental changes, visual
response, auditory response, near-sensory response, anxi-
ety response, verbal communication, nonverbal communi-
cation, activity level, intellectual function, and general
impression composition; each separate score is 1, 2, 3,
and 4. The total score is greater or equal to 30 points as
the cut-off point for diagnosing autism in children, that
is, level I; the total score is 30-36 points, and less than 5
items are less than 3 points. When the overall score is
greater than or equal to 36 points and more than 5 items
are over 3 points, it is classified as severe autism, which is
grade III. See Table 1 for details.

3.4. Evaluation Design of Intervention Effect Based on Neural
Network. The algorithm flow of the BPNN is shown in
Figure 2.

The formula involved in this training process is as fol-
lows:

H sð Þ = 〠
n

i=1
Vijxi sð Þ − t j, ð2Þ

where s refers to the number of samples in the sth, H refers to
the number of hidden layers, Vij is the connection weight
between the ith input layer neuron and the jth hidden layer
neuron, and t j refers to the threshold of the jth neuron in the
hidden layer of the network.

f xð Þ = 1
1 + e−x

, ð3Þ

where x refers to the hidden layer input value and f ðxÞ is the
output function.

yi sð Þ = 〠
m

j=1
WjkHj sð Þ − tk, ð4Þ

yk sð Þ = f yi sð Þð Þ, ð5Þ

where Wjk is the connection weight between the jth neu-
ron cell in the innermost hidden layer and the kth output
neuron cell, yiðsÞ is the output function of the sth data
sample, tk is the output function of the output layer
threshold of the kth neuron cell, and Hj is the value of

the Hth neuron cell.

E = 0:5 ∗ Ti
j − yOi

j

� �
,

δ
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� �
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j sð Þ = 〠

n
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� �
,

E = ∑s
i=1Ei

s
,
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ji = V 2ð Þ

ji + λ ∗ 〠
s

l=1
δ

2ð Þ
j lð Þ ∗ yOl

i

h i
,

W 1ð Þ
ji =W 1ð Þ

ji + λ ∗ 〠
s

l=1
δ

1ð Þ
j lð Þ ∗ xli

h i
,

ð6Þ

where Ti
j is the expected output of the jth sample after the

neural network training, E is the error value of the output,
and yOi

j is the actual output of the sample.

Start

Receive sample parameters

Normalized sample data

Randomly set weights and
thresholds

Send a sample of data to the
neuron

Calculate the output value
of each layer

Calculate the error and mean square error
of the output layer

Reverse modification of
weights and thresholds

All sample calculations
completed

Mean square error less than
expected

Finish

Y

Y
N

N

Figure 2: BP neural network algorithm flow chart.
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It will not be executed until E < ε; that is, the network
training phase will not be executed until this requirement
is met. The information is calculated and sorted according
to the neural network model’s learning algorithm principle,
and the preprocessed effective information can be utilized
to enter the implementation process, with the BPNN
model’s learning algorithm used for prediction and testing.
The selection of a suitable network model structure plays a
prominent role in the overall environment construction.
An excellent network model structure can reduce the num-
ber of trainings, which is conducive to enhancing work effi-
ciency and reducing engineering workload. The system is a
nonlinear mapping from the input of the evaluation criteria
to the output of the evaluation criteria. This paper uses a
three-layer BPNN, and its advantages are mainly shown in
the following: the three-layer BPNN uses a precision approx-

imation to any mapping relationship and can effectively
solve some nonlinear problems by using input, implicit,
and output. According to the characteristics of children’s
autism evaluation indicators, in this topic, the evaluation cri-
teria are divided into 15 secondary indicators, and the corre-
sponding number of input nodes is established for the BP
training network. The determination of the number of neu-
rons in the hidden layer does not yet have an accepted stan-
dard. Here, a widely used empirical formula is used to
calculate the number of hidden layers:

H =
ffiffiffiffiffiffiffiffiffiffiffiffi
m + n

p
+ a, ð7Þ

where m is the number of nodes in the input layer, n is the
number of nodes in the output layer, H is the number of
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Figure 4: Training effect when N = 10 and N = 12.
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Figure 3: Training effect when N = 6 and N = 8.
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inputs in the hidden layer, and a is a constant from 1 to 10.
It can be seen that the number of nodes in the hidden layer is
in the range of 5 to 14, and the final number requires to be
determined through experimentation.

4. Experiment and Analysis

In this section, data set, parameter experiment, and evalua-
tion accuracy of the BP network model are discussed in
detail.

4.1. Data Set and Parameter Experiment. In order to facili-
tate the experiment, this paper designs a data set based on
the evaluation index system of CA, with a total of 1200 sets
of data, including 1000 training sets and 200 test sets.
According to the formula of the hidden layer, it can be deter-
mined that the number of nodes in the hidden layer is in the
range of 5 to 14. Therefore, this paper selects the number of
nodes to be 6, 8, 10, 12, and 14 for experiments. The exper-
imental results are shown in Figures 3–5.

The training impact is optimal when the number of hid-
den layer nodes is 12, according to the experimental results;
hence, the number of hidden layer nodes picked is 12.

4.2. Evaluation Accuracy of the BP Network Model. The nor-
malized data is used to conduct experiments, and the
obtained results are compared with the evaluation results
of experts, as shown in Table 2.

From the experimental results, the prediction results of
the model are very close to the evaluation results of experts,
and the error is small, which shows that the BP network
model proposed in this paper has good performance.

5. Conclusion

It has been discovered that in the rehabilitation training of
autistic children, the role of parents and family environment
should be taken into consideration. Children’s first teachers
are their parents, and their primary living environment is
their family. Family members spend a lot of time with chil-
dren with autism. Parents are the persons who have the
greatest interaction with their children, as well as the people
who are closest to and most trusted by them. The coopera-
tion of family members can significantly improve the effect
of rehabilitation training for children with autism. Parents
are also often involved in therapy and continue to look for
other interventions, but a mixed approach or taking an
eclectic approach can backfire and interfere with rehabilita-
tion progression, especially if it is unsupported by evidence.
Research has found that parents raising an autistic child are
more likely to experience greater stress and mental health
problems than those raising a child with other disabilities.
It is crucial that parents receive systematic training and act
as partners in the development of the intervention plan.
According to some studies, providing parents of autistic
children with an educational program that focuses on
increasing their children’s self-efficacy and educational
approaches while also addressing their children’s behavioral
issues, functioning communication, and adaptive behavior
can be beneficial. To this end, this paper has completed the

Table 2: Comparison of network model output and expert
evaluation results.

Number 1 2 3 4 5 6 7 8

Network output 0.71 0.68 0.85 0.89 0.68 0.74 0.81 0.79

Expert assessment 0.71 0.69 0.86 0.90 0.68 0.75 0.81 0.78
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Figure 5: Training effect when N = 14.
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following work: firstly, the harm caused by CA and the
current domestic and foreign researches on using different
treatment methods to intervene in autistic children are
introduced, focusing on the research on family therapy
intervention in autistic children. Second, a portion of the
systematic training for parents of autistic children is
discussed, followed by an explanation of the structure and
principles of BPNN. Finally, the BPNN is utilized to create
a model for assessing the intervention effect of systematic
parent training on autistic children. The experimental results
show that the BPNN proposed in this paper has a high
accuracy rate.

Data Availability

The data sets used during the current study are available
from the corresponding author on reasonable request.
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With the continuous deepening of artificial intelligence (AI) in the medical field, the social risks brought by the development and
application of medical AI products have become increasingly prominent, bringing hidden worries to the protection of civil rights,
social stability, and healthy development. There are many new problems that need to be solved in our country’s existing risk
regulation theories when dealing with such risks. By introducing the theory of risk administrative law, it analyzes the social
risks of medical AI, organically combines the principle of risk prevention with benefit measurement, and systematically and
flexibly reconstructs the theoretical system of medical AI social risk assessment. This paper has completed the following work:
(1) reviewed and sorted out the works and papers related to medical AI ethics, medical AI risk, etc., and sorted out the current
situation of medical AI social risk regulation at home and abroad to provide help for follow-up research. (2) The related
technologies of artificial neural network (ANN) are introduced, and the risk assessment index system of medical AI is
constructed. (3) With the self-designed dataset, the trained neural network model is utilized to assess risk. The experimental
results reveal that the created BPNN model’s error is relatively tiny, indicating that the algorithm model developed in this
research is worth popularizing and applying.

1. Introduction

Under the rapid development of science and technology, AI
has been applied in various fields. Medicine, as a field closely
related to human beings, has naturally also been impacted.
While countries in the world are constantly refreshing their
understanding of AI, they are also constantly changing seize
the opportunity in this new field [1, 2]. Since the outbreak of
the “new crown” epidemic in 2020, more and more people’s
values have been greatly changed, and more attention has
been devoted to the medical field. With the gradual penetra-
tion of AI, its intersection with medical undertakings will
definitely become the focus of society, and this intersection
has also emerged. AI has shown broad application prospects
in medical diagnosis, data statistics, health monitoring, etc.,
which greatly improves the efficiency of diagnosis and treat-
ment activities and brings a lot of convenience to human
beings, but related problems are also accompanied [3, 4].
Western countries have begun to take measures to solve this
problem, such as the “Robot Civil Law Rules” passed by the

European Parliament and the “Restatement of Tort Law”
passed by the United States, etc., which specifically intro-
duced various measures to deal with AI. As a country that
makes laws, due to the lag in legislation, the current legal
system has not been perfected for new problems that may
arise from AI, and the academic community also lacks a uni-
fied theoretical system. If the legal system in this area is not
improved in time, it will inevitably hinder the advancement
of artificial intelligence in the medical field [5]. Medical
institutions, medical professionals, patients, designers and
producers of medical AI, and other parties are all involved
in the study, development, and implementation of medical
AI products, making the ethical challenges raised by AI’s
use in medicine extremely complex. If we wish to improve
human health, we must think about and act on the ethical
challenges highlighted by medical AI. The ethical implica-
tions of medical technology can be viewed in two ways.
The source of ethical worth is people. The ethical link
between science and technology, people, and society is also
what we research. The advancement of science and
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technology and the spirit of humanism must thus be inte-
grated. It is certain that the negative impacts of science and
technology will arise if the progress of science and technol-
ogy is not guided by literary values. As a result, the reason-
able use of artificial intelligence in the medical area needs
ethical guidelines. Ethical risk governance mechanisms for
medical AI should be promoted in the second step. Ethical
questions are typically raised late in the game, resulting in
a paucity of future ethical study [6]. This study, conducted
in the contemporary age, examines the issues and causes
associated with the use of medical AI and makes some recom-
mendations and solutions in an effort to address some of the
ethical concerns raised by this technology. The Civil Code
stipulates that medical personnel shall bear tort liability, and
medical institutions shall bear vicarious liability in violation
of industry regulations or legal norms. Producers and sellers
bear product liability due to product defects, but it is difficult
to have a unified conclusion on how to position AI. The reason
why there are many disputes is that my country’s current legal
system is blank in this regard. This article will draw on the leg-
islative experience of foreign AI in the medical field to put for-
ward risk assessment suggestions for the development of
medical AI products in my country.

Facing the focus of domestic controversy, this article will
combine various viewpoints in the academic circles and clas-
sify them according to the degree of intelligence of artificial
intelligence. Use the intelligent level to locate its position
in the medical field to explore new legal regulation paths
and provide important opinions on various issues of artifi-
cial intelligence medical care [7]. AI has a broad space for
development in real-time health monitoring, diagnosis and
treatment data statistics, drug development experiments,
etc., and can even respond faster than medical staff. How-
ever, AI has the characteristics of unpredictability and com-
plexity, coupled with its strong learning ability and
replication ability, which makes it have a certain degree of
autonomy. This also exacerbates the uncertainty of future
accidents [8, 9]. At the same time, intelligent programs inev-
itably have technical loopholes in the design process, which
will also increase the probability of security risks and cause
social conflicts. Therefore, the practical significance of this
paper is to use the neural network algorithm to conduct rea-
sonable risk assessment in the development of medical AI
products, in order to reduce the occurrence of medical AI
infringement cases.

The paper structures are as follows: Section 2 discusses
the related work. Section 3 defines the various methods of
the proposed work. Section 4 analyzes the experiment and
analysis. Section 5 concludes the article.

2. Related Work

Regarding the definition of artificial intelligence in the med-
ical field, scholars have little controversy. Theoreticians gen-
erally believe that artificial intelligence is the intention of
human beings to create intelligent machines that are close
to humans, so that intelligent machines can replace medical
personnel to complete various diagnosis and treatment
activities, including health care, real-time monitoring, diag-

nosis and treatment data statistics, drug development trials,
and intelligent surgical diagnosis. It is essentially a branch
of computer science, and this science is then used in the
medical field to provide medical services that are equivalent
to or even greater than the responsibilities of medical per-
sonnel [10]. Reference [11], under the influence of foreign
examples of “surgical robots,” concretized AI as intelligent
medical robots and provided medical services based on AI
technical means. The “intelligent technology + medical ser-
vice” model has become a reality, which also enables preci-
sion medicine to provide solutions to the medical problems
of an aging society in the future while reducing operating
costs. From the perspective of AI medical infringement
and the legal and ethical issues involved, scholars divide AI
social risks into three categories: ethics, polarization, and
regulation [12]. Ethical risk mainly refers to the passive or
active breaking of human ethical relationship in the process
of AI development, so that people have to reexamine and
plan the ethical relationship. Since developers develop AI
based on their own ethical concepts, AI inevitably has the
basic value orientation of human beings, so how to control
the adverse effects of developers in advance in the research
and development stage has become the focus of AI regula-
tion. With the development of AI to superintelligence, AI
has replaced humans in many fields such as simple repetitive
work, high-risk work, and companion services. It has chan-
ged from the object of human behavior to the same subject
as human beings. Whether artificial intelligence can obtain
legal subject qualification has become the main point to reg-
ulate its social risks [13]. Polarization risk mainly refers to
the high development of artificial intelligence, although it
can solve the existing problems of resource shortage and
uneven distribution and liberate part of the simple and
repetitive or high-risk labor force. However, the data and
information that provide the basis for artificial intelligence
are controlled by a small number of people, which will lead
to the possibility of polarization of resources and wealth.
The big data that artificial intelligence relies on is the result
of detailed monitoring and analysis of personal information,
so that individuals are completely exposed to the computer.
Once there is a problem with the storage and confidential
components of the computer, personal information will be
in a difficult situation to protect [14]. Regulatory risk mainly
refers to the phenomenon of excessive attention to economic
benefits and neglect of civil rights that may occur in the pro-
cess of national regulation of AI. In the process of economic
development, developers who formulate AI software stan-
dards and write codes have absolute control over AI. Due
to the confidentiality of AI programming by developers,
coupled with the inducement of excessive pursuit of com-
mercial interests, and the deviation of their own ethical
values, the country will involuntarily tilt towards the
research and development side in the process of AI regula-
tion, resulting in citizens unable to effectively maintain legit-
imate interests. For AI social risk regulation, scholars
generally agree to regulate it on the basis of the principles
of justice, fairness, science, and rationality [15]. Ethical and
moral regulation and legal regulation have become two
important means of AI social risk regulation.
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Ethics and ethics regulation requires that the ethical and
ethical norms that it needs to follow be incorporated into the
programming at the beginning of AI research and develop-
ment and solve problems from the source. Legal regulation
necessitates that the entire process of AI research, develop-
ment, and application, as well as all relevant individuals
involved, be restrained on the basis of solid legislation and
effective law enforcement, which is an effective measure to
avoid social problems created by AI [16]. In general, foreign
AI development strategies mainly include consolidating the
theoretical foundation of AI, building an AI security system,
accelerating supporting legislation, and promoting interna-
tional cooperation in AI research and risk regulation [17].
The British National Medical Service System has the world’s
leading medical level and is the leader in the development of
medical AI in the United Kingdom. Its medical AI develop-
ment experience is of great significance to my country [18].
The mid- and long-term health service system development
plan released by it outlines the future development direction
of UK medical AI from six aspects: service model innova-
tion, reducing health inequality, promoting quality of care,
providing employee support, realizing digital transforma-
tion, and improving investment utilization efficiency,
including medical AI empowerment and empowerment,
promoting medical AI clinical diagnosis and treatment
application, and using medical AI to improve the safety
and efficiency of population health management [19]. The
US government has a relatively deep understanding and cog-
nition of the current situation and development prospects of
AI. “Preparing the Report for the Future of AI” analyzes and
predicts the development of AI in the country and the world,
points out the future research direction of AI and its possible
social risks, and puts forward constructive countermeasures
with suggestions. At the same time, the U.S. Congress has
also actively paved the way for the development of AI and
has promulgated many AI-related bills, which reflects the
high attention of the American legal community to the
development of AI. Although these policies and bills do
not directly involve medical AI, they delineate a framework
for the development of AI, which indirectly guides the devel-
opment of medical AI and lays a foundation for regulating
the social risks it brings [20–23].

3. Method

In the “Method” section, we define the basic theory of artifi-
cial neural network, risk assessment system for medical AI
product development, data normalization, and parameter
settings of the model in detail.

3.1. Basic Theory of Artificial Neural Network

3.1.1. Artificial Neural Network Principle. ANN, an informa-
tion processing system that replicates the structure and
operation of a human brain, was built using modern neuro-
biological research. It also has the mental faculties of think-
ing, absorbing new information, and remembering what it
has learned. A process of information processing can be
viewed as a nonlinear mapping from the input space to the

output space. Nonnormal distribution and nonlinear risk
assessment issues may be solved efficiently by altering
weights and thresholds to “learn” or discover the connection
between variables. While each neuron in an ANN may be
thought of as a fundamental operating unit, the method in
which it processes information is not linear, and this is
why ANNs are so complicated. The contact between these
neurons also facilitates the processing of information across
the whole neural network. The artificial neuron model is
shown in Figure 1.

The jth neuron in Figure 1 imitates the three most basic
and important functions of biological neurons: weighting,
summation, and transfer, where x1, x2,⋯xn represent the
input from the neuron, wj1,wj2,⋯wjn represent the connec-

tion strength between the neuron and the jth neuron, that is,
the weight. μ is the threshold, which mainly adjusts the input
and output of neurons. f is the transfer function. yj is the

output of the jth neuron. Among them, the net input value
sj of the jthneuron is:

sj = 〠
n

i=1
wij ∗ xi + μ =WjX + μ: ð1Þ

After the net input sj passes through the transfer func-

tion f , the output of the jth neuron is obtained:

yj = f sj
� �

= f 〠
n

i=1
wij ∗ xi + μ

 !

= F WjX
� �

: ð2Þ

Just as biological cells have the limit of information car-
rying, the signals transmitted by artificial neurons cannot
increase indefinitely, and there must be a maximum value,
where f should be a monotonically increasing bounded
function.

ANN’s learning and working phases are divided into two
stages. To train a neural network, input and output data are
fed into the network throughout this phase of development.
Make the most of your network’s settings. The network is
given a new set of input samples as variables, and the learnt
rules for processing yield new output results. In the working
stage, a trained neural network looks like this. Self-learning
and self-adaptation are other characteristics of the ANN,
which may modify the weight values of neurons at each level
as it learns to better suit the needs and requirements of its
environment. In most cases, the neural network may be
trained using two alternative ways. There are two types of
algorithms: one utilizes a sample standard to modify the
weight coefficients of each neuron to accomplish the goal
of categorizing or mimicking the sample data; the other uses
a neural network to learn. An algorithm with no tutor is
another option, which merely describes how to learn.
Depending on the input signal, the substance of the lesson
changes. Environmental features and laws are discovered
and stored by the system. The connection weights are also
automatically adjusted. In order to group and aggregate
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input samples, this learning method is closer to the function
of the human brain.

3.1.2. Characteristics of Artificial Neural Network. Human
brain neural networks may be modelled, simplified, and
abstracted, and then used as a starting point for an ANN,
which is built on this fundamental knowledge. In a similar
way to the human brain, it can self-adapt, self-organize,
and self-learn. It possesses strong intelligence qualities and
has been effective in addressing numerous tough issues in
the fields of pattern recognition, combinatorial optimization,
and prediction. In general, ANN has the following
characteristics:

(1) It is quite good at nonlinear mapping

For a neural network to operate, it must be able to map
data from the input layer to the output layer. Theoretically,
any complicated nonlinear mapping may be realized by an
ANN with three or more layers and sufficient hidden layer
neurons, making it especially ideal for handling issues
involving complex internal mechanics.

(2) Strong mathematical skills

Strong mathematical skills, as well as the capacity to
solve real-world situations, distributed parallel processing,
associative memory extraction technique, and complete acti-
vation of relevant neurons are used to extract information
from external stimuli and input data in this system. The
rules of the learning samples are adaptively taught, and the
memory rules are stored using the “tutored” learning
approach. The model can employ the prestored rules from
the partial information and noise interference when a fresh
random sample is added. The sample information is associa-
tively memorized to achieve complete original information
recovery, with good fault tolerance and strong anti-
interference ability. It is especially suitable for the recogni-
tion of complex patterns with complex content and incon-
spicuous features.

(3) Strong sample identification and classification ability

The powerful nonlinear processing capability enables the
neural network to handle the data classification of nonlinear
samples well. As a nonlinear optimization algorithm, neural
network has powerful optimization computing power; it can
find a set of parameter combinations under known con-
straints, so that the objective function can quickly reach
the minimum value.

(4) Good generalization ability

The neural network adopts the learning algorithm of
global approximation and has good generalization ability.
The network is highly trained and can tackle similar chal-
lenges in real time.

3.1.3. Artificial Neural Network Model. Various ANN
models, such as the BPNN model, the RBF neural network
model, and the self-organizing mapping neural network
model, have been established in the development of neural
networks. This approach uses error back propagation, which
is a hierarchical neural network made of an input layer, one
or more hidden layers, and a final output layer. Layers of
neurons are linked to each other like human nerve cells,
and each layer has a certain number of neurons in it. Each
layer of neurons is devoid of any connections. First, the
input signal is sent from the input layer to the hidden node,
where it is processed by the transformation function before
being sent to the output node, where it is supplied as the
final output result of the system. The number of network
layers and the number of nodes in each layer are shown to
have a positive correlation with the network’s fitting accu-
racy. Increased network layers may enhance fitting accuracy,
but the network becomes more complex, and training time
goes up. There is a three-layer neural network structure
according to the Kolmogorov theory, which can approxi-
mate any continuous function or accurate data classification
with the precision of the mean square error and handle most
real-world issues under specific circumstances for ε > 0. Lin-
ear data processing is also the most prevalent challenge. The
network structure of the three-layer back-propagation neu-
ral network (BPNN) is shown in Figure 2.

In this network structure, the input vector is X =
ðx1, x2,⋯xnÞT , and the output vector of the hidden layer is

Ok = f netkð Þ: ð3Þ

Y = ðy1, y2,⋯ymÞT , the output layer vector is k = 1, 2⋯ l
, and the expected output vector is D = ðd1, d2,⋯dlÞT .

netk = 〠
m

j=o
wjkyj: ð4Þ

The weight matrix between the input layer and the hid-
den layer is represented by V , V = ðvl1, vl2,⋯vmnÞT , where
vmn represents the weight vector of the nth neuron in the
hidden layer corresponding to the mth input layer neuron.
The weight matrix between the hidden layer and the output
layer is represented byW,W = ðwil ,w2l,⋯wlmÞT , where wlm
represents the weight vector of the first output layer neuron
corresponding to the mth hidden layer neuron. For the out-
put layer:

Ok = f netkð Þ k = 1, 2,⋯, lð Þ ; netk = 〠
m

j=o
wjkyj k = 1, 2,⋯, lð Þ:

ð5Þ

𝜇

sj
yj

wjn

wj2 𝛴 f

X1

X2

Xn

wj1

Figure 1: Artificial neuron model.
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For the hidden layer:

yj = f net j
� �

j = 1, 2,⋯,mð Þ, netj = 〠
n

i=o
vijxi j = 1, 2,⋯,mð Þ:

ð6Þ

The transfer function f ðxÞ of the hidden layer and the
output layer is a unipolar or bipolar Sigmoid function with
continuous derivable characteristics:

f xð Þ = 1
1 + e−x

: ð7Þ

The algorithm learning steps of BPNN are as follows:

(1) Select a part of the overall sample as a training sam-
ple, and input its information into the network

(2) The sample information is output by the output
layer after being processed by the hidden layer of
the network

(3) Calculate the error value between the actual output
and the expected output of the network

(4) Reverse calculation from the output layer to the first
hidden layer, and adjust the weights of the entire
network according to the principle of error reduction

(5) Repeat the above steps until the total error of the
network reaches the target error value. After the
repeated training of the above steps, the connection
weights between the nodes of the network are
completely confirmed, that is, the BPNN is trained.
At this time, it can be used to identify and predict
unknown samples

3.2. Risk Assessment System for Medical AI Product
Development. With the continuous development of medical
artificial intelligence, the distortion of medical data collec-
tion and the leakage of medical data, the unemployment of
simple labor force and the increased medical burden of
patients, the influence of scientific diagnosis and treatment
and the aggravation of unequal distribution of medical

resources, and other social risks will pose a huge threat to
the benign development of society. At this point, all govern-
ments are working hard to create medical AI, as well as find-
ing efficient strategies to manage the social hazards that
come with it. However, in theory, the administrative laws
and regulations governing medical AI social hazards are
not very mature, and there are a number of issues. In prac-
tise, the merger of old administrative law leads to numerous
loopholes. This paper analyzes the problems faced by the
medical AI social risk administrative law regulation and
combines the administrative process theory and the risk
administrative law theory to build a basic theoretical frame-
work for the social risk administrative law regulation of
medical AI product development. The fundamental cogni-
tive orientation of AI social risk administrative law regula-
tion, the regulatory process monitoring, and the
fundamental principles must be followed. And based on this,
it analyzes and responds to the problems faced in the prac-
tice of medical AI social risk administrative law regulation.

3.2.1. Risk Assessment. Strengthening medical AI social risk
regulation scientific and rational risk assessment is to use
facts and assumptions to estimate the probability that a spe-
cial management decision will cause harm to human society.
When human beings face uncertain social risks, risk assess-
ment provides decision-makers with an orderly and clear
basis for social risk regulation through scientific monitoring
and analysis methods, combined with the opinions of vari-
ous stakeholders. Risk assessment is the scientific basis for
administrative agencies to regulate medical AI social risks.
The National Academy of Sciences of the United States has
made a scientific division of risk assessment in the book
“Federal Government Risk Assessment; Management of the
Process”, which includes: hazard cognition, through scien-
tific experiments to determine whether there is a real hazard
in the assessment object; hazard degree confirmation, deter-
mination degree of damage to humans in subjects was
assessed at different doses; exposure assessment, by calculat-
ing and simulating the hazard of exposing people to such
risks by calculating the intensity and frequency of human
exposure to dangerous substances; risk estimation, analyzing
relevant information and making risk determinations. Risk
assessment is mostly based on the conclusions reached
through scientific study by professional and technical pro-
fessionals. Problems have developed in risk assessment in
terms of technology, standards, authority distribution,
assessment candidates, and public disclosure in the social
risk regulation of medical AI. The reason is that the science
used as the assessment scale is unstable. The instability of
science is first reflected in the uncertainty of science itself.
Science is developing gradually, and it is difficult to draw
conclusions about the science and technology of a certain
period. Secondly, it is reflected in scientists. On the one
hand, scientists are limited by scientific development, and
on the other hand, because of their own risk perception dif-
ferences and political and economic influences, it is difficult
to draw definite, objective, and rational conclusions in the
evaluation. The risk administration law provides ideas for
solving the instability of science through research on science

X1
d1

d2

dl

X2

Xn

y1

y2

ym

O1

O2

O1

Input layer Hidden layer Output layer

... ... ...

...

Figure 2: BP neural network structure diagram.
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and public participation, that is, introducing risk communi-
cation in the process of risk assessment.

3.2.2. Risk Communication. Strengthening medical AI social
risk regulation rational public risk communication is not
equal to simple information disclosure. It is a process of
information sharing and opinion exchange between admin-
istrative agencies and the public around a social risk topic.
Risk communication actually runs through the whole pro-
cess of medical AI social risk regulation. In order to unblock
risk communication channels and achieve effective risk
communication, the following issues must be clarified. The
first is to ensure the authority of the publisher of the com-
munication information. The same information is released
by different individuals to produce completely different
effects. When the administrative organ publishes relevant
information for the purpose of regulating social risks, it must
not only consider the professionalism of the relevant infor-
mation but also consider your own integrity. Once the rele-
vant information released by the administrative agency is
confirmed to be false, the public’s trust in it will be reduced
and the effect of subsequent risk communication will be
affected. The second is to enrich risk considerations. Admin-
istrative agencies should get rid of their extreme reliance on
professional knowledge and incorporate the most common
fairness and justice factors of public concern into the scope
of risk considerations. The third is to pay attention to com-
munication skills and to share risk-related information to
the public as easily as possible, so that the public can partic-
ipate in discussions on the basis of understanding; grasp the
start time of risk communication. Starting too early will
bring unnecessary panic to the public, and starting too late
will lead to the suspicion of concealment. The timely initia-
tion of risk communication will help safeguard citizens’ right
to know and to participate; it will help to eliminate the pub-
lic’s distrust of administrative agencies and mutual suspicion
of various stakeholders caused by the concealment of infor-
mation; it helps to ensure the continuous advancement of
democracy in the process of risk regulation.

3.2.3. Risk Identification Standards. Strengthening medical
AI social risk regulation technology rational risk identifica-
tion standards are the technical support for administrative
agencies to regulate medical AI social risks and are also an
important basis for risk assessment, communication, and
management. Risk identification standards are authoritative,
uncertain, professional, time-sensitive, and balanced. Legal-
ity means that the risk identification standards are formu-
lated by the relevant institutions stipulated by law, and the
risk identification standards have a legal basis. Uncertainty
means that the risk identification standards are formulated
under the uncertainty of scientific instability and social risks.
As discussed above, it is extremely difficult to formulate risk
identification standards under such circumstances. Profes-
sionalism means that although risk identification standards
are formulated under the dual uncertainty of scientific and
social risks, professional and technical personnel are still
required to formulate them from a professional perspective.
Timeliness means that the established criteria for identifying

a certain type of risk will lose its validity over time, which is
caused by the constant changes in social risks. Trade-off
means that in the process of formulating risk identification
standards, the framers have to weigh their interests. Risk
identification standards have a direct impact on people’s
perceptions of risk and play a key role in risk regulation
decisions made by decision-makers. Therefore, when formu-
lating standards, it is necessary to weigh the interests of all
parties involved in regulatory risks, and consider factors
such as political needs and economic development. In this
process, the important role of risk communication to ensure
the objective and rationality of risk identification standards
has also emerged.

3.2.4. Risk Management. Strengthening medical AI social
risk regulation to ensure rational risk management is the
destination of medical AI social risk regulation. The purpose
of administrative agencies to carry out risk management is to
control the social risks of medical AI within an acceptable
range and to minimize public losses and maximize public
interests. The object of risk management of administrative
organs is all risks that may threaten human society, mainly
for those social risks that are identified as causing significant
harm to human survival and development through risk
assessment. With the continuous progress of society, the risk
management of administrative agencies is bound to change
from a power style to a communication style, and the risk
management concept will also change from general manage-
ment to refined management. Risk management is no longer
an effort for the interests of some people, but to safeguard
the legitimate rights and interests of all people. The admin-
istrative organ is no longer the only topic that must manage
risk, and the latest development direction is for all stake-
holders to work together.

According to the above evaluation of risk rules for medical
AI product development, this paper designs an evaluation sys-
tem that can be used for neural network experiments, such as
Table 1. According to the evaluation results obtained by the
input evaluation indicators, the risk of medical AI product
development is divided into three levels.

3.3. Data Normalization. Since the hidden layer of the
BPNN adopts a nonlinear and dimensional excitation func-
tion, it has the characteristics of saturated nonlinearity. If the
difference between the input value of each neuron and the
threshold is too large, the output of the neuron will fall in
the saturation region, so that the actual output of the net-
work is either the maximum value of the activation function
or the minimum value of the activation function. The deriv-
ative value of the output tends to zero, resulting in a small
change in the weights, which not only slows the learning
speed but also makes the network difficult to converge.
Therefore, in practical applications, in order to improve
the training speed and sensitivity of the network and effec-
tively avoid the saturation region of the excitation function,
the value of the input data is generally required to be in the
interval [0, 1], and it is necessary to normalize the input
data. Commonly used normalization methods include linear
function transformation method, logarithmic function
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transformation method, and arctangent function transfor-
mation method. This paper adopts the linear function con-
version method:

xi =
xc − xmin
xmax − xmin

, ð8Þ

where xmax and xmin are the maximum and minimum values
of the sample data, respectively, xi is the original sample data,
and xc is the transformed data. The normalized data not only
prevents the input data from falling into the saturation region,
but also maintains the original characteristics of the data.

3.4. Parameter Settings of the Model. When using the BPNN
model for risk assessment and analysis of medical AI prod-
uct development, we should first set the corresponding
parameters of the neural network to ensure the effective

operation of the assessment model. Then, using the risk
assessment index value and the evaluation sample’s target
value, train the network to produce an output value that is
close to the target value. After repeatedly adjusting the
parameter settings of the network, the model meets the
requirements of the operation, and the neural network
obtains the sample “knowledge” and stores it in the network
weights and thresholds. At this point, a suitable risk assess-
ment model is obtained, which can be used in practical
work. Specific steps are as follows:

(1) Setting of network nodes

After selecting a neural network, first set the network
parameters, including the number of network layers and the
number of nodes in each layer. The three-layer BPNN can
solve most of the nonlinear data processing problems in real-
ity, and it is the most common application. In this paper, the
BPNN including the input layer, single hidden layer, and out-
put layer is selected as the prediction model. In the simulation
experiment, the number of nodes in the input layer is deter-
mined by the number of sample indicators, so the number of
nodes in the input layer of the BP model in this paper is 14.
The number of output layer nodes is 1. For the number of hid-
den layer nodes, there is still a lack of good theory as a guide,
and different numbers of hidden layer nodes will form differ-
ent neural network models. We need to perform constant and
repeated debugging to obtain suitable network parameters,
thus forming an effective risk assessment network model.
The empirical formula used in this paper is as follows:

H =
ffiffiffiffiffiffiffiffi
i + j

p
+ a, ð9Þ

where H is the number of hidden layer nodes, i is the number
of output layer nodes, j is the number of output layer nodes,
and a is a constant in the range [1–10]. Subsequently, the
number of hidden nodes corresponding to the minimum net-
work error will be determined by trial and error, thereby form-
ing an initial three-layer BPNN model.

Table 1: Medical AI product development risk assessment system.

Index Label

Weakening of doctors’ practical ability R1

Weakening of the moral responsibility of doctors R2

Patient privacy violated R3

The humanity of the patient is challenged R4

The rights of patients cannot be guaranteed R5

Lack of doctor-patient trust R6

Weakening of humanistic care R7

Influencing the scientific nature of patient care research R8

Exacerbating the unequal distribution of medical resources R9

Simple labor unemployment risk R10

Risk of increased medical burden on patients R11

Medical data collection distortion R12

Risk of medical data breach R13

Generate ethical and moral hazard R14
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Figure 3: BP neural network training error curve.

Table 2: Training results for different numbers of hidden layer
nodes.

Number of hidden layer nodes Mean squared error

5 0.0000977

6 0.0000869

7 0.0000619

8 0.0000602

9 0.0000788

10 0.0000872

11 0.0000948

12 0.0000982

13 0.0000965

14 0.0000990

15 0.0000974

25 0.0000893

35 0.0000989

45 0.0000948
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(2) Maximum training times

Set the maximum training times to 3000 times, that is,
when the network training times reach 3000, stop training.

(3) Error accuracy

According to the software requirements and the needs of
the model, the error precision set in this paper is le-5. When
the error of the two iteration results is less than this value,
the system will end the iterative operation.

(4) Excitation function

The input data of the neural network has been normal-
ized and is in the range of [0, 1]. The excitation function

of the hidden layer and the output layer of this paper is
the logarithmic sigmoid function, that is, the Logsig
function.

(5) Learning functions

Set to gradient descent momentum learning function
(Learngdm).

(6) Training function

The gradient descent back-propagation algorithm func-
tion that adaptively adjusts the learning rate and adds a
momentum factor is a combined optimization algorithm of
the gradient descent method and the adaptive adjustment
learning rate method. It has the characteristics of fast
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Figure 4: Variation curve of training simulation error of neural network.
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Figure 5: Training sample simulation results.

8 Computational and Mathematical Methods in Medicine



convergence speed, good learning effect, and high calcula-
tion accuracy, which improve the learning speed of the neu-
ral network and increase the reliability of the algorithm. The
training function in this paper selects the traingdx
algorithm.

(7) The error performance function

The error performance function of network convergence
adopts the minimum mean square error value, and the target
value is set as 0.0001.

4. Experiment and Analysis

In this chapter, we define the selection of evaluation samples,
neural network model parameter selection and training, and
test of neural network model in detail.

4.1. Selection of Evaluation Samples. My country’s medical
AI social risk legislation is still in the works, and the assess-
ment of medical AI social hazards has flaws in terms of tech-
nology, norms, authority distribution, evaluation candidates,
and public awareness. The current level of risk assessment
technology development in my nation is insufficient to facil-
itate the effective development of assessment activities when
compared to the actual needs of medical AI societal risk
assessment. The cost-benefit analysis guides the standard
risk assessment method. Due to the instability of the cost-
benefit analysis itself, it is difficult to apply the traditional
risk assessment method to the process of medical AI social
risk assessment. Medical AI social risk assessment standards
are an important part of medical AI social risk assessment,
and an important basis for proving whether medical AI
has social risks and whether it can be widely used in the
medical field. Therefore, this standard cannot be limited to
a single field, but should cover all areas where medical AI

may have social risks. The current medical technology eval-
uation standards obviously cannot meet this requirement.
The social risk assessment of medical AI mainly relies on
professionals in related fields and administrative staff to
form an expert group for assessment. On the one hand, there
are many administrative staff, which is easy to reduce the
scientific nature of the assessment; because the majority of
them are drawn from universities and scientific research
institutions in related subjects, and specialists are constantly
in contact with one another, ensuring the impartiality and
scientificity of evaluation viewpoints is difficult. Administra-
tive activities relating to the social risk assessment of medical
AI are not included in the scope that can be reported to the
public, making public oversight of the social risk of medical
AI impossible. Therefore, there is no assessment data suitable
for this paper. According to the evaluation index system con-
structed in chapter 3, this paper designs an experimental data-
set that can be used for neural network evaluation, which
contains 320 datasets, 280 training sets, and 40 test sets.

4.2. Neural Network Model Parameter Selection and
Training. In this paper, 12 different hidden layer nodes are
used to train the network to determine the optimal network
structure. After several simulation tests, the results are
shown in Table 2.

It can be seen from Table 2 that when the number of
hidden layer nodes is 8, after 200 network iterations, the net-
work performance is 0.0000602, which meets the set error
limit of 0.0001, and the error of the neural network model
is the smallest at this time. Stop the iterative operation,
and the network training is completed. At this time, after
repeated debugging, the final selected network learning rate
is 0.05, and the momentum factor is 0.95. The training effect
is shown in Figure 3.

Therefore, this paper uses 8 hidden layer nodes to train
and test the network, and builds a 12-8-1 three-layer BPNN
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Figure 6: Test sample simulation results.
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model. To verify the application value of the constructed and
trained neural network model, we must simulate the neural
network constructed above using the training samples and
compare the model’s output results to the expected output
results to see whether the simulation is right. If the correct
rate is high, it means that the application of the neural net-
work model constructed in this paper in judging the risk of
medical AI development is scientific and effective and can
be used in practice. To simulate the trained neural network,
usually call the input variables of the sim function network
in the neural network toolbox for simulation testing. After
many simulation trainings, the error accuracy reaches the
target value of 0.0001, and the network performance is
0.0000071526. It can be seen from Figure 4 that the con-
structed neural network model has a high-precision predic-
tion and judgment ability.

The obtained training sample simulation results are
shown in Figure 5.

4.3. Test of Neural Network Model. The neural network and
simulation test constructed above are all derived from the
training sample data, showing a good discriminative effect.
The generalization effect of the model, that is, the discrimi-
native effect of the nontraining sample data, needs to be
tested to judge the promotion and application value of the
model. This study simulates the neural network established
above using the selected 40 sets of test sample data as input,
then compares the model’s output results to the expected
output results to assess the simulation’s accurate probability.
For the simulation test, 40 groups of test sample data were
entered into the trained neural network model, and its risk
was assessed; 10 groups of data were chosen, and the results
are presented in Figure 6. It can be seen from the experimen-
tal results that the error of the output results is very small,
which shows that the application of the neural network
model constructed in this paper in judging the development
risk of medical AI is scientific and effective and has good
promotion and application value.

5. Conclusion

AI technology in my country’s medical field is still in the
weak AI stage, and its research and development and appli-
cation are still in the early stage, but AI has great potential in
accelerating medical scientific discovery and transforming
medical care. The era of “strong AI” may be close at hand.
The application of technology in medicine is linked to
human health and survival. Medical AI is difficult to imple-
ment. It is critical to comprehend the potential dangers and
consequences of this new technology. Medical AI should be
better regulated, and AI should be applied in the most effi-
cient way feasible to ensure that the patient’s experience
and needs are prioritized. As a result, this article employs
neural networks to assess risk in the development of medical
AI and completes the following tasks: (1) reviewed and
sorted out relevant works and papers on medical AI ethics,
medical AI risks, etc. The current situation of regulation is
sorted out to provide help for follow-up research. (2) The
related technologies of ANN are introduced, and the risk

assessment index system of medical AI is constructed. (3)
With the self-designed dataset, the trained neural network
model is utilized to assess risk. The experimental results
reveal that the created BPNN model’s error is relatively tiny,
indicating that the algorithm model developed in this
research is worth popularizing and applying.
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Unused hotel rooms, unused event tickets, and unsold items are all examples of wasted expenses and earnings. Governments
require accurate tourism demand forecasting in order to make informed decisions on topics such as infrastructure
development and lodging site planning; therefore, accurate tourism demand forecasting becomes vital. Artificial intelligence
(AI) models such as neural networks and security violation report (SVR) have been used effectively in tourist demand
forecasting as a result of the fast advancement of AI. This paper constructs a tourism demand forecasting model based on
machine learning on the basis of the existing forecasting model research. The completed work is as follows: (1) It introduces a
large number of domestic and foreign literatures on tourism volume forecasting and proposes the research content of this
paper. (2) It is proposed to stack the long short-term memory- (LSTM-) based autoencoders deeply, by adopting a hierarchical
greedy pretraining method to replace the random weight initialization method used in the deep network and combining this
pretraining stage and fine-tuning network together to form the SAE-LSTM prediction model for improving the performance of
deep learning models. (3) This paper uses the monthly search engine strength data of city A’s monthly tourist volume and its
related influencing factors as the data set; processes the data set to make the model adapt to the data input; uses mean absolute
error (MAE), root mean square error (RMSE), MAPE, and other model evaluation indicators; and uses LSTM and the
constructed SAE-LSTM model to conduct comparative experiments to predict the number of tourist arrivals in four years. The
prediction results of the models proposed in this paper are better than those of the LSTM model. According to the
experimental results, the superiority of the proposed LSTM-based unsupervised pretraining method is demonstrated.

1. Introduction

With the development of the times, tourism has become an
important economic industry in today’s world, and tourism
has become an indispensable part of modern people’s daily
life. With the rapid development of the tourism industry,
many other problems have arisen. Popular tourist attrac-
tions are overcrowded, causing damage to the environment
and many safety incidents. The relevant management per-
sonnel lacked experience in emergency handling and could
not handle it in a timely manner, and the scene was once
chaotic. If the flow of people exceeds expectations and there
is no effective management, it will bring about serious stam-
pede incidents. For popular tourist attractions, people flow

restriction measures and emergency plans should be formu-
lated to improve risk prevention awareness. Many studies
have been carried out in the academic community. Nowa-
days, in the information age, various situations spread rap-
idly, and once a safety accident occurs, it will spread
rapidly. Even if corresponding measures are formulated, it
is difficult to reduce the social impact, causing losses to tourist
attractions, which is not conducive to long-term development
[1–3]. Therefore, relevant personnel of tourist attractions
should pay attention to the occurrence of safety accidents, for-
mulate effective management systems and countermeasures,
and cultivate awareness of prevention among all employees.
In the process, whether it is the scenic spot manager or the rel-
evant departments, it is necessary to clarify the prevention
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standards and build a perfect system to predict the tourist flow
and prevent problems before they occur. While avoiding
excessive tourist flow, it is also necessary to avoid the loss of
tourism in the off-season, especially in hotels and transporta-
tion, which will cause waste of resources and affect the sustain-
able development of scenic spots [4, 5]. It can be seen that the
development of the tourism industry is affected by many fac-
tors, which will cause seasonal and cyclical changes. It is nec-
essary to pay attention to the timely and accurate judgment
of the tourism volume, improve the utilization rate of
resources, improve the management ability of scenic spots,
and ensure that the tourism industry can form a sustainable
development. In order to prevent various problems caused
by excessive human flow, it is necessary to predict the passen-
ger flow in advance, improve the carrying capacity of the sce-
nic spot, and formulate effective preventive measures to avoid
it, so as to improve the utilization rate of resources and evenly
distribute the passenger flow. Therefore, research on the tour-
ism industry must focus on the forecast of tourism volume,
which can promote the simultaneous improvement of market
value and academic value, and has attracted attention from all
walks of life. Aiming at the problem of tourism demand fore-
casting, statistical methods are used for modeling, and good
results have been achieved [6]. To begin, linear regression
was employed to predict tourist demand. It was possible to
develop a model for forecasting tourist demand by looking at
the link between historical demand data and estimated model
parameters. Because the cyclical variation in tourist demand is
not taken into account, the inaccuracy in predicting tourism
demand is rather substantial. Some researchers have proposed
methods based on moving average, exponential smoothing,
and other time series analysis techniques to address the short-
comings of the linear regression model; however, these tech-
niques are still essentially linear modeling techniques, and as
a result, their limitations are also obvious [7]. With the
advancement of neural network research in recent years, some
researchers have proposed a neural network-based tourism
demand forecasting model, which is a nonlinear modelling
method that can not only describe cyclical characteristics of
tourism demand but also track time-varying travel demand
and produce good travel demand forecast results.

It is suggested that the SVR model be employed in tour-
ist forecasting. SVR is a small sample forecasting issue
modeling that has the strong forecasting performance of a
neural network and can overcome the disadvantages of over-
fitting. The neural network needs a large number of tourist
demand samples, and tourism demand is a small sample
prediction issue; thus, the neural network is prone to overfit-
ting during the learning phase, although the fitting accuracy
is rather good. The capacity of deep learning in tourism pre-
diction is demonstrated by a tourism prediction model based
on LSTM and attention mechanism [8–10]. As a result, the
paper’s main research goal is to present a tourism volume
forecasting model that will improve forecasting accuracy.
The proposed model will enable the tourist department
comprehend the passenger flow distribution in advance so
that scientific decisions can be made, and the strategy will
also save a lot of tourism resources, which has far-reaching
practical implications.

The paper structures are as follows: Section 2 discusses
the related work. Section 3 defines the various methods.
Section 4 analyzes the experiment and analysis. Section 5
concludes the article.

2. Related Work

Nowadays, the social economy is in a period of rapid develop-
ment, and the proportion of tourism in the entire economic
life is increasing. There is an urgent need to conduct more
in-depth research on tourism volume forecasting. At present,
after sorting out relevant literature, it is found that foreign
research on tourism volume forecasting is mainly divided into
three stages: traditional econometric model research, artificial
intelligence model research, and hybrid model research, which
have more accurate forecasting effects. The earliest traditional
econometric model adopts the form of time series. Through
long-term use, the model structure is relatively mature, focus-
ing on the characteristics and variable parameters of the data
associated with the model, which are determined by the
changing trend and shape of the time series; then, through
the analysis of the econometric model, the change of the target
time series is determined. It can be seen that the observation
object of the time series model is only the historical data of
the predictor variable, so the data collection is simple, and
the application cost is very low, but there is a certain deviation
in the prediction result. For a long time in the past, time series
models have been used in the forecast of tourism volume and
have been popularized inmany fields. The more famous one is
the comprehensive autoregressive moving average model pro-
posed by reference [11] in 1970. After that, the use of time
series models made a breakthrough in 2000, and simple
ARIMA models and SARIMA models were constructed,
which were recognized and popularized by the academic com-
munity. Since the tourismmeasuring tool is greatly affected by
the seasonality, the model can effectively grasp this feature and
improve the prediction accuracy [6]. Many innovations were
then carried out on this foundation. Reference [12] conducted
extensive study on tourism volume forecasting, built a
GARCH model using three multivariables, and examined the
corresponding factors impacting tourism volume through real
verification. Market demand is influenced by different types of
markets. In addition, reference [13] analyzed and compared
the forecast differences between the econometric models and
analyzed the Indian tourism market through the forecast
results obtained by the X-12-ARIMAmodel and the ARFIMA
model. Also, typical is the traditional econometric model,
which is also one of the more mature forecasting models.
The core foundation of the traditional econometric model is
statistics, which integrates the knowledge of various disci-
plines. Based on the mathematical model, the actual parame-
ters are added to form a random setting form, and then, the
relationship between variables and influencing factors is ana-
lyzed through the application of the model. At present, there
are many forms of econometric methods in tourism volume
forecasting, mainly including vector autoregressive model
(VAR), autoregressive distributed lag model (ADLM), error
correction model (ECM), and time-varying parameter (TVP)
model, and all of them have been effectively applied [14–16].
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Reference [17] used the VAR method to successfully predict
the number of tourists in popular scenic spots in a certain
region of France in recent years. Then, taking the characteris-
tics of different countries as the analysis point, we got the con-
clusion that the country is the largest market in the future and
then compared the actual state for verification and summa-
rized the results that the VAR model can effectively predict
the medium and long-term tourism volume. In addition,
through extensive practical analysis, VAR models can be con-
structed more simply because they are mainly based on theo-
retical analysis. After that, the research of reference [18]
introduced a new method, which led to the development of
inbound tourism forecasting. Reference [19] carried out error
analysis on the existing basis and optimized the prediction
model, so that the British outbound tourism volume was effec-
tively analyzed. With the continuous development of research
methods, the academic community has gradually realized that
due to the problems of time series, the previous prediction
models often fail to achieve the expected results. To this end,
artificial intelligence models have been proposed through a
large number of innovations, and AI-based technology has
been greatly developed [20, 21]. At the end of the last century,
the concept of artificial neural network (ANN) was introduced
into the tourism volume prediction model, which made the
research greatly developed. In this regard, reference [22] sum-
marizes the ANN model for tourism volume prediction and
puts forward a conclusion that is superior to the traditional
model through analysis. Reference [23] believes that the
ANNmodel has great advantages in tourism volume forecast-
ing. Compared with the traditional Naivel model, ES method,
multiple regression, and other models, it has many character-
istics, and the prediction results are more effective. Reference
[24] optimizes on the basis of ANN, compares multiple pre-
diction models after summarization, and obtains many rules
and summarizes the multilayer perception prediction model.
With the continuous research on tourism volume forecasting,
the accuracy of tourism volume forecasting based on various
models has been continuously improved, but the transparency
of the model is low, so that users cannot understand the mech-
anism of themodel and thus cannot gain the trust of users. It is
of great significance to study the interpretability of tourism
forecasting models, but at this stage, there is no or very little
work focused on interpretable tourism demand forecasting
[25–27]. Many machine learning models are widely used in
time series forecasting. If the traditional ANN with shallow
structure becomes too complex, for example, the network con-
tains many layers and parameters; it is difficult to train. Deep
neural networks (DNNs) have shown better performance than
traditional neural networks in many time series forecasting
applications. Deep learning can train DNNs with many hid-
den layers, and it is easy to learn features from raw data, so
it is very popular in the field of machine learning.

3. Method

This section discusses the AE-LSTM prediction model con-
struction. They define the SAE-LSTM prediction model con-
struction, and they evaluate the selection of model
evaluation indicators.

3.1. AE-LSTM Prediction Model Construction. Here, LSTM
network and autoencoders are examined. They analyze the
LSTM-based autoencoder pretraining model construction.

3.1.1. LSTM Network. RNN has been used to solve problems
such as tourism demand predictions because it can simulate
dependencies between sequence data through loops. How-
ever, because the neural network is in the process of forward
transmission, the influence of the later time on the previous
time diminishes as the later time passes, so it is unable to
recall the long-term memory. LSTM not only has a loop
learning unit inside the network but also through the design
gate to collect longer and shorter states from the start unit to
the last unit; the recall of long-term memory is superior to
RNN. The design of LSTM can effectively deal with long-
term memory. Figure 1 shows the LSTM model used in this
paper. LSTM can process time series data sequentially and
use the output of the last time step to predict the output of
a linear regression layer. The LSTM memory cell is con-
trolled by three gates to sequence the messages passed,
thereby accurately capturing long-term dependencies. The
three gates are responsible for controlling the interaction
between different memory cells. The function of the input
gate is to control whether the input signal can modify the
state of the memory cell, the forget gate controls whether
to remember the previous state, and the output gate controls
the output of the memory cell.

In each time step T , the hidden state ht is updated by the
input xt at the same time, the previous state of the hidden
layer is ht−1, the input gate is it , the output gate is ot , the for-
get gate is f t , and the storage unit is st ; the relational equa-
tion is as follows:

it = λ wixt + viht−1 + ai
� �

, ð1Þ

f t = λ wf xt + vf ht−1 + af
� �

, ð2Þ

ot = λ woxt + voht−1 + ao
� �

, ð3Þ

st = f t × st−1 + it × tanh wsxt + vsht−1 + as,
� ð4Þ

ht = ot × tanh st
� �

, ð5Þ
where w, v, and a are model parameters, which are continu-
ously learned during model training; λ and tanh are excita-
tion functions, which are responsible for mapping the
input of the neuron to the output; × represents the product
of the corresponding position elements of the two matrices;
and the linear regression layer is as follows:

�yi =wrhti , ð6Þ

where wr is the weight parameter of the linear regression
layer, and formula (6) is used to predict the output of the lin-
ear regression layer.

3.1.2. Autoencoders. Autoencoder (AE) is divided into three
parts, namely, input layer, hidden layer, and output layer,
and is an unsupervised learning algorithm. The autoencoder
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training process used in this paper is divided into two stages:
the encoding stage compresses the input data, and the
decoding stage reoutputs the compressed data. The autoen-
coder structure is shown in Figure 2.

Among them, given the unlabeled data set xn, n = 1, 2,
⋯,N , the two stages of the autoencoder used in this paper
can be expressed as follows:

hx = f w1x + a1ð Þ, ð7Þ

xo = g w2hx + a2ð Þ, ð8Þ

where w1 is the weight parameter from input to hidden neu-
ral layer, w2 is the weight parameter from hidden to output
neural layer, a1 and a2 are the deviation vectors of input
layer and hidden layer, respectively, encoding refers to from
input to hidden neural layer conversion, decoding refers to
the conversion from hidden to output neural layer, f is the
encoding function, g is the decoding function, and hx repre-
sents the hidden encoding layer vector calculated from the
input vector x, where the relationship between the input vec-
tor x and the output vector xo is shown as follows:

xo ≈ x: ð9Þ

Among them, the autoencoder is learned through train-
ing to ensure that x and xo are equal to achieve a compressed

representation of x. Autoencoders are often used to extract
nonlinear features.

3.1.3. LSTM-Based Autoencoder Pretraining Model
Construction. The forecasting problem of tourism demand
is a time series forecasting problem. Based on RNN, it is
more suitable for modeling time series data. This paper pro-
poses a new structure based on LSTM and autoencoder,
which can extract features from time series problems, and
is to replace the encoding layer and decoding layer of the
autoencoder with the LSTM network layer, so as to propose
an LSTM-based autoencoder pretraining model, as shown in
Figure 3.

This paper proposes an LSTM-based autoencoder pre-
training model, which consists of two LSTM layers, an
LSTM encoding layer and an LSTM decoding layer, given
an input sequence ðx1, x2,⋯, xnÞ; the encoder accepts the
input sequence and encodes it into the learned representa-
tion vector; then, the decoding layer takes this representa-
tion vector as input and tries to reconstruct the input
sequence ðxo1, xo2,⋯, xonÞ. This structure is an unsupervised
learning algorithm.

3.2. SAE-LSTM Prediction Model Construction. This section
examines the stacked autoencoders. They discuss the
LSTM-based stacked autoencoder pretraining model con-
struction. They analyze the SAE-LSTM prediction model
construction.

hT

X1

Input
Sequence

Regression Target y

X2 X3 XT-1 XT

Figure 1: LSTM model.
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Figure 3: LSTM-based autoencoder pretrained model.
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3.2.1. Stacked Autoencoders. Deep learning is a machine
learning method based on data learning. Data features are
extracted through multilayered nonlinear processing units.
Each layer uses the output of the preceding layer as input,
and the data is translated from the bottom layer to the top
layer. Deep networks can learn more representations and
better identify correlations between data by stacking layers
on top of each other. Stacked autoencoders (SAE) essentially
use the output of the hidden layer of the previous autoenco-
der as the input of the next autoencoder, which is composed
of multiple autoencoders. Each autoencoder is utilized as a
hidden layer, and many hidden layers are piled successively
from the bottom to produce the stacked autoencoder deep
network. In this structure, multiple autoencoders are
stacked, and each autoencoder layer is trained so that the
input error is locally optimal, and the output of the hidden
layer is used as the input layer of the next autoencoder layer.
A single autoencoder can learn a feature representation
through the three-layer network of equation (10), such as
the following:

x⟶H1 ⟶ xo, ð10Þ

H1 = f μ xð Þ: ð11Þ
The stacked autoencoder obtains H1 through the train-

ing of the first autoencoder and then uses H1 as the input
to train the next autoencoder to obtain H2 and then con-
tinues to train this deep learning structure. That is, first train
equation (10) to obtain the transformation of equation (12),
and then, train equation (13) to obtain the transformation of
equation (14), and finally, stack the SAE layer by layer.

x⟶H1, ð12Þ

H1 ⟶H2 ⟶H1, ð13Þ
H1 ⟶H2: ð14Þ

3.2.2. LSTM-Based Stacked Autoencoder Pretraining Model
Construction. The progressive unsupervised pretrained
stacked autoencoder can learn the features of the original
data layer by layer, which is more suitable for complex fea-
tures. Therefore, this paper proposes an LSTM-based
stacked autoencoder pretraining model. The LSTM-based
stacked autoencoder is also a greedy hierarchical pretraining,
and its construction process is divided into the following
three steps:

(1) First train the first LSTM-based autoencoder; then,
save its LSTM encoding layer and its learned net-
work parameters, and use the first LSTM encoding
layer as the input of the second LSTM-based
autoencoder

(2) In order to train an LSTM-based autoencoder, load
and utilize the previously stored encoder layer to rec-
reate the original input data, not the encoded input
data. This allows the encoder to pick up on charac-
teristics from the original data and improve its per-

formance. Save the learned network parameters and
the second LSTM-based encoding layer using the
second LSTM-based encoding layer as an input to
the third LSTM-based self-encoder

(3) Load the two saved encoder layers, use them to
encode the input twice, then continue to train the
third LSTM-based autoencoder with the saved
encoded version, thereby reconstructing the original
input and saving the third LSTM-based autoencoder
encoding layer and its learned network parameters.
And so on, this model can also be generalized to
more than three layers

3.2.3. SAE-LSTM Prediction Model Construction. The SAE-
LSTM tourism volume prediction model is constructed
using a stacked autoencoder based on LSTM to replace the
random initialization of weights used in the LSTM network.
Taking the training of three LSTM-based autoencoder stacks
as an example, the SAE-LSTM model is divided into a pre-
training stage and a fine-tuning stage, in which the three
encoding layers and the optimized network parameters are
saved in the pretraining stage. The fine-tuning stage is
divided into two steps:

(1) Using the three LSTM encoding layers and their
learned network parameters saved in the pretraining
stage

(2) Add an output layer on top of the three hidden
layers, which have only one node and is utilized to
solve the tourism volume forecast problem

3.3. Selection of Model Evaluation Indicators. In order to
evaluate the performance of the prediction model, this paper
uses three evaluation indicators to evaluate the prediction
effect. They are mean absolute error (MAE), root mean
square error (RMSE), and mean absolute percentage error
(MAPE). Given the predicted value yp and the actual value
y as follows:

yp = yp1, yp2,⋯, ypn
n o

, ð15Þ

y = y1, y2,⋯, ynf g: ð16Þ
The three index equations are as follows:

MAE = 1
n
〠
n

i=1
ypi − yi
��� ���, ð17Þ

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

i=1
ypi − yi

� �2
,

s
ð18Þ

MAPE = 1
n
〠
n

i=1

ypi − yi
yi

����
����, ð19Þ

whereMAE is a measure of the average magnitude of a set of
errors, and it is the sum of the absolute values of the differ-
ences between y and yp and then divided by the number of
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test samples; RMSE is a measure of the average magnitude of
a set of errors, which is the square root of the average of the
squared differences between y and yp; and MAPE is the
mean of the absolute value of each error divided by y. The
three indicator formulas are calculated by the predicted
value and the actual value. The larger the three values, the
larger the error.

4. Experiment and Analysis

This section discusses the data preprocessing. They evaluate
the experimental design and model parameter selection.
They analyze the analysis of experimental results.

4.1. Data Preprocessing. Here, the data sources are defined.
They examine the data preprocessing.

4.1.1. Data Sources. The data set used in this paper is the
monthly search engine strength data of the number of
monthly passenger arrivals and tourism-related influencing
factors in a region from January 2014 to December 2019,
and the region is represented by city A. Among them, the
monthly tourist arrivals are provided by the tourism bureau
of the city government. The tourist arrivals collected from
the DSEC website in this article are the tourist arrivals from
the global market. The experimental data of this paper
adopts the search engine strength data of 168 influencing
factors related to tourism in city A, of which 38 monthly
search engine data are from Baidu and 130 monthly search
engine data are from Google. The influencing factors of the
seven tourism categories are extended, and Table 1 lists
some of the influencing factors used in the experimental
data.

To sum up, the experimental data in this paper consists
of the monthly search intensity of 168 tourism keywords
and the arrivals of tourists in city A. This time series data
is a list with ordered values.

4.1.2. Data Preprocessing

(1) Data Normalization. Data normalization is the process of
scaling data into a specific range. The data of city A is nor-
malized using min-max normalization in this study, so that
each characteristic is of the same order of magnitude. The
conversion function used is shown as follows:

I∗ = I −min
max −min , ð20Þ

where min and max are the minimum and maximum values
of the sample data; min-max normalization can make the
sample data fall within the [0, 1] interval.

(2) Data Conversion. The sliding window is a fixed-length
data movement, one unit at a time; for example, January
2014 to December 2019 is a fixed-length data, the length of
this window is 12, and this window is from left to right glide;
assuming the data collection is on a monthly basis, the next
window is not January 2015 to December 2015 but February
2014 to January 2015. The window slide travels one unit to

the right at a time, and each window is always 12 inches in
length. In other words, the time series data employed in this
study is cyclical. The impact of data periodicity on forecast-
ing difficulties can be reduced by using a sliding window to
provide a fixed length for data conversion. The time series
is made up of sequences that are ordered in chronological
order. The data for this study is collected on a monthly basis.
This paper converts the original data into time series data
based on sliding windows. Given a time series T and a win-
dow of length 12, T = ðx1, x2,⋯, xnÞ, n is 72, representing 72
months of data collected from January 2014 to December
2019; each x is also a 168-dimensional vector, representing
the monthly search intensity of 168 tourism-related features.
In this paper, the data is moved by the shift function of
pandas. First, the time window is placed at the starting posi-
tion of T , and then, the time window is moved one month
backward with time, and then, the second month of T is
used as the starting position, get the second data of length
12, and so on; there are a total of 60 data of length 12 c1,
c2,⋯, c60, where ðc1 = x1, x2,⋯, x12Þ, ðc2 = x2, x3,⋯, x13Þ.
The converted data is as follows:

W cð Þ = ci i = 1, 2,⋯60jf g: ð21Þ

The second step of data conversion is to convert the slid-
ing window-based city A time series data into supervised
learning data to facilitate subsequent training of the model.
The supervised learning data format consists of input and
output, that is, predicting the output from the input. This
article adds the actual passenger arrivals to city A in the next
month on the basis of each ci.

4.2. Experimental Design and Model Parameter Selection.
Here, the experiment design phase is discussed, and the
model parameter selection is evaluated.

4.2.1. Experiment Design Phase. The specific experimental
design phase is divided into three steps:

(1) Process the city A data set, and then divide the proc-
essed data into training set, validation set, and test
set. When predicting the 12-month tourism arrivals
in 2016, the data sets of 2014 and 2015 are used as
the training set, and the top 10% of the data are
divided from the training set as the validation set,

Table 1: Influencing factors of tourism in city A.

Travel category Influencing factors

Dining Gourmet, snack, famous restaurant

Lodging Hotels, homestay, city bus

Tour Tourist volume, tourism index

Clothing Weather, air quality

Shopping Shopping mall, shopping street

Recreation Bar, concert

Transportation Yacht, motorboat
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and then, the test set of this paper is the 12-month
2016 data set. When predicting the 12-month tour-
ism arrivals in 2017, the first three years of data are
used as the training set, the first 10% of the data
are divided from the training set as the validation
set, and then, the 2017 12-month data set is used as
the test set, and so on to forecast the tourism volume
from 2016 to 2019

(2) Use the training set to train each model separately
and predict the total amount of tourism for each
model. The corresponding real tourist volume will
be collected from the test set to produce new training
data once the prediction model predicts the tourism
volume for a month. Then, do the next step of train-
ing and prediction and so on to predict the number
of tourists in city A from 2016 to 2019. And the
hyperparameter involved in this paper is set based
on past experience, and grid search is performed to
perform brute force search, so as to obtain the best
experimental results

(3) Save the experimental results of each model and ana-
lyze the experimental results

4.2.2. Model Parameter Selection. This paper uses the Keras
deep learning framework to build the SAE-LSTM prediction
model and builds the LSTM benchmark model for compar-
ative experiments. This section describes the selection of
model parameters during the experiment.

(1) SAE-LSTM Prediction Model. The construction process
of the SAE-LSTM model used in this paper is the same as
that in Section 3.2. For the SAE-LSTM model, it is divided
into a pretraining stage and a fine-tuning stage. Regarding
the preprocessing stage, the number of layers of the LSTM
superimposed autoencoder is selected. In this paper, a trial
and error method is used to predict the number of layers,
and MAPE is used as the evaluation index. The specific
experimental results are shown in Table 2.

It can be seen from Table 2 that the MAPE value of the
SAE-LSTM model with more than three hidden layers is
extremely high, which means that the error is very large; it
shows that the high number of hidden layers will lead to
overfitting. In order to avoid overfitting, the SAE-LSTM
model with at most two hidden layers is used in the experi-
ment. The SAE-LSTM of the two hidden layers is divided
into a pretraining stage and a fine-tuning stage based on
LSTM-based stacking autoencoders. The pretraining stage
is the training of two LSTM-based autoencoders, thereby
saving the two LSTM encoding layers and their trained
parameters for the fine-tuning stage. The hyperparameters
that need to be selected for the SAE-LSTM of the two hidden
layers are the number of iterations epochs, the loss rate
dropout, the number of units in the first coding layer
lstm_unit1 in the pretraining stage, and the number of units
in the second coding layer lstm_unit2. In this paper, grid
search is used to obtain the optimal hyperparameter set of
the SAE-LSTM prediction model of two hidden layers.

Through grid search, the epochs are {200, 400, 500}, the
dropout is {0.01, 0.2, 0.3}, lstm_unit1 is {56, 64, 128}, and
lstm_unit2 is {32, 48, 64}.

(2) LSTM Model. In this paper, the LSTM model is selected
as the benchmark model for the experiment. The LSTM
model is introduced in Section 3.1.1. For the benchmark
model, parameters are also selected from grid search.

4.3. Analysis of Experimental Results. In this paper, the SAE-
LSTM model and the LSTM model are used to conduct
experiments on the city A data set. In order to avoid overfit-
ting, SAE-LSTM only selects the two optimal hidden layers
in training. And three model evaluation indicators MAE,
RMSE, and MAPE are used to predict the accuracy. The
tourist arrivals of the data set are tourists from city A around
the world, and the tourist arrivals of this type fluctuate peri-
odically. This paper uses this data set for experiments, and
the experimental results are shown in Figures 4–6.

It can be seen from Figures 4–6 that the evaluation index
value of two-layer SAE-LSTM is smaller than that of LSTM
for 4 consecutive years. So it can be concluded that the SAE-
LSTM prediction accuracy proposed in this paper outper-
forms the LSTM model in all performance measures. The
experimental results show that the pretraining method of
superimposing LSTM in the way of autoencoder has better

Table 2: SAE-LSTM experimental results with different number of
hidden layers.

Number of hidden layers MAPE

1 3.158

2 3.125

3 3.388

4 6.753

5 6.923
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Figure 4: MAPE comparison of the two models.
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performance than random initialization of LSTM weights,
which proves that the proposed unsupervised pretraining
method based on LSTM can replace the random weight ini-
tialization method used in deep networks. The feasibility of
using this method to fine-tune the network improves the
performance of the tourism volume prediction model.

5. Conclusion

With the increase in the number of tourists, the tourism
industry has also tackled new challenges. The perishable
nature of tourism products causes waste in the tourism
industry, unsold rooms and air tickets cannot be stored,

and the number of tourists and the distribution of tourism
resources in many tourist attractions are gradually uneven,
and accurate forecast of tourism volume can enable the
number of tourism practitioners to allocate appropriate
tourism resources to meet the tourism demand and reduce
the waste of resources, and government agencies and tour-
ism enterprises can use the accurate tourism volume forecast
results to invest in basic measures and formulate tourism-
related policies. The accuracy of tourism demand forecasting
is critical, and this research presents a deep learning
approach to help with that. This paper’s primary work is
summarized as follows:

(1) Since recurrent networks are more suitable for
modeling time series data, this paper first proposes
to stack LSTM-based autoencoders deeply and
replace the deep network with a layered greedy pre-
training method. The SAE-LSTM prediction model,
which is based on the suggested random weight ini-
tialization method, combines this pretraining stage
and fine-tuning network to improve the perfor-
mance of the deep learning model and obtain supe-
rior prediction results

(2) In order to prove the effectiveness of the proposed
deep learning model, this paper uses the monthly
search engine intensity data of city A’s monthly vis-
itor volume and its related influencing factors from
January 2014 to December 2019 as a data set to pro-
cess the data set; adapts the model to the data input;
uses MAE, RMSE, and MAPE model assessment
indicators; and performs comparison tests using
LSTM and the developed SAE-LSTM model to fore-
cast the number of tourists in four years. The predic-
tion results of the model proposed in this paper are
all better than the LSTM model. According to the
experimental results, the superiority of the proposed
LSTM-based unsupervised pretraining method is
demonstrated
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Preschool language education is a requirement of basic education reform as well as a requirement for children’s growth in all
aspects of body and mind. It is extremely important and valuable in encouraging the entire growth of preschool education as
well as children’s general harmonious development. The degree of informatization is changing day by day, and many
information technology concepts and tools have entered the preschool education field. The Internet, electronic school bags,
ECE whiteboards, terminal devices, and rich digital resources and tools have been introduced into kindergarten classrooms.
The continuous advancement and application of information technology have provided the feasibility of building a smart
learning environment for kindergartens. To this end, this paper starts from the core concepts and theoretical foundations of
preschool education and sorts out the concepts of learning resources, smart learning, and smart learning environments.
Learning theory, teaching theory, and activity theory provide the theoretical foundation for the creation of language learning
tools in preschool education. The technologies of campus network, Internet of Things, artificial intelligence, and rich media are
examined under the role and inspiration of smart learning environment to provide theoretical support for scientific design of
smart language learning environment in preschool education.

1. Introduction

Today’s society is developing rapidly, and in this era, the
development and changes in the field of education have
become a hot topic of concern [1]. To the dilemma faced
by the reform of basic education at home and abroad, educa-
tional informatization has become an effective way out of the
dilemma [2, 3]. The development of educational technology
is a product of the combination of technological progress
and educational development, and the concept of educa-
tional technology runs through the whole process of educa-
tion, including, of course, preschool education [4–6]. The
informatization of education has created more possibilities
for learning [7]. The trend in modern preschool education
is to build a wise learning environment in the early child-
hood learning environment, and this is one of the paths in
the design of today’s early childhood information-based
learning environment [8]. Combining kindergarten curricu-

lum goals and the needs of early childhood development,
building a smart learning environment, and integrating
mobile educational resources are the changes to the early
childhood learning environment [9]. Kindergarten, as a cru-
cial component of basic education, is intimately linked to the
quality of learning that continues later and has a founda-
tional role in the development of young children throughout
their lives [10].

Language, as a vehicle for the individual’s development,
is of great importance for all aspects of human development
[11]. As far as the individual is concerned, language is an
essential tool for thinking, a form of cognitive ability, and
an important sign of individual socialization. The preschool
years are a period of rapid language development for young
children, and the improvement of their language skills is
gradually developed through constant communication and
use [12]. Therefore, in the early childhood stage, which has
a key impact on individual development, it becomes an issue
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that deserves our attention and in-depth research on how
kindergartens can provide language education to children
in a scientific and effective way during their natural growth
process, so that children can acquire language skills and nec-
essary communication skills in their life and learning [13].

Since the beginning of the twenty-first century, all walks
of life around the world have proposed new-age goals and
directions for the development of access to education [14].
As a result, smart learning environments have sprouted
from the new era’s requirements. Smart learning environ-
ments have become one of the core directions for the con-
struction of learning environments. Since smart learning
environments have been proposed, related research has
sprung up, and the current stage is a critical period for
exploration and construction. Most of the existing studies
are on the application of smart learning environments in
higher education, learning analytics in classrooms, and the
application of Internet of Things technology in campuses
[15–17]. Many modern information technologies have been
developed to a more mature stage, but the application of
modern information technologies in kindergartens and the
study of smart learning environments in early childhood
learning environments are sporadic [18]. Under the kinder-
garten wisdom learning environment, how to fully apply the
existing technology to optimize the current kindergarten
language learning environment, what level of kindergarten
language education resources are actually available, and
how to organically combine the information technology
approach with the needs of the development of early child-
hood language education have become issues that need to
be addressed urgently now.

To address this, we enhanced essential methodologies
and characteristics of language education tools for young
children based on their learning behavior characteristics, as
well as their cognitive qualities and learning goals. We next
examine and synthesize the data from the case studies in
order to build an acceptable language learning programmer
for early childhood preschool education. Explore the design
of language education environments for young children
based on the current state of their learning environments.

The paper’s organization paragraph is as follows: The
related work is presented in Section 2. Section 3 analyzes
the key technologies and features of educational environ-
ment for preschool children in wireless network environ-
ment. Section 4 discusses the design of a kindergarten
language education resource management system based on
wireless network technology in an artificial intelligence envi-
ronment. Finally, in Section 5, the research work is
concluded.

2. Related Work

2.1. Current Status of Research on Information-Based
Learning Environments in Preschool Education. The experi-
mental study showed that teachers’ use of whiteboards and
electronic devices significantly improved children’s literacy
skills. Multimedia presentations create learning opportuni-
ties for children to interact tactilely with the whiteboard
and also enrich the presentation of resources, giving children

the opportunity to engage in multimedia dialogue and inter-
action [19]. Through data collection, methods used included
observations, interviews, and a review of children’s related
documents to explore how early childhood educators can
enhance young children’s motivation to read through
manipulating the classroom environment [20]. The study
concluded that thematic reading and shared reading would
enhance young children’s motivation to read. There is a
growing body of research showing that high-quality pre-
school environments improve child-teacher interactions
and that teacher-student communication and interaction
are very important aspects of learning activities. The com-
puterization of the learning environment provides more
possibilities for interaction between children and teachers,
with real-time communication and off-site interaction
becoming the norm. Information and communication tech-
nologies have limitations for the development of young chil-
dren, but when properly designed and utilized, they will
contribute to the intellectual, linguistic, social, and creative
development of children ages 3-6.

In order to promote the healthy and harmonious devel-
opment of children, the use of information technology in
kindergartens should follow the three principles of simplic-
ity, gamification, and appropriateness, and teachers should
be proficient in designing and implementing information-
based teaching activities [21]. At the same time kindergar-
tens and relevant management departments should
strengthen the common sharing of kindergarten
information-based education and learning resources. Creat-
ing a good environment for children’s games is an important
means to play the educational function of games and envi-
ronment [22]. The environment plays an important role in
promoting the learning and play life of young children. By
creating different levels of play environments, the basic edu-
cational tools of kindergartens can be realized. The introduc-
tion of multitouch virtual learning gadgets has aided in the
optimization and improvement of technical tools, as well
as creating a new situation of hands-on learning for young
children with technical assistance. Virtual learning devices
for young children are more attractive than traditional learn-
ing devices in terms of perceptual dimension, extended
reuse, diversity, and state preservation.

2.2. Business Needs for Language Education Resources for
Preschool Children. With the popularity of smart phones,
the size of the mobile education market is at a rapid growth
stage. The conclusion reached through continuous practical
tests is that educational resources for preschool children
need to be short, interesting, and educational. The business
demand characteristics of auxiliary early childhood language
education are shown in Table 1.

2.3. Student-Centered Teaching Theory

2.3.1. Generative Teaching. Generative teaching emphasizes
the subjectivity of students, and classroom ideas and teach-
ing behaviors are adjusted according to the interactions
and student responses in the classroom [23]. The character-
istics of generative teaching are active student participation,
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nonpredetermined classroom, and interactivity. Generative
teaching uses learning analytics to analyze and uncover
dynamic learning paths and provide appropriate learning
resources through data such as classroom learning records
and online learning records of young children. Whether it is
online learning, blended learning, or even traditional class-
rooms, as long as information technology exists, there is a need
for learning analytics. The process of generative teaching and
learning in a smart learning environment is shown in Figure 1.

2.3.2. Effective Teaching. Effective teaching and learning the-
ory assign three typical characteristics to classrooms: stu-
dent-centeredness, focus on internal management, and
commitment to instructional improvement [24]. The optimi-
zation of the learning environment is a strong guarantee for
teaching improvement, and effective teaching needs the envi-
ronment as support. Effective teaching is concerned with the
measurability and quantification of learning outcomes. Quan-
titative learning outcomes provide dynamic adjustments to
learning objectives and information, allowing for multiple
levels of learning objectives to be provided based on student
variability. An effective classroom learning environment
requires the integration of three elements: pedagogy, technol-
ogy, and social interaction. These three pedagogical elements
correspond to three types of interactions: learner-content
interaction, learner-other interaction (social interaction), and
learner-operator interface interaction, as shown in Figure 2.

3. Key Technologies and Features of
Educational Environment for Preschool
Children in Wireless Network Environment

3.1. Key Technologies of Wireless Network Education
Environment for Preschool Children

3.1.1. Campus Network. As the link between kindergartens
and the outside world, the campus network is the basis for
the construction of the environment. The convenience and
rapid development of the Internet have impacted the tradi-
tional learning style and educational philosophy of kindergar-
tens. Big data-based analysis of students’ online behavior
preferences, network-based learning resources sharing, and
cloud-based campus network webcast platform construction
are all inseparable from the network as a medium of informa-
tion transmission. The unified management technology of
wired network and wireless network is applied to the campus
network to solve the shortcomings that the wired and wireless
cannot be managed uniformly in the past. The solution is
shown in Figure 3. The BRAS (broadband remote access
server) is a new form of access gateway for broadband network
applications that is positioned at the edge layer of the back-
bone network and can complete data access of IP/ATM net-
works of user bandwidth, as shown in Figure 3.

3.1.2. Internet of Things. IoT simply means connecting vari-
ous objects through information and communication

Table 1: Characteristics of business needs to support language instruction for young children.

1
Short and concise, able to tell a story, show a song, or complete a certain knowledge in a few minutes of scene
presentation of a knowledge point

2 A combination of graphics, animation, and sound to enhance language learning for children

3
It takes up little space, is easy to transmit and store, and requires less hardware and equipment for
teachers and institutions in weak clients.

4 You can find a wide variety of language works related to early childhood education materials or in line with teaching.

Language education environment 
for preschool children

Collecting 
information

Intelligent 
recommendation

Information 
retention

Analyze 
information

Teachers

Kids
Push

Select

Push Adjustment

Figure 1: Generative teaching generation process.
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technology to form a connected and manipulee whole. With
the characteristics of connectivity, human-object, and
object-object union of wisdom, IoT plays a very important
role in the smart learning environment. The purpose of
IoT application in smart learning environment is sensing
people and things and providing intelligent services. Intelli-
gent sensing layer, information transfer layer, intelligent
application support platform layer, and application layer
are the four layers of the IoT structure. Figure 4 depicts
the architectural architecture of an IoT application on
campus.

3.1.3. Cloud Computing. The core idea of cloud computing is
to manage and control a large number of network-connected
computing resources to form a pool of computing resources
that meet users’ needs. Cloud computing is divided into
three levels: cloud computing, cloud management, and cloud
platform. The cloud computing platform is the key element
to support the intelligent learning environment, and the
intelligent learning environment based on cloud computing
has three foundations. First, it supports the network infra-
structure of the intelligent learning environment. The con-
struction of the intelligent learning environment has a

Interaction with 
content

Interaction with 
people

Interaction with 
content

Teaching method

Social interaction Technology

Figure 2: Interactive model of effective learning environments.

Business control 
layer

AC

Access layer

BRAS devices provide 
IPV4/fine control of user 
access\QoS\MPLS\ACL

Aggregation Switches

Access to the switch

IPV4|IPV6 dual-stack access for 
user terminals

BRAS

Figure 3: Integrated and flat campus network structure.
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strong interconnection network, fiber optic network, remote
backup storage network, centralized, secure, and high-speed
network environment. At the same time, through the con-
vergence of the three networks, the intelligent learning envi-
ronment is provided with high-speed access to the cloud
computing platform to ensure the safe and reliable operation
of the intelligent learning environment network. Secondly,
the cloud computing platform is the key element to support
the intelligent learning environment. The cloud computing
platform is the foundation to support the operation of the
intelligent learning environment and provide huge services
and resource management. It manages a large amount of
highly virtualized computing, data, and resources generated
by teachers and preschool children in the teaching process,
forming a huge resource base and providing unified services.
Third, the object-linked sensing system of the intelligent
learning environment is the most common part of the over-

all intelligent learning environment operation and the most
essential service level. Using FRID, sensors, collectors, QR
codes, and ultrahigh definition camera monitoring devices
and technologies, the intelligent management and safe,
dynamic, real-time monitoring of the smart learning envi-
ronment are realized.

3.1.4. Augmented Reality. Augmented reality (AR) is a com-
puter application, and human-computer interaction tech-
nology is developed on the basis of virtual reality
technology, which presents users with a new environment
combining reality and reality by fusing virtual information
into the real environment. The three basic features of aug-
mented reality are the fusion of real and virtual worlds,
real-time interaction, and the precise alignment of virtual
and real objects in 3D space. The application of augmented
reality in learning refers to the fusion of a real or near-real

User
Education administrators\teachers\students\student parents

Cloud computing
platform

Data mining and
presentation platform

Data analysis
integration platform

Internet of things (IoT)

Intelligent application support platform layer

Intelligent information collection and management platform

Intelligent perception layer

Network communication layer

Intelligent information
collection gateway IoT Data IoT device operation

management
IOT Interoperability
management center

Zigbee RFID IP CamWSN

IPV4\IPV6 networksWiFi4G\5G

Figure 4: Structure diagram of IoT in smart kindergarten.
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3D virtual situation constructed by a computer into a real
situation, and the student enters and interacts with the situ-
ation by some means, thus building a reasonable under-
standing of the virtual situation and presenting a real
scene. Learning in an augmented reality scenario includes
four dimensions, namely, computer program, user, real
world, and virtual environment, and the concept diagram
is shown in Figure 5. Augmented reality originates in reality
and returns to reality, and students interact with virtual sit-
uations with the aim of better understanding the real world.
In the construction of intelligent learning environments for
young children, augmented reality technology is used to
enhance the authenticity and live feeling of learning situa-
tions. The vivid learning scenes help children understand
the learning content more accurately and quickly, increase
their interest in learning, and maintain a stable and positive
learning mindset.

3.1.5. Artificial Intelligence. Artificial intelligence technology
has been widely applied in the sphere of education, thanks to
the Internet’s backing. Artificial intelligence has played a
critical role in advancing smart education development. Pro-
viding the most effective intelligent learning support and
services for learners is the goal of creating an intelligent
learning environment. For example, in the development of
intelligent question and answer system, intelligent learning
system, and adaptive learning system, artificial intelligence
technology needs to be combined with the Internet technol-
ogy, multimedia technology, and big data technology.
Through integration, they encourage each other to improve
and expand one other’s functions and application skills, so
expanding and improving educational intelligence.

Currently, learning analytics technology analyzes the
learning characteristics of learners using recorded data from
the learning process in three forms: interactive text, video

and audio, and system logs. Artificial intelligence algorithms
can analyze quantitative metrics such as the number and
percentage of online materials read and written by each
learner and the number and percentage of messages that
are responded to. It can also use social network analysis to
calculate the centrality of each learner and perform cluster
analysis of learners based on the information about the com-
munication relationship between learners attached to the
interactive text. The main content, the information on the
classroom activity behavior of students and teachers, such
as statistics on the frequency and proportion of children
actively answering questions in class, the overall activity of
the classroom, the proportion of questions asked, and the
proportion of student discussions, is extracted through video
and audio analysis. Automatic recognition of learners based
on eye dynamics and body posture, conversion of learners’
voice content into text content for analysis, and dynamic
recognition of facial expressions, such as happy, sad, and
angry, have all become possible thanks to the advancement
of intelligent video and audio analysis technology. The use
of gesture motions in the learning field improves the
human-computer interaction experience significantly. In
addition, the data index information established based on
these analyzed data can greatly improve the efficiency and
accuracy of summative and formative evaluations in teach-
ing, such as statistics on classroom participation of specific
children over a period of time, changes in children’s emo-
tions in the learning environment, and comparison of class-
room performance of different learning contents.

3.2. Characteristics of Kindergarten Language Education
Environment. The most fundamental aspect of an early
childhood language learning environment is to reflect the
“wisdom” of the learning environment. Smart kindergartens
are kindergartens where new technologies are applied, where

User

Reality

Computer 
programs

Learning 
scenarios

Recognize Interaction

Virtual

Figure 5: Augmented reality concept map.
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new technologies facilitate the kindergarten learning envi-
ronment, and where the kindergarten learning environment
is highly technologically oriented to achieve the integration
of technology and the kindergarten. The design of smart
learning environments for early childhood is a study of
the application of technology, the development of kinder-
garten learning environments, and the design of smart kin-
dergarten learning environments in the context of the use
of new technologies. The integration of information tech-
nology with the characteristics of early childhood school
environments has brought out more characteristics such
as the playfulness and age-appropriateness of early child-
hood environments.

4. Design of a Kindergarten Language
Education Resource Management System
Based on Wireless Network Technology in an
Artificial Intelligence Environment

After the previous analysis of the characteristics and tech-
nologies of the smart campus, we determined the architec-
ture of the web-based preschool curriculum resource
management information system with B/S mode, HTML
+ASP technology in the foreground, and SQL SERVER
2019 in the background database.

4.1. Language Knowledge Module Tree Mind Map Design
Structure. Examine the use of a tree route structure that
resembles a mind map in the primary Chinese children’s
general knowledge modules. When compared to traditional
structural system framework design ideas, it has numerous
new advantages and features as part of the core framework
architecture. This is particularly well suited to the dynamic
embodiment of a user’s thinking habits and the inner con-
nection between knowledge points, which can realize the
dynamic personality of the learning process for instant gen-
eration and is more in line with the constructivist concept of
human-centered learning. Accordingly, the learning poten-
tial and learning needs also show obvious personalized char-
acteristics. When using this module, there are several choice
nodes on the learning path, and when reaching the nodes,
different choices can form different learning paths, thus con-
necting the net-like learning resources through tree-like
learning paths. Similar to the resource management struc-
ture of an interoperable highway network system, the learner
is similar to a car driver driving on a highway network,
whose choice of each turnoff determines the final route he
or she will take.

This design structure is a cognitive structure for learning
that best fits the natural attributes of children, changing the
previous linear learning model in which learners passively
receive learning content. Just like in the past, we could not
choose the content of a movie; we could only decide to
watch it or not; and once we bought a ticket, we had to enter
on time. Later, we could choose the channel but not the con-
tent, and we could not jump back and forth. Later, with
computers, you can select your own content, you can also
play backwards and fast forward, and you can also have lim-

ited human-computer interaction, but there is no human-to-
human communication. So there is the rapid development of
the network, especially the popularity of instant messaging
software such as WeChat, mobile portable chat software,
and hardware represents the current trend of instant mes-
saging interaction. The next step for wearable devices will
eventually be to use wireless networks to connect people to
people to form a true barrier-free interaction.

The nature of the thinking structure of the human
brain’s tree-like neuron mesh connection determines the
technology’s development in this direction, which means
there is a logical isomorphism between the two, and the
future will be towards the full depth of integration of the net-
work management system and the human intelligent brain,
i.e., embedded and wearable devices. Figure 6 shows a tree
mind map of the broad language knowledge modules for
toddlers.

4.2. Literacy Module Design Structure for Preschoolers. Take
the early childhood literacy module part as an example
to explain the design function and operation process of
specific functional modules. Login and registration for
ordinary users: The early childhood literacy learning sys-
tem implements member registration and login; first of
all, you have to register in the entrance of this module;
register a new user; click the Register Member button on
the left side of the page to enter the member registration
page; and only after successful registration, can you
become an official user. Be sure to enter the correct email
address when registering, so that you can get in touch
with members in a timely manner. After logging in on
the login page with the username and password of the
administrator or regular user, you will enter this module.
After logging into the early childhood literacy module,
regular users can do the following: (1) browse the infor-
mation in this section, as well as the knowledge of chil-
dren’s education; (2) view lessons and videos and browse
pictures and animations; and (3) leave voice messages.
The structure schematic is shown in Figure 7.

4.3. Learning Resources and Learning Activities in a Smart
Learning Environment. For learning and teaching, the smart
learning environment provides a large library of learning
resources. Learning resources for young children include
text, voice, animation, and tools, which are kept in the cloud
and on the student’s side. The smart learning environment
provides a rich media environment for young children.
According to the current learning situation and learning
interests of young children, the smart learning environment
designed in this paper will push out relevant resources.

Student information in the classroom is collected
through cameras, and student data are automatically
updated in the student attendance system. The face recogni-
tion platform can complete face detection and face recogni-
tion functions and realize the creation, modification, and
query of face database. The smart learning environment uses
video face recognition to establish the face database of the
class of young children and completes face detection and
recognition through the video data collected in the
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Happy imagination literacy
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Classical old poems

Tang poems and song
lyrics
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Figure 6: Tree mind map of language knowledge modules for preschoolers.
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Figure 7: Diagram of the structure of the early childhood literacy module.
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classroom. This function allows dynamic monitoring of stu-
dents’ attendance and departure from the classroom.

Augmented reality technology decreases the environ-
mental modeling link and effectively increases the speed,
flexibility, and fidelity of virtual 3D modeling by leveraging
the perceptible, locatable, and operable human-computer
interaction qualities of virtual reality. This also results in
some new key technologies, such as display technology,
three-dimensional registration technology, virtual and real
lighting consistency technology, tracking registration tech-
nology, and natural interaction technology. First, the crea-
tion of the learning environment for young children
should be integrated into the process of learning activities.
Second, the virtual and real environment should be easy to
build and disassemble to facilitate the efficient use of space.
Third, use a variety of ways to mobilize children’s overall
perception and participation. Fourth, attention should be
paid to meeting the individual learning and growth needs
of young children. It is worth pointing out that augmented
reality systems are a supplement to learning methods and
cannot completely replace physical objects.

The smart learning environment offers a variety of lan-
guage learning activities for young children, including
audio-visual learning, cooperative learning, inquiry learning,
and group learning. The learning tasks in semester educa-
tion are divided into five categories: science, arts, social stud-
ies, language, and health. Children’s language learning
activities in the smart learning environment are shown in
Figure 8.

5. Conclusion

Many information technology concepts and technologies
have entered the field of preschool education as education
informatization improves, and smart learning environments
and smart campuses are becoming more widely recognized.
The maturity and continuing growth of technology promote
the continual progress of educational technology, from tra-
ditional classroom environments to multimedia classroom
environments, and from multimedia classroom environ-
ments to virtual learning environments and smart learning
environments. Although the research is at the level of theo-
retical assumptions and environment design, its educational
significance and research value are worthy of recognition.

The development of wireless network technology and
artificial intelligence has advanced the digital and intelligent
transformation of traditional campus scenes. Using large-
scale digital data within the new campus scenes can effec-
tively improve the accuracy and universality of research
results, which is a research hotspot in the field of learner
analysis in the future. The core of this research includes
exploring the key technologies and environmental features
of language learning for preschool children in a wireless
network environment relying on various technological tools,
including artificial intelligence. The principles governing
learning and teaching ideas and activities are used to create
language learning resources and learning environments
for young children. However, building a language learn-
ing resource environment for young children from the

Audition learning

Cooperative learning

Inquiry learning

Group learning

Learning style

Singing

Pronunciation Recite

Learning tasks

Learning resources

Audio

Text

Tools

Video
animation

Learning process

AR

AI

Big data

Cloud
computing

Internet
of things

Presentations

Figure 8: Language learning activities in an intelligent learning resource environment for preschool children.
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standpoint of a smart learning environment is insufficient;
the research is locked at the level of design assumptions
and lacks practical application consequences as support.
Further validation of the environmental research design is
needed in subsequent studies.

Data Availability

The datasets used during the current study are available
from the corresponding author on reasonable request.
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Nonlinear friction could affect the high-precision motion system, resulting in poor tracking accuracy in the end. This is due to the
fact that the Lugre friction model’s parameter identification process comprises both static and dynamic parameter identification.
The convolutional neural network (CNN) model is used in this study to create the friction identification system. We suggest a
hybrid methodology that combines the CNN method and the classic least-squares technique. The convolutional layer (CONV),
which is defined by a convolutional kernel, analyzes and extracts features from an input image. In terms of accuracy and
convergence, the results reveal that the upgraded CNN friction model outperforms the original CNN friction model. You may
successfully reduce the influence of friction on your system while improving its performance by applying the feedforward
correction.

1. Introduction

The industrial robot has become an indispensable automa-
tion tool in modern human society. Improving its control
accuracy has always been a research hotspot at home and
abroad. The traditional PID control has been unable to meet
the accuracy requirements of the actual work, and the model-
based control method has become the mainstream. The
model-based controller needs to take the robot’s dynamic
parameters as a priori value [1], but the robot is a multivari-
able and strongly coupled nonlinear system [2]. It is difficult
to obtain the dynamic model through a mathematical calcu-
lation, and the experimental identification method is gener-
ally used. In the process of moving, the machine will be
disturbed by nonlinear friction [3]. This interference is local
and has high frequency and huge amplitude, and it has a sig-
nificant impact on the system’s local performance. Due to the
randomness of its position, the tracking accuracy of the
whole travel range is reduced [4]. For this phenomenon, the
corresponding friction model is used to identify the relevant
parameters of the friction model through the parameter iden-
tification method, compensate for the nonlinear friction in
the system, reduce the influence of the nonlinear friction in

the system on the high-precision motion of the system, and
improve the local tracking accuracy [5, 6].

The Lugre friction model is a typical friction model for
servo systems and can accurately describe the frictional
characteristics of the system during motion [7]. As the
parameter identification of the Lugre friction model involves
both static and dynamic parameter identification [8], it is a
harmonious combination of static and kinematic character-
istics, and the improved genetic algorithm can effectively
improve the accuracy of identification by taking into
account both static characteristics and dynamic factors and
prevent the problem of falling into local optimality instead
of global optimality in the process of identification [9–12].

This study first defines and introduces the Lugre friction
model, then moves on to the improved CNN model’s imple-
mentation approach and the static parameter recognition
procedures [13]. The method is confirmed by first collecting
relevant position and drive force data in a loop system using
a cylindrical linear motor based on dSPACE hardware using
constant velocity trials, calculating the velocity and friction
data values according to the basic physical equations, iden-
tifying the friction model using the basic and improved
CNN models, and designing a feedforward compensation
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controller based on the identified friction model to achieve
the nonlinear friction compensation [14].

The paper’s section-wise paragraph is as follows: The
related work is presented in Section 2. Section 3 analyzes
the Lugre friction model description and introduction. Sec-
tion 4 describes the building convolutional neural network
models. Section 5 discusses the experimental verifications.
Finally, in Section 6, the research work is concluded.

2. Related Work

Many robot parameter identification methods have been
proposed by researchers at home and abroad [15, 16]. A
method for deriving the minimum set of parameters for tan-
dem robots was proposed, which can reduce the number of
operations for identification and improve the robustness of
the algorithm. In [17], a recursive least-squares method was
used to perform parameter operations, which improved the
efficiency of the algorithm. [18] proposed a distribution iden-
tification method to reduce the complexity of the identifica-
tion equations. The progress of robot dynamic parameter
identification has been aided by intelligent control methods.
[19] used an artificial bee colony algorithm, [20–22] used a
particle swarm algorithm, and [23] used an improved genetic
algorithm for identification, all of which achieved good iden-
tification results.

In order to improve the kinetic model recognition accu-
racy of industrial robots, this paper proposes a kinetic model
recognition method based on an artificial neural network in
combination with machine learning and deep learning algo-
rithms that have emerged in recent years [24, 25].

3. Lugre Friction Model Description
and Introduction

In 1995, scholars proposed the Lugre model [14], which is
represented by the fact that the contact surfaces of two objects
are in microscopic contact through elastic bristles, and when
they are displaced by mutual tangential forces, the bristles of
the contact surfaces will undergo elastic deformation, gener-
ating friction in the process, as shown in Figure 1.

The friction of the servo system can be expressed by the
differential equation as

M
d2x

dt2
= F − Ff , ð1Þ

where M represents the mass of the load, x represents the
displacement of the mass of the load, F represents the driv-
ing force of the motor, and Ff represents the frictional force.

The frictional force Ff can be determined by the follow-
ing mathematical formula:

_z = v −
σ0
g vð Þ z vj j, ð2Þ

g vð Þ = Fc + Fs − Fcð Þe− v/vsð Þ2 , ð3Þ
Ff = σ0z + σ1 _z + σ2v: ð4Þ

When the system is in a steady state, at this time, the sys-
tem dx/dt = a, where a is a constant, i.e., at this time z = 0,
then from equation (5), we have

z = g vð Þ
σ0

v
vj j =

g vð Þ
σ0

sgn vð Þ, ð5Þ

where the sgn function is a symbolic function, substituting
equations (5) and (3) into equation (4) is the frictional force
when the system is in a steady state:

Ff = Fc + Fs − Fcð Þe− v/vsð Þ2
� �

sgn vð Þ + σ2v: ð6Þ

4. Building Convolutional Neural
Network Models

CNN is a type of neural network that may be used to classify
images. CNN merely connects the nodes between two adja-
cent layers and shares the weights, unlike earlier fully con-
nected neural networks. This optimizes the neural network,
reduces the model’s complexity, and enhances the opera-
tion’s efficiency greatly.

The convolutional layer (CONV), which is defined by a
convolutional kernel, performs feature extraction on the
input image. The convolution is expressed as f ðxÞ =wx + b:
The convolution kernel is also known as a filter or “field of
perception.” The convolution kernel is weighted and proc-
essed by a weight matrix with the local data of the input
image, and the kernel slides over the input data to extract
features from the whole image. The convolutional feature
map is calculated as

wout =
win − F + 2∗P

S
+ 1, ð7Þ

where wout is the output feature map size, win is the input
feature map size, F is the convolutional kernel size, and S
is the convolutional step size.

The pooling layer (POOL), reduces the spatial dimen-
sion of the picture, keeps the depth constant, reduces the
network connection parameters, optimizes computational
efficiency, and prevents overfitting.

The fully connected layer (FC), where the previous layers
have been completed with highly abstract information fea-
tures, is used for classification through the fully connected
layer. The last convolutional layer needs to be matrix flat-
tened when connected to the fully connected layer.

Figure 1: Lugre friction model object contact surface contact
diagram.
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The Softmax layer uses Softmax to classify the linear out-
put. Assuming the original array V , Vi is the i

th element of
the array, then Vi of SoftmaxðsÞi = ei/∑n

j=1e
j.

The structural design of the CNN-based neural network
for parameter identification of the sassafras model includes
11 hidden layers, 4 convolutional layers, 4 pooling layers,
and 3 fully connected layers, and the specific parameters
are shown in Table 1.

(1) Input Layer. The input layer collects the image data-
set of the quality inspection agency for the identifica-
tion of the parameters of the sassafras model. The
image dataset is preprocessed to remove noise and
delete poor-quality data. The image preprocessing
is in RGB (100 × 100 × 3) format. The ratio = 0:8
was set to split the training and validation sets, with
80% of the data used for model training and 20% for
model validation.

(2) Convolutional Layers. The model is designed with 4
convolutional layers, the sizes of which are 5 × 5 × 3,

5 × 5 × 32, 3 × 3 × 64, and 3 × 3 × 128, all with a step
size of 1. The first two layers are designed with larger
sizes in order to expand the perceptual field in the
first stage, extract more image features, and reduce
the number of computation layers. The last two
layers are smaller in order to increase the depth of
the model, reduce the number of computational
parameters, and reduce computational complexity.

(3) Pooling Layers. Four pooling layers are designed to
correspond to 4 convolutional layers, all of size 2 ×
2, with depth corresponding to the previous convo-
lutional layer. After pooling, the image data can be
reduced in feature dimension and number of param-
eters to reduce overfitting.

(4) Fully Connected Layers. Three fully connected layers
are designed to flatten the convolutional pooled array
matrix into a column vector. The final output is a
parametric identification classification of the 5 levels
of the sassafras model. The fully connected is chosen
to reduce overfitting by dropout, L2 regular terms, etc.

Table 1: Structure of neural network for parameter identification based on CNN sassafras model.

Layered
Convolution

layer
(1 layer)

Convolution
layer

(2 layers)

Convolution
layer

(3 layers)

Convolution
layer

(4 layers)

Convolution
layer

(5 layers)

Convolution
layer

(6 layers)

Convolution
layer

(7 layers)

Convolution
layer

(8 layers)

Nuclear size 5 × 5 × 3 2 × 2 × 3 5 × 5 × 32 2 × 2 × 32 3 × 3 × 64 2 × 2 × 64 3 × 3 × 128 2 × 2 × 128
Step 1 2 1 2 1 2 1 2

Layered

Full
connection

layer
(9 layers)

Full
connection

layer
(10 layers)

Full
connection

layer
(11 layers)

Output
Activation
function

ReLU

Size 6 × 6 × 128 1024 × 1 512 × 1 5
Classification
function

Softmax

Overfitting Dropout Dropout L2 — — —

6 DOF robot arm
Metal robot arm frame
4 x 1501 digital servo
2 x 1501 metal micro servo

Arm joints are connected by bearings Stainless steel hexagonal screws

Figure 2: Six-degree-of-freedom robotic arm.
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(5) Activation Function. Choose ReLU as the activation
function; the function of the data processing has
the characteristics of fast convergence and rapid gra-
dient reduction.

(6) Classification Function. Softmax is selected as the
classification function, which will classify the input
textile photos into five corresponding class catego-
ries, so as to achieve the goal of intelligent assess-
ment of textile hairball.

5. Experimental Verification

In this chapter, we defined the experimental design, identifi-
cation results, and analysis of results in detail.

5.1. Experimental Design. A 6-degree-of-freedom robotic
arm produced by a company is shown in Figure 2. The arti-
ficial neural network model presented in Sections 1 and 2 of
this paper was built using the deep learning framework
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Figure 3: Neural network training accuracy.
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Figure 4: Neural network training loss.
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Keras, with a dropout regularization layer added to avoid
overfitting [26–30].

The more training data provided, the more features of
the model are theoretically identified, and the greater gener-
alization capacity the model will have while performing neu-
ral network identification. Using the stimulated trajectory
design approach described in Section 2, we collected as
much actual data from the robotic arm as possible and sep-
arated it into three parts: the training set (70%), the valida-
tion set (15%), and the test set (10%) (15 percent).
Figures 3 and 4 demonstrate how the magnitude of the loss
function and the training accuracy were assessed during the

training process. It can be seen that as the iterations prog-
ress, the loss function of the model gradually decreases close
to zero and the accuracy gradually reaches its maximum
value, reaching convergence at around the 100th round,
and the accuracy no longer changes.

The use of machine learning and deep learning methods
for solving similar nature problems has extensively been
studied by the research community [31–33].

5.2. Identification Results. The traditional least-squares
method paired with the Coulomb viscous friction model
was used to identify the same experimental data and
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Figure 5: Calculation of the joint moments.
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validated on the same validation set in order to test the accu-
racy of the algorithm suggested in this paper. The moment
curves obtained by the 2 algorithms were put together, and
the results are shown in Figure 5.

From Figure 5, it can be seen that both algorithms have a
good following effect on the actual torque. By looking at the
local magnification, we can see that the neural network algo-
rithm proposed in this paper has a better fit to the actual tor-
que, especially around the peak, and has a smoother curve
for the actual torque, which is more suitable for the control-
ler design. The error curve of joint 1 is shown in Figure 6,
which shows that the torque error calculated by the neural
network recognition algorithm is smaller than that of the
traditional algorithm, with a smaller peak error and a
smoother curve. It is worth noting that there are some points
in the curve with large jumps in error, mainly around the
point where the joint speed of the robot arm is 0. The rela-
tive error is calculated with a small denominator, resulting
in a larger relative error result, which has no impact on prac-
tical use.

As shown in equation (8), the matching degree δ for
kinetic discrimination can be calculated using the calculated
moment τi and the experimentally measured moment τ:

δ = 1 − τi − τk k
τik k

� �
× 100%: ð8Þ

The matching results of the 2 methods are shown in
Table 2. As can be seen from Table 1, the matching degree
of the neural network model can be improved by more than
5% on average compared to the traditional least-squares
model.

In recent years, various optimization algorithms have
been increasingly used in the field of robot identification;
for example, the artificial bee colony algorithm combined
with the nonlinear friction model has achieved good experi-
mental results with an average accuracy of 89%. The average
accuracy of the algorithm proposed in this paper is 90.70%,
which is slightly better than the artificial swarm algorithm.

5.3. Analysis of Results. When compared to the traditional
least-squares identification approach, the accuracy of the
identification method described in this study is improved,
and the torque fluctuations of the traditional identification
model are successfully minimised and smoothed out. The
method described in this paper is more suitable for control-
ler design since frequent torque fluctuations can easily dam-
age the controller. The combination of a neural network
model and a traditional least-squares model can be used in
a practical control system to obtain better results.

Frictional forces in robots are related to several external
factors, and modeling and identification of frictional forces
have been a major challenge. In recent years, many algo-
rithms (e.g., artificial bee colony algorithms) have been

Table 2: Matching of joints for identification.

Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 Joint 6 Average accuracy

Traditional model 85.53% 86.21% 92.14% 75.42% 75.24% 86.57% 84.71%

Neural network model 90.12% 94.10% 93.21% 86.35% 85.14% 86.24% 90.21%
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Figure 6: Joint 1 torque error curve.
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proposed whose recognition accuracy depends on the choice
of the friction model, and the friction models of different
robots in different working environments are not identical.
The method proposed in this paper does not require special
modeling of friction, is highly adaptable and portable for
robots in different working environments, and ensures high
accuracy. Therefore, the method proposed in this paper also
has certain advantages over the more recent identification
methods currently available.

6. Conclusions

To address the problem of low accuracy of classic kinetic
parameter identification techniques, we present an artificial
neural network-based identification method employing the
ReLU activation function in combination with the RMSProp
algorithm and the dropout method in this research. Experi-
ments are being conducted to see how well they compare to
the classic least-squares method. The results show that the
proposed method can significantly improve the smoothness
of the moment calculation, and the accuracy is improved by
more than 5% compared to the traditional method. The
algorithm does not require modeling of the system friction
and has good adaptability.
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To analyze the effect of sandplay (SP) therapy on the mental health level of college students. 500 college students were openly
recruited, using the University Student Mental Health Questionnaire (UPI) to screen out 76 students in the UPI category. 34
college students were randomly selected and divided into two groups, 17 in the control group and 17 in the SP therapy group
(experimental group); the control group received no treatment, and the experimental group was treated with SP therapy, to
analyze the differences between groups before and after the intervention of SCL-90 and self-made group self-reflection
questionnaire. (1) With a detection rate of 15.2 percent, 76 of the 500 college students solicited openly were identified as UPI
students; (2) except for the terror factor, there were significant differences in other aspects and overall scores for the
experimental group following SP therapy intervention, and the scores reduced. There were no significant differences in the
total scores and scores of all factors in the control group (P > 0:05). The overall score, somatization, interpersonal connection,
depression, paranoia, and psychosis were all significantly different between the experimental and control groups in the
independent sample t-test (P < 0:05).

1. Introduction

SP therapy is an approach where the study subjects freely
choose toys from the toy rack in the company of the thera-
pist. It is a form of psychotherapy in which one performs
self-expression in a box of fine sand, which is also called
sand table play therapy [1]. The treatment process of the
box court consists of two main parts: the creation of the
group box court and the discussion after creation. SP ther-
apy advocates that in a safe and free space, the healer takes
the “motherly role” of a mother and child, faces the visitor
with a silent, empathic, and understanding witness attitude,
and emphasizes and believes in “self-healing power” [2, 3].
For a long time, intervention studies of SP therapy have
focused on case studies [4]. The materials for SP therapy
include a 57 × 72 × 7 (cm) sandboxes (painted blue on the
inside), sand, and various types of toy models [5]. Its treat-
ment hypothesis believes that everyone has a tendency to
heal their psychological trauma in the depths of their souls,
if there is a “free and protected” space; the self-healing ability

of research subjects can be brought into play [6]. In the men-
tal health education of college students, the application of
individual court and group court should be combined to
make full use of its nonverbal advantages in the court ther-
apy [7], to help students express their emotions well in the
early stages of adult development, to provide a good solution
for students who have problems in learning burnout, social
anxiety, maladjustment, career decision-making, and so on,
and to encourage them to constantly improve their ability
of self-exploration, constantly explore the unknown self,
and promote the improvement of self-healing ability and
the growth of healthy psychology [8, 9]. Negative emotions
can be channeled, psychological trauma can be cured, self-
awareness can be enhanced, and self-potential can be stimu-
lated when college students can freely express their ideas and
therapists can make college students feel accepted, under-
stood, and included through noncritical communication
[10, 11]. 500 college students were openly recruited, using
the University Student Mental Health Questionnaire (UPI)
to screen out 76 students in the UPI category; 34 college
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students were randomly selected and divided into two
groups, 17 in the control group and 17 in the SP therapy
group (experimental group), and the experimental group
was treated with SP therapy.

SP therapy for college students is essentially an encour-
aging and reeducation procedure. Its main purpose is to fos-
ter college students’ social interests. It has three primary
functions: self-healing ability, way of life, and the spirit of
mental health education for college students including diag-
nosis and assessment, expression, and communication.

The arrangements of the paper are as follows:
Section 2 discusses the materials and methods. Section 3

analyzes the results. Section 4 examines the discussion. Sec-
tion 5 concludes the article.

2. Materials and Methods

Here, we discuss the general information and evaluate the
various methods. We examine the observational index and
analyze the statistical method.

2.1. General Information. 500 college students were openly
recruited, using the University Student Mental Health Ques-
tionnaire (UPI) to screen out 76 students in the UPI cate-
gory; 34 college students were randomly selected and
divided into two groups, 17 in the control group and 17 in
the SP therapy group (experimental group). There was no
significant difference in general data between the two groups
(P > 0:05).

2.2. Methods. The control group received no treatment, the
experimental group was treated with SP therapy, and the
details were as follows.

(1) The sandbox: a sandbox contained half a box of
sand, measuring 57 cm in length, 72 cm in width,
and 7 cm in height, painted blue on the inside and
dark or woody on the outside

(2) The sand tools: SP therapy requires a wide variety of
toys

(3) The implementation process: each group would
make a group box court once a week, 5 to 6 rounds
each time, and the time would be about 1.5 to 2
hours. Each time, the order of production was deter-
mined according to the drawing, punching, or cus-
tom form; intervention was given to the
experimental group during each production—or
according to the main research content of positive
psychology, the theme (college life, class, and home)
was designated before the production. Or in the pro-
duction direction, sand movement and discussion
and sharing in combination with Baker reconstruc-
tion of core belief technology and Ellis rational emo-
tional therapy were conducted to give guidance [12].
For the recording of sand table works, different con-
sultants also had different practices. Individual sand
table records were utilized by some consultants to
record which sand tools were placed by the research

subjects and in what sequence, as well as the first and
last sand tool and the number of animals and plants,
humans, and structures. Some consultants took
photos; some consultants used sketches or scribbled
notes; there were consultants who combined a vari-
ety of records

2.3. Observational Index. To analyze the differences between
groups before and after the intervention of SCL-90 and self-
made group self-reflection questionnaire.

(1) University Student Mental Health Questionnaire
(UPI) [13]: UPI was one of the most widely used
mental health status tests at present. There were a
total of 60 questions, of which 4 questions were false
questions and the remaining 56 questions were
scored, with the highest score of 56; the minimum
score was 0. The higher the total score, the lower
the mental health level

(2) Symptom Checklist 90 (SCL-90) [14]: the scale had
a total of 90 items and was divided into 10 factors.
Each factor reflected one aspect of the subject,
respectively. The 10 factors were somatization,
obsessiveness, interpersonal relationship, depres-
sion, anxiety, hostility, fear, paranoia, psychosis,
and others (mainly reflecting sleep and eating). A
1- to 5-point scoring system was used for each of
the five grades. From 1 point for asymptomatic
to 5 points for severe symptoms, the total score
was the sum of the scores of 90 items. The lower
the score, the better the psychological condition
of the subject

2.4. Statistical Method. The statistical software SPSS 23.0 was
used for analysis. The t-test was used for comparison data
between groups, and the χ2 test was used for counting data.
P < 0:05 was considered to be statistically significant.

3. Results

3.1. Result of UPI. Of the 500 college students recruited pub-
licly, 76 were detected as UPI students, with a detection rate
of 15.2%. 34 college students were randomly selected. Result
of UPI is shown in Table 1.

3.2. Result Symptom Self-Evaluation. For the experimental
group, after the intervention of SP therapy, there were signif-
icant differences in other factors and total scores except the
terror factor, and the scores decreased. There were no signif-
icant differences in the total scores and scores of all factors in
the control group (P > 0:05). The independent sample t-test
of the posttest data between the experimental group and the
control group showed significant differences in total score,
somatization, interpersonal relationship, depression, para-
noia, and psychosis (P < 0:05). Result symptom self-
evaluation is shown in Table 2.
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4. Discussion

SP therapy is a therapy coming from Adler School that
instructs group members to work together to produce a work
that reflects a theme and to evaluate it effectively [15]; Adler
style-guided chamber therapy from the perspective of Adler
School attaches importance to the final fictional goal of the cli-
ent and the activity towards that goal and believes that once
the client undergoes changes in the experience, it is likely to
transfer them to real life [16]. The nonverbal creation stage
at the beginning of SP therapy avoids the pressure of direct
face-to-face communication and effectively helps individuals
with low psychological resilience to express themselves, which
canmaximize not being subject to the control of other people’s
words, the true expression of their own, figuring out other
people’s mind, and their own thoughts to match the thoughts
of others [17, 18]. The essence of SP therapy for college stu-
dents is a process of encouragement and reeducation. Its basic
goal is to cultivate the social interests of college students. It has
three key roles: sousing self-healing ability, life style diagnosis,
and assessment; expression and communication are exactly in
line with the spirit of college students’ mental health educa-
tion: promoting students’ all-round development and prevent-
ing psychological development defects [19, 20]. The creation
and discussion process of the box court makes the group
members express themselves effectively as much as possible.
The collision of each student’s experience will produce new
experience, which will be integrated into the group members’
own experience, and the new construction will come into

being [21]. The whole intervention process of SP therapy is
easy to trigger the inner experience of college students and
imperceptibly learn interpersonal skills [22]. Due to various
reasons, college students have a certain weariness, inferiority,
not strong self-restraint ability, behavioral problems, and
prominent problems; it is of great significance to strengthen
and improve the construction of big heart curriculum for pro-
moting students’ overall and healthy development and
enhancing the effect of mental health education [23]. In line
with the “student-centered” education and teaching philoso-
phy, with teachers as guides and organizers, let students as
learners and experiencers learn in experience, feel in learning,
and grow up healthy in perception [24].

This study showed that (1) of the 500 college students
recruited publicly, 76 were detected as UPI students, with a
detection rate of 15.2%; (2) except for the terror component,
there were significant variations in other factors and overall
scores for the experimental group following the intervention
of SP therapy, and the scores reduced. In the control group,
there were no significant differences in total scores or scores
for all criteria (P > 0:05). The overall score, somatization,
interpersonal connection, depression, paranoia, and psychosis
were all significantly different between the experimental and
control groups in the independent sample t-test (P < 0:05).

5. Conclusion

SP therapy was an effective method to improve the mental
health of college students.

Table 1: Result of UPI.

Groups Preintervention category Postintervention category Intervention efficiency

Control group (n = 17) 17 17 No intervention

Experimental group (n = 17) 17 2 88.24%

χ2 26.842

P <0.05

Table 2: Result symptom self-evaluation.

Factors
Pretest Posttest t1①-② t2②-④ t3④-③ t4①-③

Experimental group Control group Experimental group Control group

Total scores 201:0 ± 34:2 190:1 ± 43:2 167:8 ± 36:6 182:0 ± 45:3 0.9 0.9 2.2∗ 4.1∗∗

Somatization 19:8 ± 4:1 20:0 ± 6:3 16:6 ± 4:4 19:5 ± 6:8 -0.02 0.6 2.0∗ 3.4∗∗

Obsessiveness 25:5 ± 7:0 25:1 ± 6:1 22:8 ± 6:0 25:0 ± 6:0 -0.05 0.3 1.1 2.3∗

Interpersonal relationship 22:1 ± 4:6 20:8 ± 5:6 18:5 ± 4:4 20:5 ± 6:2 1.4 0.4 2.0∗ 2.8∗∗

Depression 29:1 ± 7:6 26:4 ± 7:0 23:0 ± 6:0 25:5 ± 8:5 2.0 0.5 2.1∗ 3.8∗∗

Anxiety 22:1 ± 5:2 21:4 ± 6:4 19:4 ± 4:6 20:8 ± 6:4 0.2 0.7 1.1 2.6∗

Hostility 12:6 ± 3:5 11:3 ± 3:0 10:3 ± 3:1 10:6 ± 3:2 1.8 1.3 1.0 2.4∗

Fear 15:8 ± 9:1 16:5 ± 5:2 12:7 ± 3:5 12:8 ± 8:4 0.3 1.6 1.3 1.3

Paranoia 13:7 ± 3:3 11:6 ± 3:5 10:9 ± 3:3 11:8 ± 4:3 5.2 -0.4 3.2∗∗ 4.6∗∗

Psychosis 20:3 ± 5:6 19:6 ± 6:2 17:0 ± 4:3 18:0 ± 5:1 0.3 1.5 1.2 3.5∗∗

Others 15:3 ± 3:1 13:2 ± 3:5 12:1 ± 6:4 12:3 ± 4:2 2.2 1.0 3.1 1.2

Note: ∗P < 0:05, ∗∗P < 0:01.
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Lung cancer has emerged as a major cause of death among all demographics worldwide, largely caused by a proliferation of
smoking habits. However, early detection and diagnosis of lung cancer through technological improvements can save the lives
of millions of individuals affected globally. Computerized tomography (CT) scan imaging is a proven and popular technique in
the medical field, but diagnosing cancer with only CT scans is a difficult task even for doctors and experts. This is why
computer-assisted diagnosis has revolutionized disease diagnosis, especially cancer detection. This study looks at 20 CT scan
images of lungs. In a preprocessing step, we chose the best filter to be applied to medical CT images between median,
Gaussian, 2D convolution, and mean. From there, it was established that the median filter is the most appropriate. Next, we
improved image contrast by applying adaptive histogram equalization. Finally, the preprocessed image with better quality is
subjected to two optimization algorithms, fuzzy c-means and k-means clustering. The performance of these algorithms was
then compared. Fuzzy c-means showed the highest accuracy of 98%. The feature was extracted using Gray Level Cooccurrence
Matrix (GLCM). In classification, a comparison between three algorithms—bagging, gradient boosting, and ensemble (SVM,
MLPNN, DT, logistic regression, and KNN)—was performed. Gradient boosting performed the best among these three, having
an accuracy of 90.9%.

1. Introduction

Carcinoma is the leading cause of death in the world. Carci-
nomas are cancers that start in cells that make up the skin or
the tissue lining organs, such as the lungs or kidneys. Lung
cancer, also known as carcinoma of the lungs, is character-
ized by an unrestricted growth of cells in lung tissue and dis-
tinguished by a specific growth pattern. Lung cancer is
dangerous to leave untreated, as it may propagate to other
body parts. Small-cell lung carcinoma and nonsmall-cell

lung carcinoma are the two major categories, and the pri-
mary cause is smoking. Lung cancer has also been found
in people with no smoking history but with exposure to air
pollution, secondary smoking, and sometimes toxic gasses.
Before the 12th century, occurrence of lung cancer was actu-
ally very rare. But nowadays, it is widespread. Many patients
consult a doctor only when their disease and symptoms
become extreme, thereby making these disease and symp-
toms very difficult to diagnose and cure. Thus, early-stage
treatment of lung cancer is crucial in saving lives. One way

Hindawi
Computational and Mathematical Methods in Medicine
Volume 2022, Article ID 2733965, 14 pages
https://doi.org/10.1155/2022/2733965

https://orcid.org/0000-0002-9087-3010
https://orcid.org/0000-0002-6638-3855
https://orcid.org/0000-0002-8807-7250
https://orcid.org/0000-0002-4939-0797
https://orcid.org/0000-0002-4099-1254
https://orcid.org/0000-0003-1840-9958
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2733965


to detect the distinctive abnormal growth of cells is through
X-ray. Another method of cancer detection is sputum cytol-
ogy. If the lungs produce sputum, cancer can be seen by
looking at the sputum through a microscope. Tissue
sampling, also called biopsy, is another method for early
detection of lung cancer. The conventional and most wide-
spread method of detecting lung cancer is by using computer
tomography (CT) and radiographs. CT scan uses X-ray and
a computer to deliver a clear image of the lungs, giving better
results than an X-ray alone. The CT scan image gives much
more detail than a plain image, and the doctors can view a
particular organ from different angles [1–33]. In this study,
20 lung image samples are taken for analysis. The image is
denoised; then, the image is enhanced. Afterwards, features
are extracted using GLCM. Lastly, classification is done.
Integration of median filter, adaptive histogram equaliza-
tion, and fuzzy c-means clustering for segmentation showed
more accurate results. After applying feature extraction
using GLCM (Haralick features), the accuracy of the ensem-
ble classifier consisting of MLPNN, DT, SVM, and KNN
classifiers was computed and confirmed to be highly effec-
tive. Thus, the study has great potential to advance the early
detection of lung cancer.

2. Related Works

Senthil Kumar et al. [34] used a segmentation algorithm
(k-means) on computer tomography (CT) scan images to
detect lung cancer. Image segmentation was achieved by
applying fuzzy c-means and k-means algorithms. Fuzzy
c-means delivered enhanced performance in comparison to
k-means. Using guaranteed convergence particle swarm opti-
mization (GCPSO), an accuracy of 95.89% was achieved for
the detection of lung cancer. Using a novel Multicrop Convo-
lutional Neural Network (MC-CNN), an accuracy of 86.24%
was achieved in identifying the lung module malignancy. In
MC-CNN, features are extracted from the nodules by trim-
ming distinct areas from convolution feature maps and
applying max-pooling several times [35]. Sensitivity of
70%-90% was achieved using random forest and principal
component analysis by extracting features using local shape
analysis [36]. Using two successive k-nearest neighbor classi-
fiers, a sensitivity of 80% was achieved using the curvedness
and shape feature of the local image [37]. Accuracy of
95.91% was achieved using a probabilistic neural network
(PNN) by extracting lung volume, and reduction was done
using principal component analysis (PCA) [38]. Accuracy
of 95.62% was achieved using texture, volumetric, intensity,
and geometric features, and Fuzzy Particle Swarm Optimiza-
tion (FPSO) was used for feature selection, with deep learning
being applied for classification [39]. Sensitivity of 93.02% was
achieved in detection detecting ground-glass opacity (GGO)
using Support Vector Machine (SVM) twice and using four
2-dimensional features and 11 3-dimensional features [40].
Classification accuracy of 96% was achieved using speed up
robust feature (SURF) along with genetic algorithms (GA)
for optimization and a neural network (NN) for classification
[41]. 97.61% accuracy was achieved using a genetic algorithm
with wrapper approach (GAWA) using a multilevel

brightness-preserving approach and segmentation using a
deep neural network. Features are derived from the segment
and selected using a generalized rough set (hybrid spiral opti-
mization intelligent) [42]. An accuracy of 89.29% was
obtained using two 3D deep learning models [43]. Using 2D
and 3D shape and texture features and histogram, k-means
clustering (autocenter) provided a sensitivity of 88.88%. [44].
Using volumetric CT data, sensitivity reached more than
90% using a 3D convolution neural network. [45–52].

3. Materials and Methods

Firstly, a filtering technique is used to filter out the noise from
the 20 images. In this study, 4 filters were used for the purpose
of comparison. The filters used were mean, median, Gaussian,
and 2D convolution. Afterwards, adaptive histogram equaliza-
tion was applied so that images became clear. A segmentation
algorithm was applied for the proper segmentation of images.
This step used k-means clustering and fuzzy c-means cluster-
ing for segmentation. After segmentation, with the help of
GLCM (Gray Level CooccurrenceMatrix), 8 features, i.e., con-
trast, energy, entropy, homogeneity, sum of entropy, sum of
variance, dissimilarity, and sum of average, were extracted
from the images to form the dataset of 41 CT scan images
(20 were from [34] and 20 were from a different paper: Abnor-
malities Detection in CT Scan Lung Images Using GLCM
[37]) where 28 are lung cancer patients and 13 are patients
not affected by cancer. The use of two datasets makes the
results more generalized. Ensemble learning was used for the
classification of the dataset. Bagging and gradient boosting
(a part of ensemble learning) were used for classification.
Figure 1 shows the block diagram of framework for detec-
tion of lung cancer.

3.1. Filtering

3.1.1. Mean Filter. It blurs the image to reduce noise to a
minimum. It involves calculating the mean values of pixels
in the m ×m kernel. The mean will replace the intensity of
the center element’s pixel. This results in smoothing and
removal of noise up to a certain extent. This can be imple-
mented using the OpenCV library. For color images, it is
necessary to convert the images from RGB to HSV, as the
dimensions of RGB are interdependent, and the dimensions
of HSV are independent separately.

3.1.2. Gaussian Filter. This filter is similar to the mean filter,
but it calculates the weighted mean of the neighboring pixels
having a parameter sigma with a discrete approximation.
The kernel represents the value of the Gaussian distribution.
Although it blurs edges like a standard filter, it is good at
protecting edges compared to similar-sized filters. This can
also be implemented using the OpenCV package. It allows
us to specify the kernel’s size.

3.1.3. Median Filter. This filter calculates the median of
neighboring pixels to the center in the m ×m kernel. The
median then changes the center pixel. It does an excellent
job in removing slight noises compared to mean and Gauss-
ian filters. It also preserves the edges of the image but fails to
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deal with speckle noise. This can also be implemented using
the OpenCV library.

3.1.4. 2D Convolution Filter. When applying a 2D Convolu-
tion filter, images are filtered utilizing Low Pass Filters (LPF)
and High Pass Filters (HPF). Low Pass Filter blurs the image

and removes noise. High Pass filters detect edges. For each
pixel, a 3 × 3 window is centered on this pixel. All pixels fall-
ing within this frame are added, and then, the result is
divided by 9. It is equivalent to computing the average pixel
value inside that frame. This is performed for all image pixel
values to give an output filtered image.

Input CT scan
images

Accuracy calculation for
detecting the cancer

Classification

1. Ensemble learning
(MLPNN, KNN, LR,
SVM, DT)

Preprocessing
Preprocessing Segmentation

Adaptive
Histogram
Equalization

1. Median filter

2.Bagging

3. Gradient boosting

Feature extraction
GLCM (Haralick feature)

1. Kmeans
clustering

2. Fuzzy C means
clustering

2. Gaussian filter

3. 2D convolution

4. Mean filter

Figure 1: Block diagram of framework for detection of lung cancer.
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(1) Performance Measure. Performance measure of all the
four filters, i.e., mean, median, Gaussian, and 2D convolu-
tion, is done by comparing SMPI (Speckle Suppression and
Mean Preservation Index) and SSI (Speckle Suppression
Index) metrics. Per these indices, a lower value represents
better performance of filters for mean preservation and
noise reduction. Figure 2 shows the SSI comparison of
filters using graph. Figure 3 gives the SMPI comparison
of filters using graph.

SSI =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Variance final Imageð Þp
mean final imageð Þ × mean Initial Imageð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Variance Initial Imageð Þp ,

SMPI =Q ×
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Variance Final Imageð Þp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Variance Initial Imageð Þp ,

Q = 1 + mean initial Imageð Þ −mean final Imageð Þj j: ð1Þ

In Table 1, the SSI value of the 4 filters (mean, median,
Gaussian, and 2D convolution) is provided with their cor-
responding graphical comparisons in Figure 2. In Table 2,
SMPI values of 4 filters are compared, with their graphical
comparisons in Figure 3. The lower values of SSI and SMPI
denote better preservation of the image after filtering. From
the comparison of different filters, as shown in Figures 2
and 3 and Tables 1 and 2, it can be concluded that the
median filter is the best and has more accurate characteris-
tics than the remaining filters. Thus, we use median filtered
images for image segmentation.

3.2. Adaptive Histogram Equalization. The color histogram
in image processing addresses the number of pixels in each
sort of colored part. Because the histogram equation causes
a substantial change in the image’s color balance, it cannot
be applied independently for an image’s red, green, and blue
components. However, the algorithm can be applied to the
luminance or value channel due to changes in the image’s
color and saturation if the image is first converted to another
color space, such as the HSL/HSV color space. The primary
difference between an adaptive histogram and ordinary his-
togram is that the adaptive approach generates numerous
histograms for each image region and utilizes them to redis-
tribute the image’s lightness value. Therefore, it is appropri-
ate for refining local contrast in each region of an image and
increasing the definition of edges. This step enhances the
image, and edges will become sharper and clearer which is
necessary for medical image segmentation. Figure 4 shows
the resultant image (1 to 20) after preprocessing.

3.3. Image Segmentation. Image segmentation is defined as
the method by which a digital image is separated into several
different regions, each a set of pixels with distinct objects or
similar characteristics. Locating objects and boundaries in
images is the main function of image segmentation. It can
be divided into several methods. With this strategy, the dis-
tinct shapes of cancer cell clusters play an important role in
determining how severe the cancer is. In our case, two clus-
tering algorithms were used to perform segmentation of
images—k-means clustering and fuzzy-c means clustering.

3.3.1. K-Means Clustering Algorithm. The k-means cluster-
ing algorithm is the most basic and classical form of cluster
analysis. We apply k-means to separate the given dataset
into two or more groups. The method’s accuracy is mea-
sured by evaluating each cluster center produced by the

Table 1: SSI values of different filters.

Images Median Mean 2D convolution Gaussian

1 0.94 1.005 0.972 0.944

2 0.93 1.004 0.971 0.944

3 0.942 1.004 0.972 0.944

4 0.93 1.005 0.971 0.944

5 0.928 1.005 0.97 0.944

6 0.925 1.005 0.97 0.944

7 0.932 1.005 0.971 0.944

8 0.918 1.006 0.97 0.944

9 0.916 1.006 0.97 0.944

10 0.914 1.004 0.969 0.944

11 0.935 1.005 0.971 0.944

12 0.913 1.005 0.969 0.944

13 0.911 1.006 0.969 0.944

14 0.91 1.004 0.969 0.944

15 0.913 1.004 0.969 0.944

16 0.92 1.006 0.97 0.944

17 0.91 1.004 0.97 0.944

18 0.923 1.004 0.97 0.944

19 0.909 1.004 0.97 0.944

20 0.912 1.003 0.97 0.944

Table 2: Comparison of SMPI values of 4 filters.

Images Median Mean 2D convolution Gaussian

1 1.02 1.326 1.06 1.07

2 1.02 1.299 1.05 1.07

3 1.02 1.304 1.05 1.07

4 1.01 1.33 1.04 1.07

5 1.002 1.36 1.06 1.07

6 1.003 1.36 1.05 1.07

7 1.015 1.34 1.06 1.07

8 0.989 1.45 1.04 1.07

9 0.986 1.48 1.03 1.07

10 0.98 1.45 1.04 1.07

11 1.01 1.33 1.05 1.07

12 0.976 1.48 1.04 1.08

13 0.972 1.52 1.04 1.08

14 0.965 1.51 1.04 1.08

15 0.973 1.47 1.04 1.08

16 0.987 1.44 1.05 1.08

17 0.957 1.41 1.04 1.08

18 1 1.38 1.03 1.08

19 0.953 1.42 1.05 1.08

20 0.955 1.35 1.04 1.08
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algorithm, as selecting the proper cluster center is essential
for getting the best results. A very simple method to separate
the dataset is by using Euclidean distance, which we use to
assign pixels to an individual cluster. The following function
is used in this algorithm:

J = 〠
m

i=1
〠
K

k=1
Wik xi − μk

�� ��2, ð2Þ

where xi is the pixels, vj is the cluster centers, jxi − vjj is the

Euclidean distance between xi and vj, Ci is the number of
data points for the ith cluster, and Ci is the number of cluster
centers. Approach k-m to solve the problem is called
expectation-maximization. The expectation phase assigns
data points to the nearest cluster. The maximization phase
calculates the nucleus of each cluster. Below is how we solve
it mathematically.

3.3.2. Fuzzy C-Means Clustering Algorithm. Fuzzy clustering
(also known as soft clustering or soft k-means) is a clustering
method by which each data point can be assigned to
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Figure 4: Resultant image (1 to 20) after preprocessing.

Step 1: Find cluster center - let it be “c”.
Step 2: Compute Euclidean distance.
Step 3: Assign every pixel to the appropriate pixel by checking the minimum Euclidean distance between pixel and cluster.
Step 4: If all pixel segregation is done, then again calculate the new cluster center using the k-means formula.
Step 5: Repeat steps 2 to 4 until the end condition is encountered.

Algorithm 1.

Step 1: Find the cluster center, let it be “c” randomly select the cluster center.
Step 2: Compute Fuzzy belonging using Equation (3).
Step 3: Compute new fuzzy cluster center using Equation (4).
Step 4: Repeat steps 2 to 3 until the end condition is encountered or the objective function is achieved.

Algorithm 2.
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multiple clusters. This clustering or cluster analysis includes
grouping data points into clusters such that items in the
same cluster are as similar as possible, while points in
different clusters are as dissimilar as possible. Groups are
distinguished through similarity metrics such as distance,
connectivity, and intensity. Depending on the data or appli-
cation, different similarity measures can be employed. The
membership of each data point relating to each cluster cen-
ter is determined by the distance between the cluster center
and the data point. The more data in the cluster center, the
more membership towards the special cluster center. The
membership magnitude of each data point must sum to
one, after updating each recursive membership and cluster
center principle:

μij =
1

∑c
k=1 dij/dik

� � 2/m−1ð Þ , ð3Þ

V j =
∑n

i=1 μij

� �m
xi

� �

∑n
i=1 μij

� �m� �
,
∀j = 1, 2, 3::c, ð4Þ

where
“μij” represents the membership of ith data to jth cluster

center. “c” represents the number of cluster centers. “dij”
represents the Euclidean distance between ith data and jth

cluster center, and “n” is the number of the data point. “m
” is the fuzziness index m € ½1,∞�. “vj” represents the jth

cluster center.
Performance measure: Here, we do the accuracy measure

of both clustering algorithms, i.e., k-means and Fuzzy c-means,
with a median filter for the segmentation of the image

Accuracy: a performance measure that gives information
about the correctness of any process

True positive (TP): foreground pixels are correctly
segmented

True negative (TN): background pixels are correctly
detected

False positive (FP): foreground pixels are incorrectly
segmented

False negative (FN): background pixels are incorrectly
detected

The above Tables 3 and 4 show the true positive rate,
true negative rate, false positive rate, false negative rate,
and accuracy of k-means clustering algorithm (Table 3)
and fuzzy c-means clustering algorithm (Table 4). Figure 5
shows a graphical comparison of TPR between k-means
and fuzzy c-means. Similarly, Figure 6 shows an FPR compar-
ison. Figure 7 shows the TNR comparison. Figure 8 shows the
FNR comparison. Figure 9 shows the accuracy comparison
between k-means and fuzzy c-means using a graph.

Edge detection in an image is a crucial technique for
determining the limits of various distinctive objects. It can
be implemented by looking for discontinuities in the
brightness. Masks can be used for edge detection. Some of
them are Laplacian operators, Sobel, and Canny. They
are calculated using dissimilarity between adjacent pixels
of the image.

3.4. Feature Extraction. Feature extractions from a seg-
mented image yield several important properties that are uti-
lized in defining the segmented image’s characteristics. The
crucial information of the presence of nodules (or lack
thereof), which is used to detect or distinguish between

Table 3: Performance measure of fuzzy c-means clustering.

Images TPR FPR TNR FNR Accuracy

1 96.4 0 100 3.5 98.71

2 96.4 0 100 3.5 98.74

3 96.6 0 100 3.3 98.78

4 95.9 0 100 4 98.63

5 95.7 0 100 4 98.61

6 95.5 0 100 4 98.57

7 96.1 0 100 3.8 98.68

8 95.1 0 100 4 98.51

9 94.6 0 100 5 98.37

10 94.4 0 100 5 98.28

11 96.3 0 100 3 98.74

12 94.4 0 100 5 98.9

13 94.4 0 100 5 98.29

14 93.9 0 100 6 98.15

15 94.6 0 100 5 98.34

16 95.3 0 100 4 98.53

17 91.6 0 100 8.3 97.39

18 95.5 0 100 4 98.56

19 91.1 0 100 8 97.2

20 94.3 0 100 5 98.27

Table 4: Performance measure of k-means clustering.

Images TPR FPR TNR FNR Accuracy

1 84.5 1.2 98.7 15.4 93.07

2 82.2 1.1 98.8 17.7 92.11

3 85.8 1.1 98.8 14.1 93.65

4 75.1 1 98.9 24.8 89.04

5 74.3 1.2 98.7 25.6 88.71

6 75.3 1.1 98.8 24.6 89.39

7 76.4 1.1 98.8 23.5 89.49

8 68.7 1 98.9 31.2 86.19

9 68 1.1 98.8 31.9 86.02

10 67.4 1.3 98.6 32.5 85.54

11 79.8 1.1 98.8 20.1 91.08

12 70.6 1.4 98.5 29.3 87.35

13 66.9 1.2 98.7 33 85.25

4 67.3 1.2 98.7 32.6 85.65

15 70.7 1.3 98.6 29.2 87.40

16 67.7 1.1 98.8 32.2 85.35

17 68.9 1.4 98.5 31 86.27

18 74.6 1.15 98.8 25.3 89.17

19 69.8 1.5 98.4 30.1 86.71

20 69.7 1.4 98.5 30.2 86.96
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malignant and nonmalignant images, can be diagnosed
using the extracted features. 8 Haralick features, namely,
contrast, energy, entropy, homogeneity, sum of entropy,
sum of variance, dissimilarity, and sum, as shown in
Table 5, were extracted by finding GLCM (Gray Level Cooc-
currence Matrix). These 8 features of the images were used
in the analysis in this study.

3.4.1. Gray Level Cooccurrence Matrix (GLCM). GLCM is an
image analysis technique. It is a statistical method for exam-
ining the shape of the pixels of an image as a gray-scale
matrix, also known as the gray-scale spatial cooccurrence
matrix. It is a classification technique, the final step of which
is to train the classifier. Its main function is to extract the
texture feature from the image. The GLCM function
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Figure 5: TPR comparison of k-means and fuzzy c-means.
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generates a GLCM and then extracts the statistical functions
from this matrix with the specified values and spatial rela-
tionship of the shape of an image. The gray-coefficient
matrix is derived from the gray-scale coefficient matrix.
Gray-level cooccurring grids are also called gray-level spatial
dependence grids. The gray-cum-matrix is used to generate

the GLCM by computation, but i, which usually represents
gray-level (gray-level probability), is a valuable, horizontal
neighbor to j. Each part of the GLCM (i, j) represents the
sum of the image element. The figure below shows the
gray-scale coherence grid-matrix (GLCM) of the gray-scale
image (i and j = image element).

Haralick Features:

3.5. Classification

3.5.1. Ensemble Learning. Ensemble learning is a method for
systematically building and combining a large number of
machine learning models in tandem to solve a specific prob-
lem. By merging different models, machine learning out-
comes can be dramatically improved. This method
outperforms a single model in terms of prediction accuracy.
Here, 5 models are considered for ensemble learning: deci-
sion tree classifier, multilayer perceptron classifier, Support
Vector Machine, K-nearest neighbor classifier, and logistic
regression classifier. For meta outcome evaluation, we use
the maximum voting technique to find optimal accuracy
among all 5 models.

3.5.2. Bagging. Bagging is a strategy used to boost the accu-
racy of a machine learning algorithm. The main goal is the
creation of multiple different subsets of data from randomly
chosen training samples, and then, substitution is done. The
decision trees are trained by different subsets of data. This
results in a collection of various models, which oftentimes
multiplies the power of a model.

Bagging steps are as follows:
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Table 5: Haralick features extracted from GLCM.

1 Contrast ∑
i
∑
j
i − jð Þ2pd i, jð Þ

2 Energy
Energy =

ffiffiffiffiffiffiffiffiffiffi
ASM

p
ASM =∑

i
∑
j
pd

2 i, jð Þ

3 Entropy −〠
i

〠
j

pd i, jð Þlnln pd i, jð Þ

4 Homogeneity 〠
i

〠
j

1
1 + i − jð Þ2 pd i, jð Þ

5 Sum of entropy − 〠
2Ng

i=2
px+y ið Þloglog px+y ið Þ

n o
= f8

6 Sum of variance 〠
2Ng

i=2
i − f8ð Þ2px+y ið Þ

7 Dissimilarity 〠
N

j=1
i − jj j:p i, jð Þ

8 Sum of average 〠
2Ng

i=2
ipx+y ið Þ
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(i) Suppose that the training dataset has n observations
and m characteristics. With substitution, one sam-
ple is randomly selected from the training dataset

(ii) A subset of L features is chosen randomly, and the
best features are used to iterate over the partition
node

(iii) The tree becomes the largest

(iv) Repetition of the above steps is carried out n times,
and the prediction is built on the sum of predictions
by the number of n trees

3.5.3. Boosting. Boosting is used to convert weak learners to
strong learners. It is one of the most used algorithms in data

Image 1 Image 2 Image 3 Image 4 Image 5

Image 6 Image 7 Image 8 Image 9 Image 10

Image 11 Image 12 Image 13 Image 14 Image 15

Image 20Image 16 Image 17 Image 18 Image 19

Figure 10: Resultant image (1 to 20) after segmentation.

Figure 11: Thresholding.

Figure 12: Masking.

Figure 13: Extraction.
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science. In this method, learners are sequentially trained
with early learners to fit simple models to the data, after
which, the data is analyzed to detect the errors. In order to
achieve a progressively higher accuracy in each step from
the preceding tree, successive trees are fitted. When a
hypothesis implies an input, its weight is increased, making
the next hypothesis more likely to be categorized correctly.
This technique transforms low-performing learners into
high-performing models.

Boosting steps are as follows:

(i) Weak learner W is trained by drawing a random
subset of training sample T without replacement
from training set P

(ii) In order to train the weak learner W2, a second ran-
dom training subset P2 is drawn without replace-
ment from the training set, then 50 percent of the
earlier incorrect classified/miscall sample is added

(iii) In order to train the third weak learner W3, train-
ing samples P are found in training set P3, on
which there is a disagreement between W1 and W2

(iv) All the weak learners are mixed through majority
voting

(v) In order to train the weak learner W2 again, a sec-
ond random training subset T2 is drawn without
replacement from the training set and 50 percent
of the earlier incorrect classified/miscall sample is
added

(vi) W3, the third weak learner, is trained by finding a
training sample P in training set T3 where there is
a disagreement between W1 and W2

(vii) Weak learners are again mixed through majority
voting

3.5.4. Gradient boosting. The gradient boosting machine
(GBM) is a machine learning technique for boosting, regres-

sion, and classification problems that generates weak predic-
tion models, usually a prediction model combined with a
decision tree. It is an ensemble learning method where the
weak models used are decision trees. It defines a loss func-
tion and minimizes it. It builds step-by-step models just like
other boosting methods and simplifies them by allowing
optimization of the arbitrary differential loss function.
Gradient boosting can be understood more easily with the
basic idea of AdaBoost. Gradient boosting is a proven pow-
erful algorithm to build a predictive model, which is why we
tested and selected it here.

4. Results and Discussions

A confusion matrix is a table that shows how well a classifi-
cation model (or “classifier”) performs on a set of test data
for which the true values are known. This enables the perfor-
mance of an algorithm to be visualized.

In the preprocessing step, the performance of the median
filter was the best among all the other tested filters—mean,
Gaussian, and 2D convolution. From the SMPI and SSI values
as shown in Tables 1 and 2 and Figures 2 and 3, it can be found
that the image segmentation using a median filter has better
performance than a mean filter—Gaussian and 2D convolu-
tion. True positive rate, true negative rate, false positive rate,
and false negative rate were used to calculate the segmentation
accuracy. For segmentation, the accuracy of fuzzy c-means
clustering is higher than the k-means clustering algorithm.
Fuzzy c-means achieves 97% accuracy. All the results are
shown in Tables 3 and 4. All the comparisons of TPR, TNR,
FNR, and FPR are shown in Figures 5–8. The accuracy com-
parison between k-means and fuzzy c-means was shown in
Figure 9. The results show that the fuzzy c-means clustering
algorithm outperforms k-means for lung cancer CT image
segmentation. After that, the dataset was obtained by extract-
ing Haralick features of 41 CT scan images (21 were from [34],
and 20 were from abnormalities detection in CT scan lung
images using GLCM [37]) and was classified using an ensem-
ble learning algorithm. The resultant image of all 20 images
after segmentation is shown in Figure 10. The output after

Table 6: Confusion matrix of various classification algorithms.

True positive True negative False positive False negative

Ensemble 2 0 2 7

Bagging 1 1 2 7

Boosting 1 1 0 9

Table 7: Comparison of performance measure of various classification algorithms.

Ensemble learning Bagging Boosting

DT, logistic regression, MLPNN, SVM, KNN Decision tree Gradient boosting

Accuracy 81.81% 72.72% 90.90%

Error 18.18% 27.27% 9.09%

Sensitivity 50% 33.33% 100%

Prediction 100% 50% 50%
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Figure 14: Confusion matrix of various classification algorithms.

Table 8

Paper name
Lung cancer detection using image segmentation by means of various

evolutionary algorithms [34]
Lung cancer detection using image processing and

classification techniques

Objective
To find a fast image segmentation algorithm for medical images to
reduce the time it takes doctors to evaluate computer tomography

(CT) scan images.

(i) Classification of lung cancer using extracted
Haralick features
(ii)Comparing the accuracy of various image
segmentation algorithms

Features used No features used.
Haralick features like contrast, energy, entropy,
homogeneity, etc.

Segmentation
also used

k-median, -means, particle swarm optimization, guaranteed
convergence particle swarm optimization. Inertia-weighted particle

swarm optimization, guaranteed convergence particle swarm
optimization.

k-means, fuzzy c-means

Results
The highest accuracy is achieved in guaranteed convergence particle

swarm optimization, i.e., 95.81%, and the average accuracy is
above 90%.

The highest accuracy is achieved in fuzzy c-means,
i.e., 98.78%, and the average accuracy is above 95%.
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thresholding, masking, and extraction is shown in
Figures 11–13.

The dataset was trained under 8 features and split into
75% for training the model and 25% for testing the model.
The classifiers used in ensemble learning are DT, KNN,
MLPNN, SVM, and logistic regression, with bagging using
decision tree and gradient boosting. The performance mea-
sure of ensemble learning, bagging, and gradient boosting
represented through a confusion matrix is shown in
Table 6, and classification accuracy is compared in Table 7.
The comparison of TP, TN, TP, and FP is shown in
Figure 14, and a comparison of accuracy, sensitivity, and
specificity is shown in Figure 15. Table 7 shows that the
accuracy measure of gradient boosting was 90.9% which
was found to be the highest.

A comparison between the proposed study and [34] was
performed. The analysis was done using the same dataset.
Table 8 shows that the proposed work achieved a higher
accuracy of 98.78% using Fuzzy c-means.

A comparative study between existing and proposed
methods is shown below in Table 8.

By combining two datasets [34, 37, 53, 54] into one, the
study provided results that could be generalized. The limita-
tion of this study is that the analysis and modeling are not
powerful enough for even larger datasets.

5. Conclusions

In this paper, we performed image detection for lung cancer
by combining the different strategies of GLCM texture
extraction and ensemble learning for model-building. The
first step, before undertaking any statistical analysis, was
preprocessing the medical images. The median filter per-
formed the best as shown by the result’s superior SSI and
SMPI metric values. Afterwards, clustering was imple-
mented to achieve image segmentation for the cancer speci-
mens. The fuzzy c-map clustering algorithm yielded the best
results with a maximum accuracy of 98.78% and accuracy
across all images of at least 95%. The classification of cancer
was performed by implementing ensemble learning, which is
the strategy of aggregating multiple models to reach a more
generalized consensus. Developing the model also integrated
the techniques of maximum voting, bagging, and gradient
boosting. Gradient boosting helped improve the accuracy
to 90.9%. Overall, the proposed framework achieved very
high performance, with 98.78% accuracy in segmentation
and 90.9% accuracy in classification. Thus, this proposed
framework can assist medical practitioners and augment
modern techniques in medical computer-aided diagnosis of
lung cancer.
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With the rapid growth of music and art education in colleges and universities today, the development of associated teaching
quality assessment (TQE) is still in its infancy. In truth, most modern music and art education has yet to build a rigorous and
appropriate evaluation system based on actual classroom teaching quality. Simply adopting classroom TQE indicators and
approaches from other disciplines would unavoidably lead to formalization of music TQE findings in some schools and
institutions. It has no bearing on evaluation, feedback, or advancement. Therefore, this paper uses the superior performance of
neural network to solve nonlinear problems and constructs a music art TQE method based on convolutional neural network
(CNN). The completed work is as follows: (1) The basic situation of domestic and foreign research on music art TQE is
introduced. Several commonly used TQE methods at home and abroad are analyzed, and the CNN evaluation method is
comprehensively introduced. (2) The principle and network structure of CNN are expounded, and a TQE system conforming
to music art is constructed. (3) The final experimental results reveal that the CNN model has higher accuracy and better
performance than the BP neural network when using the trained CNN, TQE model to conduct tests.

1. Introduction

My country’s general higher music education started early,
but in the 1960s and 1970s, due to the influence of many fac-
tors such as history, the development was relatively slow.
The formulation and promulgation provided stronger theo-
retical support for the development of music education and
pointed out the direction for the revitalization and develop-
ment of music education [1, 2]. It emphasizes the status and
role of art education in school education. According to the
strategy, schools should emphasize art instruction as a key
component of a broader effort to promote aesthetic sensibil-
ity among students. A powerful means of intellectual and
physical health development, art education, as an important
part of school education, has an irreplaceable role in other
disciplines [3]. China’s college music education is booming
today, but some aspects of its construction are still imma-
ture. For example, music classroom teaching objectives,
teaching content selection, teaching methods, and teaching

effect evaluation have different degrees of defects in class-
room teaching performance and research. How to optimize
the evaluation theory and practice of music classroom teach-
ing is the top priority of current college music education. In
fact, most of the current music teaching has not really estab-
lished a scientific and reasonable evaluation system based on
the actual teaching quality in the classroom [4]: for example,
what kind of teaching configuration is required for music
teaching in colleges and universities and what kind of TQE
system is required, rather than just blindly copying the
TQE indicators and models of other disciplines or any sub-
ject in the school, which will inevitably lead to some college
music teaching. The results of evaluation are only a form
and do not play a real role in evaluation, feedback, and pro-
motion. Therefore, the research on the TQE system of music
classroom teaching still needs to carry out research methods
that are in-depth and systematic, combining theory and
practice, so as to recognize the key elements of college music
TQE in essence [5]. Music education is a music education
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subject for ordinary college students who are not majoring
in music, including classroom teaching, music art practice,
campus music and cultural activities, and other educational
forms. Because of its strong systematic teaching content,
wide knowledge coverage, strong knowledge compatibility
with related art and cultural fields, regular learning cycle,
gradual knowledge difficulty, and ability to be carried out
for many college students at different levels, music class-
room teaching has become an important part of music class-
room teaching. This is the most common method of music
teaching in schools for ordinary college students [6]. The
method of summative evaluation that formerly concentrated
on results and overlooked the process has evolved to some
extent in the evaluation of music classroom teaching. How-
ever, in view of the current situation of higher education,
students can enter colleges basically through exam-oriented
education. Such students have long been accustomed to the
performance-based educational evaluation model. One of
its consequences is that it is difficult to apply formative eval-
uation methods to classroom teaching evaluation. The TQE
of music classroom should not only conform to the laws and
characteristics of music art education and teaching but also
combine the inherent characteristics of popular education
and teaching. It should not only reflect the essential factors
of classroom teaching work but also take into account the
purpose and characteristics of popularization of teaching
[7]. The activity of music education and instruction should
be guided and promoted by evaluation indicators, and this
may be considered a balance. Continuous development in
the quality of education and instruction can only occur in
this manner. TQE for music and art based on CNN is pro-
posed in this study, following this backdrop, and uses the
advantages of neural networks to solve nonlinear problems
to find a more suitable teacher’s TQE method and model
for music and art education. The methodology eliminates
the impact of human variables on the assessment outcomes,
and the rational teaching evaluation offers a useful reference
for the investigation of other areas of teaching evaluation.

The paper’s section-by-section study paragraph is as fol-
lows: The related work is presented in Section 2. Section 3
analyzes the methods of the proposed work. Section 4 dis-
cusses the experiments and results. Finally, in Section 5,
the research work is concluded.

2. Related Work

In the teaching thinking and exploration of music teaching
method courses in colleges and universities, Reference [8]
takes microteaching method and example teaching method
as the breakthrough point and proposes how to train the
basic skills of college students. On the one hand, it proposes
to strengthen the basic knowledge of music. To study, we
must also strengthen the training of basic teaching skills of
college students. Only in this way can we solve the current
situation of low teaching ability of graduates. In addition,
the weak basic knowledge of music education theory and
the lack of basic skills of music teaching are also the main
problems that should be solved in music teaching in colleges
and universities. Reference [9] focuses on research on theo-

retical music teaching. Calling on music education in normal
schools not only introduces music pedagogy but also pointed
out that there is a lack of teaching books for teachers and
professional music teaching materials. Music teaching
methods are generally the teaching experience of teachers
themselves, lacking the theoretical guidance and scientific
nature of pedagogy. It is suggested to incorporate teaching
methods into the music pedagogy system in colleges and
universities. Reference [10] explores how to optimize the
classroom structure and how to improve the teaching effect
of music class from the macro- and microlevels and analyzes
its structure. Reference [11] advocates an eclectic and com-
prehensive teaching method in terms of teaching methods.
It is thought that instructional materials should be method-
ical and scientific, adaptable and practical, ideological and
national, and practical and fundamental. Since 2000, some
key domestic universities and teachers have started to con-
struct TQE systems, and the long-term application of the
results has promoted other universities [12]. A normal uni-
versity started to develop a TQE system in 2002. A public
database platform was established. The establishment of
the online evaluation system promoted teachers’ and stu-
dents’ information feedback system and multiple manage-
ment information aggregation systems based on public
data platforms [13]. Our country has obtained the campus
network TQE system of the majority. With the informatiza-
tion of education, according to the latest information of the
National Education Informatization Construction Work
Conference, the introduction of new IT technology will
apply positive and effective evaluation technology to modern
education through the system and create favorable condi-
tions for the leap-forward development of the information
of the evaluation system of college teachers [14].

The current TQE system adopts different evaluation
methods and index systems according to the specific imple-
mentation of different teacher evaluation systems. By
strengthening the school’s information technology, it real-
izes the management of the teaching and research environ-
ment with a high degree of resource sharing. Through
reasonable allocation, the digitization and information net-
working of teaching management and scientific research ser-
vice evaluation on campus can be realized, the safety,
reliability and scientificity of the system can be ensured,
and the reasonable planning of services and feedback infor-
mation mechanism can be used to realize resource comple-
mentarity and further improve the school management
process and quality on the management system, assuring
efficiency and effectiveness [15]. Examine renowned univer-
sities from throughout the world, such as those in California.
Every year, three exceptional teacher awards are given out by
Berkeley’s world-class research institution to teachers who
have made noteworthy achievements based on teaching
assessment reports. The Berkeley teacher assessment system
[16] consists of teachers’ self-evaluation, mutual evaluation,
and student evaluation. Foreign countries completely broke
the traditional learning management system before the
1990s, and the evaluation system has used computers to
improve the management level and strive to improve the
best TQE system possible, which will surpass the business
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process to improve teaching and work efficiency [17]. As
personal computers and local area networks became more
common in the early 1990s, the TQE system began to use
computers to change from mechanized business processes
to scientific business processes, utilize the potential of mod-
ern information technology, and fully, more rationally, and
effectively evaluate, which makes the school’s teaching man-
agement more simplified. Subsequently, information tech-
nology has better penetrated into education and teacher
evaluation, the rapid popularization of the Internet, and
the wide application of the Internet, TQE has become the
field of the Internet era [18, 19]. In the past two decades, in
addition to the information resources provided by the Internet
in classroom teaching, students and teachers have established
a systematic interconnection system. Various services are
implemented by students in computer networks. At the same
time, using the Internet to surf the Internet also enhances the
interaction between teachers and schools. Students, schools,
and teachers establish strategic partnerships that provide
new technological support in the information age, enhancing
communication and interaction between them [20–22]. In
today’s Internet era, TQE also adopts a method that combines
artificial intelligence technology to continuously develop and
improve a better school evaluation mechanism. Neural net-
work technology can upgrade the existing system structure
to an advanced scientific evaluation system.

3. Method

In this chapter, we define the convolutional neural network
structure, building a CNN prediction model and constructing
a quality assessment system for music and art teaching in detail.

3.1. Convolutional Neural Network Structure. The layers of a
basic CNN are often organized in a certain sequence. The
data is transmitted from one layer to the next using a differ-
entiable activation function at each node in the network.
These layers include convolutional and activation layers as
well as pooling and fully connected. It is possible to build a
whole network by stacking these layers. Among them, the
convolutional layer can affect the characteristics of the net-
work, and the pooling layer affects the robustness of the net-
work. The convolutional layer and the pooling layer together
form a feature extraction layer for feature extraction.

3.1.1. Convolutional Layers. To build a CNN, you need a
convolutional layer at the very bottom. Local connections
and weight sharing enable it to be much larger than a stan-
dard neural network since it is responsible for the majority
of the network’s processing. The number of weights and
the number of trainable parameters are reduced, the prob-
lem of overfitting caused by too many parameters is avoided,
the local perception area is effectively used, and the memory
required for operation is reduced. Different input character-
istics are retrieved by the convolution process, which is
mostly executed in the convolution layer. The convolution
operation is that the convolution kernel travels upstream
of the input data with a certain step size, the weight of the
convolution kernel is multiplied by the corresponding ele-

ment of the traveled position, and the obtained results are
added to obtain a new value as the output until the travel.
Stop when all regions of the convolutional layer are finished.
Its calculation formula is as follows:

yi = f 〠
n

i=1
wixi + p

 !
, ð1Þ

where yi represents the result after convolution calculation,
wi represents the weight of the convolution kernel, xi repre-
sents the locally convolved area, and p represents the bias.
The convolution kernel multiplies the input data, adds the
multiplied results, and utilizes the added result as the output
during a convolution process. The end result of the convolu-
tion kernel traversing the full input data will output a feature
matrix to the following layer.

3.1.2. Activation Layer. In the CNN structure, the activation
function in the activation layer connects the convolutional,
pooling, and fully connected layers in order. The activation
function in the activation layer cannot be used to activate a
neuron; rather, the function is used to maintain and transfer
the active neuron characteristics to another space, with the
goal of improving the features’ linear separability. At present,
the commonly used activation functions mainly include the
following three functional forms: Sigmoid function, tanh func-
tion, and ReLU function. The specific formulas are as follows:

f xð Þ = 1
1 + e−x

, ð2Þ

f xð Þ = tanh xð Þ = ex − e−x

ex + e−x
= 2μ 2xð Þ − 1, ð3Þ

f xð Þ =max 0, xð Þ =
0, x < 0,
x, x ≥ 0:

(
ð4Þ

Therefore, it is hoped that the activation function must
have nonlinear characteristics and be continuously differentia-
ble tomeet the requirements of gradient descent, while satisfy-
ing the condition that the gradient is not saturated in the
range. Since the calculation speed of the sigmoid function is
slow and the derivative value is small, the maximum value is
only 1/4. When the input value is high or small, the derivative
approaches zero, resulting in network back-propagation. The
quick decay of the gradient reduces or even eliminates the gra-
dient communicated to the previous layer, making network
training extremely challenging. Gradient dispersion is another
name for this phenomena. Similarly, the tanh function also
has the problem of gradient saturation. Therefore, these two
activation functions are less used at present. For the ReLu
function, when x > 0, the gradient is always 1, which avoids
the problem of gradient dispersion and at the same time con-
verges faster; when x < 0, the output is 0 and the training result
is 0. Themore neurons, the sparseness of the network becomes
larger, the stronger the extracted features, the stronger the
robustness of the network, and the faster the operation rate.

3Computational and Mathematical Methods in Medicine
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Because of the above advantages, the ReLU function has now
become the first choice for the CNN structure.

3.1.3. Pooling Layer. It is common practice to include a pool-
ing layer between convolutional layers in order to minimize
both the number of parameters and data size, hence enhanc-
ing resilience of features and successfully avoiding overfit-
ting. In the pooling layer, the main operation is the
pooling operation or the downsampling operation, so the
pooling layer is also called the downsampling layer. The
most commonly used downsampling methods mainly
include max pooling and mean pooling, and the specific for-
mulas are as follows:

Pm = max
d+1≤n≤md

xnf g, ð5Þ

Pa =
1
w
〠
md

n

xn, ð6Þ

where Pm is the value after max pooling, Pa is the value after
mean pooling, d is the width of the pooling filter, and xn is
the nth element in the pooling area.

During the pooling procedure, the filter is used to tra-
verse the whole data set with a predetermined step size.
When using a filter, it is best to utilize maximum and mean
pooling, respectively, so that the pooled value of the area is
equal to the sum of the area’s values. As a result, the region’s
average is used as the pooled value. As of now, the vast
majority of pooling in applications is maximum pooling,
which provides location-independent characteristics.

3.1.4. Fully Connected Layer. Each node in the fully con-
nected layer is linked to all nodes in the previous layer,
and the front-end features are combined to connect all of
the features. The specific formula is as follows:

f = pj + 〠
j

m=1
wmzm, ð7Þ

where pj represents the bias matrix and wm is the weight
matrix, which describes the contribution of zm to the output.
The fully connected layer expands the output results
obtained after pooling in turn into a one-dimensional fea-
ture vector and fully connects the feature vector with the
output layer and finally outputs the result.

3.2. Building a CNN Prediction Model. Convolutional, pool-
ing, and fully linked layers make up the bulk of the CNN.
The number of convolutional layers, as well as the size, num-
ber, and stride of the convolution kernels in each convolu-
tional layer, makes up the majority of the CNN structure.
Other aspects, such as how many pooling layers there are
and how they are sized, the activation function, the fully
connected layer classifier, and other parameters are decided.
In this section, for the planetary gear fault, the selected
parameters are used to build the network structure, and
the network model is trained at the same time, and finally,

the construction of the CNN network prediction model is
completed.

3.2.1. Determination of Input Sample Data Format. In the
field of TQE research, different from the two-dimensional
input or time series data input generally used in CNNs, the
data for TQE is a one-dimensional N × 1 data form. As a
result, there are two types of input data: one-dimensional
input, which involves directly entering the collected raw data,
and two-dimensional input, which involves folding the one-
dimensional data to maintain the overall quantity of data. In
this case, the one-dimensional data is converted into a two-
dimensional matrix input in the form of picture data, and
the one-dimensional input form is selected in this paper.

3.2.2. Build the Network Structure. First, build the model net-
work structure. This section intends to build a 3-layer deep
network structure with 2 convolution layers, 2 pooling layers,
and a fully connected layer. The schematic diagram of the net-
work structure is shown in Figure 1. The input data first goes
through the convolution operation of the first convolution
layer CONV1 to extract features and then goes through the
ReLU activation function layer to convert the features into a
set of feature maps and then goes through the pooling layer
for maximum pooling, and downsampling the features, after
the second repetition, connect the second pooling result with
the fully connected layer, and finally output the result. Because
the input data is one-dimensional, the size of the convolution
kernel and the structure of the convolutional neural network
(CNN) are simplified, and the network’s computational cost
is reduced. If you do not want to complicate your model’s
structure and make it tough to train, you should keep the ker-
nel size constant in the convolutional layer. Original input

Input

Conv1

ReLU

Maxpool

Conv2

ReLU

Maxpool

FC

Output

Figure 1: Network structure diagram.
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data is derived from the TQE data. There are two convolu-
tional layers: the first has 6 convolution kernels with a stride
of 4, and the second has 12 convolution kernels with a stride
of 10, and the convolution kernel size is 1. Each layer’s pooling
area is set to the same size, and the step size is 2, for the pooling
layer, as shown in Figure 2. The process of selecting parame-
ters is in the experimental part.

After determining the size and step size of the convolution
kernel and the pooling area, the size of the output data after
the convolution layer and the pooling layer can be obtained
based on the calculation formula according to the input data.
In the convolutional layer, assuming that the size of the input
data volume isW1 ×H1 ×D1, the number of convolution ker-
nels K, the size of the convolution kernel S, the step length L,
and whether it has zero padding P, etc. parameters, the follow-
ing formula calculates the output dataW2 ×H2 after the con-
volution layer; the specific formula is as follows:

W2 =
W1 − S + 2P

L
+ 1, ð8Þ

H2 =
H1 − S + 2P

L
+ 1, ð9Þ

D2 = K: ð10Þ
In the same way, assuming that the size of the input data

volume is W1 ×H1 ×D1 in the pooling layer, the maximum
pooling downsampling operation of the pooling layer can be
determined according to the size of the pooling area S and
the step size L. The output data W2 ×H2 ×D2 were obtained
later; the specific formula is as follows:

W2 =
W1 − S

L
, ð11Þ

H2 =
H1 − S

L
, ð12Þ

D2 =D1: ð13Þ

When the dimension of the input data is known to be one-
dimensional and the size is known and according to the
parameters set by each layer in the CNN structure, the final
output data formed can be obtained by calculation.

3.2.3. Model Training Process. The CNN model’s training
method is divided into two parts: forward propagation and
back propagation. Forward propagation is used to build
the CNN structure, while back propagation is used to finish
the CNN model’s training. The chain rule is mostly used in
backpropagation, also known as error backpropagation, to
compute the derivative value of the objective function in
relation to the ownership value layer by layer from the back
to the front, and compare the output result with the target
value already given in the training set to obtain the error
value. A threshold is specified in the neural network model.
When the error value exceeds this threshold, the weights of
each layer will be modified until the weights converge, and
the training of the model ends. Therefore, this paper will
solve the problem layer by layer from the back to the front
from the CNN structure.

(1) Reverse Derivation of the Fully Connected Layer. In the
fully connected layer, first calculate the derivative of the
objective function E based on the last logits value of the net-
work tl+1. The following formulas are shown:

∂E
∂tl+1

= 〠
m

k=1
VkRk −Vk, ð14Þ

tl+1 =wxl + p, ð15Þ

where V represents the one-hot vector, l represents the fea-
ture vector layer, l + 1 represents the output layer, xl repre-
sents the output of the lth layer, w is the weight, and p is
the bias.
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Figure 2: Network structure parameter diagram.
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During backpropagation, the error varies as the bias p of
the neuron changes, so the error can be thought of as the
sensitivity of p, the derivative of the error with respect to
the basis. The derivative of the objective function E with
respect to the fully connected layer weight w and the bias p
can be expressed as

∂E
∂wl

= ∂E
∂tl+1

∙
∂tl+1

∂wl
= ∂E
∂tl+1

∙el, ð16Þ

∂E
∂pl

= ∂E
∂tl+1

∙
∂tl+1

∂wl
= ∂E
∂tl+1

∙el: ð17Þ

The activation function used in this paper is the ReLU
function, so the derivative of the objective function E and
ReLU is calculated as

∂E
∂el

=〠 ∂E
∂tl+1

∙
∂tl+1

∂el
=〠 ∂E

∂tl+1
∙wl, ð18Þ

∂E
∂tl

= ∂E
∂el

∙
∂el

∂tl
=

0, el ≤ 0,
∂E
∂el

, el > 0:

8><
>: ð19Þ

The final objective function E is based on the derivative
of the weight w in the fully connected hidden layer and the
bias p, which can be obtained by substituting the result
obtained from formula (19) into formulas (16) and (17).

(2) Reverse Derivation of the Pooling Layer. Since it is back
propagation, after the derivative of the weight and bias of
the objective function E is obtained in the fully connected
layer, the derivative of the objective function with respect
to each parameter in the pooling layer is then calculated.
Unlike the fully connected layer, there are no weights in
the pooling layer, so only the derivative of the neuron is cal-

culated. The pooling layer uses maximum pooling, and only
the maximum value in the region is retained during forward
propagation. Therefore, during back propagation, the deriv-
ative is only passed to the neuron with the maximum value
Nmax, and the rest of the neurons are discarded due to the
fact that the derivatives are all 0, and the specific formula is

∂E
∂el

= ∂E
∂Vl

∙
∂Vl

∂el
=

0, N ≠Nmax,
∂E
∂Vl

, N =Nmax:

8<
: ð20Þ

(3) Reverse Derivation of the Convolutional Layer. For the
convolutional layer, the error is passed from the pooling
layer, which is actually the reverse process of the downsam-
pling operation. First, the derivative of the objective function
with respect to each logits value is calculated. The specific
formula as follows:

∂E
∂yl

= ∂E
∂el

∙
∂el

∂yl
=

0, yl ≤ 0,
∂E
∂el

, yl > 0:

8><
>: ð21Þ

(4) Parameter Update. During back-propagation, after the
parameters in the fully connected layer, activation function
layer, pooling layer, and convolutional layer are, respectively,
derived, each parameter needs to be updated, and finally, the
update of the network model is completed. For the fully con-
nected layer, the update formula of its weight w and bias p
can be expressed as

w =w − λ
∂E
∂w

, ð22Þ

p = p − λ
∂E
∂p

: ð23Þ

Table 1: Music and art teaching quality evaluation system.

First-level indicator Secondary indicators Label

Teaching preparation

Scientific and reasonable teaching design X1

Reasonable progress X2

Teaching plan writing specification X3

Basic literacy

Rigorous teaching attitude and clear thinking X4

Vivid and accurate language X5

Good manners and appearance X6

Teaching content

Combining theory with practice X7

Rich in content and appropriate information X8

Reflect the frontiers of the discipline X9

Teaching method

Flexible method, suitable for course characteristics X10

Teaching students according to their aptitude X11

Use advanced teaching methods X12

Teaching effect

Student attendance rate X13

Active classroom atmosphere X14

Complete teaching tasks with quality and quantity X15
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After the parameters are updated, the samples will be
input into the updated CNN model again, and the cycle will
repeat until the model reaches the iterative condition or
when it converges, and the training is terminated to com-
plete the training of the CNN model. The final model is
the trained CNN model.

3.3. Constructing a Quality Assessment System for Music and
Art Teaching. There are two main methods of classroom
TQE that are often used in colleges and universities. One is
for the purpose of reward and punishment. In this kind of
evaluation, the purpose is to promote teaching reform. The
results of the evaluation directly determine the dismissal,
demotion, promotion, dismissal, salary, bonus, and other
personnel decisions of teachers; the disadvantage of this kind
of evaluation is that it is a top-down evaluation that will only
cause reactions and attention to a few people. The second
goal is to help instructors improve their skills via assessment
and professional development. Teachers’ professional
growth is the focus of this kind of review, which is also
known as a developmental evaluation. There are no restric-
tions attached to rewards or penalties. The primary objective
is to help college and university music instructors improve
their skills and accomplish their ultimate goal of educating
students in music. Under the developmental evaluation sys-
tem, teachers can eliminate their concerns, because the
results have little to do with rewards and punishments, they
can evaluate more frankly, and teachers can accept the eval-
uation results more calmly. Teachers’morality and style, stu-
dents’ assessment and reflection of teachers’ teaching, school
teaching reform and teaching management information
management, and strategies to enhance teachers’ teaching
quality are all included in the development evaluation of
classroom teaching. The ultimate objective is to develop a
scientific and fair framework for measuring teaching quality.
In western countries, such as the US and the UK, more and
more attention is paid to the use of development-oriented
evaluation systems and methods. This is because develop-

mental evaluation can improve the motivation of teachers’
professional development, and evaluation can eliminate
external rewards and punishments. Under such a mecha-
nism, the progress of teachers’ work will bring teachers a
certain sense of achievement, self-awareness, and self-evalu-
ation, so that teachers will put the improvement of the TQE
in the first place, rather than simply pursuing external
rewards and punishments. This research combs the domes-
tic and foreign related researches on TQE and music art
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Figure 3: Convolution kernel number and step length experiment.
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Table 2: Parameter selection during training.
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Figure 5: Accuracy on training and test sets.
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classroom TQE in colleges and universities by consulting
relevant books, academic journals, network materials, etc.
Based on the analysis of the current situation of TQE in
the activity, a set of suitable teaching index evaluation sys-
tem was designed, as shown in Table 1.

4. Experiment and Analysis

4.1. Data Source and Parameter Selection. In order to meet
the TQE model designed, this paper designs a teaching eval-
uation data set according to the evaluation index system in
Chapter 3, which contains 1000 sets of data, of which 800
sets are used as training sets and 200 sets are used as test sets.
At present, the parameter determination of CNN still lacks a
clear guiding theory and still relies on manual experience.
The parameters must be constantly adjusted and compared
in order to get the best value for each one. There are two
convolutional layers, two pooling layers, and one fully con-
nected layer in this chapter’s model, as shown in the figure.
At present, the parameter adjustment of neural network still
relies on experience and constant comparison and adjust-
ment for setting. The following is the comparison and selec-
tion process of some main parameters of the model.

5. Selection of Convolution Kernel and
Step Size

In order to obtain the optimal number of convolution ker-
nels and step size, this paper selects 8 combinations of con-
volution kernel and step size for experiments. The final
result is shown in Figure 3. The results show that this paper
chooses 20-4-10-1 parameter combination which is more
advantageous.

6. Minibatch Parameter

The application of minibatch technology can improve the
convergence speed of the model. The batch-size option spec-
ifies the number of samples utilized in a single training.
When the batch size is too high, it is essentially the same
as not employing minibatch technology; if a value is too lit-
tle, the model will struggle to converge, resulting in poor fit-
ting accuracy. This section selects 8 cases of 20, 40, 60, 80,
100, 120, 140, and 160, and sets a fixed number of 120
epochs to compare the convergence process. The experimen-
tal results are shown in Figure 4.

7. Model Parameter Verification Results

This paper uses Matlab to train the neural network, and the
data training set and test set are divided according to 4 : 1.
During the training process, each parameter selection is
shown in Table 2. The number of training rounds is 50. Dur-
ing the training process, the accuracy of the training set and
test set is shown in Figure 5:

7.1. Comparative Analysis of Results. This example takes the
quality assessment of music and art teaching as an example
and uses CNN model and back propagation (BP) neural net-
work for prediction. The 15 evaluation indicators listed in Chap-
ter 3 are the expected input. At the same time, the input data are
normalised in order tomake CNN training easier. The predicted
values of 10 groups were selected to calculate themean and plot-
ted to observe. The results are shown in Figure 6.

The results show that the prediction accuracy of CNN is
higher than that of BP network, and it is very close to the
actual value. It can be shown that the network model pro-
posed in this paper for the music and art TQE has very good
performance.
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Figure 6: Comparison of predicted results of different models with actual results.
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In recent years, neural network-based English-Chinese translation models have gradually supplanted traditional translation
methods. The neural translation model primarily models the entire translation process using the “encoder-attention-decoder”
structure. Simultaneously, grammar knowledge is essential for translation, as it aids in the grammatical representation of word
sequences and reduces grammatical errors. The focus of this article is on two major studies on attention mechanisms and
grammatical knowledge, which will be used to carry out the following two studies. Firstly, in view of the existing neural
network structure to build translation model caused by long distance dependent on long-distance information lost in the
delivery, leading to problems in terms of the translation effect which is not ideal, put forward a kind of embedded attention
long short-term memory (LSTM) network translation model. Secondly, in view of the lack of grammatical prior knowledge in
translation models, a method is proposed to integrate grammatical information into translation models as prior knowledge.
Finally, the proposed model is simulated on the IWSLT2019 dataset. The results show that the proposed model has a better
representation of source language context information than the existing translation model based on the standard LSTM model.

1. Introduction

It has been more than 60 years since the world’s first
machine translation system came out in 1954. At the same
time, machine translation has gone through the flourishing
situation of flourishing flowers and thriving competition,
as well as the depression and silence of all sorts. The devel-
opment paradigm of the mainstream machine translation
technology has evolved from a rule-based approach to a sta-
tistical approach and then to today’s neural network
approach. Machine translation has also made its way out
of the lab and into people’s daily lives, addressing cross-
language communication needs such as reading, meeting,
travelling, and shopping [1]. Since 2013, the nerve machine
translation because of the complicated characteristics of the
project does not need to design a model that is concise and
effective to get the favor of the researchers and developers,
and parallel computing, graphics processors, and the wide
application of big data in academia and industry quickly
raised a hot wave nerve of machine translation research

and development and advanced machine translation stride
forward in the direction of practical application and
commercialization.

Machine translation has both theoretical value and prac-
tical value and has experienced considerable development
since its inception. Machine translation based on the neural
network model has the following advantages:

(1) End-to-end learning does not depend on too many
prior assumptions. Phrase-based models, for example,
assume that both source and target languages are
sliced into sequences of phrases, with some alignment
between them [2]. This hypothesis has both advan-
tages and disadvantages. On the one hand, it draws
lessons from the relevant concepts of linguistics and
helps to integrate the model into human prior knowl-
edge. On the other hand, the more assumptions there
are the more constrained the model is. If the assump-
tions are correct, the model can describe the problem
well. But if the assumptions are wrong, the model
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can be biased. Deep learning does not rely on prior
knowledge, nor does it require the manual design of
features. The model learns directly from the mapping
of input and output (end-to-end learning), which also
avoids possible deviations caused by assumptions to a
certain extent

(2) The continuous space model of neural network has a
stronger representation ability. A basic problem in
machine translation is how to represent a sentence
[3]. The discrete lexical representation is replaced with
a distributed representation of the space of real num-
bers, and the complete sentence can be expressed as
a vector of real numbers

One of the important ideas is to integrate linguistic
knowledge into a neural network to improve system perfor-
mance and translation quality. Throughout the history of
machine translation, linguistic knowledge has been playing
an irreplaceable role. In particular, in the early stage, when
the rule-based approach is dominant, from semantic analysis
to target language generation, including the design of trans-
lation rules, all are guided by the internal connection of lan-
guages. The development of morphology, syntax, and
semantics has been providing fuel for rule-based machine
translation technology [4]. In the golden decade of statistical
machine translation, there is use of hierarchical phrases to
solve the problem of long-distance-dependent word transla-
tion and the use of sentence theory to solve the problem of
short intonation order of target language. The language has
serialization features; the source language and target lan-
guage are strings, making the model simple, no longer need-
ing the segmentation of complex, alignment, and sequence,
such as processing, but at the same time also makes many
important information losses in the process of linguistics
[5]. The integration of the neural machine translation model,
with it, can ease the predicament of inherent in the nerve
machine translation, improve the nerve machine translation
model, and further enhance the quality of translation.

The paper’s organization paragraph is as follows. The
related work is presented in Section 2. Section 3 analyzes
the algorithm design of the proposed work. Section 4 dis-
cusses the experiments and results. Finally, in Section 5,
the research work is concluded.

2. Related Works

In this chapter, we define the traditional machine translation
and neural machine translation in detail.

2.1. Traditional Machine Translation. As early as the 17th
century, attempts were made to overcome the human lan-
guage barrier by using robotic dictionaries, similar to the
use of quick lexicography devices like Kuai to solve commu-
nication problems between speakers of different languages
[6]. In the 1930s, French engineer Archovny and former
Soviet inventor Troyansky, respectively, designed and imple-
mented the machine translation model system, which can be
regarded as the prototype of machine translation. In 1954,
Georgetown University and IBM jointly developed the first

machine translation system in human history. Since then,
with the joint efforts of colleges and universities, research
institutes, enterprises, and even individuals, new technolo-
gies have emerged, new paradigms have emerged, and new
systems have come into being. The level of machine transla-
tion has become higher and higher, and the quality of trans-
lation has become better and better, approaching or even
surpassing the level of human beings in some specific fields
[7]. In the development of machine translation, different
machine translation technologies in different historical
periods occupy the mainstream position.

Generally, rule-based machine translation can choose to
transform at different levels, as shown in Figure 1. A com-
plete rule-based machine translation process consists of the
following steps:

(1) Source language analysis: from shallow to deep, it
can include morphological analysis, syntactic analy-
sis, and semantic analysis, and ideally, it can become
an intermediate language [8]. The segmentation and
labeling rules for morphological analysis, the phrase
structure rules for syntactic analysis, and the logical
semantic rules for semantic analysis all need to be
designed manually

(2) Conversion from the source language to the target
language: the bilingual dictionary is constructed,
and the transformation mapping rules are designed
on the basis of which, the transformation process is
completed by replacing source language units with
target language units and replacing source language
structures with target language structures

(3) Target language generation: according to the charac-
teristics of the target language, the generation rules
of the target language are designed

In the translation of low-resource languages and
national languages with a short corpus, the rule-based
method still provides unrivalled benefits. At present, some
mature commercial machine translation systems on the
market, especially those in certain limited fields, are based
on rules. The advantage of the rule-based approach is that
it is intuitive and can directly express linguistic knowledge.
The degree of refinement of rules can be changed accord-
ing to needs, and the rules with strong generalization abil-
ity can be used, and the rules with fine description ability
can be used. It is easy to deal with complex structures
and deep understanding; the system is highly adaptable
and does not depend on a specific corpus [9]. However,
the disadvantages are also obvious. The construction of
rules relies too much on linguists, which is highly subjec-
tive and sometimes does not conform to the linguistic
facts. The coverage of rules is poor, especially the knowl-
edge of fine granularity is difficult to be summarized com-
prehensively, and the statements beyond the description of
rules cannot be processed. As the number of rules
increases, the conflicts between rules become more serious.
The rule base is usually limited to a specific system, which
is expensive to develop and difficult to maintain.
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Its basic idea is that it does not need to conduct deep lin-
guistic analysis and does not need a large amount of artificial
summarized linguistic knowledge, but uses the translated
corpus in the past and carries out translation by analogy. It
assumes that the same part of the source language corre-
sponds to the same translation result and that, when the pre-
viously translated part appears again, the same translation
result is most likely the correct result. The main knowledge
source of the system is the bilingual-aligned translation
instance library [10]. The three core problems of the case-
based approach are the correct bilingual automatic align-
ment, the establishment of an effective instance matching
mechanism, and the generation of translation corresponding
to the source language sentence based on the retrieved
instances. The key technique is similarity calculation. There
are no manual rules, there is no deep language analysis, the
system development cost is low, and the speed is fast. The
knowledge learned from the corpus is objective and covered
well. However, the system performance depends heavily on
the corpus. With serious data sparsity problem, it is difficult
to make use of coarse granularity, general knowledge, and
other deficiencies.

Statistical machine translation studies the translation pro-
cess, the word alignment, the phrase segmentation, short tone
sequence, such as syntax tree as an implicit structure, with the
help of the machine learning techniques, statistical analysis on
massive parallel corpora, on the basis of learning from the
characteristics of the translation rule, finally using the model

of the learning to translate. The basic idea of this model is as
follows. Firstly, phrase-to-phrase translation rules are
extracted from the parallel corpus of bilingual sentence align-
ment. During translation, the source language sentences are
divided into phrase sequences, and the target language phrase
sequences are obtained by translation rules. Then, the
sequence of target language phrases is sorted by using the reor-
dering model to obtain the best target translation [11]. While
the research focus is on syntactic-based statistical translation
models, how to improve the disambiguation ability of the
models by introducing deeper linguistic analysis, while avoid-
ing errors caused by analysis, has become the main problem
faced by statistical translation models. In general, a statistical
machine translation system has the following advantages: no
need to write rules manually, translation model can be directly
trained by corpus; system development cycle is short, labor
cost is low, system robustness is good; high interpretability
of hidden structure; exponential structural spaces are proc-
essed by local features and dynamic programming [12]. How-
ever, statistical machine translation systems also have the
following shortcomings: discrete representation brings serious
data sparsity problems; difficulty dealing with long-distance
dependencies.

2.2. Neural Machine Translation. Neural network, especially
deep learning technology, is the latest research achievement
in the field of artificial intelligence. It enables people to use
machine processing to process information in a new way

Intermediate
language
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Syntax
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Morphological
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Source
language

Target
language
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generated

Syntactic
generated

Semantic
generated

Semantic
translation

Direct
translation

Syntactic
translation

Figure 1: Machine translation at different levels of transformation.
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and method. In just three or four years, machine translation
has surpassed statistical methods in most language transla-
tion, and since then, machine translation has entered a
“new era.”

At the end of 2013, Kalchbrenner proposed an encoder-
decoder structure that can be used for machine translation,
which immediately attracted extensive attention in the aca-
demic world; Google neural machine translation uses the
long and short memory model and attention mechanism of
8-layer encoder and 8-layer decoder, integrating the impor-
tant achievements of deep learning research in recent years
and advancing machine translation in engineering practice
a big step forward [13]. In May 2017, Facebook announced
neural machine translation that was nine times faster than
Google’s accuracy. In September DeepL, based in Cologne,
Germany, said its neuromachine translation product had
beaten systems from Google, Microsoft, and Facebook in
blind tests. On March 14, 2018, Microsoft announced that
its Chinese-English system has achieved human-level perfor-
mance on the news test set, a universal news corpus, and is
“comparable to humans.” Other tech giants are also getting
into the act, with Amazon, IBM, NVIDIA, and SYSTRAN
all investing in neural machine translation systems. In this
area, China is not to be outdone. Baidu, Youdao, Tencent,
and Sougou have also joined the arms race, deploying their
own neuromachine translation products. On May 20, 2015,
Baidu Translation officially launched its neural machine
translation system, becoming the first truly practical neural
machine translation (NMT) system in the world [14]. On
May 24, 2018, the Ali Machine Intelligence natural language
processing (NLP) translation team won 5 titles in the work-
shop on machine translation (WMT), an internationally rec-
ognized top machine translation competition.

As early as 2003, Bengio, the father of deep learning,
Turing Prize winner, and professor at the University of
Montreal in Canada, proposed to improve the language
model by using a neural network to represent each word as
a continuous and dense vector of real numbers, effectively
alleviating the problem of data sparsity. Jacob of BBN, an
American company, further proposed a neural network
combined model on this basis, which improved the quality
of machine translation by about 6%. They adopted an
“encoder-decoder” framework, and the translation process
is shown in Figure 2. In this new framework, the linear
model of statistical machine translation is replaced by the
nonlinear model of the neural network, especially the circu-
lar neural network which is good at processing historical
information, and variable-length string structure is added
[15]. As soon as it comes into being, it attracts widespread
attention from the academic circle and soon sets off a wave
of research.

In addition to poor interpretability, neuromachine trans-
lation currently has the following problems. First, it is diffi-
cult to deal with rare words and unknown words. Second,
there is the phenomenon of “overtranslation” and “omis-
sion.” Third, the translation is not faithful. The root cause
of these problems is the neural machine translation architec-
ture itself [16]. One of the important ideas is to integrate lin-
guistic knowledge into a neural network to improve system

performance and translation quality. Throughout the history
of machine translation, linguistic knowledge has been play-
ing an irreplaceable role. The source language and target lan-
guage have been serialized as a string, and this makes the
model simple and does not need to go through complex seg-
mentation, alignment, and sequence.

3. Algorithm Design

In this section, we studied the LSTM model, attention
embedding model based on LSTM, and translation model
combined with grammar dependence.

3.1. LSTM Model. LSTM solves the long order dependence
problem in the recurrent neural network; its specific network
structure is shown in Figure 3. In addition to input data X
and hidden state H, the LSTM network structure also
includes memory unit C, input gate I, output gate O, and
forgetting gate F [17]. The core of the LSTM model is to
delete or add information in the memory cell state through
a threshold structure composed of a sigmoid network layer
and point-by-point multiplier.

Assuming that there exists batch data Xt at time t with n
sample numbers, vector x, hidden layer lengthH, hidden layer
state Ht at time T, and hidden layer state Ht−1 at the previous
time, the forgetting gate at time T can be expressed as

f t = σ XtWxf +Ht−1Whf + bf
� �

, ð1Þ

where σ represents the sigmoid function;Xt represents the
weight parameters that can be learned, Ht represents the bias
vector parameters, and its addition process adopts the broad-
cast data operation method. Second, determine the informa-
tion the memory unit needs to hold. The sigmoid network
layer is adopted to determine the value of the update, as shown
in equation (2). The hyperbolic tangent function tanh layer is
used to generate candidate values, as shown in equation (3).

it = σ XtWxi +Ht−1Whi + bið Þ, ð2Þ

�Ct = tanh XtWxc +Ht−1Whc + bcð Þ: ð3Þ

Encoder

Thank you so much for your assistance
Decoder

Figure 2: Encoder-decoder translation schematic diagram.
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Then, the memory state is updated. Dot product operation
is adopted to update the state, and information flow is con-
trolled by forgetting gate and input gate, so the updated state
can be obtained, as shown in

Ct = f tΘCt−1 + iΘ~Ct : ð4Þ

When the input gate is constantly close to 0 and the forget-
ting gate is always close to 1, thememory unit in the old state is
stored to the present moment [18], according to the preceding
formula. Therefore, the LSTM network can solve the problem
of gradient disappearance in the circulating nerve. Finally, the
sigmoid layer is used to determine the state of memory unit
output by the output gate, as shown in

Ot = σ XtWxo +Ht−1Who + boð Þ, ð5Þ

Ht =OtΘ tanh Ctð Þ: ð6Þ
According to the above formula, when the output gate is

approximately 0, the memory unit retains the current infor-
mation, and when the output gate outputs 1, the information
will be transferred from the storage unit to the hidden layer.

3.2. Attention Embedding Model Based on LSTM. LSTM net-
work model in the coding stage is fixed dimension, so it
adopts the vector of the same dimension to encode the
source language sequence of any length. However, in actual
English machine translation, the English input sequence is
an indefinite sequence, which leads to the problem that the
model and the English input sequence cannot completely
fit in the machine translation using the standard LSTM
model, and thus, the translation effect is not ideal [19].
The LSTM translation model embedded with attentional
mechanism is shown in Figure 4, including encoding source
language, attentional mechanism assistance, and target lan-
guage generation process.

The state calculation method of the next hidden layer at
the target end of the model is the same as that of the LSTM
decoder, as shown in

Zi + 1 = σ ci, ui, zið Þ, ð7Þ

where ui represents the i
th word in the sequence of target

language; ci represents the background vector of the word i
[20]. Assume that the hidden layer state at the moment j

of the encoder is Hj, and its corresponding background vec-
tor can be calculated by

Ci = 〠
T

j=1
aijhj, ð8Þ

where aij represents the weight, which can be calculated by

aij =
exp eij

� �

∑T
k=1exp eikð Þ

, ð9Þ

Source language sequence
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Word
embedding
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State of
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Word
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Figure 4: LSTM translation model embedded with attention
mechanism.
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Figure 3: Schematic diagram of LSTM network structure.
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eij = a zi, hj
� �

, ð10Þ
where a is a function used to measure the matching degree

between the current hidden state zi of the target language
sequence and the hidden state hi of the source language
sequence, which can be calculated by

eij = vT tanh WzZi +Whhj
� �

, ð11Þ

where v, Wz, and Wh represent the model parameters to
be learned.

3.3. Translation Model Combined with Grammar
Dependence. In neural machine translation, the degree of
intimacy between each word in the sentence not only helps
build a better earth beneath context, richer to express the
meaning of the sentence, but it also allows the attention
mechanism of dependencies between the source term to be
passed to the decoder, better modelling source translation
corresponding relationship between words and target words.
This chapter will introduce how to obtain grammar depen-
dence, introduce a distance mechanism based on grammar
dependence, and combine grammar dependence with atten-
tion to improve the ability of attention to model words and
grammar (machine translation generally considered rare
between source language and target language, such as
between Chinese and English grammar structure difference,
is not suitable to handle this difference easily leading to loss
of grammatical information, understanding sentences lack
precision caused by translation system, failed to express the
context of the sentence, a syntax, morphology, word order-
disorder, such as error phenomenon) [21]. It makes the
translation difficult to understand. It is the most direct and
effective way to deal with the difference in grammatical
structure to attach grammatical information to neural
machine translation as prior knowledge. The common
methods include, for example, taking dependent labels as
input features of words, linearizing dependency tree to
obtain source dependent representation sequence, learning
source-side dependency graph representation by potential
graph parsing, and using source and target-side dependency
tree to improve neural machine translation. These methods
are all based on the linear structure neural network to linear-
ize the representation of grammatical information and
grammatical structure. However, excessively long linearized
sequences will affect the training efficiency, while using
shorter sequences will lose the grammatical information,
making it difficult to make a good compromise choice.

The article is the relative word between the head word of
a noun phrase and its determinate word, according to the
Stanford-type dependency manual [22]. The adjective mod-
ifier in a noun phrase is any word or phrase used to modify
the meaning of a noun phrase, according to the Stanford-
type dependency manual. To summarize, modifiers and arti-
cles alter and limit nouns, respectively, and it is clear that the
former has a bigger impact on the word it operates on than
the latter. “Excellent” describes the subject of the sentence
“watchmaker,” whereas “this” characterises the subject of
the sentence “watchmaker” who “produced many gorgeous

watches” for the following events. Through qualitative anal-
ysis, we can draw a preliminary conclusion: the degree of
dependent grammatical intimacy between different parent-
child or grandparent node pairs is different.

At the same time, though, grammatical distance can also
describe how close dependent grammatical relationships are
between words. However, at a higher level of granularity,
notice that the grammatical distance between the contiguous
words is defined as 1. In other words, the degree of depen-
dence is defined as 1 by the two-word pairs that have a direct
dependency relationship and then extends to any two-word
pairs in the sentence [23]. However, it is difficult to accurately
describe the degree of intimacy of dependence between differ-
ent father-son pairs only by the grammatical distance, because
their grammatical distance is 1. This shows two situations:
one, we cannot get the contribution degree of different child
nodes to the same parent node, as shown in the red and yellow
boxes in Figure 5, and another, we cannot describe the syntac-
tic dependence closeness degree of different parent-child pairs,
as shown in the red and green boxes in Figure 5. In Figure 5,
the basic grammatical distances between all contiguous word
pairs are represented by blue numbers.

Although the transformation process of grammatical
distance from qualitative to quantitative is easy to realize,
quantification of all pairs of dependencies in the same degree
will inevitably lead to inconsistency between the intimacy of
the dependency relationship and the grammatical distance,
and the corresponding noise information will be introduced.
The concept of “grammar dependence degree” can accu-
rately describe the degree of dependent grammar intimacy
between different parent and child pairs and obtain the
numerical dependent grammar relationship between parent
and child pairs. In other words, it can obtain the contribu-
tion degree of different child nodes to the parent node in
constructing a dependent grammar context.

4. Experiments

In this part, we study the dataset source and pretreatment,
model experiment in detail.

4.1. Dataset Source and Pretreatment. In this study, data from
the 2019 International Oral English and Translation Evalua-
tion Competition with a relatively small scale were selected
as the experimental dataset, including 220,000 Chinese-
English parallel sentence pairs, 3 test sets, and 1 development
pair. In this study, word segmentation was carried out for the
data, and then, CBOW was used to vector the data.

Since the IWSLT2019 dataset contains Chinese and
English parallel sentence pairs and the word segmentation
methods in Chinese and English are different, the Chinese
and English datasets are processed by word segmentation,
respectively. For Chinese word segmentation, the word seg-
mentation method based on statistics is adopted. Then,
according to the credibility of the word, the threshold value
is set to form the word-formation conditions and determine
the word segmentation. For English word segmentation,
because the basic constituent unit of English is a word,
therefore, only according to the blank can be directly split.

6 Computational and Mathematical Methods in Medicine



English stop words processing mainly include three steps, first
in English uppercase to lowercase, and then the statement tail
words and symbols on the blank space, finally, therefore,

adopt the method of proper nouns, with statements generali-
zation processing, has completed the English word segmenta-
tion processing digitally to quantify the language symbols;
language symbols can be input model to carry on the training
study. In this study, CBOW was used to vectored words. In
our study, the BLEU value is still used as an indicator to eval-
uate the performance of translation models. The higher the
BLEU value, the better the translation quality.

4.2. Model Experiment. The regular LSTM model and the
embedded LSTM model were initially trained on the exper-
imental dataset to test the performance of the proposed
translation model, and the results are collected in Figures 6
and 7. As can be seen from Figure 6, the LSTM model of
attention embedded began to stabilize after 80 training
rounds, which may be due to the strong learning ability of
the attention mechanism, which enabled the LSTM model
to learn the corresponding expression of text in a short time
and thus tended to stabilize in a relatively short time.

However, it can also be seen from Figure 7 that due to
the absence of term information input as prior knowledge
in the source language, the translation model cannot fully
learn the corresponding relationship between terms at the
source end and terms at the target end during training and
can only translate simple terms correctly, so the translation
effect for long terms is not good.

Then, the standard LSTM model and the LSTM model
combined with syntactical prior knowledge were used to
train the experimental dataset. The results are shown in
Figures 8 and 9. But because of using only a simple identifier
for the target side terms are identified, therefore, the training
time is longer than that without any identifiers and shorter
than that with multiple complex identifiers.

Furthermore, as shown in Figure 9, simple identifiers used
to identify target-end terms as a group can help the translation
model better incorporate terminology knowledge during
training, allowing the model to learn the semantic relationship
between target-end terms and source statements.
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The baseline model is based on standard LSTM, and the
comparison method is attention-embedded LSTM model
and grammatical prior knowledge LSTM model. The exper-
imental results of each model are shown in Tables 1 and 2.
As shown in Table 1, the BLEU value is still used as the eval-
uation standard when comparing the results of data
enhancement methods of LSTM, LSTM+Attention, and
LSTM+Grammar models during dataset verification. It can
be seen that the bilingual corpus generated by using the
translation model combining attention mechanism and
prior grammar knowledge proposed in this paper achieves
higher translation indicators than the standard LSTM trans-
lation model and is superior to the single data enhancement
method as well as no data enhancement method.

Then, the experimental results of the standard LSTM
model, the attention-embedded LSTMmodel, and the LSTM
model with syntactic prior knowledge are compared on the
processed dataset. As shown in Table 2, the LSTM model
combining grammatical prior knowledge has the best trans-
lation effect. However, the attention-embedded LSTM
model also has a good effect on the parallel corpus after
grammar correction, which verifies the necessity of grammar
correction for pseudocorpus. Experimental results show that
the neural translation model is more sensitive to the quality
of the corpus, and certain grammatical errors do not affect
the translation performance but enhance the robustness of
the model encoder.

5. Conclusion

To complete the translation process from source to destina-
tion language, the neural translation system employs the
“encoder-attention-decoder” framework. The attention
mechanism, on the other hand, has some flaws and unsolved
issues, and syntactic prior information is not taken into
account in the general neural machine translation system.
As a result, how to improve the attention mechanism, lower
computational costs, learn the internal relationships in the
sequence better, and capture more accurate and rich context
information; and how to integrate rich grammar knowledge,
better model the semantic and syntactic representation of
word sequence, improve sentence context understanding,
and reduce grammatical errors in translation, among other
things. Therefore, the English-Chinese translation model
based on LSTM attention embedding and the LSTM model
combined with grammatical prior knowledge is proposed.
The innovation lies in the introduction of attention mecha-
nism and grammatical prior knowledge into the standard
LSTM translation model to enhance the representation of
source language context information, thus improving the
performance of the translation model and translation qual-
ity. Compared with the standard LSTM model, the proposed
translation model has better performance, better translation
effect, and better text genre.
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With development of economy, all industries have undergone earthshaking changes. Various new technologies are starting to be
employed in all aspects of life, and graphic design is no exception. The use of computer graphics and image processing
technologies in graphic design can substantially improve design efficiency and make graphic design job more convenient to
develop. The requirements for the quality of graphic design are higher. Quality inspection has become a necessary step in the
production process, in which the detection of graphic design defects is an indispensable and important link. The traditional
graphic design defect detection adopts the method of manual visual inspection, which has the disadvantages of poor stability,
long consumption time, and high labor cost. As an efficient computer graphics and image processing technology, convolutional
neural network has received extensive attention in graphic design defect detection because of its advantages of high speed,
efficiency, and high degree of automation. Taking agricultural product packaging as an example, this paper studies application
technology for graphic design defect detection with convolutional neural network (CNN). The main contents are as follows:
construct the original YOLOv3 network model, input the graphic design images of agricultural product packaging into the
network model in batches according to the computing power of the hardware equipment, train the YOLOv3 network, and
deeply study and analyze the experimental results. The related improvement techniques are then given, based on the
characteristics of agricultural product packaging design faults. The backbone network, multiscale feature map, a priori frame,
and activation function of YOLOv3 are improved, and then performance of the improved model is verified by experiments.

1. Introduction

At this point, the development and applicability of computer
graphics and image processing have made graphic design
work much easier. Computer graphics and image processing
technology have rapidly become an essential competence for
designers in the work process in the graphic design business.
Various picture information may be modified and optimized
in terms of style, color, and theme using this technology,
which can not only enhance the design effect but also
improve job efficiency, effectively encouraging the design
industry’s development. The application of computer
graphics and image processing technology in graphic design
can solve the problems of diversity and aesthetics in graphic
design to a certain extent and can also add more richness to

the content of graphic design. In the process of using com-
puter graphics and image processing technology, it is neces-
sary to fully exploit the role and value of computers.
However, we must also realize that there are still many
unreasonable problems, which cannot give full play to the
role of computer graphics and image processing technology,
which affects the sustainable and healthy development of
graphic design. Among them, graphic design defects have
become a long-standing problem, and most graphic design
products have certain defects. How to detect the defects of
graphic design products has become an important and
practical topic [1–5].

Manual quality inspection is still widely used, especially
in small and medium-sized businesses that use human
detection methods, and it accounts for a significant portion
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of the market. Manual quality inspection, on the other hand,
must remain in a fixed position, which can lead to a variety
of inspection issues when determining the presence of flaws
by eye observation. Manual quality inspection cannot even
ensure the stability and consistency of the detection of the
same batch of graphic design products due to the influence
of factors such as individual variances. In addition, missed
detection and false detection are prone to occur during the
detection process, the accuracy of the detection results is
reduced, and the product quality is uneven. In addition,
the upper limit of manual inspection efficiency is low, the
cost is high, and a sampling inspection strategy is usually
adopted to ensure production efficiency. The quality assess-
ment of the entire product group by randomly selecting sev-
eral products from the same group of products is far less
rigorous than large-scale testing. Therefore, in the manual
quality inspection process, quality control and production
efficiency cannot always be achieved at the same time. In
addition, defect detection requires not only qualitative
inspection of the appearance of graphic design products
but also statistics of defect size and other data. However,
manual quality inspection can only rely on paper and pen
to record, and the obtained data is not comprehensive and
cannot be used as valuable information to guide production
and production optimization and improvement [6–10].

Machine vision detection technology is a modern detec-
tion technology that integrates photoelectric sensing, com-
puter science, image processing, pattern recognition, and
other disciplines. It converts the captured target into an
image signal, transmits it to a dedicated image processing
system, and extracts the parameters to be detected, thereby
realizing the defect detection of graphic design products.
Machine vision inspection technology offers many advan-
tages over hand visual inspection: noncontact measurement
of the product to be inspected causes no damage to the prod-
uct. The wider spectral response range and higher resolution
extend the visual range and resolution of the naked eye. Sta-
ble, reliable, and fast work for a long time makes up for the
shortcomings of poor visual stability and low work effi-
ciency. The mechanized nature has greatly increased the
degree of industrial automation. In recent years, due to the
rapid development of machine vision and digital image pro-
cessing, defect detection technology based on machine
vision has received more and more attention in industrial
quality inspection and has been widely used in various
industries. Based on the above background, it is of great sig-
nificance to study the defect detection technology of graphic
design based on machine vision [11–15].

This work offers a computer graphics and image pro-
cessing technology based on convolutional neural networks
to detect faults in agricultural product packaging design,
using the packaging design of agricultural products as an
example. The characteristics of surface defects in agricultural
product packaging design are studied in depth in this
research, and then enhancements to the network model, fea-
ture maps, prior boxes, and activation functions are pro-
posed. Finally, the revised network model is experimentally
tested and compared to the original network model’s exper-
imental results. The results show that the improved network

model can improve the detection accuracy of agricultural
product graphic design defects.

The paper’s organization paragraph is as follows: the
related work is presented in Section 2. Section 3 analyzes
the methods of the proposed work. Section 4 discusses the
experiments and results. Finally, in Section 5, the research
work is concluded.

2. Related Work

Reference [16] proposed a real-time algorithm for weaving
defect detection based on machine vision. The technique
detects five types of fabric surface defects using image pro-
cessing methods such as wavelet transform, double-
threshold binarization, and morphological operations, with
a 93.4 percent defect detection and 96.3 percent defect type
identification accuracy. Reference [17] proposed a camshaft
surface defect detection method based on neighborhood
weighted segmentation. The method realizes the detection
of typical defects such as trauma, trachoma, and poor grind-
ing on the surface of the camshaft through defect segmenta-
tion and defect area marking. At a speed of 0.44 s per shaft,
the method was able to detect defects larger than 1mm in
diameter on the camshaft surface. Reference [18] proposed
a method for detection of bottle mouth defects based on
threshold segmentation, which combines three-circle posi-
tioning method, residual analysis dynamic threshold, and
global threshold segmentation to detect five kinds of bottle
mouth defects. Reference [19] adopts NCC for defect detec-
tion and adopts the integral graph strategy to speed up the
traditional NCC calculation, so that the calculation time
does not change with the change of the template window
size. Reference [20] proposed an engine block defect detec-
tion based on small area template matching. The method
combines rough search and fine search strategy improve-
ment algorithm to determine the exact position and similar-
ity of the images to be matched, realizes defect detection, and
has a faster operation speed and meets real-time require-
ments. Reference [21] proposed a method for detecting
appearance defects of smart meters based on machine vision.
The method uses image processing technologies such as
median filtering, binarization, edge detection, template
matching, and OCR to detect the defects of smart meter
LCD screen, signage characters, barcodes, and LED indica-
tors, and the detection takes 3 s. Reference [22] proposed a
keyboard defect detection method based on template match-
ing. The method utilizes local threshold segmentation and
coordinate projection to locate keys and uses template
matching to match key characters to realize keyboard defect
detection. Reference [23] proposes a steel surface defect
detection algorithm, which uses Hough transform, PCA,
and self-organization map to detect three kinds of steel sur-
face defects, and achieves an 87% accuracy on the Arcelor
Mittal image set. Reference [24] proposed a TFT-LCD defect
detection algorithm based on machine vision. The algorithm
uses Gabor filtering, adaptive binarization, connected
domain extraction, and blob algorithm to identify TFT-
LCD point defects and line defects and achieves a high rec-
ognition rate. Reference [25] proposed a fabric defect
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detection method based on SVM. The method extracts the
geometric features of the fabric surface pattern and uses
the SVM classifier to achieve defect detection, which can
detect 5 kinds of fabric defects with an accuracy of 94.84%.
Reference [26] proposed a defect detection and identification
algorithm based on the PCA algorithm, which was applied
to the surface of unshaded cover glass. Algorithms combine
surface defect detection and identification processes into
one. The missed detection rate and false alarm rate in the
defect detection process reached 12% and 6%, and the recog-
nition rate in the defect identification process reached more
than 90%. Reference [27] proposed a defect detection algo-
rithm based on CNN variant network Overfeat.

The algorithm uses Overfeat CNN combined with ASR
for surface defect detection and achieves 98.7% and 60.3%
accuracy on NEU and MO databases, respectively. Literature
[28] developed a welding seam detection method based on
multilayer perceptron and achieved good detection results
on its data set. Literature [29] studied a variety of surface
defect detection techniques based on texture feature extrac-
tion and summarized the progress of anomaly detection
methods in the field of texture detection. Reference [30] used
fractal dimension as feature quantity in hot-rolled strip sur-
face defect identification and estimated an optimal scale to
detect defects through fractal dimension curve graph to
obtain better detection effect. Reference [31] proposes a
method for detecting foreign matter in liquid medicine
based on the idea of difference between frames, which
achieves high detection accuracy and speed. Convolutional
neural networks based on deep learning have demonstrated
their powerful capabilities in feature extraction and pattern
recognition; so, more and more defect detection methods
incorporating deep learning have emerged. Reference [32]
developed a visual inspection device for inspecting cigar
pack labels at a speed of 500 packs per minute. Reference
[33] used texture analysis to detect the seal quality of food
packaging bags.

3. Method

This work uses convolutional neural network as a computer
graphics image processing technology to detect the defects in
the graphic design of agricultural product packaging. The
convolutional network used is YOLOv3, and a series of
improvement measures have been taken to effectively
improve its performance.

3.1. Convolutional Neural Network. CNN is an artificial neu-
ral network designed to imitate the working mode of neu-
rons in the human brain. The basic unit is artificial
neurons. Artificial neurons also transmit signals hierarchi-
cally and perform extremely well when dealing with gridded
data, especially for large image processing. Convolutional
neural networks usually include the following structures:
input layer, convolutional layer, pooling layer, fully con-
nected layer, and output layer. The input layer is responsible
for the input of the network, which is generally a matrix of
numbers representing an image. The image input to the net-
work will then go through a series of convolutional layers,

pooling layers, and fully connected layers, and finally, the
output layer will input the result.

The convolutional layer is an important part of the con-
volutional neural network, and the layers are directly con-
nected locally to map the underlying information into
high-level features. Each convolutional layer has multiple
convolution kernels, and the size and number of convolution
kernels have an important impact on the recognition ability
of the convolutional neural network. The essence of a convo-
lution kernel is a set of trainable weight matrices. When con-
volution operation is performed on the input image, the
convolution kernel covers part of the input image according
to a certain rule, and the value of the convolution kernel is
multiplied by the value of the corresponding position pixel
in the image. Adding the products obtained in the previous
step is the result of this convolution operation. Convolu-
tional layers are often used to extract image features, and
the result after a series of convolution operations is often
referred to as a feature map. The mathematical expression
of the convolution operation is as follows:

ylj = σ 〠xl−1i ∗wl
ij + blj

� �
: ð1Þ

Weight sharing is an important feature of the convolu-
tion layer. Weight sharing means that when performing con-
volution operations, all positions of the image use
convolution kernels with the same parameters. Weight shar-
ing drastically decreases the network’s parameters, allowing
for much faster model training and inference. Another ele-
ment of the convolution layer is multiconvolution operation,
which refers to the employment of multiple separate convo-
lution kernels to scan the input image. The scan result of
each convolution kernel is a feature map, and finally, the
multifeature map is used for prediction, and the accuracy
can be greatly improved.

The pooling layer is generally located after the convolu-
tional layer, and its main function is to compress the size of
the feature map to reduce the amount of network parame-
ters. The output of the pooling layer is the same as the con-
volutional layer, which is a feature map. These feature maps
uniquely correspond to a feature map of the previous layer,
and the size will be reduced to a certain extent. In theory,
it is possible to directly input the feature map output by
the convolutional layer into the classifier for result predic-
tion. However, after the convolution operation of the image,
the size of the image is not significantly reduced. Instead,
due to the convolution operation of multiple convolution
kernels, the feature map of the network increases. This
increases the number of network parameters and the
amount of computation, which seriously affects the training
speed of the network. Therefore, it is necessary to perform a
dimensionality reduction operation on the convolutional
feature map, which is called a pooling operation. Pooling is
the use of filters to filter out invalid information in the fea-
ture map after convolution operation, saving important
information while reducing the amount of information and
complexity. The pooling operation has strong advantages
in reducing network parameters, reducing the amount of
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computation, and enhancing the robustness of the network.
The pooling operation is as follows:

ylj = down yl−1j

� �
: ð2Þ

The pooling operation first divides the feature map into
small matrices of equal size and does not overlap and then
selects a value to replace the entire small matrix according
to different criteria. There are two commonly used criteria,
one is max pooling, which is to keep the one with the largest
element in each small matrix. The second is average pooling,
which is to average and retain all elements in each small
matrix. After the feature map is pooled, the number will
not change, but its scale will be significantly reduced, and
only the most effective information in the feature map will
be retained, thereby improving the robustness of the convo-
lutional neural network model.

The fully connected layer is the most commonly used
hidden layer of the network before the convolutional layer
is proposed. Each artificial neuron in the layer establishes a
connection relationship with all the neurons in the previous
layer. The main feature is that there are many parameters
and a large amount of calculation. In fact, it plays the role
of integrating information through a large number of
parameters and calculations. In a convolutional neural net-
work, one or more fully connected layers are connected after
multiple convolutional and pooling layers. Its main function
is to fuse the extracted high-level features and then trans-
form these fused features into a probability distribution.
The classification result of the network is output according
to the probability distribution through the output layer.

Activation functions are an important part of convolu-
tional neural networks and are usually used in convolutional
layers. The activation function is essentially a mathematical
function, and its main task is to add nonlinear elements to
the network model. The activation function is created by
imitating the way the neurons in the human brain transmit
information; that is, when the stimulation of the neuron
reaches a certain threshold, the neuron will be activated to
transmit the information of the neurons in the previous
layer. Activation functions work in a similar way. Common
activation functions are as follows:

Sigmoid xð Þ = 1
1 + e−x

,

Tanh xð Þ = ex − e−x

ex + e−x
,

ReLU xð Þ =max 0, xð Þ:

ð3Þ

3.2. Defect Detection of Agricultural Product Packaging
Design with YOLOv3. The overall network structure of
YOLOv3 is divided according to functions, which can be
divided into backbone network and detection network. The
backbone network is essentially a convolutional neural net-
work, which is mainly responsible for the feature extraction
of input images. The DarkNet-53 network is selected in the
YOLOv3 model. The detection network takes the backbone

network’s output as an input, does multiscale prediction
using regression, and outputs the full network model’s detec-
tion findings. Figure 1 shows a schematic diagram of
YOLOv3’s overall network topology. The backbone network
DarkNet-53 is shown on the left, while the detection net-
work on the right forecasts the outcomes based on
DarkNet-53’s output.

The process of performing target detection in the
YOLOv3 network is as follows. The YOLOv3 network model
first scales the image input to the network to a size of 416
× 416 × 3 and then inputs it into the backbone network to
extract feature maps of three scales. The dimensions of the
three feature maps are 13 × 13 × 1024, 26 × 26 × 512, and
52 × 52 × 256, respectively. Then, the feature maps of these
three scales are input into the detection network module,
the lower layer feature map performs upsampling operation,
and the upper layer feature map performs feature fusion.
Then, after a series of convolutional layers, three final feature
maps are obtained. The dimensions of the three final feature
maps are 13 × 13 × 255, 26 × 26 × 255, and 52 × 52 × 255,
respectively, and these three feature maps are finally used
to predict the results.

DarkNet-53 is mainly responsible for extracting feature
maps of different scales. The network performs feature
extraction through a series of 1 × 1 convolutions and 3 × 3
convolutions. A batch normalization layer is also included
to standardize the data, speed up the network’s convergence,
and improve the network model’s training efficiency.
DarkNet-53 contains a total of 52 convolutional layers,
which are composed of these 52 convolutional layers. The
first is through a convolutional layer containing 32 convolu-
tional kernels of size 3 × 3 and then through 5 sets of
repeated residual block structures. Each residual block struc-
ture consists of a single convolutional layer with a set of
repeatedly executed convolutional modules. Before perform-
ing the convolution operation performed separately, the zero
padding operation must be completed first; that is, the zero
expansion of the upper border and the left border of the
input image is first performed. Then, a convolution opera-
tion with a convolution kernel size of 3 × 3 and a stride of
2 is performed. The number of specific convolution kernels
is related to the depth of the network. After that, the convo-
lution module operation is repeated, and it is repeated 1
time, 4 times, 8 times, 8 times, and 4 times, respectively. In
each repeated convolution module, the convolution opera-
tion with the convolution kernel size of 1 × 1 and the num-
ber of convolutions is halved first. Then, perform a normal
number of convolution operations with a kernel size of 3 ×
3. This cycle is repeated for many times; that is, the feature
extraction work is completed. Subsequently, a fully con-
nected layer completes the screening of feature maps. How-
ever, the fully connected layer is actually implemented by
1 × 1 convolution; so, it can also be recorded as a convolu-
tion layer. So far, the entire network contains 53 convolu-
tional layers, from which DarkNer-53 is named.

YOLOv3 outperforms YOLO and YOLOv2 in terms of
backbone network performance. The backbone network,
for starters, uses DarkNet-53 with deeper layers. DarkNet-
53 employs a significant number of residual structures in
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addition to layer deepening. A schematic diagram of the
residual structure’s operation flow is given in Figure 2. The
second point is that before DarkNet-53 performs the convo-
lution operation, it will first normalize the input data of the
convolution layer and then send the processed data to the
convolution layer. The advantage of using this execution
process is that it can greatly speed up the convergence speed
of the network training.

For the detection network, we mainly rely on the feature
maps of different sizes output by DarkNet-53 for result pre-
diction. YOLOv3 uses a total of 3 feature maps for object
detection. These three feature maps are located after the
residual convolution module repeated 8 times by the
DarkNet-53 network, after the residual convolution module
repeated 8 times, and after the residual convolution module
repeated 4 times. Then, use a series of convolution opera-
tions to further extract features. First, a 13 × 13 × 255 output
is obtained according to the feature map with the smallest
size, denoted as y1. A series of convolution operations and
an upsampling operation are performed on the underlying
feature map of DarkNet-53 to expand the size of the feature
map. Then, perform a splicing operation with a feature map
with a size of 26 × 26 × 512 and then go through a series of
convolution operations to obtain a feature map with a size
of 26 × 26 × 255, denoted as y2. Repeat this operation to
get a new feature map, and the output size is 52 × 52 × 255,
denoted as y3.

Finally, three different scales of y1, y2, and y3 are simul-
taneously input into the subsequent network for the final
result prediction. Among them, the feature map of y1 is
small and contains high-level feature information, which is
mainly responsible for the prediction of large targets. The
feature map of y2 is of moderate size and is mainly respon-
sible for the prediction of medium-sized objects. The feature
map of y3 is the largest, which contains more detailed fea-
ture information, and is mainly responsible for the predic-

tion of small targets. It is precisely because the feature
maps of different scales are used in the YOLOv3 network
model that the network can achieve better detection accu-
racy when detecting targets of different sizes.

3.3. Backbone Network Improvement. The original network
model of YOLOv3 was designed to conduct target detection,
with the aim of detection being everyday items, which is
considerably different from the target job in this topic. This
subject’s goal is to find flaws in the graphic design of agricul-
tural product packaging, and the features of numerous flaws
differ significantly from those of the original target object.
Continuing to use the original network model, although bet-
ter detection results can be achieved, it is still not optimal. In
view of this, this topic will carefully study and analyze the
defect characteristics and make certain improvements to
the original YOLOv3 detection algorithm accordingly.

To improve the detection algorithm of YOLOv3, we first
need to improve the backbone network DarkNet-53. The final
output feature map size of the DarkNet-53 feature extraction
network is 13 × 13, and the feature map of this scale is
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Figure 1: The structure of YOLOv3.
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Figure 2: The structure of residual module.
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responsible for the detection of large objects. However, in this
project, some defects have a size of more than 1000 pixels, and
the detection effect of this feature mapmay be difficult to meet
the project requirements. Therefore, this topic decided to add
a residual convolution module on the basis of DarkNet-53, the
internal convolutionmodule is repeated 4 times, and the entire
added module contains a total of 9 convolution operations.
Aside from adding more convolutional layers, the number of
repetitions of the residual convolution module of the feature
extraction network must be adjusted, as well as the number
of convolution kernels inside the residual convolutionmodule.
The new backbone network contains a total of 62 convolu-
tional layers, which can be called DarkNet-62. The number
of network layers is deepened, and the expressive ability of
the network is enhanced. Figure 3 is a schematic diagram of
the DarkNet-62 network model.

3.4. Multiscale Improvement. The original network model
selected 3 feature maps for the final detection result predic-
tion. And the small-scale feature map is responsible for the
detection task of large objects, and the large-scale feature
map is responsible for the detection task of small objects.
Due to the unsatisfactory results of previous experiments,
this project plans to improve the selection of feature maps,
increasing from 3 feature maps to 5 feature maps. In the pre-
vious subsection, a residual convolution module has been
added, taking the output of this part as one of the selected
feature maps. Then, the output of the second residual convo-
lution module of the network model is selected as one of the
feature maps, where the size of the feature map is 104 × 104.
And keep the original 3 feature maps and complete the
screening of the improved YOLOv3 model feature maps. A
total of 5 feature maps participate in subsequent detection.

In the subsequent feature fusion process, since the 6 × 6 fea-
ture map has a size of 12 × 12 after upsampling, it does not
match the 13 × 13 feature map; so, the upsampled feature
map needs to be filled. Here, themethod of zero padding is used
to fill the upper and left sides of the 12 × 12 feature map to
ensure that the subsequent feature maps can be aligned.

3.5. Priori Box Improvement. The YOLOv3 target detection
network follows the a priori frame design of the YOLOv2
network. In the original YOLOv3 algorithm model, there
are 9 a priori boxes calculated on the dataset using the K
-means algorithm. Most of the COCO datasets are common
objects and animals in life, such as TV shows, chairs, cars,
cats, and dogs. YOLOv3’s initial a priori frame is capable
of detecting these things. The flaws in this topic are some
new YOLOv3 targets, and the original a priori frame is not
up to the task of detecting them.

Therefore, this project plans to reset the prior frame suit-
able for the agricultural product packaging graphic design
defect dataset. And on the basis of the original 3, it has been
increased to 5. The reason is that the different types of
defects in this subject are quite different, and the sizes of
other types of defects are also different. As a result, addi-
tional a priori frames are required to improve flaw detection
accuracy in this subject. Table 1 shows the distribution of the
enhanced prior frame on the feature map.

3.6. Activation Function Adjustment. The Leaky ReLU acti-
vation function used in the original YOLOv3 network is an
improved version of the ReLU activation function. But in
the negative semiaxis region, Leaky ReLU presets a nonzero
slope to ensure that the output of the function on the nega-
tive semiaxis is not equal to 0. This ensures that all neurons
can participate in network training, and parameters can be
updated in time. However, since the slope of the negative
semiaxis region is preset and fixed, this makes it impossible
to find the perfect parameter values that are exactly suitable
for this topic, and there is no guarantee that the final result
of the network is optimal.

In view of this, this project plans to use PReLU as the
activation function of this defect detection network model.
The advantage of PReLU is that the slope of the negative
semiaxis region is a parameter that can be learned, not pre-
set, but determined according to the data during the training
of the network model. Moreover, the parameter values are
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Residual block 1×64

Residual block 2×128

Residual block 4×256

Residual block 8×512

Residual block 8×1024

Residual block 4×512

Figure 3: The structure of DarkNet-62.

Table 1: Improved prior box.

Priori box Feature map size

352 × 1127, 465 × 272, 725 × 787 6 × 6
189 × 797, 228 × 195, 296 × 62 13 × 13
104 × 42, 122 × 103, 147 × 132 26 × 26
57 × 172, 76 × 77, 87 × 427 52 × 52
27 × 26, 42 × 40, 52 × 62 104 × 104

Table 2: Experimental environment information.

Name Parameter

CPU Intel i9-9900K

GPU GeForce RTX 2080Ti(11GB)

Memory 32GB

Framework PyTorch 1.6
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fixed when the model is trained and are also constant in the
subsequent testing process. The expression of PReLU is as
follows:

PReLU xð Þ =
x, x > 0
x
a
, others

:

8<
: ð4Þ

4. Experiments

In this section, we define the dataset and detail, result of
backbone network improvement, result of multiscale

improvement, result of priori box improvement, and result
of activation function improvement in detail.

4.1. Dataset and Detail. This work uses a self-made agricul-
tural product packaging graphic design dataset. This dataset
contains a total of 98,472 samples, of which 66,938 samples
are training sets, and the remaining 31,534 samples are test
sets. Precision and recall are used as evaluation metrics for
this work. The experimental environment information is
illustrated in Table 2.

4.2. Result of Backbone Network Improvement. As men-
tioned earlier, this work improves the backbone network.
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Figure 4: Result of backbone network improvement.
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Figure 5: Result of multiscale improvement.
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To verify the effectiveness of this improvement strategy
(BNI), this work conducts comparative experiments to com-
pare the defect detection performance of agricultural pack-
aging graphic design without and with BNI improvement,
respectively. The experimental results are illustrated in
Figure 4.

Compared with the non-BNI improvement strategy,
after using the BNI strategy, the detection network can
obtain 2.1% precision and 1.5% recall improvement. This
can prove the effectiveness and correctness of this work
using the BNI improvement strategy.

4.3. Result of Multiscale Improvement. As mentioned earlier,
this work improves the multiscale prediction. To verify
the effectiveness of this improvement strategy (MSI), this
work conducts comparative experiments to compare the
defect detection performance of agricultural packaging
graphic design without and with MSI improvement,
respectively. The experimental results are illustrated in
Figure 5.

Compared with the non-MSI improvement strategy,
after using the MSI strategy, the detection network can
obtain 1.5% precision and 1.1% recall improvement. This
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Figure 6: Result of priori box improvement.
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Figure 7: Result of activation function improvement.
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can prove the effectiveness and correctness of this work
using the MSI improvement strategy.

4.4. Result of Priori Box Improvement. As previously stated,
this effort enhances the priori box. This work performs com-
parison experiments to compare the defect detection perfor-
mance of agricultural package graphic design without and
with PBI improvement, respectively, to validate the useful-
ness of this improvement approach (PBI). The experimental
results are illustrated in Figure 6.

Compared with the non-PBI improvement strategy, after
using the PBI strategy, the detection network can obtain
1.7% precision and 1.3% recall improvement. This can prove
the effectiveness and correctness of this work using the PBI
improvement strategy.

4.5. Result of Activation Function Improvement. As men-
tioned earlier, this work improves the activation function. To
verify the effectiveness of this improvement strategy (AFI),
this work conducts comparative experiments to compare the
defect detection performance of agricultural packaging
graphic design without and with AFI improvement, respec-
tively. The experimental results are illustrated in Figure 7.

Compared with the non-AFI improvement strategy,
after using the AFI strategy, the detection network can
obtain 1.0% precision and 0.8% recall improvement. This
can prove the effectiveness and correctness of this work
using the AFI improvement strategy.

5. Conclusion

Computer graphics and image processing technology are
maturing in tandem with the rapid advancement of informa-
tion technology. In graphic design, the use of computer
graphics and image processing technology can help to simplify
the process, enhance the design effect, and better the design
expression. People’s expectations for graphic design quality
are rising in tandem with the manufacturing industry’s rapid
growth; although, flaws are unavoidable in the design process.
Graphic design defects not only affect the appearance itself but
also affect the use; so, enterprises pay special attention to prod-
uct quality inspection to ensure the quality of products. At the
same time, the quality inspection results are analyzed to fur-
ther improve the graphic design process and reduce the occur-
rence of defects. As a result, this study examines the use of a
convolutional neural network as a computer graphics and
image processing technology in defect identification in graphic
design, as well as the current position. To complete the
enhancement of the YOLOv3 network model, this work uses
the packaging design of agricultural products as an example.
The network model is presented to improve the direction of
this topic based on the experimental findings of the original
YOLOv3 and an in-depth analysis of the characteristics of var-
ious agricultural product packaging graphic design faults. It
includes the improvement of the backbone network, the
improvement of the feature map, the improvement of the
prior frame, and the improvement of the activation function.
Finally, the validity and feasibility of the model improvement
are proved by experiments.
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Occupational identity is an individual’s view, recognition, and approval of his long-term occupation, and its importance to every
professional is self-evident. Only when a professional person agrees with the profession he is engaged in from the bottom of his
heart can he devote himself wholeheartedly to it and unreservedly exert his greatest potential. On the basis of sorting out and
analyzing the prevailing theoretical and empirical research results, this paper deliberates the empirical research on the
influence mechanism between employees’ occupational identity and occupational well-being. In this study, through big data
analysis, literature search, questionnaire survey, and other methods, this paper obtained the professional identity data of
employees in different companies and used a method of big data analysis, namely, BP neural network (BPNN) to design in this
paper to verify the data, and finally obtain an effective theoretical model of the influence mechanism of occupational identity
and occupational well-being. The main work of this paper is as follows: (1) it introduces the interpretation of the concept of
“professional identity” by different scholars at home and abroad and makes a brief review of the researches on professional
identity and professional well-being made by foreign scholars in recent years. (2) The basic knowledge and algorithm process
of artificial neural network (ANN) are introduced, and the design of the evaluation model of the influence mechanism of
occupational identity on occupational well-being based on BPNN is proposed. (3) The simulation software validates the neural
network (NN) assessment system developed in this paper. Experiments reveal that the BPNN system is a reasonable and
feasible evaluation approach for analyzing the impact of occupational identity on occupational well-being.

1. Introduction

Identity is generally believed to be derived from psychology.
The famous psychologist Freud believed that identity is a
process of human cognition and is the inner emotional con-
nection between individuals and individuals, individuals and
groups, and individuals and society. The individual’s attitude
towards the identification of the external world is embodied
in the orientation of values [1–3]. An individual’s sense of
identity is a continuous process that will be precious by the
surrounding environment. Once formed and transformed
into a part of one’s own cognition, it is difficult to change.
Identity is the internal acceptance of the object by the sub-
ject, and it shows consistency in values and behaviors. Occu-
pational identity is an individual’s value orientation towards
a certain occupation, with an attitude of approval, affirma-

tion, and yearning. This occupational role attracts the indi-
vidual’s attention and conforms to emotional experience,
and the individual will strive to become a part of this type
of occupation [4–6]. Occupational identity is a continuous
dynamic process, and occupational identity has the same
root and origin as “self-identity” in psychology. High occu-
pational identity has a promoting consequence on individual
work and can help individuals to do their job well. Occupa-
tional identity is embodied in many aspects and is an impor-
tant criterion for measuring individual occupational mental
health. Reference [7] believes that one of the internal factors
affecting happiness is employees’ professional identity. Now-
adays, “happiness” is what employees of every enterprise
want to pursue, and enterprise managers should also skill-
fully use the theory of happiness in the process of manage-
ment according to the situation. Whether employees are
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happy or not will have a great impact on an enterprise. If an
employee feels that he is very happy in this enterprise, then,
he will preserve a loyal attitude towards the enterprise, be
full of energy at work, and there will be a respectable rela-
tionship between the employee and the enterprise. Labor
relations and job performance are correspondingly higher,
and vice versa [8]. If this condition continues for a long time,
the enterprise will have such a condition: the market com-
petitiveness will gain absolute advantage and will preserve
the momentum of development. As a manager of an enter-
prise, you should clearly know that money is not what peo-
ple really want, because even if you have money, it is for a
good and happy life, and money serves life, so managers
must understand that his employees ultimately what I want
to pursue is “happiness” itself. This requires that enterprise
managers should master the corresponding psychological
knowledge, use the theory of happiness, and carry out scien-
tific and reasonable management and decision-making
under limited resources, so that employees can work and
be happy. Based on the above analysis, it is necessary to
study the influence mechanism of employees’ occupational
identity on their subjective well-being. Whether an employee
of an enterprise agrees with his occupation and the degree of
identity will directly affect his work progress and quality of
life, and then, it is related to the organizational efficiency
of the enterprise and the realization of the ultimate goal.
Since NN is also an important method of data mining, it
has excellent processing ability for nonlinear problems.

This paper focuses on using BPNN to study the influence
mechanism of occupational identity on subjective well-
being. The centripetal dimension refers to teachers’ aware-
ness of the importance of their professional identity in their
work. Therefore, this study adopts the method of data min-
ing to analyze the influence mechanism of employees’ occu-
pational identity on their subjective well-being.

2. Related Work

Identity is a concept closely related to the study of various
academic circles, such as social identity, cultural identity,
national identity, and political identity. Among them, social
identity refers to the convergence of individual behaviors,
values, and social norms, and one of its manifestations is
occupational identity. Reference [9] first started from the
perspective of identity theory and pointed out that occupa-
tional identity is the stability and clarity of an individual’s
understanding of the goals, values, and meanings of occupa-
tions, but they emphasize that occupational identity is a rel-
atively stable state. Subsequently, reference [10] pointed out
that occupational identity is a concept that is gradually con-
structed and matured in the process of psychological devel-
opment and will change with continuous social learning
and interaction. Reference [11] defines it from the perspec-
tive of the form adopted by professional identity. It believes
that professional identity is an unconscious whole in the
form of gestalt about needs, goals, emotions, values, prior
knowledge, and behavioral inclinations. This will in turn
affect professional beliefs and behavioral aspects. Reference
[12] pointed out that occupational identity is the evaluation

of one’s own ability and the thinking and clarification of
occupational values in the process of engaging in occupa-
tion. To sum up, professional identity is not only an instru-
mental role played in the professional background nor is it a
simple synthesis of a professional’s achievements, values,
and beliefs. We can think of occupational identity as an indi-
vidual’s cognition and construction of a specific occupation
and self-role concept gradually developed from growth expe-
rience and social interaction. Reference [13] pointed out that
teachers’ professional identity is no single or absolute nor
can it be static and immutable. It is a dynamic process that
requires multifaceted, multiangle, and multilevel research
and analysis. In the process of identification, teachers are
constantly accumulating experience and constantly criticiz-
ing and correcting. Reference [14] proposes that the profes-
sional image of teachers reflects the professional role of
employees to a large extent, which is relatively complex
and a dynamic process. The formation process of employees’
occupational roles is the formation process of occupational
identity. Reference [15] introduced the individual’s percep-
tion of occupation, such as entry motivation, working condi-
tions, and life choices, into the category of teachers’
occupational identity. Through the research on occupational
identity, occupational identity is divided into four dimen-
sions, namely, the level of centrality, the level of value, the
level of solidarity, and the level of self-expression. The value
dimension indicates that employees identify with their occu-
pational value, and the occupation is more attractive. The
solidarity dimension indicates that employees value the
group and focus on good interpersonal relationships with
colleagues. Employees can be appreciated, acknowledged,
and loved by society, the company, colleagues, and others,
and give greater attention to their own emotional attitudes,
thanks to the dimension of self-expression. Reference [16]
pointed out that in the research on the formation of
employees’ professional identity, the interaction between
the individual and the collective is very important. Reference
[17] conducted research on teachers’ professional identity
and came to a conclusion, starting from three aspects includ-
ing emotion, persistence, and norm. Reference [18] believes
that employees’ professional identity has a great correlation
with professional reality cognition. Reference [3] concluded
through case studies that individual reflection helps profes-
sional identity development. Reference [19] found through
research that occupational identity and turnover intention
were significantly negatively correlated, occupational iden-
tity was closely related to turnover intention, and the level
of occupational identity was poor, then turnover intention
was relatively high. As domestic and foreign scholars gradu-
ally deepen their research on the internal aspects of the com-
pany’s employees, they have made great progress in the
professional identity of employees. My country mainly con-
ducts quantitative research in this area, and the content of
the research is mainly reflected in the analysis of the status
quo of employees’ occupational identity and the research
on its relationship with other aspects. Because occupational
identity and organizational identity are based on social iden-
tity theory, they are both developed on the basis of social
identity theory. Therefore, as far as the current foreign
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professional identification assessment tools are concerned,
most of them are formed after the adaptation of the organi-
zational identification assessment tools. This paper chooses a
more representative scale, “Professional Identification
Scale.” The occupational identity scale developed by Brown
et al. was initially composed of three dimensions: awareness
of occupational membership, positive evaluation of occupa-
tional groups, and sense of belonging to occupational
groups. After multiple structural validity tests, a single-
dimensional scale was formed, consisting of 10 items, and
scored on a Likert 5-point scale. The stronger the profes-
sional identification, the higher the score. The Cronbach’s
alpha coefficient of this scale is 0.71, which is a relatively
widely used measurement tool at home and abroad. The
Chinese version of the single-dimensional structure scale
has a Cronbach’s alpha coefficient of 0.82, and its reliability
and validity are also relatively good.

Because most international researchers feel that work is a
significant aspect of life, it should be included in studies of
professional well-being [20]. Researchers disagree on the
idea and structure of occupational well-being, according to
a study of international literature. Reference [21], for exam-
ple, suggested a two-dimensional model of emotion, health,
and behavior based on the assumption that health is an
important indication of well-being, in which behavior corre-
sponds to work ability and ambition and placed job potential
under the health dimension. The concept of health was inte-
grated into one dimension, causing confusion. Reference [2]
put forward a five-dimensional model of occupational well-
being on the basis of synthesizing the results of previous
researches, arguing that occupational well-being is an indi-
vidual’s evaluation of various aspects of their work, includ-
ing cognitive, emotional factors, personal development,
physical, and mental health and behavior. Therefore, to
sum up, although the opinions of various researchers are
inconsistent, they all emphasize that the measurement of
occupational well-being should be based on the perspective
of development, focusing on the background of well-being.
In recent years, occupational well-being has gradually
become the focus of domestic researchers. Some researchers
believe that occupational well-being is the happiness experi-
ence of professionals in occupational activities, and it is the
reflection of subjective well-being in the workplace, includ-
ing emotional experience and recognition. There are two
dimensions of knowledge evaluation, but there is no exact
definition of the concept of occupational well-being [22].
Reference [23, 24] believes that occupational well-being is a
relatively stable emotional experience dominated by positive
emotions, which is accompanied by an individual’s judg-
ment of his or her occupational identity, occupational activ-
ity process, and occupational benefits and focuses on the
satisfaction of spiritual needs and positive emotions, so pro-
fessional well-being places more emphasis on the spiritual
dimension of self-realization. We can know that occupa-
tional well-being is a multidimensional and flexible concept,
and it is also a key indicator of an individual’s comprehen-
sive evaluation of occupation. Therefore, a broader concept
of well-being can help recover the well-being of professional
people and formulate relatively broad intervention strate-

gies. In this sense, a broad conceptualization enriches the
theory and practice of occupational psychology.

3. Method

3.1. Artificial Neural Networks. In the evaluation of nonlin-
ear problems, traditional common methods have many
defects. ANNs can learn and train from a large amount of
complex data with unknown patterns and find their regular-
ity, especially, they can process any type of data. This is not
possible with traditional methods. Therefore, applying the
theory of ANN to analyze the influence mechanism of occu-
pational identity on occupational well-being not only over-
comes the problems of establishing complex mathematical
analytical expressions and mathematical models in the tradi-
tional evaluation process but also avoids artificial subjective
randomness. It is an effective way to evaluate the mecha-
nism. NNs can be divided into biological NNs and ANNs.
All of the NNs mentioned in this article are ANNs. NNs
are a typical method to realize artificial intelligence through
physiological structure simulation. It starts from the physio-
logical structure of the human brain. Using the point of view
of bionics to explore the mechanism of human intelligent
activities, it is a method that combines the research on the
microstructure of the human brain with the research on
intelligent behavior. NN systems are highly nonlinear and
self-adaptive and are often used to simulate intelligent
behaviors such as cognition, decision-making, and control.
The research of NN theory has laid the foundation for peo-
ple to solve the parallel processing and parallel computing
problems of large-scale information processing. Since the
1980s, NN theory has entered a period of rapid develop-
ment, which has attracted the attention of scholars in many
fields and penetrated into all engineering application fields.
So far, NN has become a frontier research topic that has
developed rapidly in the world.

Synaptic connections in the brain are used to process
information in this mathematical model of ANN. Signals
are routed across the system through processing units and
channels. In addition to having local memory, these process-
ing units may also perform local operations. There are mul-
tiple parallel connections for each processing unit, but the
one-to-one output remains constant regardless of how many
parallel connections are used; this means that even if the
number of parallel connections is increased or decreased,
each processing unit’s signal and its magnitude remain con-
stant. Any mathematical model may be used as the process-
ing unit’s output signal, and each processing unit performs
local operations. The processing unit must only be con-
structed on the value stored in the local scope of the process-
ing unit and the existing value of all input signals that
influence the processing unit over the input. There are a vast
number of nodes and interconnections between them in the
NN, which is a model of functioning. The excitation func-
tion denotes the output function implied by each node.
The memory of an ANN is represented by the weight of each
link between two nodes, which is referred to as a weight. The
output of the network is dependent on the weight of the net-
work, the technique of connection, and the excitation
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function. Each individual neuron in the brain is connected
to the rest of the network through connections called neu-
rons. There are various learning algorithms for NNs.

3.1.1. Hebb Type Learning. The idea of Hebb-type learning
has a certain biological background, and its idea can be sum-
marized into two points: if two neurons on both sides of a
synapse are activated at the same time, the energy of the syn-
apse will be selectively increased; conversely, if two neurons
on either side of a synapse are activated asynchronously, the
synapse’s energy is selectively reduced. The mathematical
description is as follows:

Δwij nð Þ = ε xj nð Þ − �xJÞðxi nð Þ − �xI
� �

: ð1Þ

3.1.2. Error Correction Type Learning. Error correction
learning is a supervised learning process. The reference basis
for adjusting the connection weights is the deviation
between the expected output of the NN and the actual out-
put and ultimately reduces this deviation.

3.1.3. Random Learning. The random learning algorithm
introduces methods such as random process and probability
into the algorithm, adjusts the variables of the network
through these methods, and further maximizes the objective
function of the network.

3.1.4. Competitive Learning. Competitive learning is to intro-
duce a competitive mechanism into the learning algorithm.
All units in a certain part of the NN compete to obtain
who is the output. The unit connection weight that wins in
the competition changes to a more favorable direction for
the competition of this input stimulus pattern. Furthermore,
the winning unit inhibits the response of the losing unit to
the stimulus pattern, so that only one output neuron is active
at any one time.

3.1.5. Learning Based on Memory.Memory-based learning is
mainly used for pattern classification, such as nearest neigh-
bor classifiers.

3.1.6. Structural Revision Learning. The modification of the
NN structure, that is, the change of the network topology,
also plays an important role in the learning process of ani-
mals. That is to say, the learning of the NN is not only
reflected in the changes of the weights but also the changes
of the network results will also affect the learning.

3.2. BP Neural Network. The multilayer feed-forward NN
has greatly improved the classification ability of the network
due to the introduction of the hidden layer. Since the error
back-propagation method is often used in the training of
the multilayer feed-forward network, the multilayer feed-
forward network is often called BPNN.

3.2.1. BP Algorithm Model. Forward propagation and back-
ward propagation of the mistake are two separate pro-
cesses in BP’s learning process. Forward propagation
shows that input samples are first received from an exter-
nal source, then managed by each hidden layer, and then
sent to a final output layer. Errors will be propagated

backward if there is a significant difference between the
actual output of the output layer and what was intended.
Errors are propagated backwards in a layer-by-by-layer
fashion from the output layer to the hidden layer and
finally to the output layer via back-propagation error cor-
rection. Back-propagation distributes the mistake to each
layer’s units, and the apportionment results for each layer.
As a foundation for the error signal, the weight of each
unit and its error signal is rectified. The two sections of
the BP algorithm cycle repeatedly to alter the weights of
each layer in the learning process. The weights of each
layer of the network are constantly being adjusted
throughout the network’s learning and training phase.
Until the network output error is within an acceptable
range or the number of loops hits the top limit, the two
sections are looped back and forth.

3.2.2. BP Learning Algorithm. Figure 1 depicts the most gen-
erally used NN, as well as the most popular single hidden
layer NN. The input layer, the hidden layer, and the output
layer are the three layers of this single hidden layer feedfor-
ward network, which is also known as a three-layer percep-
tron or a three-layer feedforward network.

The fundamental of the BP algorithm is to iteratively
obtain the minimum error value. The error E between the
network output and the expected output is as follows.

E = 1
2 b −Oð Þ2

= 1
2∑1

k=1 bk −Okð Þ2
: ð2Þ

The formula of the error E in the hidden layer is as
follows:

E = 1
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The formula for the error E in the expansion to the
output layer is as follows:

E = 1
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From formula (4), the input error of the BPNN is also
the weight function of the overall layers, and the change of
the error can be achieved by adjusting the weights. Using
gradient descent, the weights are continuously adjusted as
follows.

Δwjk = −
λ∂E
∂wjk

, j = 0, 1,⋯,m ; k = 1, 2,⋯, l: ð5Þ

ΔVij = −
λ∂E
∂Vij

, i = 0, 1,⋯, n ; j = 1, 2,⋯,m: ð6Þ
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After repeated cycles, the value adjustment function of
the weight of the BP learning algorithm is

Δwjk = λθOk yj = λ bk −Okð ÞOk 1 −Okð Þyj, ð7Þ

ΔVij = λθyj xi = λ 〠
l

k=1
μOk wjk

 !
yj 1 − yj
� �

xi: ð8Þ

In the BP learning algorithm, the weight adjustment
formula of each layer of the network is the same in form,
and the formula is determined by three factors, namely,
the output error signal θ of this layer, the learning rate
λ, and the input signal X (or Y). The error signal of
the output layer comes from the transformation of the
difference between the expected output and the actual
output. The error signal of each hidden layer depends
on the error signals of the layers before the layer. These
error signals are all back-transmitted from the output
layer by layer.

3.2.3. Defects of BP Algorithm. The BP algorithm can esti-
mate any nonlinear function with any precision after being
used in a three-layer feedforward network with a nonlinear
transfer function, which is the reason why the BP network
is more and more widely used. However, the standard BP
algorithm has some inherent defects in its application:

(1) It is easy to not obtain the global optimal solution
and only obtain the local minimum solution

(2) Too many training times will reduce the learning
efficiency and slow down the speed of convergence

(3) The selection of hidden nodes lacks theoretical
guidance

(4) During training, learn new samples but easily forget
about old samples

3.2.4. Improvement of BP Algorithm. In order to overcome
the shortcomings of the BP algorithm, a variety of new algo-
rithms have been proposed to improve it in practice, and the
network has been improved from different angles.

(1) Simulated annealing algorithm

It is a global optimization algorithm that simulates the
metal annealing process. The adjustable weights of the net-
work are equivalent to the particles in the metal, and the
output error of the network is equivalent to the energy state
of the metal. By adding “noise” to the variables, it is possible
for the network to jump out of the minimum point of the
cost function and converge to the global minimum point.

(2) Genetic algorithm

It is a probabilistic search method that mimics the
genetic and evolutionary processes of animals in the wild.
It is an adaptable global optimization algorithm. A number
of beginning points are used to avoid the network from set-
tling on a local solution instead of a global one; the algo-
rithm employs the probability law to guide its search and
conducts efficient heuristic search in the solution space.
We would prefer thorough yet methodical research than
haphazard or unfocused efforts. As a result, avoiding local
minima is extremely probable. Apply the global search per-
formance of a genetic algorithm first, and then use error
back propagation to identify a solution that is best for your
particular situation.

(3) Improve the normalization algorithm of training
samples

Due to the large difference in the physical quantities of
the input nodes of the network, the training samples of var-
ious indicators are not comparable, so the evaluation cannot
be carried out smoothly. In order to prevent small values
from being overwhelmed by large values, different normali-
zation methods can be used to normalize the input samples
to between [0, 1].

(4) Reasonable selection of initial weights and
thresholds

By selecting appropriate weights and thresholds, or mak-
ing appropriate adjustments during the training process, the
global optimal solution can be achieved to jump out of the
local minimum area. In many literatures, a variety of initial
values are set, and then, the one with the best training effect
is selected as the weight and threshold after learning. This
method is relatively simple and effective and is widely used.

(5) Improve the activation function

In the hidden layer of the network, the activation func-
tion of neurons generally uses the S function, but the S func-
tion has a defect. When the value is close to 0 or 1, the
regions at both ends are defined as the saturated region,
and the middle region is the unsaturated region. In the sat-
uration region, the change of the independent variable has
been unable to change the change of the function value well.
If the output of the network neuron is different from the
expected value at this time, and the adjustment amount of
the connection weight is small, it is difficult to adjust the
existing state of the neuron, and the convergence speed is

x1 x2 … xi xn – 1 xn…

V1 Vm

y1 y2 … yj ym

W1 Wk Wh

O1 Ok Oh… …

Figure 1: A single hidden layer NN structure.
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slowed down, which is the “platform” phenomenon. In
order to solve this problem, the activation function of the
neurons in the hidden layer can be in the form of formula
(9). By adjusting the values of d, g, and h, the saturation
region of the function can be changed, so as to attain the
determination of adjusting the output value of the neuron.

f xð Þ = 1
d
+ ge−hx: ð9Þ

(6) Adjust the network structure

The network structure is changed by increasing the
number of nodes, layers, and connection methods according
to certain rules, so as to solve the problem that the global
optimal solution and the local minimum cannot be obtained.

(7) Determination of the number

Determination of the number of neurons in the hidden
layer if the level of the network is certain, the increase in
the number of hidden layers can effectively improve the
training accuracy. The premise of ensuring that a nonlinear
network has the ability to approximate any curve is to have
enough hidden layer neurons, but if there are too many hid-
den layer neurons, the convergence speed will be slowed
down. There is a theory in the literature that if there is a
node in the input layer of a three-layer feedforward NN,
then when the number of nodes in the hidden layer is 2a
+ 1, the network can approximate any differentiable func-
tion with arbitrary precision.

3.3. Evaluation Index System Based on BPNN. The index sys-
tem plays a critical role in the evaluation of nonlinear prob-
lems since it is scientific and fair. In the index system, the
meaning and weight of each index are marked in detail,
and the reasonable and scientific settings of the index system
play a key role in the evaluation system. Regardless of the
final result of the evaluation or the evaluation index of the
evaluation index system, the correspondence between the
rank and the output range is shown in Table 1. The evalua-
tion system proposed in this paper for the impact of occupa-
tional identity on occupational well-being is designed with
multiple evaluation indicators, as shown in Table 2.

3.4. Evaluation Data Initialization Processing. Since the
input of indicators in this article is obtained by scoring or
grades, the percentage system is used. However, the input
data range of the BPNN is between [0, 1], and the excitation
function is the S function. Therefore, before the NN is
trained, the input data should be normalized. Commonly
used normalization functions are the maximum and mini-
mum method, exponential function method, and so on. This
paper uses the maximum and minimum method to normal-
ize the input data. This method is a linear transformation of
the data, which can better preserve the original meaning of

the data. The input data normalization formula is as follows:

X = I −
Imin
Imax

− I, ð10Þ

where X is the input value of the BPNN, I is the evaluation
original data, Imin is the minimum value of the BPNN input,
and Imax is the maximum value of the BPNN input.

4. Experiment and Analysis

4.1. Determination of BP Network Results. According to Kol-
mogorov’s theorem, a BPNN with a hidden layer can be used
to approximate any continuous function mapping relation-
ship. Any continuous rational function in a closed interval
can be approximated by a BPNN with a sigmoid hidden
layer and a linear output layer. Therefore, in the design of
BPNN, the three-layer network can meet the basic require-
ments. If the number of layers is enlarged, the complexity
of the network will be greatly enlarged, the training time will
be increased, and the scope of reducing the error will be lim-
ited. This paper constructs the evaluation model using the
three-layer BP network structure.

(1) The number of neural units in the input layer is
determined

The number of neural units in the input layer is deter-
mined as the number of indicators in the evaluation table,
and the available indicators are 10, that is, the number of
neural units in the input layer of the BPNN is 10.

(2) The number of neural units in the output layer is
determined

The number of neural units in the output layer is the
evaluation result of the influence of occupational identity
on occupational well-being, which is set to 1 in this paper.
Through the qualitative and quantitative evaluation analysis
of the course, a quantitative evaluation result output is
finally obtained.

(3) The number of neurons in the hidden layer is
determined

In the BPNN, the number of neurons in the hidden layer
has a great influence on the performance of the NN. If the
number of neurons in the hidden layer is too small, the
learning ability of the NN will be insufficient, and the net-
work will easily fall into a local minimum point. Sometimes

Table 1: NN output value and evaluation level corresponding table.

Evaluation level NN output value

Totally suitable 0.900-1

Basically meet 0.800-0.890

Uncertain 0.700-0.790

Basically does not meet 0.600-0.690

Totally inconsistent 0-0.590
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even unstable results may be obtained. On the contrary, if
the number of NN elements in the hidden layer is too large,
the network will fit the irregular information existing in the
sample, resulting in the phenomenon of “overfitting” in the
network, which will not only lead to prolonged training time
but also errors are not necessarily minimal. Therefore, the
appropriate selection of the number of neurons is a very
important task. According to experience, for a three-layer
NN, the following formula is used for the number of neural
units in the hidden layer:

h =
ffiffiffiffiffiffiffiffiffi
i + k

p
+ c, ð11Þ

where i is the number of neurons in the input layer, k is the
number of neurons in the output layer, and c is a constant in
the range [1–10].

According to the above empirical formula, the number
of neurons in the hidden layer of the network model in this
paper ranges from [4–14], and the most suitable number of
neurons needs to be verified through experiments. The
experimental results obtained are shown in Figures 2–4.
Finally, 8 is the number of neurons in the hidden layer.

(4) Determination of the training function

Different training functions have different convergence
accuracy and number of training steps. From the experimen-
tal data, it is most appropriate to choose LM as the training
function in this paper.

(5) Determination of the learning rate

In the BPNN, the learning rate remains unchanged. If the
learning rate is too large, the network weights will be adjusted
to a larger extent each time they are updated, which may cause
the NN to jump back and forth around the minimum error
value during the update iteration process. When it is true,
the network diverges and cannot converge. On the contrary,
if the learning rate is too small, the adjustment speed of the
network weights will be small each time, and the convergence
speed will be slow. Taken together, although the learning rate
is small, the convergence rate will be slow, but it will eventually
converge to the vicinity of the minimum error value. There-
fore, this paper tends to choose a smaller learning plastic sheet
to ensure the stability of the system, and the learning rate
finally determined in this paper is 0.025.

(6) Determination of activation function

In this paper, the tagsig hyperbolic tangent function is
used as the activation function on the hidden layer unit. As

Table 2: Occupational identity scale assessment indicators.

Index Label

Work matches my expectations X1

Work makes me proud X2

Very satisfied with the work X3

If you choose a job again, you will still choose the current one X4

I want my children to do my current job X5

I would like to do this job for the rest of my life X6

Your current job is an important part of your self-image X7

I really identify with my work X8

The work I do will make me feel more fulfilled than others X9

My career trajectory is important to realizing my self-worth X10
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Figure 2: Train effect when N = 4 and N = 6.
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mentioned above, the BPNN evaluation system in this paper
performs data normalization processing in the first step, so
the activation function of the output layer unit is selected
as the sigmoid function.

4.2. Data Sources. The experiments in this paper are based
on the MATLAB software package launched by MathWorks
for modeling. This software package is not only a very prac-
tical and effective scientific research programming software
environment but also an interactive program for scientific
nuclear engineering calculation. MATLAB NN toolbox is
the activation function of several typical NNs based on the
theory of this algorithm designed by using scripting lan-
guage and provides the function calling method, which is
convenient for users to directly call the activation function

of the network without repeated construction. Users can also
alter the weights according to the specific conditions of the
network they developed, as well as the network’s training
process, write design and training functions suitable for their
own network using the scripting language, and learn the
functions. At present, the MATLAB NN toolbox contains
most of the NNs, including the perceptron model, the
BPNN, and the self-organizing network model. In this
paper, the results of 280 occupational identity scale B of
employees in different types of companies are obtained
through online questionnaire survey as experimental data.
The screening of the survey data is to delete 5% of the lowest
and highest scores to prevent “spam.”. After that, the exper-
imental data is initialized, and the following 240 data are
randomly selected as training and simulation data.
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Figure 3: Train effect when N = 8 and N = 10.
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Figure 4: Train effect when N = 12 and N = 14.

Table 3: Statistics of the final experimental results.

Result type
Num

1 2 3 4 5 6 7

Network evaluation results 0.829 0.815 0.728 0.925 0.682 0.871 0.966

Actual evaluation results 0.827 0.814 0.735 0.919 0.685 0.867 0.970

Error 0.020 0.010 0.070 0.060 0.030 0.040 0.040
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4.3. Experimental Results of BPNN Model. Through model
initialization, a network prediction model is created, and
after training the NN, the obtained model is subjected to
data-based simulation tests, and the final experimental
results are shown in Table 3.

As shown in Table 3, the evaluation results after network
training are compared with the actual evaluation results, in
which the actual evaluation results are the evaluation data
given by experts. From the experimental data, it can be con-
cluded that the training accuracy of the evaluation model of
the influence mechanism of occupational identity on occu-
pational well-being based on BPNN is completely accept-
able, and it is a scientific, reasonable, and feasible
prediction model.

5. Conclusion

Wages, bonuses, benefits, and working circumstances,
according to motivation theory, are external motivating fac-
tors for a person’s work motivation, whereas belonging,
respect, achievement, and challenge are internal motiva-
tional factors for a person’s work motivation. Occupational
identity is an individual’s affirmative evaluation of the occu-
pation he is engaged in. It not only overcomes the externality
and sense of alienation of the occupation but also is a person
who can internally unify his personal value and meaning
with the value and meaning of the occupation he is engaged
in. As a result, the occupational work motivation formed on
the basis of occupational identity is more conscious, active,
and active. Compared with various other external stimuli
and inducements, occupational identity plays a more lasting
and stable role. In addition, the final experimental results of
this paper show that occupational identity has a positive
effect on employees’ occupational well-being, which can
allow employees to bring greater benefits to the enterprise.
Therefore, enterprise managers can take the cultivation of
employees’ professional identity as part of the enterprise cul-
ture. The work completed in this paper is as follows: (1) it
introduces the interpretation of the concept of “professional
identity” by different scholars at home and abroad and
makes a brief review of the research on professional identity
and professional well-being made by foreign scholars in
recent years. (2) The basic knowledge and algorithm flow
of ANN are introduced, and the evaluation model based
on BPNN is proposed, including NN evaluation model, net-
work structure, learning parameters, and learning algorithm.
(3) The NN evaluation system constructed in this paper is
verified by the simulation software. Experiments reveal that
the BPNN system proposed in this study is a reasonable
and feasible evaluation model for determining the process
by which occupational identity influences occupational
well-being.
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Objective. To investigate the impact of midwives using an intelligent delivery roommanagement system on the outcome of deliveries.
Method. A total of 100 primiparas admitted to the department of obstetrics and gynecology of our hospital from January 2019 to June
2020 were selected as the research objects. They were randomly assigned to one of two groups: control or observation. The control
group got standard obstetric care. On the basis of the control group, midwives in the observation group applied the intelligent
delivery room management system for delivery management. The outcomes of childbirth, postpartum anxiety, and postpartum
depression were recorded and compared between the two groups. Results. The observation group’s first and second stages of labour
were shorter than the control group’s (P < 0:05), postpartum NRS score was lower than the control group’s (P < 0:05), neonate
Apgar score was higher than the control group’s (P < 0:05), and the rate of vaginal delivery to caesarean section was lower than the
control group’s (P < 0:05). There was no statistical significance in prenatal S-AI scores between the observation group and the
control group (P > 0:05). After delivery, the S-AI score of the observation group was lower than that of the control group, and the
comparison result was statistically significant (P < 0:05). There was no significant difference in prenatal EPDS scores between the
observation group and the control group (P > 0:05). After delivery, the EPDS score of the observation group was lower than that of
the control group, and the comparison result was statistically significant (P < 0:05). Conclusion. Midwives may employ
sophisticated delivery room management technologies to improve birth outcomes and reduce maternal anxiety and depression,
and it is something that should be extensively promoted in clinic.

1. Introduction

Childbirth is a normal physiological process, and a con-
stant and intense stressor, along with the delivery process,
the maternal tension, anxiety, depression, and other
adverse emotions increased sharply, and adverse emotions
were correlated with the outcome of childbirth [1]. In
obstetrics and gynecology, labor analgesia requires close
observation. Turntable speed can also be slowed by pro-
longed work. Medical personnel are insufficient to address
the demands of more women, resulting in the country’s
low natural birth rate [2, 3]. A clinic urgently needs a
set of management system software to solve the problem
of labor shortage in the delivery room. The system soft-
ware can monitor the operation of the analgesic pump
and physiological parameters of the pregnant women in

real time. Electronic delivery record sheet can be realized,
doctors can view all maternal actual labor process on a
computer and can meet the needs of information, mobile
monitoring function, electronic files, and so on [4, 5].
Midwives use an intelligent delivery room management
system to optimise medical staff work efficiency, improve
childbirth quality, control childbirth risk, and collect deliv-
ery room data management information [4, 6]. The use of
the intelligent delivery room management system by mid-
wives in our hospital from January 2019 to June 2020 had
a positive impact on the delivery outcome, according to
this study. The following is the report:

The paper’s organization paragraph is as follows: the
materials and methods is presented in Section 1. Section 2
discusses the experiments and results. Finally, in Section 3,
the research work is conclude with discussion.
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2. Materials and Methods

2.1. General Information. A total of 100 primiparas admitted
to the department of obstetrics and gynecology of our hospi-
tal from January 2019 to June 2020 were selected as the
research objects. It had been approved by the Ethics Com-
mittee of our hospital. They were randomly divided into a
control group and an observation group. Control group:
the average age was 24:68 ± 4:21 years from 20 to 34 years
old; gestational weeks ranged from 35 to 41 weeks, with an
average of 39:64 ± 0:78 weeks. Observation group: the aver-
age age was 25:10 ± 4:22 years from 21 to 35 years old; ges-
tational weeks ranged from 36 to 41 weeks, with an average
of 39:88 ± 0:72 weeks. There was no significant difference in
maternal age and gestational age between the two groups
(P > 0:05), which was comparable.

2.1.1. Inclusion Criteria. Inclusion criteria are as follows: ①
36 to 41 weeks of gestation; ② pseudonatural vaginal birth;
③ single live births; ④ age 20-35 years old; ⑤ the puerpera
and her family members signed the informed consent.

2.1.2. Exclusion Criteria. Exclusion criteria are as follows: ①
patients with pregnancy hypertension and diabetes mellitus;
② patients with insomnia, depression, and other serious
mental disorders before pregnancy;③ patients with commu-
nication difficulties; ④ other unsuitable candidates.

2.2. Methods

2.2.1. Control Group.Adopting routine obstetric management,
that was, after entering the labor process, accompanied by the
midwife, routine psychological support, breastfeeding guid-
ance, and general guidance for the newborn.

2.2.2. Observation Group. On the basis of the control group,
with the use of midwives and intelligent delivery room man-
agement system for delivery management, intelligent deliv-
ery room management system from the perspective of the
actual needs of the delivery room, covering the whole deliv-
ery process in the delivery room; it was necessary to support
the real-time monitoring of the operation status of the anal-
gesia pump, the real-time monitoring of the maternal phys-
iological parameters, and the real-time monitoring of the
portable monitoring equipment data, supporting the mobile
viewing of medical staff, meeting the interaction data with
HIS and other hospital information systems, and avoiding
the generation of information islands [7]. The intelligent
delivery room management system setted the delivery and
delivery and postpartum rehabilitation in the same delivery
room. Prepare Dulla ball, Dulla instrument, bean bag, and
other birthing auxiliary supplies while equipped with a mul-
tipurpose electric bed, foetal monitor, low-frequency pulse
postpartum rehabilitation equipment, first aid medications,
narcotics, and other essential equipment during labour [8].
According to the home conditions of the puerpera, the ward
environment was arranged; wardrobe, sofa, TV, 24 h hot
water, and other necessary items for family life were added,
and speakers were introduced to create an intelligent envi-
ronment. Obstetricians, midwives, operating room nurses,

neonatologists, nurses, and maternal family members collab-
orated during the delivery process to complete the perinatal
management of the mother. Figure 1 depicts the intelligent
delivery room management system.

2.3. Observational Index. The outcomes of childbirth, post-
partum anxiety, and postpartum depression were recorded
and compared between the two groups.

2.3.1. Delivery Outcome. The time of the first stage of labor,
the time of the second stage of labor, the time of the third
stage of labor, the number of cases of vaginal conversion to
cesarean section, Apgar score of newborn, and labor pain
were recorded in the two groups. Pain was assessed by
numeral pain score (NRS) [9] at the first time after delivery;
the pain intensity was expressed by 0~10 pain points, which
were evaluated by the puerpera at the time of admission to
the ward after delivery. The mean value was calculated by
repeating twice.

2.3.2. Postpartum Anxiety. The State Anxiety Questionnaire
(S-AI) [10] was used to measure the state of maternal anxi-
ety before and after 3 days. A total of 20 items were filled in
by the parturients according to their own actual feelings.
Each item was divided into 4 levels, which counted as 1-4
points. The higher the score, the heavier the anxiety level.

2.3.3. Postpartum Depression. The Edinburgh Postpartum
Depression Scale (EPDS) [11] was used to measure maternal
depression at prenatal and postpartum 3 days. There were 10
items in total, and each item adopted a 4-level score of 0-3.
The total score of each item was added into the total score,
and the total score of >13 was classified as postpartum depres-
sion. The higher the score, the more severe the depression.

2.4. Statistical Methods. SPSS22.0 statistical software was
used. The statistical data were compared by χ2 test of two
independent samples. Two independent samples t or t ′ test
were used to compare the measurement data of normal dis-
tribution. Rank sum test was used to compare the measure-
ment data of nonnormal distribution, and the test level
α = 0:05.

3. Results

3.1. Results of Delivery Outcome. The time of the first stage of
labor and the second stage of labor in the observation group
were shorter than those in the control group (P < 0:05),
postpartum NRS score was lower than control group
(P < 0:05), Apgar score of neonates was higher than that of
control group (P < 0:05), and the rate of vaginal delivery to
cesarean section was lower than that of control group
(P < 0:05). Results of delivery outcome are shown in Table 1.

3.2. Results of Anxiety Score. There was no statistical signifi-
cance in prenatal S-AI scores between the observation group
and the control group (P > 0:05). After delivery, the S-AI
score of the observation group was lower than that of the
control group, and the comparison result was statistically
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significant (P < 0:05). Results of anxiety score was shown in
Table 2.

3.3. Results of Depression Score. There was no significant dif-
ference in prenatal EPDS scores between the observation
group and the control group (P > 0:05). After delivery, the
EPDS score of the observation group was lower than that
of the control group, and the comparison result was statisti-
cally significant (P < 0:05). Results of depression score was
shown in Table 3.

4. Discussion

In a set of system software, the intelligent delivery room
management system integrates maternal analgesia with
maternal and foetal physiological data. Support access to
data information from a range of devices to satisfy the prac-
tical demands of obstetricians, anesthesiologists, and mid-
wives at the same time. The software can also be based on
warehouse conditions [12], optimize the system warehouse
management workflow, and realize drug expiration query,
material use instructions, and so on. It is convenient for
the trainees to use it efficiently. It creates an electronic com-
bat team and provides the function of multiangle and multi-
level statistical analysis data to assist the commander in

making decisions [13, 14]. Studies at home and abroad have
reported that the incidence of anxiety and depression in
pregnant women during pregnancy continues to increase.
More than 50% of pregnant women show symptoms of anx-
iety or depression in the early and late stages of pregnancy,
often showing extreme irritability, persistent fatigue and
low mood, moodiness, and more tension, worry, and depres-
sion than before [15]. The physiological changes during
pregnancy, social gestation pressure, postpartum fatigue,
and complications that primipara face during pregnancy
and delivery are likely to cause difficulty adapting to the role
transition of novice mothers with no prior experience with
pregnancy and delivery, an urgent demand for family sup-
port, and an easy to produce negative emotion [16]. Anxiety
and depression during pregnancy not only directly damage
the spirit and quality of life of pregnant women but also
may develop into postpartum psychosis and bring long-
term negative effects on the growth and development of
infants [17]. The intelligent delivery room management sys-
tem includes all living facilities and medical safety equip-
ment, so that the parturient can feel warm during delivery
and help the parturient to reduce the pain and stress reac-
tion caused by negative emotions during delivery [18], pre-
vent postpartum depression, and then reduce the risk of
uterine weakness and prolonged labor, reduce the risk of

Hospital intranet

HIS system

Browser access

Intelligent terminal access

DB

Delivery system

Portable medical equipment

Foetus ECG monitor

Automatic analgesic pump

Figure 1: The intelligent delivery room management system.

Table 1: Results of delivery outcome.

Groups Cases
Birth process time [M(Qn)∙h]

Apgar
score NRS

Normal delivery
to cesarean section

First stage Second stage Third stage 8-10 <8
Control group 50 11.04 (0.75) 0.65 (0.13) 0.12 (0.02) 37 13 8:860 ± 0:280 14

Observation group 50 9.05 (1.32) 0.40 (0.17) 0.11 (0.03) 44 6 6:41 ± 1:170 6

Statistics 7.531 5.201 1.254 4.506 11.571 7.303

P <0.050 <0.050 >0.050 <0.050 <0.050 <0.050
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neonatal asphyxia, and increase the natural birth rate.
Because the medical equipment in use has safety risks, risk
identification, risk assessment, and risk control are required
[19]; the application quality evaluation of the analgesia
pump should be strengthened in order to ensure the accu-
racy and reliability of the data collection of the intelligent
delivery room management system [19].

Research in this study showed that the time of the first
stage of labor and the second stage of labor in the observation
group was shorter than those in the control group (P < 0:05),
postpartumNRS score was lower than control group (P < 0:05
), Apgar score of neonates was higher than that of control
group (P < 0:05), and the rate of vaginal delivery to cesarean
section was lower than that of control group (P < 0:05). There
was no statistical significance in prenatal S-AI scores between
the observation group and the control group (P > 0:05). After
delivery, the S-AI score of the observation group was lower
than that of the control group, and the comparison result
was statistically significant (P < 0:05). There was no significant
difference in prenatal EPDS scores between the observation
group and the control group (P > 0:05). After delivery, the
EPDS score of the observation group was lower than that of
the control group, and the comparison result was statistically
significant (P < 0:05).

To summarize, midwives using an intelligent delivery
room management system can improve the result of labor,
minimize maternal anxiety and depression, and is deserving
of widespread clinical promotion.

Data Availability

The data used to support the findings of this study are
included within the article.
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To analyze the effect of exercise combined with diet intervention on postoperative quality of life of breast cancer patients, a total of
104 breast cancer patients randomly selected from October 2019 to September 2020 who received systemic adjuvant endocrine
drug therapy in our hospital for the first time were divided into the observation group and control group as the research
subjects. The control group was given exercise and exercise intervention on the basis of routine nursing, and the observation
group was given exercise and exercise combined with diet intervention on the basis of basic nursing. Nutritional indexes,
anxiety and depression, sleep quality, cancer-induced fatigue, and life quality were observed in both groups. The nutritional
indicators of the observation group were slightly different from the control group after exercise and diet intervention,
indicating that the observation group’s data was higher than the control group (P > 0:05). The HAMA (human anti-mouse
antibody) and HAMD (Hamilton depression scale) ratings of the two groups did not differ significantly (P > 0:05). Both
groups’ HAMA and HAMD ratings improved after intervention; although, the control group’s increase was bigger than the
observation group (P < 0:05). Both groups’ poor sleep quality assessment (PSQI) scores improved after intervention, with the
observation group’s increase rate being lower than the control group (P < 0:05); the control group’s sleep time fell more than
the observation group (P < 0:05).

1. Introduction

The World Health Organization (WHO) pointed out that
breast cancer has become the highest incidence of malignant
tumors in women worldwide [1]. Compared with other
countries, the incidence of breast cancer in China is at a
low level. However, the prevalence of breast cancer in China
has been steadily increasing in recent years [2, 3]. The main
treatment for breast cancer is surgical treatment, and in
addition to radiotherapy and chemotherapy after surgery,
the estrogen receptor and/or progesterone receptor positive
patients need to receive at least 5 years of endocrine therapy
[4]. Studies have shown that the 5-year survival rate of Chi-
nese breast cancer patients can exceed 88%, which has

become a kind of malignant tumor with a relatively optimis-
tic prognosis [5, 6]. But as patients live longer, other related
problems emerge [7]. As a result of the adverse reactions
caused by the disease and the treatment process, a variety
of physical and psychological problems are exposed, such
as the appearance of negative emotions, poor sleep quality,
and cancer-related fatigue [8]. How to reduce the impact
of these negative behaviors on patients and improve the
quality of life of patients after surgery has become the focus
of medical research [9, 10]. In this study, data of 104 cases of
breast cancer patients treated in our hospital were analyzed
to explore the influence of exercise combined with diet on
postoperative quality of life of breast cancer patients, and
the results are reported as follows.
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The arrangements of the paper are as follows:
Section 2 discusses the materials and methods. Section 3

analyzes the result. Section 4 examines the various discus-
sions. Section 5 concludes the article.

2. Materials and Methods

2.1. General Information. A total of 104 breast cancer
patients who received the first systemic adjuvant endocrine
drug therapy in our hospital from October 2019 to Septem-
ber 2020 were enrolled by convenience sampling. Patients
signed informed consent before grouping, and this study
had been approved by the ethics committee of our hospital.

2.1.1. Inclusion Criteria. The inclusion criteria were as fol-
lows: ① diagnosed by pathology as primary breast cancer
with stage I~A and underwent surgical treatment in our
hospital, ② after receiving chemotherapy in our hospital,
the survival time was more than 6 months, ③ the body
was free of serious comorbidities that could affect the results,
and ④ sane and able to communicate normally.

2.1.2. Exclusion Criteria. The exclusion criteria were as fol-
lows: ① patients or their family members refused to accept
the intervention in this study, ② patients who had been
exercising regularly before, ③ accompanied by other dis-
eases that affect the patient’s activities, ④ had mental disor-
ders and was unable to communicate, and ⑤ life expectancy
was less than 1 year.

Patients were divided into the control group (n = 52) and
observation group (n = 52) according to the random number
table method. There was no significant difference in general
clinical data between the two groups (P > 0:05).General
information was shown in Table 1.

2.2. Methods

2.2.1. Conventional Nursing. During their stay, all patients
received normal treatment, which included exposing them
to the hospital environment and staff following admission
in order to help them transition into their roles as quickly
as possible. Help patients to complete the examination, assist

them to complete the nursing operation, eliminate the
patient’s tension and fear of psychology, and ensure the
treatment of cooperation.

2.2.2. Nursing of the Control Group. Exercise was adminis-
tered as follows, based on traditional nursing: the nursing
team will construct the appropriate exercise strategy based
on the unique features of the patients. Exercise 3 times a
week for the first three weeks for about 15 minutes and then
gradually increase: maximumheart rate = 220 − patient age.
During weeks 1 to 6, the intensity of exercise was 50% of
the maximum heart rate. The intensity of exercise was 60%
of maximal heart rate for weeks 7 to 10. All patients should
choose an exercise that includes three parts: warm-up exer-
cise, genuine exercise, and rest and relaxation, with a time
control ratio of 1 : 3 : 1. Regular health education was taken
for patients, to teach patients the benefits of physical exercise
for breast cancer recovery.

2.2.3. Nursing of the Experimental Group. On the basis of
exercise nursing in the control group, diet nursing interven-
tion measures were given, as follows: ① diet nursing inter-
vention on admission: to understand the eating habits and
nutritional status of patients after admission and inform
family members and patients of dietary taboo information,
② dietary intervention during chemotherapy: nursing staff
should guide patients to eat high protein, high energy, high
vitamin, and other diets and advice patients to eat a high-
fiber diet, and ③ dietary care after discharge: develop a tar-
geted diet plan, diet, and nutrition manual for patients upon
discharge.

2.3. Observational Index. Observational index included the
following:

(1) Nutritional indicators: hemoglobin, serum albumin,
lymphocyte count, and body mass index

(2) Anxiety and depression: the Hamilton Anxiety Scale
(HAMA) was used to score patients’ anxiety [11].
The higher the anxiety level, the higher the score.
The Hamilton Depression Scale (HAMD) was used

Table 1: General information.

Projects Observation group Control group X2 P

Age 52:25 ± 12:30 54:12 ± 10:25 0.06 >0.05

Marriage
In marriage 41 39

0.04 >0.05
Not in marriage 11 13

Work
Yes 12 9

1.80 >0.05
No 40 43

Health care costs
Self-paying 3 4

0.02 >0.05
Health care 49 48

Mastectomy
Yes 38 37

0.12 >0.05
No 14 15

Lymph node metastasis
Yes 8 9

0.08 >0.05
No 44 43

Maximum tumor diameter 2:04 ± 1:14 1:85 ± 1:09 0.25 >0.05
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to score the patients’ depression [12]. The higher the
score, the more depressed

(3) Sleep quality: the Pittsburgh Sleep Quality Index
(PSQI) was used to score patients’ sleep quality.
The scores were added up to a total score, which
ranged from 0 to 21, with higher scores indicating
poorer sleep quality

(4) Cancer-related fatigue: the Piper fatigue scale was
used to evaluate patients’ cancer-induced fatigue
[13]. Each item was scored on a scale of 0 to 6, with
higher scores indicating more severe cancer-related
fatigue

(5) Quality of life: quality of life was assessed using the
Concise Health Status Questionnaire (SF-36) and
the Inventory Scale (QLQ-C30). The higher the
score, better the quality of life

2.4. Statistical Method. SPSS 17.0 Chinese version was used
for data input and data processing. Measurement data was
expressed as (x ± s). Independent sample t-test was used
for analysis. Counting data is expressed as a percentage,
χ2 test was used for analysis, and P < 0:05 was considered
statistically significant.

3. Results

3.1. Results of Nutritional Index. After exercise and diet
intervention, there was a slight difference in the nutritional
indexes of the observation group compared with the control
group, that was the data of the observation group was higher

than that of the control group (P < 0:05). Results of nutri-
tional index were shown in Table 2.

3.2. Results of Anxiety and Depression. The two groups’
HAMA and HAMD scores were compared before and after
intervention. Before intervention, there was no significant
difference between the two groups’ HAMA and HAMD
scores (P > 0:05). After intervention, HAMA and HAMD
scores in both groups were increased, and the increase in
the control group was greater than that in the observation
group (P < 0:05). Results of anxiety and depression were
shown in Table 3.

3.3. Results of Sleep Quality. After intervention, the PSQI
scores of both groups were improved, and the increase rate
of observation group was less than that of the control group
(P < 0:05); the sleep time in the control group decreased
more than that in the observation group (P < 0:05). Results
of sleep quality were shown in Table 4.

3.4. Results of Cancer-Induced Fatigue. Comparison of
cancer-induced fatigue scores between the two groups before
and after intervention showed that after the intervention, the
scores of all dimensions of cancer-induced fatigue were
increased in both groups, and the increase rate in the control
group was higher than that in the observation group
(P < 0:05). Results of cancer-induced fatigue were shown in
Table 5.

3.5. Results of Quality of Life. After treatment, the quality of
life scores in both groups increased, and the increase rate in
the control group was less than that in the observation group
(P < 0:05). Results of quality of life were shown in Table 6.

Table 2: Results of nutritional index.

Groups Cases Serum albumin (g/L) Hemoglobin (g/L) Body mass index (kg/m2) Lymphocyte count (×109/L)
Observation group 52 36:45 ± 2:63 119:44 ± 3:55 20:24 ± 1:89 1:45 ± 0:65
Control group 52 25:01 ± 1:04 102:14 ± 1:57 15:87 ± 1:02 0:21 ± 0:27

Table 3: Results of anxiety and depression.

Groups Cases Time HAMA HAMD

Observation group 52
Before intervention 12:65 ± 2:01 14:78 ± 2:44
After intervention 14:14 ± 3:02 17:34 ± 3:01

Control group 52
Before intervention 12:57 ± 2:08 15:14 ± 2:12
After intervention 16:52 ± 3:21 20:58 ± 2:62

Table 4: Results of sleep quality.

Groups Cases Time PSQI Sleep time (h)

Observation group 52
Before intervention 10:55 ± 3:01 7:78 ± 2:04
After intervention 12:13 ± 2:04 6:46 ± 0:84

Control group 52
Before intervention 10:14 ± 2:17 7:82 ± 1:64
After intervention 14:64 ± 3:12 5:67 ± 0:41
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4. Discussion

Breast cancer is a frequent disease in clinical practice, and its
frequency is rising year after year, posing a major threat to
patients’ physical and mental health [14, 15]. Some
researchers have discovered that eating patterns, radioactive
chemicals, living routines, genetics, and other variables are
all linked to disease [16]. Exercise can obviously improve
the blood circulation of the body, promote the metabolism
of the tissue, improve the body function, and provide suffi-
cient guarantee for the operation of other systems of the
body. Continued exercise can also stimulate the body’s pitu-
itary gland to secret endorphins, improve the central ner-
vous system response ability, and increase the body’s
tolerance to stimulation [17, 18]. The human body in the
movement of the nervous system will appear weak electrical
stimulation, and this stimulation can relieve muscle tension
and mental depression and relax the cortex of the brain, so
that the degree of psychological tension is weakened [19].
Due to the differences between the constitutions of patients,
it is easy to cause different degrees of adverse reactions, such
as loss of appetite, nausea, and vomiting, which will seriously
affect the intake of nutrients, induce malnutrition, and other
complications, and further reduce the resistance, thus affect-
ing the effect of chemotherapy [14, 20].

This study showed that after exercise and diet interven-
tion, there was a slight difference in the nutritional indexes
of the observation group compared with the control group,
that was the data of the observation group was higher than
that of the control group (P < 0:05). HAMA and HAMD
scores of the two groups had no significant difference
(P > 0:05). After intervention, HAMA and HAMD scores

in both groups were increased, and the increase in the con-
trol group was greater than that in the observation group
(P < 0:05). Both groups’ PSQI scores improved after inter-
vention, but the observation group’s increase rate was lower
than the control group (P < 0:05); the control group’s sleep
time fell more than the observation group (P < 0:05). The
scores of all dimensions of cancer-induced weariness
increased in both groups after the intervention, with the
increase rate in the control group being larger than the
observation group (P < 0:05).

5. Conclusion

The human body in the movement of the nervous system
will appear weak electrical stimulation, and this stimulation
can relieve muscle tension and mental depression and relax
the cortex of the brain. Exercise combined with diet inter-
vention in breast cancer patients can alleviate the negative
emotions of patients, reduce the degree of cancer-related
fatigue, and improve sleep and quality of life, which is wor-
thy of application and promotion.
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Table 5: Results of cancer-induced fatigue.

Groups Observation group (n = 52) Control group (n = 52)

Behavior
Before intervention 4:160 ± 0:712 4:133 ± 0:855
After intervention 4:753 ± 0:271 5:611 ± 0:170

Feeling
Before intervention 4:122 ± 0:444 4:133 ± 0:511
After intervention 4:351 ± 0:313 5:360 ± 0:482

Emotion
Before intervention 4:052 ± 0:343 4:061 ± 0:522
After intervention 4:341 ± 0:255 5:255 ± 0:655

Cognition and mood
Before intervention 4:042 ± 0:383 4:022 ± 0:444
After intervention 4:521 ± 0:272 5:133 ± 0:344

Overall assessment
Before intervention 4:050 ± 0:652 4:011 ± 0:780
After intervention 4:741 ± 0:322 5:322 ± 1:022

Table 6: Results of quality of life.

Groups Cases Time SF-36 QLQ-C30

Observation group 52
Before intervention 58:455 ± 4:061 59:460 ± 6:744
After intervention 69:580 ± 3:662 74:522 ± 7:455

Control group 52
Before intervention 57:721 ± 4:062 58:044 ± 7:133
After intervention 63:581 ± 4:070 70.311± 2.544
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Objective. The purpose of this study was to investigate the efficacy and safety of phloroglucinol in combination with oxytocin in
the induction of labor in women who had experienced term premature rupture of membranes (PROM). Methods. Data from 100
women who experienced PROM between December 2020 and December 2021 were retrospectively evaluated in this study. The
puerperae were categorized into observation and control groups based on their uterine contraction regimens. The observation
group consisted of 53 participants that had been treated with phloroglucinol in combination with oxytocin, and the control
group consisted of 47 participants that had been treated with oxytocin alone. It was observed and compared in terms of the
Bishop score before and after the administration of the puerpera to see which group had the best index. A study was
performed after the drug was administered to examine its effects on the duration of labor (including the first, second, and
third stages of labor), the mode of delivery (including natural vaginal delivery and cesarean section), the incidence of adverse
pregnancy outcomes (fetal distress and neonatal asphyxia), successful labor induction, and complication rates. Results. Patients
in the observation group had a significantly higher Bishop score after administration than those in the control group (P < 0:05),
although there was no difference between the two groups before administration. In comparison to the control group, the
observation group had a significantly higher efficacy rate for drug administration (P < 0:05), as well as a significantly lower
occurrence of the first stage of labor (P < 0:05), a higher rate of vaginal natural delivery and successful induction of labor (P < 0:05),
and a significantly lower incidence of adverse pregnancy outcomes and complications (P < 0:05). Conclusion. In conclusion, the use
of phloroglucinol in combination with intravenous oxytocin in the process of promoting cervical ripening and induction of labor
for women with PROM who are at term was investigated. This study could help women speed up cervical dilation, improve the
cervical Bishop scores, shorten the total labour process, improve the effective rate of vaginal delivery, and be very safe, making it a
good candidate for clinical promotion and application.

1. Introduction

Labor, also known as human parturition, is a physiological
condition that results in the birth of a baby, the delivery of
the placenta, and the signal for the initiation of lactation. It
is a really difficult process [1]. If the labor is prolonged
(more than 12 hours), the active laboring women become
exhausted. Consequently, maternal issues like infection and
excessive bleeding may develop, while fetal abnormalities

such as fetal distress and asphyxia may occur [2]. Most com-
monly, interventions in the laboring process to shorten the
time are made by rupturing membranes, using drugs to
speed up contractions, and providing constant care [3, 4].

The contraction of the uterus and the effacement of the
cervical cavity are the two most important characteristics
of labor. If the cervix remained rigid despite intense contrac-
tions, the labor will be unable to proceed. Throughout the
history of childbirth, a variety of procedures have been
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employed to expedite the laboring process [4]. Antispas-
modic drugs are the most commonly used drugs to decrease
the time of labor [5]. These drug works either by relaxing the
muscles directly or by interfering with the signals sent by the
nerves to the muscles that contract during labor.

The primary function of fetal membranes in pregnant
women is to produce enough amniotic fluid to protect the
fetus from the uterus throughout normal development. Pre-
mature rupture of membranes (PROM) refers to the rupture
of fetal membranes before delivery, which causes an increase
in intra-abdominal pressure in pregnant women, resulting in
uneven pressure in the anterior amniotic sac and several
undesirable consequences such as premature birth or dysto-
cia [6]. PROM is closely associated with maternal gestational
age, and it is more prevalent after 37 weeks of gestation. It
can easily lead to infection, and if not treated in a timely
and appropriate manner, it can endanger the life of the fetus
[7, 8]. Therefore, if PROM occurs with an immature cervix
during a maternal pregnancy of less than 37 weeks, appro-
priate measures should be performed to induce labor.

In clinical practice, oxytocin is frequently administered
to PROM women to increase the frequency of uterine con-
tractions. However, irregular uterine contractions may occur
during the process of labor induction, resulting in a cervical
spasm that prevents the expansion of the cervix during the
birthing process [9]. Although the use of atropine, diazepam,
and racemic anisodamine hydrochloride in obstetrics clinics
was found to be effective in alleviating and promoting cervi-
cal ripening, edema, and cervical spasm to a certain extent, it
was observed that these drugs are frequently associated with
changes in the respiratory and circulatory systems of
mothers and infants and that there are potential side effects
to the use of these drugs [10, 11]. Therefore, the develop-
ment of a safe and effective strategy for increasing cervical
ripening is a clinical concern that must be addressed imme-
diately in the clinical context.

Phloroglucinol is a myotropic antispasmodic drug that
acts directly on the smooth muscle of the genitourinary tract
and the gastrointestinal tract while having little impact on
normal smooth muscle [12]. It has been extensively
employed in recent years to enhance cervical ripening and
softening, with promising outcomes [13, 14]. However, more
studies are required to determine the efficacy and safety of
its combined oxytocin in the induction of labor with the
term PROM.

In this study, 100 women with PROM were chosen as the
research subjects and the efficacy and safety of phlorogluci-
nol combined with oxytocin in labor induction with term
PROM were thoroughly analyzed, to provide additional
evidence to support the clinical delivery plan for women
with PROM.

2. Materials and Methods

The study population included a total of 100 women. A
comparative study was conducted between patients compris-
ing two groups (observation and control) based on their
uterine contraction regimens. The observation group con-
sisted of 53 participants that had been treated with phloro-

glucinol in combination with oxytocin, and the control
group consisted of 47 participants that had been treated
with oxytocin alone. The Bishop score was determined
between two groups to see which group had the best index.
Similarly, the duration of labor, the mode of delivery, the
incidence of adverse pregnancy outcomes, successful labor
induction, and rates of complications were all determined
after the administration of combined medication in the
observation group and treatment with oxytocin alone in
the control group.

2.1. Clinical Information. The case data of 100 women with
PROM who were diagnosed between December 2020 and
December 2021 weeks were retrospectively analyzed. The
puerperae were separated into two groups based on the dif-
ferent uterine contraction regimens used: the observation
group, which included 53 cases (treated with phloroglucinol
in combination with oxytocin), and the control group, which
included 47 cases (treated with oxytocin alone). Parturients
had to meet the following criteria: they must meet the
clinical diagnostic criteria for term PROM, which were
confirmed by B-ultrasound and laboratory tests; they must
be between the ages of 20 and 35; they must have complete
information and normal consciousness to participate in the
study; they must be able to cooperate with the study. The
following are the exclusion criteria for the investigation:
parturients with mental illness, illiteracy, or communication
disorder were excluded; parturients who were allergic to the
medications employed in the present study were excluded;
parturients with abnormal amniotic fluid, fetal heart rate,
and placenta were excluded; parturients with a history of
cervical surgery were excluded; parturients with liver and
kidney disease, severe obstetric complications, and cardio-
vascular disease; parturients who do not cooperate with the
research are excluded. Informed satisfaction letters were
signed by all parturients indicating their consent to partici-
pate in the research. The present assessment has been
confirmed by the ethics committee of Taizhou Hospital of
Zhejiang Province, which is affiliated with the Wenzhou
Medical University and complies with the Helsinki Declaration.

2.2. Treatment Methods. The control group was given an
intravenous drip of 500mL of sodium chloride injection
(0.9%) and 2.5U of oxytocin (Shanghai Harvest Pharmaceu-
tical Co., Ltd., Shanghai, China, SFDA Approval No.
H31020850). The observation group received 80mg of
phloroglucinol (Nanjing Hencer Pharmaceutical Co., Ltd.,
Nanjing, China, SFDA Approval No. H20046766) combined
with 500mL of sodium chloride injection (0.9%) and 2.5U
of oxytocin during labor. The infusion rate of both groups
was adjusted to 8 drops/min at the beginning, and the fastest
infusion rate was controlled at 40 drops/min. The concen-
tration and rate of infusion were maintained in the presence
of effective uterine contractions, for instance at an interval of
2-3min, for a duration of 40-60 s, and at a pressure of
50-60mmHg. An examination of the vaginal cavity was
performed regularly during the therapy period to assess
cervical enlargement and the descent of the fetal head.
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2.3. Observation Indexes. (1) The Bishop scores of the two
groups were compared before and after treatment [15].
The higher the score, the more cervical ripeness there is
(with a total score of 13). (2) The Bishop score was used to
compare the effects of two groups of puerperae after medica-
tion, and specific evaluation criteria were as follows: the cer-
vical Bishop score of the puerpera increased by ≥3 after 12
hours of medication was considered markedly effective,
increased by 1-2 after 12 hours of medication was
considered effective, and that did not change was considered
invalid; total effective rate = ðmarkedly effective + effectiveÞ
number of cases/total number of cases × 100%. (3) We com-
pared the time of labor in two groups, comprising the first,
second, and third stages of labor. (4) Two groups were com-
pared regarding their delivery methods, which included vag-
inal and cesarean sections (5) The incidence of adverse
pregnancy outcomes was compared between two groups of
puerperae, which included fetal distress and neonatal
asphyxia. (6) The success rates of labor induction of two
groups were compared, and the criteria for success and fail-
ure of labor induction were as follows [16]: a woman with
PROM at term labor induced successfully within 24 hours
means the success of the induction of labor; a woman who
failed to deliver under the same circumstances within 24
hours means the failure of labor induction. (7)The incidence
of complications, such as cervical edema, postpartum hem-
orrhage, and cervical laceration, was compared between the
two groups in this study

2.4. Statistical Analysis. The statistical analysis of the data
employed was carried out using SPSS19.0 (IBM) and Graph-
Pad Prism 8 was used to generate the experimental images.
The Chi-square test (χ2) was used to analyze the number
of cases as well as the percentage (%) of enumeration data.
The mean ± standard deviation was used to analyze mea-
surement data. The Student t-test and the LSD/t test were
used to analyze differences among groups and comparisons
at different time points, followed by a post-hoc test. P values
less than 0.05 were considered statistically significant.

3. Results

3.1. Comparison of General Information. There was no sig-
nificant difference in age, BMI, or childbearing history
between the two groups (P > 0:05). The data is shown in
Table 1 of the study.

3.2. Comparison of Bishop Scores before and after Drug
Administration between Two Groups. The cervical bishop
scores were evaluated before and after administration in
both observation and control groups. The cervical Bishop
score before administration in the observation group was
3:14 ± 0:34, while the cervical Bishop score in the control
group was 3:1 ± 0:23, indicating that there was no significant
difference in the cervical Bishop score between the two
groups (P > 0:05). While the cervical bishop scores after
administration in the observation group were 7:82 ± 0:36,
they were found to be 6:06 ± 0:28 in the control groups,
demonstrating that after administration, the scores in the

observation group were significantly higher compared to
the control groups (P < 0:05). The higher value of the bishop
score indicates that the current finding is considered to be
favorable for induction. The results of the study are illus-
trated in Table 2.

3.3. Comparison of Therapeutic Efficacy between Two
Groups. Following administration, the number of parturi-
ents whose therapeutic efficacy was evaluated as significantly
efficacious, effective, and ineffective in the group of observa-
tion was 32, 19, and 2, respectively, with an effective rate of
96.23%. As well as those of the control group, were 22, 12,
and 13 correspondingly, and the effective rate was 72.34%,
demonstrating that the effective rate of the observation
group was significantly higher compared to the control
group (P < 0:05). Elaborated information was demonstrated
in Table 3.

3.4. Comparison of Labor Process between Two Groups. We
compared the time of labor in two groups, comprising the
first, second, and third stages of labor. The time of the first
stage of labor in the observation group was shorter com-
pared to the control group (P < 0:05), while no marked dif-
ference was presented for that between the second stage of
labor and the third stage between the two groups (P > 0:05).
In the observation group, however, a slightly greater change
was observed in the rate of the second and third stage of labor
than in the control group, indicating that overall labor stages
in the observation group were shorter than in the control
group, with the first stage of labor being the most obvious
and displaying the most significant differences between the
two groups, as displayed in Table 4.

3.5. Comparison of Delivery Mode between Two Groups. The
vaginal delivery and cesarean section modes were compared
between the two groups. 35 participants had experienced a
74.47% vaginal delivery rate out of 47 in the control group
(35/47), whereas the vaginal delivery rate of the observation
group was determined to be 92.45% for the 49 participants
out of 53 (49/53). The finding showed a markedly higher
rate of vaginal delivery when treated with the combined
medication in the observation group than in the control
group (P < 0:05), as illustrated in Figure 1.

3.6. Comparison of the Incidence of Adverse Pregnancy
Outcomes between Two Groups. The number of neonates
with fetal distress and neonatal asphyxia in the observation
group was 2 and 3, respectively, and the overall incidence
of adverse pregnancy outcomes was 9.43%; however, the
number of neonates with fetal distress and neonatal asphyxia
in the control group was 6 and 7, with a total incidence of
adverse pregnancy outcomes of 27.66%, outranking the
observation group in terms of incidence of adverse preg-
nancy outcomes (P < 0:05), suggesting that the combined
medication was safer. The findings of the investigation are
presented in Table 5.

3.7. Comparison of the Success Rate of Labor Induction
between Two Groups. Two groups were compared for the
success rate of labor induction following the administration
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of combination medicine. The success rate of labor induc-
tion was determined to be 94.34% in the observation group
for 50 participants out of 53 (50/53), whereas the rate in
the control group was determined to be 70.21% for 33 par-
ticipants out of 47 (33/47). The findings indicate that the
rate of labor induction was significantly higher in the obser-
vation group than in the control group following adminis-
tration of the combined medication (P < 0:05), implying
that this result improves the success rate of labor induction,
as illustrated in Figure 2.

3.8. Comparison of the Incidence of Complications between
the Two Groups of Puerperae. The number of parturients
who suffered from cervical laceration, postpartum hemor-
rhage, and cervical edema in the observation group was 2,
1, and 0, respectively, with a complication rate of 5.66%,
which was drastically less than that in the control group with
corresponding indexes of 5, 5, and 3 and a complication rate
of 27.66% (P < 0:05), as demonstrated in Table 6.

4. Discussion

Clinically, PROM in the third trimester has greater negative
effects on both the mother and the infant than in normal
pregnancy [17]. Following membrane rupture, pathogenic
bacteria in the vagina are susceptible to ascending infection,
and the severity of infection is determined by the timing of
membrane rupture [18]. Under normal conditions, if the
membrane rupture is not treated appropriately and
promptly, it is highly likely to induce fetal distress due to
oligohydramnios, placental abruption, and umbilical cord
prolapse and subsequently lead to neonatal aspiration pneu-
monia, which poses a serious threat to the fetus’s life [19].
Consequently, in clinical practice, if there are no symptoms
of labor or the cervix is not developed enough, appropriate
therapies could be given to women with PROM at a term
greater than 37 weeks to assist them in initiating labor [20].

Prostaglandin preparations and balloon dilation are for-
bidden when promoting cervical ripening and inducing
labor in such women, and only low-dose oxytocin may be
used to promote cervical ripening [21]. Oxytocin is a regu-
larly used labor-inducing medication in clinical practice. It
works by binding to the oxytocin receptor. While receiving
an intravenous infusion of oxytocin to induce labor, the
puerpera may suffer irregular uterine contractions, resulting

Table 1: A comparative analysis of general data [n ð%Þ].
Factors Observation group n = 53 Control group n = 47 t/X2 P

Age (years old) 0.107 0.744

≥27 31 58:49ð Þ 29 61:70ð Þ
<27 22 41:51ð Þ 18 38:30ð Þ

BMI(kg/m2) 25:98 ± 1:23 25:88 ± 1:24 0.405 0.686

Average Gestational age 0.170 0.680

≥41 26 49:06ð Þ 25 53:19ð Þ
<41 27 50:94ð Þ 22 46:81ð Þ

Times of pregnancy 0.076 0.783

≥2 20 37:74ð Þ 19 40:43ð Þ
<2 33 62:26ð Þ 28 59:57ð Þ

Fetal position 0.058 0.810

Normal 43 81:13ð Þ 39 82:98ð Þ
Abnormal 10 18:87ð Þ 8 17:02ð Þ

Premature rupture of membrane time (h) 0.001 0.990

≥12 27 50:94ð Þ 24 51:06ð Þ
<12 26 49:06ð Þ 23 48:94ð Þ

Table 3: Comparison of the therapeutic effects of two groups.

Therapeutic
efficacy

Observation
group n = 53

Control group
n = 47 X2 P

Markedly
effective

32 60:38ð Þ 22 46:81ð Þ — —

Effective 19 35:85ð Þ 12 25:53ð Þ — —

Ineffective 2 3:77ð Þ 13 27:66ð Þ — —

Effective rate 51 96:23ð Þ 34 72:34ð Þ 11.15 <0.001

Table 2: Comparison of the Bishop scores between two groups
prior to and following the drug administration.

Time
Observation
group n = 53

Control
group n = 47 t P

Before
administration

3:14 ± 0:34 3:1 ± 0:23 0.498 0.680

After
administration

7:82 ± 0:36 6:06 ± 0:28 27.04 <0.001
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in cervical edema and impeding cervical dilation [22].
Numerous studies have also indicated that oxytocin alone
is ineffective as a treatment since it takes a long time to
induce labor. Furthermore, many women are unable to bear
extended painful uterine contractions, lengthy labor, cervical
edema, or cervical damage and thus abandon vaginal trial
labor, increasing the rate of cesarean section [23]. As a
result, to further test the effect of oxytocin and to find a more

appropriate labor induction strategy, we examined the
effects of oxytocin alone and the effects of oxytocin and
phloroglucinol in combination in women with PROM to
discover which was more effective. The Bishop score is a
scoring standard for determining cervical ripeness, which
can predict whether or not a woman is ready to give birth
and the anticipated timing of vaginal delivery [24]. We first
evaluated the Bishop score and therapeutic efficacy of two
groups, finding that the two indexes of the observation
group were significantly higher after drug administration
than those of the control group, indicating that the com-
bined treatment may enhance cervical ripening in the first
place. Then, we compared the labor process and the success
rate of labor induction between the two groups, which
revealed that the overall labor stages of the observation
group were shorter compared to the control group, with
the first stage of labor being the most evident and showing
the most significant differences between the two groups.
Furthermore, the success rate of labor induction was
significantly higher in this group. Our findings suggested
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Figure 1: Comparison of the mode of delivery between two groups
of women. Note: ∗ means P < 0:05.

Table 4: Comparison of labor process between two groups (min).

Labor duration Observation group n = 53 Control group n = 47 T P

First stage of labor 420:78 ± 13:99 616:95 ± 12:01 74.75 <0.001
Second stage of labor 103:11 ± 10:8 104:06 ± 8:2 0.490 0.625

The third stage of labor 15:23 ± 1:09 15:47 ± 1:02 1.132 0.260

Table 5: Comparison of the incidence of adverse pregnancy
outcomes between two groups.

Incidence of adverse
pregnancy outcomes

Observation
group
n = 53

Control
group
n = 47

t P

Fetal distress 2 3:77ð Þ 6 12:77ð Þ — —

Neonatal asphyxia 3 5:66ð Þ 7 14:89ð Þ — —

The overall incidence
of adverse pregnancy
outcomes

5 9:43ð Þ 13 27:66ð Þ 5.606 0.018
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Figure 2: Comparison of success rate of labor induction between
two groups of parturients. Note: ∗ means P < 0:05.
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that the combination of medications used in our study could
effectively relieve cervical spasm, minimize cervical edema,
enhance cervical dilatation, shorten the labor phase, and
increase the success rate of labor induction. The rationale
for this is that phloroglucinol can effectively relieve irregular
uterine contractions generated by intravenous oxytocin
during labor induction, prevent cervical spasm and damage,
and decrease maternal cervical edema [25]. Thus, it was con-
cluded that phloroglucinol in combination with oxytocin
could effectively promote regular uterine contractions and
cervical canal flattening, stimulate cervix dilation, promote
cervical dilation, accelerate cervical ripening, shorten labor,
and improve the success rate of labor induction.

Following that, our findings on delivery methods
revealed that the vaginal delivery rate of women in the
observation group was significantly higher than that of
women in the control group, indicating that a combination
of medications may be beneficial in increasing the vaginal
delivery rate of women. The explanation for this is that once
phloroglucinol enters the body, it acts directly on the smooth
muscle of the genitourinary tract without having an anticho-
linergic impact. Additionally, when smooth muscle spasms
are relieved, anticholinergic adverse effects such as hypoten-
sion or an elevated heart rate are avoided. When taken with
oxytocin, it has the potential to boost the therapeutic effect,
promote quick cervix ripening, and raise the rate of natural
childbirth [12]. The final neonatal result and the incidence
of complications indicate that the overall incidence of
adverse pregnancy outcomes and complications was signifi-
cantly lower in the observation group than in the control
group, indicating that combination treatment was more safe.
This is mostly due to the fact that phloroglucinol has no
effect on normal uterine smooth muscle contraction and will
not result in a prolonging of the second stage of labor, post-
partum uterine atony, or postpartum hemorrhage in most
cases. The medicine will not produce unfavorable maternal
effects such as high blood pressure, rapid heart rate, uterine
rupture, or neonatal asphyxia [26]. On the other hand,
phloroglucinol can effectively alleviate puerperium pain
and lessen the probability of electing for a cesarean section
due to fear of pain; additionally, due to the accelerated deliv-
ery process, it can help reduce the incidence of fetal distress,
neonatal asphyxia, and puerperium infection with increased
security [27].

To summarize, the use of phloroglucinol in combination
with oxytocin intravenous infusion during the process of
promoting cervical ripening and induction of labor in
women with PROM at term can assist women in speeding
up cervical dilation, improving the cervical Bishop score,

shortening the total labor process, and improving vaginal
delivery. Its high success rate and safety profile make it an
excellent candidate for clinical advancement and applica-
tion. However, this study has certain shortcomings and
limitations. For instance, certain restrictions apply to sample
selection. While the screening was conducted following
applicable criteria, it remains questionable whether the
specimens chosen are reasonable. Additionally, because the
number of samples is small and the research period is
limited, clinical research can be expanded with additional
time, hence increasing the accuracy of the research results.
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Handmade is an important part of preschool education, which was aimed at improving children’s ability to work with their hands.
Preschool education is the most basic and important aspect of a country’s educational system. As a result, individuals pursuing a
degree in preschool education take on a lot of responsibility. The preschool education handmade course has become an important
component of preschool education due to its practicality and creativity. Preschool education major offers classes in traditional
crafts such as paper cutting, paper dyeing, origami, paper three-dimensional modeling, and ornamental painting. The teaching
methods for custom-made preschool education courses are always evolving with the progress of society. The question of how
to assess the efficacy of unique teaching methodologies for handmade courses has become crucial. This study employs artificial
intelligence to create a neural network for assessing the creativity of teaching approaches for handmade courses in preschool
education. The following is the specific work: Firstly, the idea, as well as the benefits and drawbacks of genetic algorithms, is
investigated. To build an improved genetic algorithm (IGA), the chromosome encoding, fitness function, and three operation
options are enhanced. Secondly, by improving the genetic algorithm, the selection of weights and thresholds in the BP neural
network model is improved, and a combined model (IGA-BP) is created by integrating the improved genetic algorithm with
the BP network. Finally, rigorous and systematic tests confirm the work’s efficacy and viability.

1. Introduction

In preschool education, handmade education is very impor-
tant. The primary goal of preschool education handcrafted
classes is to develop pupils’ capacity to work with their
hands. Today’s preschool education handmade courses
mainly cultivate students’ imitation ability, hands-on opera-
tion ability, and knowledge ability. Preschool education is
the first step in cultivating students, it is the enlightenment
education for many students, and has a very important
impact on the overall education of the nation. Handmade
in preschool education is very usable and innovative, and
handmade has become an important course for education
professionals. The education courses for students should
carry out targeted education and training according to stu-
dents’ craft skills and learning ability and cultivate students’
four abilities: first is the ability to express the aesthetic sense

of shape, second is the learning ability of craft skills, third is
the ability to transfer skills widely, and fourth is the indepen-
dent creativity. Handmade courses have inherent advantages.
The main teaching content and learning content revolve
around handmade ability, so the classroom atmosphere is
more active and relaxed. Teachers should encourage students
to cooperate and communicate with each other to solve prob-
lems. In addition, teachers should also encourage students in a
timely manner. The perfection of handmade products not
only gives students confidence in handcrafting but also culti-
vates students’ conscientiousness in doing things and perfect-
ing the fine quality of details [1–5].

When the handmade artwork is completed, it will bring
the confidence of the students in handmade, improve the
students’ seriousness in doing things, and improve the
details of the handicrafts and other good qualities. Different
handicrafts also have different meanings. Teachers should
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interact with students first before evaluating handicrafts and
then base their judgments on the meaning and purpose of
the students’ completion of handicrafts. Teachers should
not use the scoring mechanism, appearance, and perfection
to evaluate the handicrafts made by students and should
not ignore the thoughtful works only from the appearance
of defects. On the premise that the students determine the
situation that needs to be improved, the teacher should
improve the students’ crafts and recognize the students’
ideological understanding of the crafts. Only by fully
respecting the ideas and concepts of students can students
make continuous progress and improvement, and the con-
notation and appearance of students’ handicrafts can be per-
fected [1, 6–8].

The multitype teaching of handmade enables students to
fully understand handmade art under the guidance of
teachers, deepens art modeling, enables students to generate
new concepts, enhances their interest in hand-making,
enhances students’ flexibility in thinking and creativity,
and promotes students’ comprehensive and efficient devel-
opment. In the hands-on practice of manual learning, stu-
dents can exercise their hands-on ability, improve their
physical flexibility and coordination, and strengthen their
abilities in all aspects, comprehensive application of technol-
ogies of various departments, which enrich the content of
teaching in classrooms and attract students’ attention. At
this stage, students have an irresistible charm for new things
and are easily attracted by new things. Therefore, handmade
multitype teaching, deepening art modeling, and compre-
hensive application of technologies from various depart-
ments can effectively improve students’ abilities,
concentrate students’ attention, and facilitate teachers’ sub-
sequent educational work. Handmade can improve students’
hands-on ability in many ways and improve students’ crea-
tive ability in practice. Practice is the only criterion for test-
ing, and practice is also an important criterion for testing
students’ coordination abilities in education. Hands-on
operation is the nature of students. In the process of
hands-on practice, it can effectively improve the develop-
ment of students’ creative thinking. Innovation is an impor-
tant source of inspiration in creation. Handmade can help
cultivate students’ innovative thinking awareness and pro-
mote the formation of students’ comprehensive quality. In
the development of students, innovative consciousness can
motivate students to move forward [9–14].

Today’s educational concept is child-centered, the mas-
ter of the classroom is the child, and the teacher should
cooperate with the auxiliary master and constantly reform
and innovate teaching methods. Teachers should combine
previous teaching experience and teaching plans to educate
children’s development needs. It should combine existing
resources, upgrade and reform the teaching mode, and
devote itself to research and innovative teaching. Therefore,
it is very important to evaluate the innovative effect of the
teaching method of handmade courses in preschool educa-
tion. This paper designs a neural network based on artificial
intelligence to complete this task.

The following is the paper’s organization paragraph: The
paper’s related work is presented in Section 2. The method

of the proposed study is examined in Section 3. The experi-
ments and results are discussed in Section 4. Finally, the
research job is completed in Section 5.

2. Related Work

Literature [15] pointed out that the nature and functions of
preschool education mainly include enlightenment, unity of
education and conservation, public welfare and service,
compensation, and connection. It emphasizes that preschool
education prepares children for school and must promote
the healthy growth of children. At the same time, through
the development of rich educational activities and game
activities, children are guided to accumulate social experi-
ences and master the necessary emotions, attitudes, knowl-
edge, skills, etc. before entering school, so as to make full
preparations for children to enter primary school. Literature
[16] has a great agreement on the nature, function, and ori-
entation of preschool education. It pointed out that the
nature of preschool education is basic and leading, welfare
and public welfare. The function and main task of preschool
education are to promote the all-around development of
children and lay the foundation for children to enter the
nine-year compulsory education, so as to solve the worries
of parents, reduce the burden of parenting, and provide edu-
cation compensation for children in disadvantaged posi-
tions. The positioning of preschool education is the first
link of the school system and an important part of basic edu-
cation. The academic aptitude of young children is
restricted, according to literature [17], and the cornerstone
of early childhood education is not in any type of learning
region. It is to allow children to express their natural selves,
to amass their experiences, and to explore and develop their
interests. Literature [18] believes that early childhood educa-
tion should provide an appropriate education for the devel-
opment of each child so that it can develop as a whole. Early
childhood education must adhere to the concept of children
first and make it the center of education. Literature [19] ana-
lyzed the differences between early childhood education and
primary education. It pointed out that, in nature, early child-
hood education is still noncompulsory education. From the
perspective of educational tasks, early childhood education
pays equal attention to protection and education. From the
perspective of curriculum setting, early childhood education
implements integrated courses or comprehensive theme
courses. From the perspective of educational methods, early
childhood education implements games as a basic activity.
Therefore, there is a clear difference between early childhood
education and primary education in the adjacent school
stage and should not be confused with primary education.

The literature [20] elaborated the specific requirements
of different fields according to the objectives, content
requirements, and guiding points of the five fields of the kin-
dergarten curriculum. Therefore, the content of preschool
education courses must follow certain principles, not all
knowledge. There is no unified national teaching book and
specific curriculum format for preschool education. There-
fore, the kindergarten-based curriculum is a common task
and practical need of every kindergarten. Literature [21]
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pointed out that the three-level management system of the
basic education curriculum is the diversification under the
unified national requirements and standards, and the
garden-based curriculum is the specification and diversifica-
tion of the national curriculum. All localities and kindergar-
tens should develop unique kindergarten-based courses
under the guidance of the outline and closely integrate their
actual needs. Therefore, the development of the garden-
based curriculum is also carried out under the guidance of
policy documents, and the selection is based on certain
values. Literature [22] pointed out that in the content of
the kindergarten curriculum, knowledge has the problem
of how to choose and choose. The knowledge that can be
recognized by young children and appropriate to their age
must be carefully selected from human culture. And put for-
ward the basis and standard of selection should be whether
knowledge can improve and optimize the quality of chil-
dren’s learning and life. Literature [23] pointed out that
the kindergarten curriculum organizes content around
themes, and different curriculum designers may have differ-
ent theme selection tendencies due to differences in values.
Literature [24] pointed out that the kindergarten curriculum
has the function of cultural dissemination, and it adjusts or
integrates the mainstream culture and subculture in the soci-
ety at the same time by criticizing and choosing the cultural
content of the previous generation. Literatures [25, 26] com-
pare the kindergarten textbook market to a vegetable mar-
ket. Some textbooks are contaminated and some are fake
and shoddy. But it is not easy to be identified, which makes
a mixed curriculum entering kindergarten, which is really
worrying. Literature [27] pointed out that the textbooks used
in kindergartens in various places often coexist with multiple
programs and focus on their own educational conditions,
characteristics, or other specific circumstances. Some of
these curriculum plans or teaching materials are created by
relying on the professional strength of preschool education
in colleges or kindergarten teachers. Some are developed
with the help of local administrative departments or teach-
ing and research units, while others are led by publishing
and distribution units to invite professionals and lead pre-
school teachers from the front line with rich teaching expe-
rience to jointly compile.

3. Method

This work will combine the improved genetic algorithm with
the back-propagation (BP) network and complete the evalu-

ation of the innovation effect of the teaching method of
handmade courses in preschool education based on artificial
intelligence technology.

3.1. BP Network. Three or more layers of feed-forward neu-
ral networks without feedback or connections are typical of
BP networks. A typical three-layer BP network is shown in
Figure 1. If a layer resides between the first and last layers
of a stack, it is referred to as a hidden layer. Although there
are no connections between neurons in the same layer in this
neural network, all neurons between layers are connected.

A guided learning strategy is used to train and learn the
BP network. Since the activation values of neurons propa-
gate across each hidden layer, each neuron in the output
layer is able to get the true output response of the network
when a pair of learning patterns is presented to BP networks.
Each neuron in the output layer is compared to its predicted
output, and the error between the two is calculated. As a
result, each connection weight is rectified one layer at a time
from the output to each concealed level and finally back to
the input layer. BP network’s learning and training process
will come to an end after the error has been decreased to
an acceptable level, and the forward computation output-
back propagating error loop will be repeated indefinitely. A
neural network is constantly being repaired through the
back-propagation of errors, which improves its ability to rec-
ognize input patterns. BP network’s learning process is
known as the error reverse algorithm, which is a learning
algorithm in which the error function decreases as the gradi-
ent decreases.

In the context of BP neural network learning, supervised
learning is the norm. There are four processes in the average
3-layer BP network. As soon as a network receives an input
mode, it propagates it to the hidden layer units via mode for-
warding. The output layer unit processes the hidden layers
one at a time before sending them to the output layer unit,
which then generates an output mode. This is a process
known as forwarding propagation, which updates the state
of the system layer-by-layer. An error back-propagation
can be used if there is a discrepancy between an output
response and an expected output pattern, layer by layer,
along the course of the connection, pass the erroneous value,
and correct the weight of each layer of the connection. Rep-
etition and alternation are key components of memory
training, and the connection settings between the layers
must be tweaked to account for any differences between
the actual and intended values. It is the goal of education

1

2

n

1

2

p

1

2

q

x1

x2

xn

y1

y2

yq

Figure 1: The structure of BP network.
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and training to reduce the discrepancy between what you
expect and what you get. Learning convergence is the pro-
cess by which the global error of the network decreases.
There will be convergence when the actual output value is
nearly identical to what was predicted.

Mode forward propagation and error back-propagation,
memory training, and learning convergence are all part of
the process. The forward- and error-back-propagation oper-
ations are continually repeated using a training pattern net-
work for a given set of training patterns. The BP network has
been learned if each training mode matches the
requirements.

The input is propagated forward, and the value of hid-
den neurons is

bj = σ 〠
n

i=1
Wjixi + αj

 !
: ð1Þ

The value of each neuron in the output layer is

yk = σ 〠
n

i=1
Wkixi + αk

 !
: ð2Þ

Use the sum of squared errors as a measure of whether
to stop training:

E = 0:5〠
N

i=1
oi − yið Þ2: ð3Þ

If the incorrect sum of squares does not fulfill the
requirements, the error signal must be back-propagated.
The output layer gradually updates the input layer with
new model parameters during this process. Calculate the
gradient of the weights using the error function, and then
move the weight vector from the output layer to the hidden
layer to apply the changes:

w′ =w − Δw,
b′ = b − Δb:

ð4Þ

The pipeline of the BP network is illustrated in Figure 2.
A mapping is completed by the BP network. It is espe-

cially well suited to tackling nonlinear mathematical prob-
lems with complicated internal mechanisms and multiple
variables influencing the final solution. With a high degree
of self-learning capacity and great model generalization
and promotion ability, the stable network structure estab-
lished during the training phase can be directly applied to
fresh data. When modeling, you only need to obtain input
and output. The model integrates information storage and
information processing and has a high degree of parallelism,
which can quickly process complex tasks. The model has a
certain fault-tolerant ability, and the trained network has
strong generalizability, and can still maintain normal opera-
tion even if it is subject to local interference and damage.
However, with the further development of research, BP neu-

ral network also began to expose some shortcomings and
deficiencies, mainly the local search algorithm and gradient
descent method used in it, which are easy to fall local mini-
mum [28, 29].

3.2. Improved Genetic Algorithm. Genetic algorithms are
drawn from the concept of biological evolution and are
based on the principles of natural selection and genetics. It
is a highly powerful global optimization search approach.
Artificial evolution is used by the genetic algorithm to opti-
mize the search for the target space in a manner similar to
biological evolution. According to Darwinian criteria of sur-
vival of the fittest, a better group is constantly formed by
evaluating each member against the predetermined target
fitness function. A global parallel search is used to find the
optimal solution for the optimization group at the same time
as searching for the best individual.

Selection, crossover, and mutation are the only three
basic genetic operators in the basic genetic algorithm. This
approach is employed in one of the most basic and exten-
sively used genetic algorithms. The basic genetic algorithm
is broken down in the following sections.

3.2.1. Chromosome Encoding Method. Using a fixed-length
binary string to represent individuals in the population and
a binary symbol set for each allele, the basic genetic algo-
rithm encodes chromosomes. Random integers with a uni-
form distribution can be used to create the gene values for
each member of the starting population.

3.2.2. Individual Fitness Evaluation. Using a simple genetic
algorithm, the possibility of each item being inherited into
the next generation is determined by the probability propor-
tional to their individual fitness. The fitness of all individuals
must be positive or zero in order to calculate this probability
accurately. Individual fitness can be calculated from objec-
tive function values by following a set of conversion rules,
which must be specified in advance for each type of problem.
This is especially true for cases in which the objective func-
tion value is negative.

3.2.3. Genetic Operators. There are three fundamental types
of genetic operators in the genetic algorithm. Selective selec-
tion, crossover, and mutation operations all use the same
fundamental bit mutation operator or uniform mutation
operator for their respective operations.

Regardless of the problem domain or kind, genetic algo-
rithms provide a general framework for solving complex sys-
tem optimization challenges. The following stages can be
used to build a genetic algorithm to address a real-world
application problem that calls for optimization calculations:
identify the decision factors and their restrictions, establish
an optimization model, which means deciding on the type
of objective function and the mathematical description or
quantification approach for that objective function, identify
the chromosomal encoding method that can be imple-
mented, figure out how to decode the data, which means fig-
uring out the relationship between each unique genotype
and its matching phenotype. Individual fitness can be
assessed quantitatively. It is also necessary to consider
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genetic operators in terms of their operating procedures,
such as how crossovers and mutations are handled. The
key working parameters of the genetic algorithm should be
specified. As can be observed from the preceding construc-
tion processes, a genetic algorithm’s coding method and
genetic operator design are two important subjects to con-
sider while building a genetic algorithm. They are also two
vital steps in creating a genetic algorithm. For various opti-
mization problems, multiple coding approaches and genetic
operators with various operations are necessary. Figure 3
shows the fundamental genetic algorithm’s operation flow.

The specific optimization of IGA mainly includes five
parts. The chromosomes are encoded differently, the func-
tion is selected, and one that meets the fitness function is
found. The third to fifth steps are three genetic operations,
which can be divided into selection operations, crossover
operations, and mutation operations.

The coding of chromosomes is an important part of the
genetic algorithm, and it is also an important part of opti-
mizing the BP neural network. This paper decides to use real
numbers for encoding. The initial weights and initial thresh-
olds determine the length of chromosome encoding, and the
BP neural network determines which thresholds and
weights.

The fitness level can basically determine the quality of
the network prediction model, and fitness level is deter-
mined by absolute error. Only when the gap of absolute
error is small can it prove prediction accuracy is better,
and the value of fitness is equal to the gap between test value
and actual value. Assuming that Nth individual fitness is F,
and its corresponding absolute error is EðxÞ, then the for-
mula for the function value of the fitness value is

Fi = E Xið Þ: ð5Þ

From this formula, fitness can express the direct perfor-
mance of the individual to varying degrees. The genetic algo-
rithm will reduce the fitness value of the individual to be
optimized as much as possible until the fitness value is 0.

The three genetic manipulations are crossover, selection,
and mutation. Next, three different manipulations are ana-

lyzed in detail. There are many methods for selecting opera-
tions, such as the well-known roulette method. The roulette
method is mostly used in the traditional genetic algorithm
BP network prediction model. However, the fitness used in
this paper is the absolute error, whichever is closer to 0
and smaller, the better the prediction effect. However, the
traditional selection operation method is not suitable for
the experimental method. In this paper, i represents the
individual, F represents the corresponding fitness, l repre-
sents the adjustment coefficient, and the probability is P.
The formula for finding the probability is as follows:

Pi =
l/Fi

∑N
i=1l/Fi

: ð6Þ

Because the real numbers are used for chromosome
encoding, the crossover operation is the crossover between
real numbers:

axj = 1 − μð Þaxj + ∂ayj,
ayj = 1 − μð Þayj + ∂axj:

ð7Þ

The mutation operation is

f gð Þ = d
1 − g
gmax

� �2
,

cmn = cmn + cmn − cmaxð Þf gð Þ, r > 0:5,
cmn = cmn + cmin − cmnð Þf gð Þ, r < 0:5:

ð8Þ

3.3. IGA-BP Network. Because the BP neural network must
be given appropriate weights and thresholds when building
the model, however, due to the characteristics of the BP net-
work, the BP network is very sensitive to the selection of
weights as well as thresholds. Once the weights or thresholds
are improperly selected, the accuracy of the BP network will
be greatly reduced. If it is heavy, it causes the network to fail

Start

Meet stop condition

Input training samples

Initialize network parameters

Forward propagation

Calculate loss

Update network parameters

N

EndY

Figure 2: The pipeline of BP.

Start
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Initialize parameters

Generate population

Calculate fitness

Genetic operation

N

EndY

Update population

Figure 3: The pipeline of GA.
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for training. If it is light, it will make the whole prediction
result show a large difference. The result may be that the
training results of the BP network are not as good as those
of some traditional linear prediction models.

On the premise of discarding the traditional roulette
method in genetic algorithms, this paper adopts an opera-
tion method that improves fitness. An optimization model
with the improvement of GA is proposed to optimize the
content structure for the BP network, which is referred to
as IGA-BP. The model is divided into three parts:

(1) Determine various structures of the BP neural net-
work, mainly to determine the number of layers in
the BP network and required nodes

(2) Optimizing the network with IGA, the main content
is to adjust initial weights as well as thresholds in the
network according to the selection in the genetic
algorithm

(3) Apply the optimized model to practice, and test
whether the optimized model is better than the tradi-
tional network

4. Experiment and Discussion

4.1. Dataset and Metric. This work uses a self-made dataset
to evaluate the innovativeness of teaching methods for hand-
crafted curricula in preschool education. The dataset con-
tains a total of 25,937 samples, of which 18,038 samples
are training samples and the remaining 7,899 samples are
test samples. The features of each sample are the corre-
sponding evaluation indicators, as illustrated in Table 1,
and the labels are the corresponding innovation levels. This
work uses precision and recall to evaluate actual network
performance.

4.2. Training Loss. In a neural network, the training loss is an
important statistic for determining if the network can con-
verge. This work undertakes tests to evaluate the loss at var-
ious phases of network training in order to verify the
network’s convergence. Figure 4 depicts the outcomes of
the experiment.

At the beginning of training, as the training epoch
increases, the loss of the network decreases significantly.

However, when the epoch reaches a certain value, the loss
decreases very little, which means that the network has con-
verged at this time. This proves the preliminary feasibility of
the IGA-BP method designed in this paper.

4.3. Method Comparison. To verify the effectiveness of the
IGA-BP method, this work compares it with other methods.
The methods compared include LG, radial basis function
kernel (RBF), and support vector machine (SVM). The
experimental results are illustrated in Table 2.

It is obvious that the method proposed in this work can
achieve the highest performance: 95.6% precision and 93.9%
recall, compared with the best-listed method SVM, which
can obtain 2.8% precision improvement and 2.7% recall

Table 1: The detailed feature indexes.

Index Item

X1 Innovativeness of campaign goals

X2 Innovativeness of educational content

X3 Reasonableness of age characteristics

X4 Rationality of the observational evaluation

X5 Reflections on the effect of education

X6 Course safety

X7 Innovation in event design

X8 Innovation to ease convergence

X9 Innovativeness of educational strategies
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Figure 4: Training loss of IGA-BP.

Table 2: Result of method comparison.

Method Precision Recall

LG 86.30 83.60

RBF 90.20 87.70

SVM 92.80 91.20

IGA-BP 95.60 93.90
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Figure 5: Comparison of BP and IGA-BP.
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improvement. This can verify the effectiveness of our pro-
posed method.

4.4. Effectiveness of IGA. In this work, in order to alleviate
the local optimal problem of BP, the IGA algorithm is intro-
duced. To verify the effectiveness of this strategy, first, com-
pare the network performance without using the IGA
algorithm and using the IGA algorithm. The experimental
results are shown in Figure 5.

Compared to not using IGA strategy, IGA-BP can obtain
2.3% precision improvement and 1.7% recall improvement.
This proves the feasibility and correctness of this work using
the IGA strategy to initialize the weights and thresholds of
the neural network. To further verify the feasibility of
improving the traditional GA algorithm, another compara-
tive experiment was conducted in this work to compare
the network performance when using GA and using IGA
for optimization. The experimental results are shown in
Figure 6.

Obviously, after improving the traditional GA algorithm,
the IGA-BP algorithm can obtain better precision and recall.
This proves the effectiveness of the improvement strategy
proposed in this work.

5. Conclusion

With the emergence of the information society, there is a
pressing need for individuals with a broad knowledge base
who are adaptable to complex societal changes and capable
of long-term development. Early childhood should be used
to create the groundwork for this type of talent development.
Preschool education must adapt to the needs of the times in
terms of talent development and the implementation of spe-
cific knowledge education for young children. The study of
preschool education knowledge supply is not only a reflec-
tion on preschool education knowledge but also an analysis
of the complex relationship network of preschool education
knowledge supply and the problems of interest competition
and power distribution in the process of knowledge supply.
Handmade education plays a very important role in pre-
school education. The main purpose of preschool education

handmade courses is to cultivate students’ good hands-on
ability. Today’s preschool education handmade courses
mainly cultivate students’ imitation ability, hands-on opera-
tion ability, and knowledge-ability. With the change of soci-
ety, the teaching methods of handmade courses in preschool
education are constantly innovating. How to evaluate the
effectiveness of the innovation of handmade course teaching
methods has become a very important topic. This work
builds a neural network to evaluate the innovative effective-
ness of preschool handcrafted curriculum teaching methods.
The specific content is that the genetic algorithm has been
enhanced, a mode of the classic genetic algorithm roulette
technique has been improved, and the moderation function
has been adopted, allowing the BP neural network’s starting
weight and threshold to reach a higher standard. The revised
genetic algorithm is substituted into the BP neural network
model to optimize it, resulting in a new BP neural network.
The data test and experiment were carried out, and it was
found that in terms of training speed and prediction accu-
racy, the BP neural network optimized by the improved
genetic algorithm has better accuracy and can better com-
plete the prediction.

Data Availability
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In the process of human communication, language learning and communication play a fundamental, leading, broad, and long-
lasting role. It serves as a link and a bridge between countries and peoples, allowing for greater understanding and
camaraderie. The significance of Chinese in international commercial and cultural exchanges has been more obvious in the
current era, as China’s comprehensive strength continues to improve. Its cultural value and practical value have been
continuously improved, the international community has an increasing demand for learning Chinese, and the cause of
international Chinese language education has developed rapidly. China must strengthen the international dissemination of
Chinese, so that the world can better understand and accept China, so that China can better integrate into the world. In this
context, how to evaluate and stratify the quality of Chinese international education has become an important research topic.
Relying on the hot deep learning technology in recent years, this work designs a neural network for evaluating the quality of
international Chinese education. The content of this work is as follows: aiming at the serious defect of the current mainstream
feature classification network that only uses the top-level features extracted by a single convolution layer to classify, which
leads to the loss of classification accuracy. A multiscale feature pyramid fusion network is built in this paper, starting with the
working mechanism of a convolutional neural network. It is capable of fully extracting and combining the representations of
the network’s shallow and deep outputs, based on first- and second-order characteristics of global and local discriminative
region information. Second, the network structure has the bottleneck layer module and the batch normalization layer module,
both of which are made up of varying numbers of 1 × 1 convolution kernels.

1. Introduction

Language learning and communication play a fundamental,
leading, extensive, and lasting role in human communica-
tion and are bridges and bonds for deepening understanding
and friendship between different countries and peoples. In
the new era, with the continuous enhancement of China’s
comprehensive strength, the role of Chinese in international
trade and cultural exchanges has become increasingly appar-
ent. Its cultural value and practical value have been continu-
ously improved, and the international community has an
increasing demand for learning Chinese. Teaching Chinese
to Speakers of Other Languages (TCSOL) is an emerging
discipline that emerged in response to the rapid develop-
ment of China’s national strength to meet the needs of inter-
national communication of Chinese language. It was

established in 2008. Teaching Chinese as a foreign language
is based on coming in, while teaching Chinese as a foreign
language is based on going out [1–5].

In the past ten years, China’s international Chinese lan-
guage education has achieved amazing results. Teaching
Chinese as a foreign language has gone further and further
in the field of going global, and it is also closely aligned with
many major national strategies. The main way for interna-
tional Chinese language education to cooperate with the
national strategy is to support countries around the world
to cultivate local talents who are proficient in Chinese and
understand Chinese culture, actively carry out Chinese cul-
tural teaching and exchange activities, and help create a
good environment for public diplomacy and cultural diplo-
macy. Through the subtle international education of Chinese
and Chinese culture, it cultivates a large number of
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international friendly people who know and are friendly to
China in a subtle and silent way and contributes to the pro-
motion of China’s international soft power. Therefore, the
study of Chinese language education has become an indis-
pensable research topic, which has very important theoreti-
cal and practical significance [6–10].

Teaching Chinese to Speakers of Other Languages is
developing rapidly in both talent training and teaching
research and is in a period of vigorous development. It can
be seen that a scientific and systematic summary and analy-
sis of the quality of education is a very important part of the
field of Chinese language education research. Through the
evaluation of education quality, stratified education can also
be carried out. Dynamic stratified education teaches students
according to their aptitude. It teaches on the premise of dif-
ferent personality characteristics. It can not only fully mobi-
lize enthusiasm and initiative but also promote personality
development, which has great advantages. At the same time,
the dynamic layered teaching technique and the require-
ments of excellent education tend to be consistent; so, it is
in line with the current teaching method reform and devel-
opment. One of the foundations for the topic selection of
this study [11–15] is the introduction of dynamic stratified
teaching methods in teaching, organically merging with
individual differences.

Neural network and deep learning is a very popular
research method, and it has a solid theoretical foundation
and powerful practical tools. Therefore, using deep learning
as a means to analyze the quality of international Chinese
language education is of great significance in detecting the
hotspots and frontiers of the subject and choosing the direc-
tion of scientific research. On the one hand, it can make up
for the inadequacy of the current deep learning analysis and
research on Chinese international education in China.
Through in-depth learning analysis, a new way of under-
standing Chinese international education research is formed.
On the other hand, it can also summarize the achievements
of the development and research of Chinese international
education over the years, summarize the development law
of the discipline, and provide information reference for Chi-
nese experts and scholars in the research of the discipline
theory. In this context, this work relies on the hot deep
learning technology in recent years to design a neural net-
work for evaluating the quality of Chinese international edu-
cation. Its essence is a classification and identification
network, and it is used for hierarchical research.

The paper’s organization paragraph is as follows: the
related work is presented in Section 2. Section 3 analyzes
the design of application model. Section 4 discusses the
experiments and results. Finally, in Section 5, the research
work is concluded.

2. Related Work

Reference [16] looked assessed the Chinese pronunciation of
native English-speaking students from Europe and the
United States, as well as their acquisition of Chinese pho-
netic changes. It also evaluates the influence of mother ton-
gue, learning environment, and other aspects on its Chinese

pronunciation based on its pronunciation. Reference [17]
compares the initials, finals, and tones with the students’ tar-
get language in the form of a survey report, finds out the rea-
sons for the errors, and puts forward teaching suggestions.
Reference [18] took foreign high school Chinese learners as
the survey object and investigated the Chinese learning
needs of these students. Reference [19] studies the needs of
Chinese language learning at the Confucius Institute in Phu-
ket, Thailand, and summarizes the completion of the work
of the Confucius Institute. It includes the construction of
Confucius Institutes/Classrooms, the construction of teach-
ing staff, the compilation of local textbooks, the organization
of international cultural activities, and the construction of
online Confucius Institutes, as well as work plans and prior-
ities. Literature [20] believes that the current scale of Confu-
cius Institutes in China is developing steadily, the quality of
running schools is constantly improving, the functions of
running schools are constantly expanding, and the operating
mechanism is gradually improving. At the same time, some
suggestions and requirements are put forward for the future
development of Confucius Institutes. Literature [21] empha-
sized the practical application value of Chinese language and
the critical role of Confucius Institutes as incubators, pre-
dicting that Confucius Institutes’ future development pros-
pects would be broader. The literature [22] outlines the
unique condition of studying in China, as well as the signif-
icant impact of the Belt and Road national policy on study-
ing there. Literature [23] takes students whose immediate
family members can speak Chinese in foreign schools as
the research object, analyzes their different learning motiva-
tions, and puts forward different learning suggestions for
different motivations. Reference [24] takes Confucius Insti-
tutes as the object of investigation and analyzes the current
situation of Chinese language learning. It made a general
exposition and analysis of the development status, existing
problems, and future trends of Confucius Institutes based
on the exchange materials of the 2nd Confucius Institute
Conference, the relevant content of the Hanban website,
and related articles. Literature [25] proposes that in the
entire construction process of Confucius Institutes, innova-
tive means must be used to continuously solve problems
arising in the development and to continuously improve
the effect of running schools. The Confucius Institute has
become the brightest brand that reflects China’s soft power.
It is necessary to truly understand the soft power connota-
tion of the Confucius Institute.

According to Literature [26], focus should be devoted to
the development of a comprehensive applied linguistics cur-
riculum in the undergraduate course of Chinese interna-
tional education. The viewpoints of undergraduate students
majoring in Teaching Chinese to Speakers of Other Lan-
guages on the evolution of the major, future careers, and
their comprehension of Chinese language teachers were
explored in reference [27]. Literature [28] proposed a set of
policies to encourage undergraduates studying in Chinese
to work for Speakers of Other Languages. Taking the gradu-
ation thesis of the Master of Teaching Chinese to Speakers of
Other Languages as the survey object, the subject selection of
the thesis was poor in the examination. Literature [29]
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comprehensively investigates the current situation of Chi-
nese talent courses in the majors of TESOL majors in four
colleges and universities. Through the combination of ques-
tionnaire survey method, interview method, and other sur-
vey methods, this paper deeply analyzes the shortcomings
and deficiencies in the curriculum setting of Chinese talent
class. And trace back to the root of the problem and put for-
ward reasonable suggestions for the improvement of Chi-
nese talent courses from the aspects of colleges’ attention,
course offering, teachers’ teaching, and students’ learning.
Literature [30] proposes that we should establish and
enhance the subject awareness of teaching Chinese as a for-
eign language, strengthen the theoretical construction of
teaching Chinese as a foreign language, and improve the
quality of Chinese teaching that requires high-quality
teachers, high-quality Chinese textbooks, and efficient teach-
ing methods. Literature [31] proposed to strengthen the
study of language acquisition laws and teaching methods
to improve Chinese teaching. For the cultivation of the Mas-
ter of Teaching Chinese to Speakers of Other Languages, not
only skilled teaching skills are required but also good
research quality. Literature [32] proposed that the principles
of combining theory and practice and paying equal attention
to knowledge transfer and skill training should be adopted in
the process of master’s degree training in Teaching Chinese
to Speakers of Other Languages. We should emphasize the
teaching of Chinese characters and knowledge of Chinese
culture in specific courses, as well as the teaching of funda-
mental concepts and methods of foreign language teaching
and the promotion of crosscultural teaching ability.

3. Method

This chapter will deeply study and analyze the key factors
that affect the classification performance of the existing
mainstream classification evaluation models. Combined
with the idea of multiscale feature pyramid, the classical
algorithm is improved. Three high-performance and end-
to-end Chinese international education quality evaluation
models are constructed.

3.1. CNN. Compared with artificial neural network, convolu-
tional neural network (CNN) simulates the biological mech-
anism of animal visual cortex. It adopts operations such as
local connection, weight sharing, and downsampling, so that
the network has certain invariance to the translation, distor-
tion, and distortion of the image and easy to train and opti-
mize. CNN is a multilayer feed-forward neural network,
generally including input layer, convolution layer, pooling
layer, fully connected layer, and output layer. The feature
map of each layer is composed of a two-dimensional plane
composed of multiple independent neurons. By setting mul-
tiple different convolution kernels to perform convolution
operations, more new and different two-dimensional feature
map information is extracted. After the convolution opera-
tion, through the activation function processing, the
extracted feature information is pooled to retain the most
significant features and enhance the robustness of the net-
work. After multiple convolution and pooling operations,

the extracted features are sent to the fully connected layer,
and the mathematical statistics method is applied to con-
struct a classifier to complete the classification and obtain
the final output result.

The role of the convolutional layer in the deep convolu-
tional neural network is to extract new feature information
from the input feature map and provide the next layer as
input, which plays the role of layer advancement and feature
extraction. The convolution kernel is a weight matrix. The
setting of the parameters of the convolution kernel is very
critical, involving the size, number, and step size of the con-
volution kernel. The settings of these parameters will affect
the recognition accuracy of the model. The working princi-
ple of the convolution layer is to perform an inner product
operation on the input feature map and the convolution ker-
nel, and the convolution kernel performs a sliding window
calculation on the input feature map. It maps the feature
information in the kernel range into a new information
and forms a new feature map as the input of the next layer.
The size of the convolution kernel is the size of the receptive
field sliding window. The larger the convolution kernel, the
richer the extracted features, but at the same time, the num-
ber of parameters will increase sharply. The step size is the
magnitude of the sliding window movement. The larger
the step size, the smaller the size of the output feature map
and the less information it contains. The smaller the step
size, the more swipes, and the slower the network training.
The convolution kernel can be regarded as a feature extrac-
tor, and different convolution kernels can extract different
feature information in the input feature map. Therefore,
the network can obtain a variety of different features at the
same position in the image by increasing the number of con-
volution kernels, enrich the features learned by the model,
and improve the cognitive ability of the model. The convolu-
tion operation is as follows:

xlj = f 〠
j

xl−1i ∗wl−1
ij + bli

 !
: ð1Þ

After the convolution operation, the nonlinear output of
the feature information is obtained through the activation
functionf , and the nonlinear transformation of the feature
information is realized. This is a good way to solve classifica-
tion problems that are tough to solve using linear classifica-
tion [27]. The following are some of the most widely used
activation functions:

Sigmoid zð Þ = 1
1 + exp −zð Þ ,

Tanh zð Þ = exp zð Þ − exp −zð Þ
exp zð Þ + exp −zð Þ,

ReLU zð Þ =max 0, zð Þ:

ð2Þ

The pooling layer obtains the representative features in
the local area image patch by downsampling. It further
abstracts and reduces the dimension of the input feature
map, reducing the computational cost. It can play the role
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of secondary feature extraction while reducing the dimen-
sion of the feature map. If the network does not change
the size of the feature map during operation, it will increase
the computational complexity of the convolutional layer and
the parameter complexity of the fully connected layer. This
will have a greater impact on the training of the network,

making it difficult for the network to converge or even over-
fitting. The pooling layer can reduce the redundancy of fea-
tures to a certain extent while reducing the size of the feature
map. The pooling operation is similar to the convolution
operation, using a pooling function without weight parame-
ters. It begins in the upper left corner of the input feature
map, slides to the right or down with a set step size, and out-
puts after pooling the pixels of the associated window block.
The following is the calculating formula:

xlj = f β × down xl−1i

� �
+ blj

� �
: ð3Þ

The most commonly used pooling methods are average
pooling and max pooling. Average pooling is similar to the
effect of the mean filter, which has a smoothing effect and
can effectively avoid the influence of noise points, but it is
easy to lose texture edge features. Since max pooling can
reduce the mean deviation caused by the convolution oper-
ation, it can better adapt to texture features. The pooled fea-
tures discard irrelevant details and only retain the main
feature information that is effective for the task, which
enables CNN to have a certain tolerance for changes in
image translation, tilt, scale scaling, etc. The pooling layer
only reduces the scale of a single feature map through the
pooling kernel, retaining important feature details, and does
not need to extract new features like the convolutional layer.
Therefore, the number of feature maps remains unchanged
after passing through the pooling layer.

The function of the fully connected layer is to map the
feature information obtained by operations such as convolu-
tion and pooling in front of the layer into the label space of
the sample. Because the feature expression obtained by mul-
tiple convolutions and pooling of the convolutional neural
network is still 3-dimensional, at this time, in order to calcu-
late the gradient, the 3-dimensional feature expression must
be corresponding to the 1-dimensional label. Therefore, a
fully connected layer is required to convert 3-dimensional

+

VGG16-D before Conv5-1 VGG16-D before Conv5-1

VGG16-D Conv5-1 VGG16-D Conv5-1

VGG16-D Conv5-2 VGG16-D Conv5-2

VGG16-D Conv5-3 VGG16-D Conv5-3

First-order feature

Maxpool FC FC So�max
Concat

Second-order feature

Second-order feature

Input

Figure 1: The structure of MSFPFN.

Table 1: The detailed parameters of MSFPFN.

Layer Kernel size Kernel number Input size

Conv1-1 3 × 3 64 448 × 448 × 3

Conv1-2 3 × 3 64 448 × 448 × 64

Maxpool1 2 × 2 — 448 × 448 × 64

Conv2-1 3 × 3 128 224 × 224 × 128

Conv2-2 3 × 3 128 224 × 224 × 128

Maxpool2 2 × 2 — 112 × 112 × 128

Conv3-1 3 × 3 256 112 × 112 × 128

Conv3-2 3 × 3 256 112 × 112 × 256

Conv3-3 3 × 3 256 112 × 112 × 256

Maxpool3 2 × 2 — 56 × 56 × 256

Conv4-1 3 × 3 512 56 × 56 × 256

Conv4-2 3 × 3 512 56 × 56 × 512

Conv4-3 3 × 3 512 56 × 56 × 512

Maxpool4 2 × 2 — 56 × 56 × 512

Conv5-1 3 × 3 512 28 × 28 × 512

Conv5-2 3 × 3 512 28 × 28 × 512

Conv5-3 3 × 3 512 28 × 28 × 512

Maxpool4 2 × 2 — 28 × 28 × 512

FC1 — 1 28 × 28 × 512
FC2 — 1 262244

Softmax — 1 16484
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features into 1-dimensional space. The neurons in the fully
connected layer are fully connected, and the output of all
neurons in the previous layer will be used as the input of
each neuron in this layer, but the neurons in the same layer
are not connected to each other. The calculation method is
as follows:

xlj = f 〠
i

xl−1i ∗wl−1
ij + bli

 !
: ð4Þ

3.2. Multiscale Feature Pyramid Fusion Network. This sec-
tion proposes an efficient multiscale feature pyramid fusion

+
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Figure 2: The structure of MSFPFN-DR.
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Figure 3: The network structure after adding the BN layer.

Table 2: Experimental environment.

Item Parameter

Operating system Ubuntu 18.04

CPU Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz

Memory 32G

Graphics card NVIDIA GeForce GTX 1080Ti

Framework PyTorch
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network (MSFPFN). Figure 1 shows the MFPF network
structure. The network framework can fully extract the
first-order and second-order features of the global and local
discriminative regional information that characterize the
characteristics of international Chinese education for the
final evaluation process, so as to effectively enhance and
improve the performance of the basic network. At the same
time, part of the network layer of the dual-channel VGG16-
D network is used as the basic feature extractor to build the
B-CNN model and the CBP model based on the low-
dimensional approximation method of the Tensor Sketch
kernel function as the basic network to build the network
framework.

The network first uses the first 14 layers of two symmetric
VGG16-D networks to build a two-way feature extractor.
Afterwards, the feature maps output by the last two convolu-
tional layers of the two-way feature extractor are used to
extract different forms of second-order features across layers
in the form of symmetry and intersection. At the same time,
the feature maps output by the last three convolutional layers
of the single-channel VGG16-D network are fused in the form
of adding corresponding position elements to obtain first-
order features. This first-order feature is then downsampled
by the pooling layer, and the dimensionality reduction is per-
formed by the mapping operation of the fully connected layer.
Finally, the obtained first-order dimensionality reduction fea-
tures that can represent the global information of the data and

the second-order features with the characteristics of target dis-
criminative region localization and identification are subjected
to concat splicing and fusion operation and then sent to the
Softmax classifier. At the same time, the MSFPFN network
framework can also be extended to use other CNN networks
with more advanced structure and better classification perfor-
mance, such as ResNet and DenseNet, as the basic feature
extractor to build. However, because the basic feature extrac-
tor chosen has a significant impact on the network model’s
final classification performance, it is necessary to avoid repeat-
ing related experiments and take into account the restricted
computational resources. The goal of the related comparative
experiments is to confirm that the proposed MSFPFN net-
work framework’s discriminative accuracy gain over the basic
network comes from the first-order and second-order fusion
features, which can effectively characterize the data’s global
and local discriminative region information, rather than
merely using the improved classification performance of the
underlying feature extractor. Therefore, in the research work
of this paper, only part of the network layer of the VGG16-
D network is used as the basic feature extractor to construct
a high-performance Chinese international education quality
assessment model. MSFPFN’s specific parameters are listed
in Table 1.

3.3. Dimensionality Reduction Multiscale Feature Pyramid
Fusion Network. As the dimension of the extracted bilinear fea-
tures is higher, the computational complexity of the dimension-
ality reduction operation increases. And the more GPU
memory resources are consumed during the network training
process. Therefore, it is urgent to build a high-performance net-
work framework based on feature dimensionality reduction.
The Inception module has an excellent local topology network
structure by using dense component connections instead of
local sparse connections. Many design ideas used in the Incep-
tionmodule have had a profound impact on the construction of
subsequent CNN models.
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Figure 4: Training loss.

Table 3: Comparison of different methods.

Method Precision Recall

RBF 85.30 82.80

SVM 89.90 87.20

BP 92.70 91.60

MSFPFN-DR-BN 95.10 93.30
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The Inception module adds several convolution and
pooling bypass branches based on the convolutional sparse
connection structure of the original direct connection. Fea-
ture maps representing different semantic information of
the data are extracted by using parallel combination of con-
volution kernels of different sizes. Afterwards, these feature
maps are subjected to concat splicing and fusion operation
and then used as the input of subsequent network layers.
In the Inception module, each bypass branch uses a 1 × 1
convolution kernel. It can effectively realize the combination
of spatial feature information in the dimension direction of
the input feature map channel and can perform data dimen-
sion reduction in a way of reducing the number of feature
map channels. At the same time, the ReLU activation unit
will be followed closely to add more nonlinear transforma-
tions to the network to improve the generalization ability
of the model. In addition, the network layer constructed by
the 1 × 1 convolution kernel is also called the bottleneck
layer, which can be used to reduce the number of channels
of the feature map first and then expand to the correspond-
ing depth as needed.

Based on the advantages of the bottleneck layer, this sec-
tion embeds different numbers of bottleneck layer modules
in the two-way feature extraction network of the MSFPFN
network to construct a more efficient dimensionality reduc-
tion multiscale feature pyramid fusion network (MSFPFN-
DR). Figure 2 shows the network structure. The network
structure of the two is similar, and the feature fusion method

is the same. The main difference is that the MSFPFN-DR
network, respectively, adds two different numbers of bottle-
neck layer modules after the last three convolutional layers
of the two-way feature extractor VGG16-D network. It is
used to reduce the dimension of the extracted first-order
and second-order features to reduce the computational com-
plexity of the network model. The subsequent first-order
feature extraction operations and second-order feature
extraction operations are similar to those of the MSFPFN
network, with the exception that the dimensionality reduc-
tion mapping operation of the bottleneck layer module is
added to the input part, demonstrating the MSFPFN-DR
network framework’s scalability even further.

3.4. DRMSFPFN with BN Layer. The great nonlinear fitting
ability of the deep CNN model is complemented with a large
number of parameters. When utilizing stochastic gradient
descent for network model training, there are a few apparent
hazards to be aware of. The initial learning rate, learning decay
rate, each network layer’s initialization weight, and the drop-
out usage ratio, for example, are all parameters that must be
manually specified. These parameters have a significant
impact on the networkmodel’s ultimate training performance.
These vast quantities of parameter tweaking effort, on the
other hand, are time and labor-intensive. In response to this
problem, researchers have proposed an efficient BN layer
module to solve this problem. The BN layer module can be
used to accelerate the training convergence speed of the net-
work, prevent overfitting, and effectively avoid the gradient
disappearance or explosion problem during deep network
training. The calculation of BN is as follows:

xi ′ =
xi − μBð Þffiffiffiffiffiffiffiffiffiffiffiffi
σ2 + ε

p ,

y = αxi ′ + β:

ð5Þ
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Figure 5: Multiscale feature fusion evaluation.

Table 4: Bottleneck module evaluation.

Method Training time Precision Recall

MSFPFN 13.5 h 93.10 90.50

MSFPFN-DR 8.9 h 93.70 92.10
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At the same time, the BN layer module is usually added
before the ReLU activation unit of each network layer when
used in the CNN network. The feature maps extracted from
each layer are first normalized and then nonlinearly mapped
to smoothly accelerate the training convergence process of
the network model. Figure 3 shows the network structure
changes before and after adding the BN layer module.

Based on the benefits of the BN layer module, this part
places the BN layer module before each MSFPFN-DR net-
work layer ReLU activation unit to create the MSFPFN-
DR-BN network, which improves the network’s perfor-
mance even more.

4. Experiment

4.1. Implementation Details. For experiments, this work uses
a data collection that was created by the author. The data set
contains a total of 87,314 samples, with 59,731 samples serv-
ing as the training set and 27,583 samples serving as the test
set. Each sample’s features are the appropriate evaluation
indicators of Chinese international education quality, and
the label is the quality level, which is then stratified accord-
ing to the quality level. It should be emphasized that this
work converts feature data into two-dimensional image data
and views Chinese international education quality assess-
ment as an image classification task. The experimental envi-
ronment used in this work is shown in Table 2.

4.2. Training Convergence Evaluation. In deep learning, net-
work training is a necessary and important process. The
convergence of training directly affects the subsequent test-
ing of the network. In order to evaluate the training process
of the network, this work analyzes the losses in different
stages of training. The experimental results are illustrated
in Figure 4.

As the network training progresses, the loss gradually
decreases. But when the epoch is 120, the loss value no lon-
ger decreases and tends to converge. This preliminarily
shows the feasibility of the MSFPFN-DR-BN network
designed in this paper.

4.3. Comparison of Different Methods. To further verify the
effectiveness of MSFPFN-DR-BN, it is compared with other
evaluation methods. The compared methods include RBF,
SVM, and BP network, and the experimental results are
illustrated in Table 3.

Compared with other methods in the table, MSFPFN-
DR-BN can obtain 95.1% precision and 93.3% recall. It cor-
responds to the highest performance, which demonstrates
the effectiveness and correctness of the method.

4.4. Multiscale Feature Fusion Evaluation. In this work, fea-
tures of different scales are fused in order to extract more
discriminative features. To verify the effectiveness of this
strategy, this work conducts comparative experiments to
compare the evaluation performance without feature fusion
and when feature fusion is used. The experimental results
are illustrated in Figure 5.

Compared with single-scale features, using multiscale
feature fusion can achieve 2.3% precision and 1.6% recall
improvement. It can thus prove the effectiveness of this work
using this feature fusion strategy.

4.5. Bottleneck Module Evaluation. This work adopts the
bottleneck module to reduce the dimension of the network
to speed up network training. In order to verify the effective-
ness of this dimensionality reduction strategy, this work
conducts comparative experiments to compare the evalua-
tion performance without using the bottleneck module and
using the bottleneck module, respectively. The experimental
results are illustrated in Table 4.
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Figure 6: BN module evaluation.
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It can be seen that after using the dimensionality reduc-
tion module, the training time of the network is greatly
reduced, and the precision and recall are improved to vary-
ing degrees. This proves the correctness and feasibility of
using this strategy in this work.

4.6. BN Module Evaluation. This work uses the BN module
to optimize the network structure and extract more effective
features. To verify the effectiveness of this strategy, the eval-
uation performance without and with BN is compared. The
experimental results are illustrated in Figure 6.

Compared with not using the BN module, after using
this strategy, the network can obtain 1.4% precision
improvement and 1.2% recall improvement. This proves
that the use of BN structure can effectively improve the eval-
uation performance.

5. Conclusion

After more than ten years of unrelenting work, Chinese for-
eign communication has reached its pinnacle. The interna-
tional Chinese language education market is now in good
shape and has a bright future ahead of it. The number of stu-
dents has also increased, and cultural exchange programmers
have become more varied and colorful. At the same time, the
development of the Chinese domestic foreign education mar-
ket is excellent. A growing number of colleges and institutions
are offering undergraduate and master’s degrees in Teaching
Chinese to Speakers of Other Languages, and the number of
international students in China is at an all-time high. Domes-
tic and foreign Chinese language training institutions have
already entered the initial stage, the market scale has contin-
ued to expand, and the brand concentration has gradually
increased. The good development status of the Chinese inter-
national education market in China will lay a solid foundation
for the international dissemination of Chinese in the future. In
this context, how to evaluate and stratify the quality of Chinese
international education has become an important research
topic. This work designs a neural network for evaluating the
quality of Chinese international education and conducts a
hierarchical research based on this. Aiming at the common
defects of existing mainstream network models, this paper
improves the model by combining the idea of multiscale fea-
ture pyramid. To begin, we offer a network framework with
high evaluation performance that can fully extract the first-
order and second-order features of global and local discrimi-
native area information to effectively enhance and improve
the baseline model’s classification performance. Second, due
to the high dimension of the second-order features retrieved
by the network and the computational cost, a bottleneck layer
module made up of numerous 1 × 1 convolution kernels is
integrated in the network structure to improve performance.
In order to achieve effective dimensionality reduction of mul-
tilayer features, reduce the number of parameters of the model
and improve the inference speed of the model. Finally, in
order to effectively avoid and prevent the overfitting problem
that is easy to occur in the deep network training process,
BN layer modules are embedded before the ReLU activation
units of each network layer to smoothly accelerate the training

convergence process of the network model. Comprehensive
and systematic experiments verify the effectiveness of this
work.
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